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ABSTRACT

This thesis builds on the deep learning techniques that have recently achieved multiple successes for problems as diverse as the type of data used (images, text, DNA, etc.) in large-scale settings (i.e. with large amount of high-dimensional data) thanks to the computational improvements. Reinforcement learning (RL) has leveraged these successes to continuous control tasks in environments that are only partially known, i.e. without knowledge of the transition model, and recently without knowledge of the underlying compact state space that Markov decision processes (MDPs) usually provide. There are many improvements in this last class of methods called end-to-end deep RL, but they still remain computationally and memory intensive.

In order to facilitate the applicability of RL algorithms to these large-scale problems, this thesis builds on the burgeoning field of state representation learning (SRL). From a global perspective, it takes advantage of the popularity for deep unsupervised pretraining of input representations that offer improvements over input embeddings learned from scratch. Its solution exploits the accumulated experience of agents in the manner of transfer learning, i.e. where automatic prediction for new tasks is performed on examples from a different training distribution.

In this research, we have proposed two new SRL algorithms that address the general question of how to learn state embeddings that improve the performance of RL algorithms (i.e. a better convergence of the optimal policy in terms of computational cost, sampling efficiency and final performance) in large-scale settings and without access to the reward that is generally available. Each of these algorithms respectively answers the question (i) How to represent states so that an agent can perform tasks by imitation learning? (ii) How to represent states so that an agent can predict its near future (the next state and the next observation) by exploring the estimated uncertain unknown transitions?

Finally, this work is a way to improve all types of inputs for RL algorithms (not just image observations) through state representations which verify good properties for the efficiency of bootstrapping and other automatic decision making mechanisms also common to supervised learning.
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INTRODUCTION

Everything is number.

Pythagoras (570 BC – 495 BC)

The last decade has seen immense progress in machine learning to solve automatic decision making tasks. Indeed, with their data-driven learning principle, learning systems have taken advantage of huge datasets, computational hardware/software improvements, to extract information from data and convert it into numerical knowledge to perform automatic predictions. There are three ways to optimize these learning algorithms, but they can help each other [Jordan and Mitchell, 2015]. However, the difference between them is not as clear as it first appears [Jordan and Rumelhart, 1992].

(1) Supervised learning is similar to function approximation problems, where the training examples are input-output pairs \((x, y)\). Supervised learning systems aim to learn a mapping between \(x\) and \(y\), with the objective of minimizing the expected prediction errors. \(x\) can be of different nature, ranging from low-dimensional vectors to multidimensional inputs such as images, DNA sequences, text, etc. [LeCun et al., 2015]. In particular, it is deep learning that has enabled advances in so many diverse applications. Deep learning consists of multilayer networks that learn representations to extract features of increasing level of abstraction as the layer approaches the output. Usually, machine learning practitioners used to perform a feature extraction phase before the automatic decision making task [Schmidhuber, 2015]. Today, it is more popular to let deep learning systems automatically learn their representations and make predictions. Learning systems trained without pretraining are said to be end-to-end trainable. In particular, they have led to major changes in the way data is analyzed in computer vision [Krizhevsky et al., 2012].

(2) Reinforcement learning (RL) is akin to problems nested in the fields of control theory and machine learning, which typically involve sequential decision making. It is typically formalized as the optimal control of incompletely known Markov decision processes (MDPs), where the training examples are obtained sequentially through agent-environment interactions to cope with the unknown transition model of MDPs [Sutton and Barto, 2018]. These training examples are transitions which consist of an action performed by an agent and the resulting new state and reward. A state determines what an agent knows about himself (proprioception) and his environment (perception), and a reward is an evaluative feedback provided by the environment. RL systems aim to learn a control strategy
called optimal policy, which is trained to choose actions for any given state, with the objective of maximizing the expected cumulative reward over time. They do this by giving each action a correct credit for its contribution to the cumulative rewards. Thus, unlike supervised systems, they automatically annotate the training examples with intermediate feedbacks provided by the environment.

Traditionally, RL systems rely on specific low-dimensional states with Markovian transitions to ensure full observability [Sutton and Barto, 2018]. In order to make robotics increasingly autonomous, learning systems need to exploit physical information from the real world using various sensors such as cameras. However, such states may be difficult to obtain from raw sensory data, especially without the assumption of the a priori knowledge of the ground truth state, and that complex transitions with distractors are most often present in the environment. It is in this more realistic setting corresponding to one of the most popular scaling, in which we place ourselves in this thesis [Li, 2018, François-Lavet et al., 2018]: simulation-based control tasks with continuous action spaces of up to ten dimensions, and continuous observation spaces formed by camera images. As with supervised learning, end-to-end deep learning has led to great progress in adapting RL systems to such settings in order to represent the necessary state properties in the intermediate layers [Barth-Maron et al., 2018, Kostrikov et al., 2020]. These systems are known as end-to-end deep RL (DRL) and have had great impact in early applications with image observations and discrete actions [Mnih et al., 2015].

(3) Unsupervised learning tackles the problems of learning input embeddings by leveraging unlabeled data. Specifically, unlike the previous two machine learning paradigms, where systems learn representations for a specific automatic decision task, in this paradigm systems learn representations without any supervision or reward [Ghahramani, 2003]. These systems generally make assumptions about the structural properties of the data to better retrieve higher-level features. For example, the assumption that the data lies in a manifold with small intrinsic dimensionality is used by various dimension reduction methods such as PCA (principal component analysis), manifold learning, or autoencoders that make different assumptions about the underlying manifold (e.g. that it is a linear subspace or a smooth nonlinear manifold) [Ghahramani, 2003].

From a general viewpoint, these three paradigms allow to train learning systems as: (1) to reproduce known knowledge (labeled training examples), (2) to discover control strategies (optimal policies) with knowledge available only through interaction (MDPs), (3) to discover previously unknown knowledge from the data. While (1) and (2) are concerned with learning representations for specific tasks of automatic prediction, (3) is concerned with learning useful representations of the input which can be used advantageously by new learning systems. In particular, this thesis will study approaches for pretraining state estimators to generate inputs for RL algorithms. The idea of embedding is to extract the a priori abstract and non-numerical concepts from data into numer-
ical and actionable representations to provide better inputs for new learning systems. To do this, embedding learning immerses data points in a numerical space in order to retrieve them in a machine-readable language. This is what mathematics for computer science allows from the start: privileging numbers as inputs and outputs of algorithms, which motivates our study. Our intuition is that high-dimensional observations of autonomous agents are not an issue per se because their intrinsic degrees of freedom matter much more. Deep unsupervised learning would help learn mappings that attempt to “iron” complex manifolds of relevant information into low-dimensional embeddings [Ghahramani, 2003, Van Der Maaten et al., 2009].

This thesis is part of the work on unsupervised input representation pretraining, which can be exploited in transfer learning by new learning systems trained on examples from another data distribution [Bengio, 2012]. These transfer learning methods can leverage huge unlabeled raw datasets to efficiently learn low-dimensional input embeddings, provided that the approximator class matches the complexity of the problem and sufficient computational resources are available during pretraining [Bengio et al., 2007]. In the literature, works to better structure the inputs of learning systems by pretraining input embeddings have been done for several reasons: simplicity, robustness, to overcome the curse of dimensionality, to improve performance with fewer training examples [Hadsell et al., 2006, Collobert et al., 2011, Le, 2013, Jonschkowski and Brock, 2015, Anselmi et al., 2014].

For example, in natural language processing and robotics, the trend is to represent more and more abstract concepts by numbers. On the one hand, in language processing, the scientific explosion of word embedding pretraining approaches popularized by word2vec [Mikolov et al., 2013] and all its variants like GloVe ([Pennington et al., 2014]), BERT ([Devlin et al., 2018]), RoBERTa ([Liu et al., 2019b]), FlauBERT ([Le et al., 2019]), camemBERT ([Martin et al., 2019]), have disrupted the previous word embeddings learned from scratch. Indeed, these pretrained word embedding vectors offer better representations of words, sentences, paragraphs, and documents, bringing tremendous progress in all kinds of automatic prediction tasks such as translation, speech recognition, sentiment analysis, document summarization, question answering, language generation, etc. [Young et al., 2018].

On the other hand, in the same years, robotics has operated the same kind of upheaval, where huge datasets consisting of the interaction experience between agents and the environment are exploited to pretrain state embeddings. This is the birth of a whole field of research corresponding to unsupervised pretraining of state estimators popularized by Jonschkowski and Brock [2013] as state representation learning (SRL) and all its variants like [Dwibedi et al., 2018, Ha and Schmidhuber, 2018, de Bruin et al., 2018, Yarats et al., 2019, Sax et al., 2019], that have disrupted previous input embeddings learned from scratch with end-to-end DRL algorithms on various real and simulated robotic tasks.
1.1 STATE REPRESENTATION LEARNING

This thesis will mainly consider SRL for state estimation in the rewardless robotic context. The solution typically takes the form of a state-update function that leverages the accumulated experience of multiple agents to estimate states whose transitions are Markovian, and from which as much unnecessary information is removed as possible. This is intended to make the states simpler and lower dimensional than the observations, and more generally than the history of an agent’s trajectory.

Transferring such state representations discovered from task-agnostic experience has many merits. First, it would allow robotics to break free from the limitation of solving tasks known in advance, i.e. to be able to autonomously handle unknown tasks. Second, it is an effective way to move beyond data-hungry versions of end-to-end DRL algorithms [Glasmachers, 2017]. Third, it would effectively train systems to cope with the intrinsic challenges of RL, such as credit assignment due to long-horizon tasks, instability due to stochasticity, the exploration/exploitation tradeoff, complex and unknown environment transitions, and the curse of dimensionality [Henderson et al., 2018, Li, 2018]. Finally, it would be an attempt to recover the theoretically well-studied framework of RL defined with states represented in a very relevant way [Sutton and Barto, 2018].

One of the main challenges in SRL, which arises in many unsupervised learning systems, often more precisely referred to as self-supervised learning systems [Liu et al., 2020], is the choice of a training objective. There are different ways to approach the issue of providing additional information about the SRL solution structure rather than simply using the supervision of a compression signal as is the case with the autoencoder approach [Bourlard and Kamp, 1988]. This can be addressed under the notion of multiple agents that leverage knowledge gained from previous tasks, as it is the case with SRLfD (State Representation Learning from Demonstration), one of the algorithms proposed in this thesis that we present in Chapter 4. Or under the notion of predictability of the next observations by learning a state transition estimator, as it is the case with XSRL (eXploratory State Representation Learning), the other algorithm proposed in this thesis that we present in Chapter 5.

Another main challenge, specific to the SRL framework, is the choice of a task-agnostic exploration strategy (i.e. without extrinsic reward) for autonomous agents to discover their environment [Sutton and Barto, 2018, Lesort et al., 2018]. The agents’ experience consists of a collection of sequential agent-environment interactions without extrinsic reward and with a non-stationary state distribution, as the state estimator is trained continuously. While this exploration can be done manually via demonstrations of various transitions, it is complicated to do so in an unsupervised learning context, i.e. without the a priori knowledge of the task. This thesis considers new ways to automate it. Such strategies are intensively studied in the RL context to solve the exploration/exploitation tradeoff for learn-
ing an optimal policy with good generalization performance. In contrast, they have not yet been well studied in the SRL context to learn a state representation generalizable to unknown tasks. In other words, a good exploration strategy in this context should take advantage of the training examples automatically generated by agents and seek for new observations to maximize the generalization likelihood of the learned representation. We propose two approaches, one that generalizes to various tasks: SRLfD, and one that generalizes to complex transitions and from which the model can improve: XSRL.

1.2 A BRIEF HISTORY OF STATE ESTIMATION

Understanding the current state of controlled systems is part of the requirement to learn tasks, such as those of RL. In a context where the state is replaced by a sensory measurement, RL can often be made more efficient by solving first a state estimation problem [Tesauro, 1992, Bertsekas and Tsitsiklis, 1996]. One of the first approaches was proposed by Kalman [1960b] that assumes knowledge of the transition model which must be linear with respect to the state. However, it has been adapted to the nonlinear context with the extended Kalman filter (EKF) [Ljung, 1979]. A more recent type of technique dedicated to navigation tasks is SLAM (Simultaneous Localization and Mapping [Bailey and Durrant-Whyte, 2006a,b]) which provides representations that contain the location and orientation of an agent.

These traditional state estimation techniques have significantly increased the autonomy and intelligence of robots. However, in their usual formulations, they assume the a priori knowledge of the transition model, and the ground truth state in order to define an observation model. Moreover, their state representations focus on self-localization and ego-motion estimation, which may be insufficient for complex tasks that require understanding more abstract concepts of the environment. Moreover, these traditional methods require experts to tune their parameters, which is difficult due to the “curse of manual tuning” [Cadena et al., 2016]. As a collateral effect, they tend to be non-generalizable across tasks, as cross-validation is not an option in an unsupervised learning context.

Feature engineering methods have relaxed the assumption of the a priori knowledge of the transition model and the ground truth state by being solely task specific. Among the most popular techniques are SIFT [Lowe, 1999] and SURF [Bay et al., 2006]. However, it remains challenging to devise ad hoc methods that extract higher-level and more abstract features, even when the task is known. Moreover, in a context of ever-increasing automation, it is necessary to remove the assumption of the a priori knowledge of the task and the environment. This is where SRL comes in, automating the feature engineering process by leveraging experiences discovered by agents to pretrain state estimators [Lesort et al., 2018]. Such pretrained state embeddings can represent numerically in vectors all the concepts of the input, from the least to the most abstract. Thanks to the data-
driven principle of machine learning, the designer remains outside the learning loop, and thus the required expert knowledge only concerns the hyperparameters of the SRL algorithms.

This thesis seeks to extend the capabilities of SRL to help scale DRL algorithms to continuous control tasks with high-dimensional sensory observations. Although end-to-end DRL has recently performed well on such tasks, it relies on many computational resources [Barth-Maron et al., 2018]. This makes it impractical to apply DRL to such tasks with computational restrictions, as in real-world robotics. SRL allows to improve the performance of DRL by providing it with better inputs than the input embeddings learned from scratch with end-to-end strategies. Specifically, this thesis addresses the problem of performing state estimation in the manner of deep unsupervised pretraining of state representations without reward. These representations must verify certain properties to allow for the correct application of bootstrapping and other decision making mechanisms common to supervised learning, such as being low-dimensional and guaranteeing the local consistency and topology (or connectivity) of the environment [Penedones et al., 2018, Morik et al., 2019], which we will seek to achieve through the models pretrained with the two SRL algorithms proposed in this thesis.

1.3 THESIS OUTLINE

In Chapter 2, we provide the background necessary to understand the deep unsupervised pretraining of state embeddings. This takes place in the context of large-scale function approximation problems involved in popular applications of DRL. Once we have a clear understanding of the curse of dimensionality (Section 2.1) (which is ubiquitous in control systems with high-dimensional continuous inputs), we explain the main components of a machine learning algorithm, especially when deep learning techniques are used (Section 2.2). Finally, we present RL and its extension to deep learning approximators, i.e. DRL algorithms, with special attention to the one we use throughout our experiments – SAC (Soft Actor-Critic [Haarnoja et al., 2018b]) – (Section 2.3).

In Chapter 3, we review the main approaches to state representation for the popular large-scale control tasks studied in this thesis with RL that corresponds to robotics in simulation with image observations and continuous actions. We start by recalling works in representation learning with dimensionality reduction to try to overcome the curse of dimensionality in such problems (Section 3.1). We then discuss how end-to-end DRL scales up, but still with limitations (Section 3.2). We then present an effective scaling alternative that is the unsupervised state estimator pretraining known as – state representation learning (SRL). To do so, we lay the foundations of its framework through three main elements: solution criteria (Section 3.3.1), learning heuristics (Section 3.3.2), and exploration
strategies (Section 3.3.3). In the next two chapters, we present two SRL methods that propose a novelty in each of these elements.

In Chapter 4, we introduce the first approach called SRLfD (State Representation Learning from Demonstration). The learned state must here verify the criterion that the agents’ experience is represented in a way which abstracts the concepts common to multiple tasks by guaranteeing the Markovianity of state transitions. To this end, SRLfD follows the imitation learning objective of oracle policies on various tasks as a learning heuristic. In this way, the exploration strategy is realized by oracle policies whose diversity guarantees the one of the experience. We evaluate the performance of our pretrained SRLfD models on two control tasks: goal reaching and ballistic projectile tracking. We show comparisons with classical Kalman filtering, popular end-to-end RL, and other representation strategies. Some of the work in this chapter has been presented previously in [Merckling et al., 2020], but it also contains new work in Section 4.5.

In Chapter 5, we introduce the second approach called XSRL (eXploratory State Representation Learning). The learned state must here verify the criterion that the agents’ experience is represented in a way which abstracts the concepts to the next observation prediction task by guaranteeing the Markovianity of state transitions. To this end, XSRL follows the next observation prediction objective as a learning heuristic. To ensure an effective exploration, the first training procedure is coupled with a second procedure that trains discovery policies to maximize intrinsic rewards formed by (i) prediction errors of an inverse model trained concurrently in parallel, and (ii) \(k\)-step learning progress bonuses of the state representation model. In this way, the trained policies tend to generate transitions that are diverse in controllability and from which the state estimator can be trained efficiently. We first measure the exploration performance of XSRL and compare it to random exploration and entropy maximization strategy. We then evaluate the performance of our pretrained XSRL models on new RL applications which consist of three control tasks: maze navigation, pendulum swing up, and sprint locomotion. We show comparisons with the state-of-the-art RAE (Regularized Autoencoder [Ghosh et al., 2019]) approach, and other representation strategies.

1.3.1 Summary

The main chapters of this thesis can be summarized as follows.

- In Chapter 2, the elements to understand DRL and more globally the deep learning techniques used in our research are presented.

- In Chapter 3, the embedding learning methods for DRL are reviewed by developing those in the SRL domain through three major elements: solution criteria, learning heuristics and exploration strategies.
• In Chapter 4, we present a new SRL algorithm (SRLfD) for pretraining state representations from imitation learning of multiple oracle policies sufficiently diverse to provide effective exploration.

• In Chapter 5, we present another new SRL algorithm (XSRL) for pretraining state representations from learning by next observation prediction of the most diverse and learnable unknown transitions.

• In Chapter 6, we summarize the contributions and results of this thesis and the questions they led us to ask.
DEEP REINFORCEMENT LEARNING BACKGROUND

The tool which serves as intermediary between theory and practice, between thought and observation, is mathematics; it is mathematics which builds the linking bridges and gives the ever more reliable forms.

David Hilbert, 1930 *in* The Mind of the Mathematician (2007)

2.1 INTRODUCTION

During the last twenty years, the availability of large and high-dimensional data has dramatically increased. This has raised new questions for data representation in different mathematical domains, added to those already posed in the field of traditional statistical data analysis. Donoho et al. [2000] characterized these new large-scale data analysis problems with *the curse of dimensionality* and *the blessings of dimensionality*. On the one hand, the curse of dimensionality is a central issue, which largely challenges traditional mathematical theories. On the other hand, the blessings of dimensionality are beneficial, they could explain in part the surprising performance of deep learning techniques.

2.1.1 *The Curse of Dimensionality*

Bellman [1961] first coined *the curse of dimensionality* in optimal control problems (or sequential decision problems) to describe the intractability of optimizations involving exhaustive enumerations of high-dimensional spaces. For pedagogical reasons, Bellman explains this problem with this simple illustrative example: a $1/10$ spacing grid on a $D$-dimensional unit cube has $N = 10^D$ points, which grows exponentially with $D$. Specifically, this spacing grid may correspond to a $D$-dimensional discretized state space. Thus, covering all state instances and computing their evaluation simultaneously becomes intractable with the increase of the state dimension, whether it is discrete or continuous. Bellman [1961] first proposed to overcome this problem by using new exhaustive search strategies, in particular with his own method: dynamic programming.
The curse of dimensionality appears in many areas of computer science, in particular Donoho et al. [2000] identified: optimization, function approximation and numerical integration. The main formulation of the curse of dimensionality by Donoho et al. [2000] is as follows:

**CURSE OF DIMENSIONALITY** If we must approximatively optimize a function of $D$ variables, assumed to be Lipschitz, then to have a tolerance error $0 < \epsilon < 1$ on the approximation objective, we need order $N_\epsilon = (1/\epsilon)^D$ evaluations on the discretized space.

In comparison to the previous illustration, the tolerance error $\epsilon$ refers to the spacing grid on the $D$-dimensional unit cube, while $N_\epsilon$ refers to the number of points we need to enumerate all the configurations of this discretized space. For example, to naively approximate a function with a tolerance error $\epsilon \approx 10^{-2}$, in low-dimensionality regimes $D = 1, 2$ or 3, the number of required samples becomes unreasonably large with $N_\epsilon = 10^2$, $10^4$ or $10^6$. Therefore, in settings with high-dimensional data, the number of training examples will never be large enough to naively approximate a function with a neural network.

2.2 DEEP LEARNING

In what follows, we explain the main components used by deep learning techniques. We first describe the optimization problem encountered by their training procedure and the two main tools it uses: stochastic gradient descent and the backpropagation algorithm. Next, we present the most basic deep learning approximators – *feedforward neural networks* – (abbreviated by FNNs), which have given a very popular variant – *convolutional neural networks* – (abbreviated by CNNs). Although this explanation of deep learning techniques is not exhaustive, it may be sufficient to understand the pleasant end-to-end learning perspectives they offer for scaling reinforcement learning algorithms towards robotics (see Section 3.2).

2.2.1 Deep Learning Training Problems

Deep learning training problems correspond to optimization problems that are solved by fitting a neural network parameters $\theta$ (a.k.a. weights) to minimize an objective function. An objective function is defined with a loss function $\ell$, which in the case of regression can for example be the mean square error (MSE), i.e. based on the $L_2$ norm. It measures the difference between the output of the target function $f$ and that of the neural network $f_\theta$ (a.k.a. prediction), as follows:

$$\ell(f_\theta(x), y) = \| \hat{y} - y \|^2_2$$

where $(x, y)$ corresponds to the input-output pair obtained with evaluation of the unknown target function $(f(x) = y)$. In practice, the objective function
corresponds to the **empirical risk**, which is computed on a finite training dataset as follows:

\[
\mathcal{L}(\theta) = \frac{1}{N} \sum_{n=1}^{N} \ell(f_{\theta}(x_n), y_n)
\]  

(2)

where \(\{(x_n, y_n)\}_{1 \leq n \leq N}\) is a training dataset of cardinality \(N\) formed from different input-output pairs. Due to the empirical nature of this objective function, training a neural network is similar to an approximate optimization [Bottou and Bousquet, 2008].

Theoretically, an objective function corresponds to the **expected risk** on an unlimited training dataset according to a data distribution \(P_X: \mathcal{X} \rightarrow [0, 1]\) (where \(\mathcal{X} \subset \mathbb{R}^D\) is the data space) from which input-output pairs \((x, f(x))\) are drawn, as follows:

\[
\mathcal{L}_D(\theta) = \int_{x \in \mathcal{X}} P_X(x) \ell(f_{\theta}(x), f(x)) \, dx
\]  

(3)

However, the knowledge of \(P_X\) and the computation of the full integral is impossible in practice. This is why minimizing Eq. 3 is impractical in most problems.

Following Bottou and Bousquet [2008], we assume that the empirical risk \(\mathcal{L}(\theta)\) and the expected risk \(\mathcal{L}_D(\theta)\) have a global minimum at \(\theta^*\) and \(\theta_D\) respectively. Moreover, Bottou and Bousquet [2008] let \(\hat{\theta}\) be the practical solution of the empirical risk given by an optimization algorithm. The quality of this solution depends on the time budget \(T_{\text{max}}\) needed to obtain a tolerance error \(\varepsilon_{T_{\text{max}}}\) such that:

\[
\mathbb{E} \left[ \mathcal{L}(\hat{\theta}) - \mathcal{L}(\theta^*) \right] < \varepsilon_{T_{\text{max}}}
\]  

(4)

Ideally, the solution \(\hat{\theta}\) should yield a good generalization performance. This is expressed by a low error rate of the objective function on the expectation of test datasets (i.e. datasets not used in the optimization process). This is the main goal of any statistical learning method: to approximate a target function using a training dataset to ensure good generalization performance on new samples drawn from the same data distribution. For the sake of clarity, we represent this generalization performance with the expectation \(\mathbb{E}[\mathcal{L}(\hat{\theta})]\).

According to Bottou and Bousquet [2008], through the three different solutions to an optimization problem, the generalization error obtained with a practical solution can be decomposed as follows:

\[
\mathbb{E}[\mathcal{L}(\hat{\theta})] = \mathbb{E}[\mathcal{L}(\theta_D)] + \mathbb{E}[\mathcal{L}(\theta^*) - \mathcal{L}(\theta_D)] + \mathbb{E}[\mathcal{L}(\hat{\theta}) - \mathcal{L}(\theta^*)]
\]  

(5)

These three error terms allow to show different trade-offs between the choice of the neural network architecture, the number of training examples \(N\), and the desired error rate of the optimization algorithm \(\varepsilon_{T_{\text{max}}}\) [Bottou and Bousquet, 2008].
\( E_{\text{app}} \) is the approximation error that measures how well functions of the approximator class can approximate the target function \( f \). Since in practice \( f \) is most often outside this class, the more complex the approximator class, the smaller the term is according to the theoretical universal approximation results [Cybenko, 1989, Hornik et al., 1990, Pinkus, 1999].

\( E_{\text{est}} \) is the estimation error that measures the consequence of minimizing the empirical risk instead of the expected risk. It reflects the generalization performance influenced by the function class and the training dataset of cardinality \( N \). Since \( N \) is limited in practice, the dataset cannot cover the entire actual data distribution. Furthermore, the number of samples required for a reasonable function approximation increases with the class complexity of the approximator. Thus, for these two reasons, the larger \( N \) and the simpler the approximator class, the smaller the term.

\( E_{\text{opt}} \) is the optimization error that measures the consequence of a time-limited optimization solution. It reflects the generalization performance influenced by \( N \) and the properties of the optimization algorithm (convergence speed and cost per iteration). Because the optimization algorithm is time-limited in practice, the more sample efficient and the lower the cost per iteration, the smaller the term.

The two terms \( E_{\text{app}} \) and \( E_{\text{est}} \) constitute the approximation-estimation tradeoff (a.k.a. bias-variance tradeoff) where high bias is similar to high approximation error known as underfitting, and high variance is similar to high estimation error known as overfitting. In our large-scale setting (i.e. high data dimensionality \( D \) and high cardinality \( N \)) the generalization performance depends mainly on the optimization algorithm properties and the time budget \( T_{\text{max}} \). Bottou and Bousquet [2008], Bottou et al. [2018], Hardt et al. [2016] theoretically analyze the generalization performances of several optimization algorithms, however they do not consider the regime of high-dimensional data. Their results prove that stochastic gradient descent optimization algorithms compare favorably with more sophisticated methods such as Newton’s algorithm. This is due to the fact that the former has a cost per iteration independent of \( N \), which is not the case for the latter. Moreover, the computational system, which corresponds to the computational hardware and software, determines the speed of the calculations. Thus, the more sophisticated the computational system is, the faster the iterations are executed.

Wang et al. [2020] propose a detailed survey on the different approaches to scaling machine learning algorithms by the three possible ways mentioned above. Indeed, the various works generally act on these three aspects to scale-up the machine learning algorithms: (i) add hypotheses about the function class to which the approximator belongs, (ii) improve the properties of the optimization algorithm (i.e. the cost per iteration and the convergence time), (iii) improve the resources deployed for numerical computations (in particular with the automatic differentiation algorithms and the parallelization of calculations). All these
improvements have allowed the development of deep learning techniques in the large-scale setting.

The first aspect – assumptions underlying the function class – makes it possible to avoid the exponential increase in the number of parameters needed to approximate high-dimensional target functions. In particular, deep neural networks are able to reach approximation error rates with their number of parameters that depends polynomially on the data dimensionality, whereas for their shallow counterparts it depends exponentially (curse of dimensionality in the parameter space of the approximator) [Cichocki et al., 2017]. This has the benefit of also reducing the estimation error as overfitting is less of a problem with fewer parameters in the approximator (i.e. with a simpler approximator). In the rest of this section, we will present the two components that improve deep learning systems on the two other aspects.

2.2.1.1 Stochastic Gradient Descent

The second aspect – properties of optimization algorithms – makes it possible to avoid the exponential increase in the number of calculations needed to approximate high-dimensional target functions. In particular, the stochastic gradient descent (an instance of stochastic optimization algorithms) can find solutions with low estimation error rates without exploring the whole parameter space of a neural network [Zhang et al., 2017a, Nguyen and Hein, 2018], thus reducing the training time needed for convergence.

Historically, Robbins and Monro [1951] proposed the stochastic optimization, which allows learning function approximators on large discrete training datasets, by mixing statistics and optimization ideas. Robbins-Monro’s theorem shows that the objective function no longer needs to be evaluated directly but only with an unbiased estimate of its gradient with respect to the approximator parameters. It can be seen as an incremental gradient descent algorithm. This eliminates the cardinality dependency that is problematic in large cardinality regimes, as only randomly picked mini-batches of data points are needed instead of the whole dataset in each optimization iteration. One of the first successes brought by this stochastic optimization to train neural networks was obtained with ADA-LINE (Adaptive Linear Neuron [Widrow and Hoff, 1960]) to solve least-squares problems. Years later, Lenet-5 introduced by LeCun et al. [1998] extended this stochastic optimization to a convolutional neural network to solve document recognition problems.

Nowadays, the stochastic optimization line of work still benefits from many improvements thanks to the considerable interest of the machine learning community. Several scientific avenues have been taken, including optimization algorithms that are faster than the stochastic gradient descent method, such as the momentum method [Polyak, 1964, Sutskever et al., 2013], or an extended version Adam [Kingma and Ba, 2014] which adapts the first momentum.
In a nutshell, the Robbins-Monro’s theorem allows to manipulate an objective function corresponding to the empirical risk ($\mathcal{L}(\theta)$ was previously defined as a large sum over an entire training dataset) without having to compute its values and gradients with respect to the function approximator parameters. Indeed, thanks to Robbins-Monro’s theorem, we can simply update the neural network parameters $\theta$ with an unbiased estimate of the true objective function’s gradient (denoted $\nabla_{\theta} \mathcal{L}(\theta)$) which is typically computed on a randomly sampled mini-batch of data points. The iterative process of parameter adjustment is governed by the following stochastic update rule:

$$\theta_{k+1} \leftarrow \theta_k - \eta_k \Delta_k \quad \Delta_k = \frac{1}{B} \sum_{b=1}^{B} \nabla_{\theta} \mathcal{L}(f_{\theta_k}(x_{i_b}), y_{i_b})$$

where $k$ is an iteration index, $i_b \sim \mathcal{U}_N(1, N)$ is a uniform index parsing the $N$-cardinality training dataset in small subsamples of size $B$ called mini-batches (which are typically of size 32, 64, 128, 256 or 512, depending on storage capacity and to each application we address). Let $\theta_0$ be a set of neural network parameters at the initial iteration, $\eta_k$ a learning rate and finally $\Delta_k$ an unbiased estimate of the objective function’s gradient. Literally, $\Delta_k$ is an incremental progress, where the learning rate controls how much parameters are changed by it. By the law of large numbers, the stochastic gradient estimation should be close to the real objective function’s gradient, i.e. $\Delta_k \approx \nabla_{\theta} \mathcal{L}(\theta_k)$, however with some random fluctuations [Bottou and Bousquet, 2008].

Starting from $\theta_0$, the $k$-th iteration of the optimization algorithm uses the forward-propagation and backpropagation (soon detailed in Section 2.2.1.2) to compute $\Delta_k$ and update $\theta_k$. This update (Eq. 6) moves the parameters in the negative direction of $\Delta_k$, therefore moving closer to a global/local minima. A pass through the whole training dataset is called an epoch. After some epochs (which is specific to each application we address), the neural network outputs (a.k.a. predictions) must be close to the target function outputs, i.e. $\hat{y} \simeq y$. This stochastic optimization algorithm is guaranteed to converge in supervised learning problems given that Robbins-Monro’s conditions on the learning rate are met, i.e. the learning rate is small $0 \leq \eta < 1$, but does not decrease too quickly:

$$\sum_{i} \eta_k = \infty \quad , \quad \sum_{i} (\eta_k)^2 < \infty$$

and with the assumption that the training examples are drawn in an i.i.d. manner\(^1\).

Since the stochastic gradient descent has a low computational cost per iteration, it can scale-up to high cardinality regimes. Specifically, stochastic gradient descent uses a small batch of data points (i.e. a mini-batch) at each update and is therefore more efficient in terms of memory and computational cost. This is

\(^1\) (i.i.d. = independently and identically distributed)
in contrast to the vanilla gradient descent algorithm, which passes through the entire training dataset at each update, and therefore has a computational cost per iteration proportional to $N$.

Deep neural networks are characterized by nonlinearities that generally produce a non-convex objective function [Bengio et al., 2007]. Thus, the minimization of this objective function is far from being a convex optimization problem, which makes the theoretical analysis of its convergence properties more complex. In particular, finding the global optimal solution is impossible under these conditions. In other words, even if the Robbins-Monro conditions are verified, the convergence of the stochastic gradient descent may not be guaranteed. Indeed, the various theoretical results of the neural network approximation only guarantee the existence of a global minimum with respect to the approximation error (i.e. $E_{\text{app}}$ in Eq. 5) [Cybenko, 1989, Hornik et al., 1990, Pinkus, 1999]. Specifically, a neural network with many parameters is more likely to suffer from the overfitting problem, which can result in a practical solution belonging to one of many poor local minima, i.e. with high estimation and optimization errors ($E_{\text{est}}$ and $E_{\text{opt}}$ in Eq. 5) [Erhan et al., 2010, Li et al., 2018].

2.2.1.2 Backpropagation Algorithm

The third aspect – computational scalability – makes it possible to avoid the exponential increase in the calculation time needed to approximate high-dimensional target functions. In particular, the backpropagation algorithm (an instance of automatic differentiation algorithms dedicated to neural networks) allows to efficiently compute the derivatives of an objective function with respect to the network parameters [Rumelhart et al., 1986]. This allows to reduce the training time needed for convergence.

As it is not straightforward to compute derivatives of objective functions with respect to the parameters of huge parametric approximators, many studies have been conducted to devise automatic differentiation algorithms in machine learning [Baydin et al., 2017]. The backpropagation is one of the best known automatic differentiation algorithms today which allows to efficiently reduce the derivative calculation cost. It was developed by Rumelhart et al. [1986] for feedforward neural networks (FNNs) and extended to convolutional neural networks (CNNs) by LeCun et al. [1989a]. Different libraries have efficiently implemented the backpropagation algorithm by automatically parallelizing its computations. Among the most popular ones that we used in this thesis are: PyTorch [Paszke et al., 2017] and Tensorflow [Abadi et al., 2016]. These libraries combined with the increase in computational hardware performance (especially with the increase in the number of CPUs and the availability of GPUs in the case of CNNs) have largely contributed to the scaling of deep learning models.

The backpropagation process is preceded by a forward-propagation phase which computes the neural network outputs. Then the backpropagation algorithm computes with the chain rule recursively from the last to the first layer, the
partial derivatives of the objective function with respect to the neural network parameters. In other words, the backpropagation algorithm is a reverse mode automatic differentiation which propagates the excess error by using the chain rule iteratively. Specifically, it first computes the partial derivatives of the objective function with respect to the last layer output:

\[
\frac{\partial L(\theta)}{\partial \hat{y}} = \frac{\partial}{\partial \hat{y}} \ell(\hat{y}, y) \tag{8}
\]

Thanks to the computation of the previous derivatives, it can then update the parameters of the last layer’s weight matrix \( W^{(L)} \):

\[
\frac{\partial L(\theta)}{\partial W^{(L)}} = \frac{\partial L}{\partial \hat{y}} \frac{\partial \hat{y}}{\partial W^{(L)}} \tag{9}
\]

Then, the backpropagation iteratively computes for each layer two sets of derivatives. The first set corresponds to the partial derivatives of \( L(\theta) \) with respect to the input of the \( l \)-th hidden layer \( x^{(l)} \). The chain rule computes them with the already computed derivatives of the \( l+1 \)-th layer, which can be defined recursively by letting \( x^{(0)} = x \) as follows:

\[
\frac{\partial L(\theta)}{\partial x^{(l)}} = \frac{\partial L(\theta)}{\partial x^{(l+1)}} \frac{\partial x^{(l+1)}}{\partial x^{(l)}} \tag{10}
\]

The second set corresponds to the partial derivatives of \( L(\theta) \) with respect to the \( l \)-th layer parameters \( W^{(l)} \). The chain rule computes them with the first set of derivatives already computed, as follows:

\[
\forall i \in [1, d^{(l-1)}], \forall j \in [1, d^{(l)}], \quad \frac{\partial L(\theta)}{\partial W^{(l)}_{ij}} = \frac{\partial L(\theta)}{\partial x^{(l)}_{ij}} \frac{\partial x^{(l)}_{ij}}{\partial W^{(l)}_{ij}} \tag{11}
\]

In other words, the backpropagation uses the first set \( \frac{\partial L(\theta)}{\partial x^{(l)}} \) to propagate the derivatives of the objective function in the inverse direction from the last layer to the first layer. It can thus compute the derivatives of the objective function with respect to the parameters of each layer with the second set \( \frac{\partial L(\theta)}{\partial W^{(l)}} \). Once the backpropagation algorithm has computed an estimate of the objective function’s gradient, all that remains is to let a stochastic optimization algorithm use these partial derivatives in its update rule (Eq. 6) to minimize the objective function, as explained earlier.

2.2.2 Deep Learning Approximators

We now present two basic neural networks: feedforward neural networks (FNNs) and convolutional neural networks (CNNs). They are presented in detail because they are the main parametric approximators used in this thesis.
2.2.2.1 Feedfoward Neural Networks

Feedforward neural networks (FNNs) have undergone many extensions since McCulloch and Pitts [1943] introduced them. From a high level viewpoint, FNNs use compositions of simple nonlinear functions called layers to model an unknown target function $f$ as follows:

$$y = f_\theta(x)$$
$$y = f^{(L)} \circ f^{(L-1)} \circ \cdots \circ f^{(1)}(x)$$

where $f^{(l)}$ is the $l$-th fully-connected layer, $\circ$ is the composition operator, $L$ is the number of layers (a.k.a. the depth of the network), of which the first $L-1$ are characterized as hidden layers. A fully connected layer performs a matrix multiplication between an input vector and a weight matrix. If it is a hidden layer, it is followed by an element-wise monotonic increasing nonlinear function independent of $\theta$, which is an activation $\sigma : \mathbb{R} \rightarrow \mathbb{R}$. A popular choice for the activation is the ReLU (Rectified Linear Unit) [Nair and Hinton, 2010] defined as:

$$\sigma : x \mapsto \max(x, 0)$$

Thus, each hidden layer performs a simple affine transform followed by a nonlinear transform.

The output of a $l$-th hidden layer $x^{(l)}$ (a.k.a. features or neurons) can be defined recursively by letting $x^{(0)} = x$, where we deliberately omit the bias terms of the affine transforms for clarity reasons:

$$x^{(l)} = \sigma(W^{(l)^\top} x^{(l-1)}) , \quad \forall l \in [1, L]$$

where vectors are denoted by lower case bold letters and are assumed to be column vectors. A superscript $\top$ denotes the transpose of a matrix or vector, so that $x^\top$ is a row vector. $W^{(l)}$ is the weight matrix associated to the $l$-th layer, the set of neural network parameters contains all of them $\theta = \{W^{(l)}\}_{l \in [1, L]}$. Literally, in each $l$-th hidden layer, the input vector $x^{(l-1)}$ undergoes a matrix multiplication with the weight matrix $W^{(l)}$ and an addition with the bias terms to define new origins that we ignore here, and then passes in the activation $\sigma$. Mathematically, the weight matrix multiplication performed by the $l$-th hidden layer is defined as:

$$x^{(l)} = \left\{ \sigma \left( \sum_{i=1}^{d^{(l-1)}} x^{(l-1)}_i W^{(l)}_{ik} \right) \right\}_{k \in [1, d^{(l)}]}$$

where $d^{(l)}$ and $d^{(l-1)}$ are the dimensions of $x^{(l)}$ and $x^{(l-1)}$ respectively. For appropriate matrix multiplications, every weight matrix $W^{(l)}$ must have the same
number of rows as the input vector dimension $d^{(l-1)}$, and the same number of columns as the output vector dimension $d^{(l)}$. This entails that the weight matrix depends on the number of neurons from the input and output of its layer: $W^{(l)} \in \mathbb{R}^{d^{(l-1)} \times d^{(l)}}$.

The approximation of a predictor (in supervised learning problems) is of the regression type. In this context, the output of the last hidden layer $x^{(L-1)}$ passes through a last layer which is an affine transform without activation:

$$\hat{y} = W^{(L)^T} x^{(L-1)}$$

where $\hat{y} = f_\theta(x)$ is the last layer’s output, which is always a real number if the target function is a value function ($y \in \mathbb{R}$) in the reinforcement learning context, and may be any $d$-dimensional vector otherwise ($y \in \mathbb{R}^d$).

### 2.2.2.2 Convolutional Neural Networks

Recent successes in machine learning are largely triggered by the emergence of convolutional neural networks (CNNs). CNNs were introduced by LeCun et al. [1989b] as a special case of FNNs better adapted to tensor data, which continue to benefit from numerous extensions since then. They allow to better bound the approximator complexity with respect to the generalization performance with structured inputs such as images [Poggio et al., 2017].

From a high level viewpoint, CNNs like FNNs use compositions of simple nonlinear layers to approximate a target function $f$. A hidden convolutional layer denoted $f^{(l)}$ performs a convolution between filters and features of the previous layer, followed by an activation. Thus, it looks like a hidden fully connected layer, with the difference that it performs a special case of affine transform. Indeed, the convolution can be considered as an instance of matrix multiplication which requires vectorizing the input and reducing the filter to a second order tensor (i.e. a matrix), making it a circulant matrix (with many null parameters), as explained by Cichocki et al. [2017].

The output of a $l$-th hidden convolutional layer is a three-dimensional tensor $x^{(l)} \in \mathbb{R}^{d_1^{(l)} \times d_2^{(l)} \times d_3^{(l)}}$ whose first two dimensions ($d_1^{(l)}, d_2^{(l)}$) correspond respectively to the spatial height and width of the neurons (a.k.a. feature maps), while the third dimension $d_3^{(l)}$ corresponds to the number of channels. It can be defined recursively by letting $x^{(0)} = x$, where we again voluntarily omit the bias terms of the affine transforms for clarity reasons:

$$x^{(l)}_k = \left\{ \sigma \left( \sum_{i=1}^{d_1^{(l-1)}} x^{(l-1)}_i \ast W^{(l)}_{i,k} \right) \right\}_{k \in [1,d_3^{(l)}]}$$

The four-dimensional filters $W^{(l)} \in \mathbb{R}^{w \times w \times d_3^{(l-1)} \times d_3^{(l)}}$ associated to the $l$-th layer are shared across all spatial coordinates $(u, v)$ by the convolution operator “$\ast$”
(this is known as the weight-sharing property and results from the convolution invariance to translation). The convolution operator has the advantage that the spatial size $w$ of its filters is independent of the neurons spatial dimensions, which allows $w$ to be small, typically 3 or 5 (but may vary). Indeed, the convolution “$*$” between filters $W$ and feature maps $x$ is defined for any spatial coordinate $(u, v)$ as follows:

$$W * x(u, v) = \sum_{1 \leq du \leq w, 1 \leq dv \leq w} x(s \times u - du, s \times v - dv)W(du, dv)$$

(18)

where $s \in \mathbb{Z}_+^*$ is a stride to perform spatial subsampling. Any spatial coordinate $(u, v)$ in the output results from the convolution between the filter $W$ and the patch (a.k.a. receptive field) of the input defined as \{x(u, v)\}_{1 \leq du, dv \leq w} \in \mathbb{R}^{w \times w}$. This allows to associate a strong numerical value when the patch is positively correlated with the filter. Literally in Eq. 17, the $k$-th feature map of the $l$-th convolutional layer results from the the superposition of $d_3^{(l-1)}$ convolutions between the filters $W^{(l)}_{:,k}$ and the input features maps $x^{(l-1)}$.

CNNs benefit from four main characteristics: compositionality, locality, weight-sharing and subsampling. Compositionality is achieved with the stack of $L - 1$ hidden layers each composed of a linear (parametrized) and nonlinear (non-parametrized) transforms. The subsequent neural network uses the composition of a series of $L - 1$ nonlinear functions, known as a $L$-depth network.

Locality refers to the fact that a neuron in one layer is connected to only a small number of neurons in the previous layer. On the contrary, FNNs do not have this property as a neuron in one layer is connected to all neurons of the previous layer (hence their name fully-connected layer). Eq. 18 clearly shows that CNNs are like superpositions and compositions of a finite number of nonlinear local-variable functions [Poggio et al., 2017].

Weight-sharing refers to the fact that the convolution is invariant to the translation operator $T$ defined as:

$$\forall z = (z_1, z_2), \quad T_z x = x(u - z_1, v - z_2)$$

(19)

Mathematically this implies that for every convolution of a filter $W$ and an input $x$ we have:

$$W * (T_z x) = T_z (W * x)$$

(20)

Specifically, any spatial coordinate $(u, v)$ in the $k$-th channel of the output feature maps shares the same filters $W^{(l)}_{:,k}$, hence the weight-sharing property. From a general viewpoint, filters $W^{(l)}_{:,k}$ extract a type of feature independently of the spatial coordinates.

Subsampling is achieved by reducing spatial patches to a single real value. There are non-parametrized approaches that consist in taking the maximum

$$\text{subsampling}(x) = \max_{(u, v) \in \text{patch}} x(u, v)$$

...
or the average of the patches, and on the other side parametrized approaches that are performed by convolutional layers with a stride greater than one. Non-parametrized subsampling operators were used (a.k.a. pooling layers) in the first CNN architectures proposed by LeCun et al. [1998] through LeNet-5, and extended by Ranzato et al. [2007] through LeNet-6. Spatial subsampling allows to reduce spatial redundancies and to aggregate the information from previous feature maps (i.e. the responses of activated neurons). It is based on the assumption that a small neighborhood around a spatial coordinate \((u, v)\) in a feature map is likely to contain the same information with possible distractors.

These subsampling operations tend to create a hierarchy of different abstraction levels among the neurons of the subsequent layers [Cohen et al., 2016]. Specifically, through the use of subsampling strategies, CNNs make an additional hierarchical assumption about the composition of local-variable functions. Therefore, CNN approximators belong to a class of functions that have superpositions and compositions of a finite number of nonlinear hierarchical local-variable functions. Poggio et al. [2017] equivalently formulated them as hierarchically local compositional functions, which tend to be better in terms of generalization performance than local-variable functions. Indeed, a line of work in the analysis of the theoretical properties of function approximators tend to show that compositional functions consisting of hierarchically organized local-variable functions are one of the best regularity hypothesis to circumvent the curse of dimensionality in large-scale function approximation problems [Cohen et al., 2016, Poggio et al., 2017].

Locality and subsampling help reduce the network’s sensitivity to spatial coordinates and resolutions of the sensory input. As a result, CNNs tend to become translation invariance at the network level. These characteristics are motivated by the fact that in natural images, the semantic meaning of patterns often does not depend on their locations.

In the case of regression tasks (as also in the case of classification tasks), the output of a last hidden convolutional layer denoted \(x^{(L-p)}\) usually goes through a series of \(p\) fully-connected layers to predict a vector output. To do this, the input feature maps \(x^{(L-p)}\) are vectorized before passing through the first matrix multiplication \(x^{(L-p+1)} = \sigma(W^{(l)} x^{(L-p)})\). As usual, the last layer of this FNN is an affine transform without activation, and \(\hat{y} = f_\theta(x)\) is the \(d\)-dimensional network output.

### 2.3 REINFORCEMENT LEARNING

Dynamic programming introduced by Bellman [1961] is a first attempt to mitigate the curse of dimensionality in optimal control problems (see Section 2.1.1). A second major attempt is made by the field of reinforcement learning (RL) to scale to a setting where knowledge of the transition model is incomplete [Bertsekas, 2019]. The RL domain has expanded considerably since its foundations were
comprehensively presented by Sutton and Barto [2018]. RL algorithms use a combination of Bellman equations, which were originally used by dynamic programming methods, and temporal-difference learning optimization. The latter was originally developed for machine learning problems [Sutton, 1988].

2.3.1 Reinforcement Learning Formalism

The general optimal control problem addressed by RL has only incomplete knowledge of the environment, which may also be stochastic. More precisely, the transition probabilities are unknown. Thus, RL algorithms generate training examples with agent-environment interaction loops as shown in Fig. 1. The goal of RL is to maximize the expected future cumulative discounted rewards (i.e. the expected return $G_t$), that an agent receives by interacting with the environment. To do this, a RL algorithm learns an optimal policy (denoted $\pi_*$) which predicts actions that maximize the return.

2.3.1.1 Markov Decision Processes

The RL optimization process can be formally defined with Markov decision processes (MDPs). An MDP is succinctly denoted as $\mathcal{M} = \langle S, A, P, R, \gamma \rangle$, whose five elements are defined in the following.

**The state and action spaces** We consider only continuous states and actions in this thesis, this is why we speak only of spaces and not of sets as would be the case for discrete spaces. $S \subset \mathbb{R}^S_d$ corresponds to the state space and $A \subset \mathbb{R}^A_d$ corresponds to the action space. A state $s_t \in S$ gathers sufficient information from the environment for an optimal policy to take a best action $a_t \in A$. It includes proprioceptive information of the agent, such as the position of its actuators and their velocities. In classical optimal control problems, the state is available, whereas in the problems we study, it is not directly available. The environment provides instead of states, observations $(o_t \in \mathcal{O} \subset \mathbb{R}^O_d$ where $\mathcal{O}$ is...
the observation space) which are most often visual sensory measurements. These are high-dimensional observations (i.e. typically $S_d << O_d$) which generally suffer from partial observability of the environment. This corresponds to a state representation learning formalism which will be described thoroughly in Chapter 3.

**The starting state distribution** In our experiments with a RL algorithm, we use as a starting state distribution *random starts*. This corresponds to an agent being randomly reseted each time an episode is completed. This is one of the conditions for many convergence proofs of RL algorithms [Watkins and Dayan, 1992, Sutton and Barto, 2018]. We will use in Chapter 5 a different starting state distribution with state representation learning experiments.

**The transition probability** $P$ is the transition probability function that maps a pair of state-action at the current time step $t$ to a state-reward distribution at the next step $t + 1$. Following Sutton and Barto [2018] it is defined as:

$$P(s', r | s, a) \triangleq \mathbb{P}[s_{t+1} = s', r_{t+1} = r | s_t = s, a_t = a]$$

(21)

This equation is stationary, which means that the transition probability does not depend on the time step $t$. $P(s', r | s, a)$ is the probability for the agent in state $s$ to move to the next state $s'$ after taking action $a$ by obtaining reward $r$. Following Sutton and Barto [2018], the state-transition function can be defined as a function of $P(s', r | s, a)$:

$$P(s' | s, a) \triangleq \mathbb{P}[s_{t+1} = s' | s_t = s, a_t = a] = \sum_{r \in \mathcal{R}} P(s', r | s, a)$$

(22)

The reward function $R$ predicts the next reward associated to an action and a state:

$$R(s, a) \triangleq \mathbb{E} \left[ r_{t+1} | s_t = s, a_t = a \right] = \sum_{r \in \mathcal{R}} r \sum_{s' \in \mathcal{S}} P(s', r | s, a)$$

(23)

The reward is obtained indirectly from the environment (i.e. through agent-environment interaction loops) as a privileged information because in most robotic problems we do not have it. This the case for state representation learning algorithms in a rewardless environment studied in this thesis.

**The Markovian property** In an MDP the transition probabilities have the Markovian property. This is why the transition probability function depends only on current state $s_t$ and action $a_t$. Mathematically, this means that the transition probabilities must verify the following relation:

$$P \left( s_{t+1}, r_{t+1} \middle| s_t, a_t \right) = P \left( s_{t+1}, r_{t+1} \middle| s_t, a_t, s_{t-1}, a_{t-1}, \ldots, s_0, a_0 \right)$$

(24)

3 In the case of purely state representation learning experiments with our XSRL method in Chapter 5, state estimators are learned from a task-agnostic exploration. In this context of pure exploration, we use a constant state as the starting state distribution.
To verify this property in a partially observable environment, a state must contain information about current and past agent-environment interactions that can potentially influence the future decision process [Sutton and Barto, 2018]. In particular, the Markovian property applies only to the transition probability function and does not apply directly to the state, otherwise the state could not memorize useful experience to restore full observability of the environment.

**Episodic MDPs** In this thesis we only consider episodic MDPs, also known as finite-horizon MDPs which involve a finite sequence of agent-environment interaction loops. Each interaction is a tuple of the form \((s_t, a_t, s_{t+1}, r_{t+1})\). An agent is reset after a given number of time steps called horizon \(T\). A full interaction sequence constitutes a trajectory (a.k.a. episode or rollout) defined as:

\[
T = s_0, a_0, r_1, s_1, \ldots, a_{T-1}, r_T, s_T
\]

**The return** The return is the future cumulative discounted rewards. In episodic MDPs, the return corresponds to the sum of rewards obtained so far, discounted by how far in the future they are obtained:

\[
G_t \triangleq \sum_{k=t+1}^{T} \gamma^{k-t-1} r_k
\]

where \(\gamma \in [0, 1]\) is the discount factor. Literally the discount factor defines how much preference is given to recent rewards over older ones. As we know, the RL goal is to learn an optimal policy that maximizes the expected return, which can be defined as:

\[
J(\pi) \triangleq \mathbb{E}[G_t \mid \pi] = \sum_{s \in S} \mu_\pi(s) \sum_{a \in A} \pi(a \mid s) R(s, a)
\]

where \(\mathbb{E} \cdot \mid \pi\) is the expectation of a random variable conditioned by the policy \(\pi\) which the agent follows, and \(\mu_\pi\) is the stationary distribution under \(\pi\) (which means that it does not depend on the time step \(t\)). Mathematically the optimal policy is defined as follows:

\[
\pi^* \triangleq \arg \max_{\pi} J(\pi)
\]

**Incomplete knowledge of the MDP** Most of the problems addressed by RL algorithms have incomplete knowledge of the MDP, typically the transition probability function is unknown. Being able to deal with optimal control problems with different degrees of knowledge about the environment is one of the main advantages RL has over its dynamic programming counterpart. From a general viewpoint, these degrees of knowledge decompose as follows:

**Known transition model** Planning, dynamic programming, and RL (in particular model-based) may be applicable. Dynamic programming methods compute optimal policies by planning through a transition model with Bellman equations.
Planning with a learned model and RL may be applicable. According to Moerland et al. [2020], model-based RL is a combination of planning and learning. It uses a model of transition probabilities which can be known or learned, combined with a learned value function and/or policy. On the other hand, planning with a learned model can also be performed as a different approach to model-based RL, as it only learns a model of the transition probabilities and performs planning with it. On another level, model-free RL methods learn a value function and/or a policy solely from training examples obtained from the agent-environment interaction loops, without learning a transition model.

2.3.1.2 Key Reinforcement Learning Components

Temporal-difference (TD) learning is the main strategy on which RL relies that allows it to adapt when the transition model is unknown. TD learning is based on computing a value function and/or a policy with samples of past interactions iteratively. As we have seen previously, RL algorithms are distinguished by whether or not they use a model. Thus, RL algorithms fall into two main categories: those that are model-based and those that are model-free. Another main level on which RL algorithms differ is whether or not the policy can be trained with samples obtained from other policies. If it is the case, it is an off-policy RL method. Otherwise, it is an on-policy method.

Fig. 1 shows an agent-environment interaction loop from which a RL algorithm learns an optimal policy to maximize the expected return over trajectories. To interact with the environment, an agent executes an action $a_t$ sampled from the current policy, then the environment returns a state $s_{t+1}$ and a reward $r_{t+1}$ determined by the unknown transition probability function $P(s', r|s, a)$.

The policy and (action-)value functions The two main components of TD learning are the policy and the value function. In this thesis, we only consider stochastic policies defined as a mapping between the current state and a conditional probability on the actions:

$$\pi(a|s) \triangleq P[a_t = a|s_t = s]$$ (28)

In order to estimate the expected return, RL algorithms learn value functions. The value function estimates the expected return of an agent starting in state $s$ and then following $\pi$ [Sutton and Barto, 2018]:

$$V_\pi(s) \triangleq E[G_t|s_t = s, \pi]$$ (29)

The value function predicts how good it is for an agent to be in a state and then following the current policy. In a similar way, the action-value function estimates the expected return of an agent starting in state $s$ and taking an action $a$ and then following the current policy:

$$Q_\pi(s, a) \triangleq E[G_t|s_t = s, a_t = a, \pi]$$ (30)
These two functions are used to compute the optimal policy. Indeed, the optimal value functions must produce the maximum return as follows:

\[
V_\pi(s) \triangleq \max_{\pi} V_\pi(s)
\]

\[
Q_\pi(s, a) \triangleq \max_{\pi} Q_\pi(s, a)
\]

**Bellman equations** The return (Eq. 25) can be expressed recursively with the equation \( G_t = r_{t+1} + \gamma G_{t+1} \), which is essential for the formulation of Bellman equations as recursive formulations of the value functions. Bellman equations were designed in the dynamic programming literature by Bellman et al. [1957], and then popularized in the RL literature by Sutton and Barto [2018]. The Bellman equation for the value function is:

\[
V_\pi(s) = \mathbb{E}[G_t | s_t = s, \pi]
= \mathbb{E} [R(s_t, a_t) + \gamma G_{t+1} | s_t = s, \pi]
= \sum_{a \in A} \pi(a|s) \sum_{s' \in S} P(s'|s, a) \left[R(s, a) + \gamma \mathbb{E} \left[G_{t+1} | s_{t+1} = s', \pi\right]\right]
= \sum_{a \in A} \pi(a|s) \sum_{s' \in S} P(s'|s, a) \left[R(s, a) + \gamma V_\pi(s')\right]
= \mathbb{E} [R(s_t, a_t) + \gamma V_\pi(s_{t+1}) | s_t = s, \pi]
\]  

(32)

Recursivity is observed here because the value function of a state is expressed with respect to the value function on the next state. Similarly the Bellman equation for the action-value function is:

\[
Q_\pi(s, a) = \mathbb{E}[G_t | s_t = s, a_t = a, \pi]
= \mathbb{E} [R(s_t, a_t) + \gamma G_{t+1} | s_t = s, a_t = a, \pi]
= \sum_{s' \in S} P(s'|s, a) \left[R(s, a) + \gamma \mathbb{E} \left[G_{t+1} | s_{t+1} = s', \pi\right]\right]
= \sum_{s' \in S} P(s'|s, a) \left[R(s, a) + \gamma V_\pi(s')\right]
= \mathbb{E} [R(s_t, a_t) + \gamma V_\pi(s_{t+1}) | s_t = s, a_t = a, \pi]
\]

(33)

Eq. 32 is verified only with the true value function \( V_\pi \), and for Eq. 33 with the true action-value function \( Q_\pi \).

**Bellman optimality equations** Optimal value functions must satisfy the Bellman optimality equation which is for the value function [Sutton and Barto, 2018]:

\[
V_*(s) = \max_a Q_*(s, a)
= \max_a \sum_{s' \in S} P(s'|s, a) \left[R(s, a) + \gamma V_*(s')\right]
= \max_a \mathbb{E} [R(s_t, a_t) + \gamma V_*(s_{t+1}) | s_t = s, a_t = a]
\]

(34)
and similarly for the action-value function:

\[
Q_*(s, a) = \sum_{s' \in S} P(s'|s, a) \left[ R(s, a) + \gamma \max_{a'} Q_*(s', a') \right]
= \mathbb{E}\left[ R(s_t, a_t) + \gamma \max_{a_{t+1} \in A} Q_*(s_{t+1}, a_{t+1}) \mid s_t = s, a_t = a \right]
\]  

(35)

These equations allow dynamic programming methods to directly find an optimal policy, which is in itself a planning problem. However, model-free RL algorithms do not use a transition model and therefore estimate the expectation over the next states thanks to samples of agent-environment interaction loops. Hence the approximation of the true value function \( V_\pi \), or of the true action-value function \( Q_\pi \).

2.3.2 Temporal-Difference Learning

Temporal-difference (TD) learning introduced by Sutton [1988] scales very well in optimal control problems with an incomplete knowledge of the MDP, typically with an unknown transition model \( (P(s'|s, a)) \). It consists in estimating the expectations over the next states in Bellman equations thanks to interaction samples. Specifically, it learns the value function from its own value function estimates denoted at the \( k \)-th iteration \( \hat{V}_k \), hence the bootstrapping. The update rule consists therefore in bringing the current value function closer to the TD target of the Bellman equation, which corresponds to \( r_{t+1} + \gamma \hat{V}_k(s_{t+1}) \). Thus the update rule of the value function is as follows:

\[
\hat{V}_{k+1}(s_t) \leftarrow \hat{V}_k(s_t) - \eta_k \left( \hat{V}_k(s_t) - (r_{t+1} + \gamma \hat{V}_k(s_{t+1})) \right)
\]  

(36)

similarly the update rule of the action-value function is as follows:

\[
\hat{Q}_{k+1}(s_t, a_t) \leftarrow \hat{Q}_k(s_t, a_t) - \eta_k \left( \hat{Q}_k(s_t, a_t) - (r_{t+1} + \gamma \hat{Q}_k(s_{t+1}, a_{t+1})) \right)
\]  

(37)

2.3.2.1 Q-Learning: Off-policy TD control

The Q-learning algorithm is a special case of off-policy and model-free TD learning method with tabular representations (a.k.a. look-up table representations), i.e. with discrete and finite states and actions [Watkins, 1989, Watkins and Dayan, 1992]. With tabular state and action spaces, the action-value function estimation \( \hat{Q} \) of Eq. 37 must solve the Bellman equation of the following form:

\[
Q(s_t, a_t) = r_{t+1} + \gamma Q(s_{t+1}, a_{t+1})
\]  

(38)

In order to estimate the optimal action-value function \( Q_* \), \( \hat{Q} \) must be optimized to verify the following Bellman optimality equation:

\[
Q_*(s_t, a_t) = r_{t+1} + \gamma \max_{a_{t+1} \in A} Q_*(s_{t+1}, a_{t+1})
\]  

(39)
In simple terms, to find the best action, the Q-learning algorithm must maximize the expected return over the next actions $a_{t+1}$, which is guaranteed by the optimal action-value function $Q^*$. The update rule of Q-learning is then as follows:

$$
\hat{Q}_{k+1}(s_t, a_t) \leftarrow \hat{Q}_k(s_t, a_t) - \eta_k \left( \hat{Q}_k(s_t, a_t) - (r_{t+1} + \gamma \max_{a_{t+1} \in A} \hat{Q}_k(s_{t+1}, a_{t+1})) \right)
$$

(40)

where $r_{t+1} + \gamma \max_{a_{t+1} \in A} \hat{Q}_k(s_{t+1}, a_{t+1})$ is the TD target. Watkins and Dayan [1992] theoretically guarantee that Q-learning converges to the optimal action-value function under mild conditions on the state and action spaces. In addition, all actions and states must be infinitely sampled and the same Robbins-Monro’s condition (see Eq. 7) on the learning rate must be satisfied. Once the system has estimated the optimal value function, it can use it to approximate the corresponding optimal policy which takes actions that maximize $Q^*$ as follows:

$$
\pi^*(s_t) = \arg \max_{a_t \in A} Q^*(s_t, a_t)
$$

(41)

2.3.2.2  Deep Q-Network (DQN)

We know from Section 2.1.1 that when the dimensionality of the state and/or action spaces increase, the number of computations and the memory increase exponentially: it is the curse of dimensionality. In particular, the table of an action-value function cannot store all the state-action pairs. When states and actions are too large to be represented in lookup tables, or when they are continuous, it is necessary to be able to generalize across these large spaces. This is why RL combines with function approximation, as well as the dynamic programming that gave the field of approximate dynamic programming (ADP) its name.

The advantage of these approaches lies in the fact that the parameter set (denoted $\theta$) of an approximator is much smaller than the number of possible state-action pairs. When function approximation is used, the value function and/or the policy are approximated as parametric mappings. There are a wide variety of approximators such as polynomials, wavelets, discretization-interpolation approaches and neural networks [Sutton and Barto, 2018]. RL methods have gone through a few iterations before they could scale to control tasks with continuous state spaces of only a dozen dimensions. Tesauro [1992] proposed for the first time to combine deep neural networks with TD learning [Sutton, 1988] using the stochastic gradient descent algorithm [Robbins and Monro, 1951]. Since stochastic gradient descent has a low computational cost per iteration, it allows to scale-up RL algorithms to high cardinality regimes. Later, Riedmiller [2005] applied this technique to Q-learning, followed by [Mnih et al., 2015] who used CNNs to scale it to image observations, known as DQN (Deep Q-Network).
RL algorithms that combine function approximation with bootstrapping and off-policy generally suffer from instability and divergence convergence issues. This problem is well known as the \textit{deadly triad} \cite{SuttonBarto18}. Of these three, the function approximation is the most essential. Bootstrapping is useful to increase computational and sample efficiencies. Indeed, Monte Carlo methods that avoid bootstrapping require a lot of memory to store the complete episodes before performing any iteration. According to \citeauthor{SuttonBarto18}, a key element to enable good bootstrapping is a good state representation. Indeed, states must verify certain properties for TD learning to work on incomplete episodes \cite{Penedones18}. Hence, the success of RL algorithms is related to the quality of the state space.

Off-policy learning is a way to draw training examples from a much broader distribution of the transition model underlying the environment rather than being limited to the current policy. Specifically, instead of following a unique distribution whose samples are necessarily correlated during the policy training process, off-policy learning draws samples from a multitude of distributions.

In addition to the deadly triad, another problem concerns the failure of two of the Robbins-Monro conditions for the stochastic gradient descent algorithm to converge. The first condition that true target function predictions are available is broken. This is why TD learning methods use their own target function predictions (known as the TD targets) based on estimates of their current value function, i.e. they bootstrap. The second condition that the training examples are drawn in an i.i.d. manner\footnote{i.i.d. = independently and identically distributed} is broken. On the one hand, since the samples are drawn successively in a same episode, the independent sampling property is not verified. On the other hand, since the samples depend on the exploration policy which changes during the learning process, the identical sampling property is violated.

\citeauthor{Mnih15} tend to reduce bootstrapping and non-i.i.d. sampling with two tricks. The first trick consists in bringing the training distribution closer to the i.i.d. hypothesis thanks to the experience replay buffer technique introduced by \cite{Lin92}. Indeed, a replay buffer stores the previous episodes in order to randomly draw training examples. The second trick is to stabilize the target function predictions by delaying updates of the target value function used in the TD targets. To do this, the parameters of the target value function are obtained as an exponentially moving average of the current value function parameters.

The main elements of DQN as well as other RL algorithms with neural network approximators are as follows. As in the tabular case, the target function prediction is formed by the TD target which corresponds to the right-hand side of the Bellman optimality equation (Eq. 39), defined as follows:

\[
y_t = r_{t+1} + \gamma \max_{a_{t+1} \in A} Q_{\theta^-}(s_{t+1}, a_{t+1})
\]  

\[ (42) \]
where $\theta^-$ is the parameter set of the target value function. In order to optimize the parameterized action-value function $Q_{\theta_k}$ to approximate the optimal action-value function, the DQN algorithm minimizes the following TD error:

$$\ell(Q_{\theta_k}(s_t, a_t), y_t) = (Q_{\theta_k}(s_t, a_t) - y_t)^2$$  \hspace{1cm} (43)$$

Here the update rule is transformed into a stochastic gradient descent update rule to minimize the TD error:

$$\theta_{k+1} \leftarrow \theta_k - \eta_k \Delta_k , \quad \Delta_k = \frac{1}{B} \sum_{b=1}^{B} \nabla_\theta \ell(Q_{\theta_k}(s_{i_b}, a_{i_b}), y_{i_b})$$  \hspace{1cm} (44)$$

where $k$ is an iteration index, $i_b \sim \mathcal{U}_N(1, N)$ is a uniform index parsing the $N$-cardinality training dataset in small mini-batches of size $B$.

### 2.3.3 Policy Gradient

Pure TD learning algorithms follow the strategy to learn an (action-)value function to compute an optimal policy. Policy gradient algorithms instead directly learn a parametrized optimal policy denoted $\pi_{\theta}(a|s)$. We know that the goal of RL algorithms is to find an optimal policy which maximizes the expected return (Eq. 26). In this context, the expected return corresponds to the objective function which depends on the policy parameters $\theta$ and is defined as:

$$J(\theta) \triangleq \mathbb{E} [G_t | \pi_{\theta}] = \sum_{s \in S} \mu_{\theta}(s) \sum_{a \in A} \pi_{\theta}(a|s) R(s, a)$$  \hspace{1cm} (45)$$

where $\mu_{\theta}$ is the stationary distribution under $\pi_{\theta}$ (which means that it does not depend on the time step $t$). It can be estimated with the value function as:

$$J(\theta) \approx \sum_{s \in S} \mu_{\theta}(s) V_{\theta}(s)$$  \hspace{1cm} (46)$$

and similarly with the action-value function as:

$$J(\theta) \approx \sum_{s \in S} \mu_{\theta}(s) \sum_{a \in A} \pi_{\theta}(a|s) Q_{\theta}(s, a)$$  \hspace{1cm} (47)$$

where $V_{\theta}$ and $Q_{\theta}$ are respectively the value function and action-value function under $\pi_{\theta}$. Policy gradient methods approximate an optimal policy directly by gradient ascent on $J(\theta)$. According to Sutton and Barto [2018], policy gradient methods are supposed to better circumvent the curse of dimensionality because they provide a better convergence stability. Indeed the probability of choosing an action with the policy changes smoothly, whereas the action-value function may change smoothly but cause irregular changes in the action probabilities. So policy methods have stronger convergence guarantees than action-value methods.

---

5 The training dataset is embodied by a replay buffer.
2.3.3.1 Policy Gradient Theorem

In order to compute the objective function gradient $\nabla_\theta J(\theta)$ it is necessary to disambiguate its dependence on the action selection probabilities determined by $\pi_\theta$, and on the stationary state distribution under the exploration policy $\mu_\theta(s)$ (depending on $\pi_\theta$). However, since the stationary state distribution is a function of the transition model which is unknown, a policy gradient method must ignore it in order to compute $\nabla_\theta J(\theta)$. The policy gradient theorem allows us to express an estimate of $\nabla_\theta J(\theta)$ without the dependence on the stationary state distribution as follows [Sutton and Barto, 2018]:

$$\nabla_\theta J(\theta) = \nabla_\theta \left( \sum_{s \in S} \mu_\theta(s) \sum_{a \in A} \pi_\theta(a|s)Q_\theta(s, a) \right)$$

where the approximation made is proportional to the true $\nabla_\theta J(\theta)$ and provided that $\mu_\theta$ is the on-policy distribution under $\pi_\theta$.

2.3.3.2 Soft Actor-Critic (SAC)

SAC (Soft Actor-Critic [Haarnoja et al., 2018b]) with automatic temperature tuning is the algorithm we use in our experiments to evaluate the performance from different types of state representation. It is according to Haarnoja et al. [2018b] well suited for continuous optimal control problems, achieving state-of-the-art performance and even better stability. This explains why we have chosen this method rather than another one, namely DDPG [Lillicrap et al., 2015]. It belongs to the off-policy actor-critic methods with maximum entropy, whose most recent origin is soft Q-learning [Haarnoja et al., 2017]. An actor-critic method is a policy gradient method which learns in addition to the policy an action-value function.

SAC introduced by Haarnoja et al. [2018a] consists in adding an estimated entropy of the policy conditioned on the state in the objective function. Moreover, the coefficient that regulates this term called the temperature, is automatically adjusted in the SAC extension proposed by Haarnoja et al. [2018b]. This eliminates the need to tune the temperature during training (as the policy improves) and over different environments. This new objective function is intended to encourage exploration, as it should make the policy as random as possible while successfully completing the task. According to Haarnoja et al. [2018b], this should improve convergence stability, hence their better results compared to other state-of-the-art methods such as DDPG [Lillicrap et al., 2015].

The goal of SAC is to maximize the following objective function:

$$J(\theta) \triangleq \sum_{s \in S} \mu_\theta(s) \sum_{a \in A} \pi_\theta(a|s) \left[ R(s, a) + \alpha \mathcal{H}(\pi_\theta(\cdot|s)) \right]$$

(49)
where $\alpha$ is the temperature, and $\mathcal{H}$ is the entropy measure which is defined as:

$$
\mathcal{H}(\pi_\theta(\cdot|s)) = -\sum_{s \in S} \mu_\theta(s) \sum_{a \in A} \pi_\theta(a|s) \log(\pi_\theta(a|s))
$$  

(50)

Haarnoja et al. [2018a] propose to restrict the policy to a Gaussian distribution. To do this, a network predicts a mean vector $\mu_\pi$ and the diagonal covariance elements of a covariance matrix $\Sigma_\pi$ allowing to parameterize the policy as:

$$
\pi(a_t|s_t) \triangleq \mathcal{N}(\mu_\pi(s_t), \Sigma_\pi(s_t))
$$  

(51)

where $\theta = \{\theta_\mu, \theta_\Sigma\}$. Haarnoja et al. [2018a] use the reparametrization trick [Kingma and Welling, 2014] to sample actions from the policy (i.e. $a_t^\pi \sim \pi(a_t|s_t)$) in order to keep all its parameters differentiable as follows:

$$
a_t^\pi \triangleq \mu_\pi(s_t) + e_t \times \Sigma_\pi(s_t), \quad e_t \sim \mathcal{N}(0_{A_d}, I_{A_d})
$$  

(52)

In order to maximize $J(\theta)$, Haarnoja et al. [2018a] propose to minimize the Kullback-Leibler divergence between the policy and the exponential soft action-value function (ignoring the normalization term which is independent of the policy parameters) expressed as:

$$
J_\pi(\theta) \triangleq \mathbb{D}_{KL}(\pi_\theta(\cdot|s_t)\|\exp(\frac{1}{\alpha}Q_\omega(s_t, \cdot)))
$$  

$$
\propto \mathbb{E}_{s_t \sim \mu_\theta, a_t \sim \pi_\theta} \left[ \log \left( \frac{\pi_\theta(a_t|s_t)}{\exp(\frac{1}{\alpha}Q_\omega(s_t, a_t))} \right) \right]
$$  

(53)

The estimated gradient of this objective function $\nabla_\theta J_\pi(\theta)$ and the update rule for the stochastic gradient descent are then defined as follows:

estimated gradient: $(\Delta_\pi)_k = \frac{1}{B} \sum_{b=1}^{B} \nabla_\theta [\alpha \log(\pi_\theta(a_{i_b}|s_{i_b})) - Q_\omega(s_{i_b}, a_{i_b})]$

update rule: $\theta_{k+1} \leftarrow \theta_k - \eta_k(\Delta_\pi)_k$

(54)

where $k$ is an iteration index, $i_b \sim \mathcal{U}_N(1, N)$ is a uniform index parsing the $N$-cardinality training dataset in small mini-batches of size $B$. SAC such as DQN, builds its training dataset with a replay buffer.

Then Haarnoja et al. [2018a] learn a soft action-value function $Q_\omega$ parameterized by $\omega$ to verify the following soft Bellman optimality equation:

$$
Q_\pi(s_t, a_t) \triangleq r_{t+1} + \gamma \mathbb{E}_{s_{t+1} \sim \mu_\theta, a_{t+1} \sim \pi_\theta} [Q_\pi(s_{t+1}, a_{t+1}) - \alpha \log(\pi_\theta(a_{t+1}|s_{t+1}))]
$$  

(55)

$Q_\omega$ is trained to minimize the following TD error:

$$
J_Q(\omega) \triangleq \mathbb{E}_{s_t \sim \mu_\theta, a_t \sim \pi_\theta} [(Q_\omega(s_t, a_t) - Q_\pi(s_t, a_t))^2]
$$  

(56)
The estimated gradient of this objective function $\nabla_\omega J_Q(\omega)$ and the update rule for the stochastic gradient descent are defined as follows:

estimated gradient: 
\[
(\Delta Q)_k = \frac{1}{B} \sum_{b=1}^{B} \nabla_\omega \left( Q_\omega(s_{ib}, a_{ib}) - y_{ib} \right)^2
\]

update rule: 
\[
\omega_{k+1} \leftarrow \omega_k - \eta_k (\Delta Q)_k
\]

where $y_{ib} = r_{ib+1} + \gamma \left[ Q_\omega^{-}(s_{ib+1}, a_{ib+1}) - \alpha \log \left( \pi_\theta(a_{ib+1} | s_{ib+1}) \right) \right]$ and $\omega^-$ is the exponentially moving average of the soft action-value function parameters (in order to mitigate bootstrapping), as with DQN [Mnih et al., 2015].

To automatically tune the temperature, Haarnoja et al. [2018b] propose to approximate the policy with a constraint optimization. It is formed by a minimum policy entropy threshold denoted $\bar{H}$ such that $\mathcal{H}(\pi_\theta(\cdot|s)) \geq \bar{H}$. They use the Lagrangian to transpose this constrained optimization into the previously presented policy and soft actor-critic optimizations, with an additional optimization process for the dual variable (i.e. the temperature). This third optimization must minimize the following objective function:

\[
J_\alpha(\alpha_t) \triangleq \mathbb{E}_{a_t \sim \pi_\theta} \left[ -\alpha_t \log \left( \pi_\theta(a_t | s_t) \right) - \alpha_t \bar{H} \right]
\]

The estimated gradient of this objective function $\nabla_\alpha J_\alpha(\alpha_t)$ and the update rule for the stochastic gradient descent are defined as follows:

estimated gradient: 
\[
(\Delta \alpha)_k = \alpha_k \frac{1}{B} \sum_{b=1}^{B} \nabla_\theta \left[ -\log \left( \pi_\theta(a_{ib} | s_{ib}) \right) - \bar{H} \right]
\]

update rule: 
\[
\alpha_{k+1} \leftarrow \alpha_k - \eta_k (\Delta \alpha)_k
\]
Well-connected representations let you turn ideas around in your mind, to envision things from many perspectives until you find one that works for you. And that’s what we mean by thinking!

Marvin Minsky in Will Robots Inherit the Earth?, 1994

3.1 INTRODUCTION

The challenge of representing high-dimensional data occupies a key place in machine learning. Finding representations boils down to finding patterns in these data. It is an essential prerequisite for any of the machine learning systems we envision. On the one hand, proper representations do not require much further processing and simple decision mechanisms are sufficient to achieve good results. On the other hand, poor representations require additional task-specific knowledge to achieve good results.

Knowing how to represent data is an essential skill that helps solving many mathematical and engineering problems. Traditionally, researchers separate feature extraction and automatic decision making tasks into two distinct problems [Schmidhuber, 2015]. In particular, in reinforcement learning (RL) when only a sensory measurement is available instead of a state, it is recommended to first solve a state estimation problem which could correspond to a feature extraction problem. A proper feature extractor involves discovering patterns and relationships within data in order to communicate them as meaningful representations to help future learning systems. Indeed, systems must be able to interpret and analyze data in order to make useful predictions. Different representations from the same data can convey different information. Thus, a conceptron has to devise an appropriate representation for each automatic decision making task under consideration. In general, this means reducing the data dimensionality by focusing on useful information and neglecting unnecessary information (such as distractors) with respect to the task at hand, and of course reducing redundancy.
The current century is undoubtedly one in which data plays a key role in mathematical discoveries [Donoho et al., 2000, Bottou, 2015]. This is due to the easier collection of data in large quantities, which gives rise to the large-scale context. The major change due to the large-scale setting, is however not based on the increase of data cardinality $N$, but on the increase of data dimensionality $D$. In traditional data analysis settings, the input variables are carefully designed by human experts, resulting in reasonable $D$ values. Instead, in the large-scale settings observations come from various sensors (e.g. visual sensors, motor sensors, contact sensors, radar sensors), and thus are composed of many more variables, hence the increase of data dimensionality. In addition, these variables are usually corrupted by noise from various error sources. This is why in large-scale settings it is much more complex to circumvent the *curse of dimensionality* which leads to unbounded computational and storage complexity (see Section 2.1.1). The general strategy is to apply dimensionality reduction techniques which involve transforming observations into smaller representations to reduce redundancy and noise in sensory measurements.

Moving from traditional statistical methods to sophisticated learning methods, the machine learning literature tends to show that deep neural networks are very efficient for dimensionality reduction [Bengio et al., 2007, Ur Rehman et al., 2016]. These techniques are either applied to reduce observation dimension immediately or are customized to solve specific problems. The latter approach allows a context-aware analysis of data stream in the learning pipelines. In the particular case of RL systems, this amounts to extract features from the agent’s observation in order to approximate a value function and/or a policy. Specifically, it must extract features based on the transition probabilities of the environment through agent-environment interaction loops.

### 3.1.1 Dimensionality Reduction

Representation learning is a long-standing problem in machine learning which is one of the main goal of unsupervised learning [Bengio et al., 2013a, LeCun et al., 2015]. Dimensionality reduction is the process of mapping a high-dimensional data space to a new low-dimensional space acting as an embedding. This space can also be called depending on the context, *code space*, *feature space*, *bottleneck*, or *state space*. Many RL approaches use data compression-decompression techniques to perform dimensionality reduction [Schmidhuber, 2015]. Indeed, this unsupervised learning approach extracts features from data with greater relevance and autonomy than feature engineering approaches that require task-specific knowledge [Kober et al., 2013]. These dimensionality reduction techniques may be integrated into a RL system to improve its computational speed and performance [Böhmer et al., 2015, Schmidhuber, 2015].

A fundamental hypothesis of machine learning is that data distributions live in a lower $d$-dimensional manifold than the much higher $D$-dimensional data
space (i.e. \( d << D \)) [Cayton, 2005, Bishop, 2006, Bengio et al., 2007, Murphy, 2012]. A classical pedagogical example consists in the i.i.d.\(^1\) uniform sampling of each pixel of an image: it inevitably produces meaningless images. In fact, even complex data such as images lie on a manifold of lower intrinsic dimensionality than their dimensionality (which is the number of pixels multiplied by the number of channels). All dimensionality reduction methods are based on this low-dimensional manifold hypothesis for data.

One of the first methods proposed was PCA (Principal Component Analysis [Pearson, 1901]). This method finds a linear projection of the data space to a lower-dimensional space corresponding to the data compression. This projection is such that it minimizes the quadratic reconstruction error between the decompressed code and the original data. Moreover, this projection transforms correlated observations into linearly uncorrelated representations. Indeed, the first dimension of the code space, called the first principal component, captures the maximum variance of the data. This is followed by the other principal components, each capturing the maximum variance uncorrelated with all the previous components. This technique was successfully used as a state embedding strategy for RL systems. For example Curran et al. [2016] has used PCA to reduce a visual data space from many demonstrations to extract a low-dimensional state space.

However, feature extraction techniques based on data covariance (such as PCA or factor analysis) do not necessarily produce useful features on a dataset obtained from transitions of a control system, as they may lose their physical meaning [Rao, 1999]. Indeed, the most important features in this case are clearly those that correlate with the changes between transitions, which generally do not coincide with the directions of greatest variation in the dataset. In particular, PCA and factor analysis are more adapted to non-time series data.

The hypothesis that data points lie on manifolds of low intrinsic dimension embedded in the high-dimensional data space is at the basis of the manifold learning approaches that have attracted the attention of many machine learning researchers [Narayanan and Mitter, 2010, Bengio et al., 2013b, Chui and Mhaskar, 2018]. The machine learning literature tends to prove that it is generally impossible to find a linear mapping between high-dimensional data and manifolds [Bengio et al., 2007, 2013b]. This is why researchers propose nonlinear methods to retrieve subtle information from the data stream to find a low-dimensional representation of the data.

The PCA traditional method was then extended in two nonlinear versions: (i) the kernel PCA [Schölkopf et al., 1998] which models a projection with kernel evaluations in a Reproducing Kernel Hilbert Space (RKHS), (ii) the autoencoder [Bourlard and Kamp, 1988, Kramer, 1991, Vincent et al., 2010] which models the projection by two neural networks for compression and decompression. An encoder is the part of the autoencoder which compresses the data, and the decoder is the part that decompresses it so as to minimize the reconstruction error.

---

\(^1\) i.i.d. = independently and identically distributed
objective. We believe the principle on which deep learning systems are able to solve this problem of reorganizing manifold information is based on the blessings of dimensionality [Donoho et al., 2000] and the blessing of compositionnality [Poggio and Liao, 2018].

Autoencoders have proven to be one of the most efficient techniques for compressing data [Vincent et al., 2010]. We recall that data compression is a special case of dimensionality reduction where the original data can be reconstructed from the code space without too many information loss. In the RL context, autoencoders can be used as a state estimator in a rewardless environment. For example, Lange and Riedmiller [2010] first applied this approach to NFQ (neural fitted Q-learning algorithm [Riedmiller, 2005]). [Lange and Riedmiller, 2010] is one of the first approaches to solve a deep RL problem from visual observations with a state representation learning strategy. This illustrates the difference in performance gain that is achieved by reducing dimensionality and better structuring information from data in a pretraining phase to later solve RL tasks, whereas learning in an end-to-end fashion is much more computationally inefficient. Indeed, applying directly deep RL algorithms to visual data streams is only possible since the breakthrough of convolutional neural networks [Mnih et al., 2013, 2015].

GANs (Generative Adversarial Networks [Goodfellow et al., 2014]) consist of a minimax game between a generator neural network on the one hand, and a discriminator (a.k.a. critic) neural network on the other hand, in order to generate data (from noise variables following some prior distribution) that the discriminator must not distinguish from the real data. This extended in multiple variants like AAE (Adversarial Autoencoders [Makhzani et al., 2015]), InfoGAN (Information maximizing Generative Adversarial Networks [Chen et al., 2016]), ALI (Adversarially Learned Inference [Dumoulin et al., 2017]), and BiGAN (Bidirectional Generative Adversarial Network [Donahue et al., 2017]). These four methods transform an autoencoder into a generative model, which means that they also learn an encoder and a decoder that map data to code space and vice versa. This compression approach may help reduce data dimensionality in the RL context. For example Shelhamer et al. [2017] use BiGAN to learn state estimators.

As confirmed by previous works, such dimensionality reduction methods to build a state estimator may help RL systems [Lange and Riedmiller, 2010, Lange et al., 2012]. However, dimensionality reduction performed with observation reconstruction, may not match the space where the actual RL is performed [Böhmer et al., 2015, Shelhamer et al., 2017]. Indeed, the training process does not take into account the physical world information (specifically the transition probabilities), useful for an agent’s control. For example, these methods remove redundant information, but can also lose nonredundant information from environment transitions as empirically confirmed by many authors [Watter et al., 2015, Böhmer et al., 2015, Lesort et al., 2018, de Bruin et al., 2018]. Specifically, the information lost during data compression could have been useful to approximate target functions such as (action-)value functions and/or a policy. As a consequence,
these classical dimensionality reduction methods tend to perform poorly with RL systems in practice.

Another dimensionality reduction approach is SFA (Slow Feature Analysis [Wiskott and Sejnowski, 2002]), which is as the compression-decompression approach an unsupervised learning technique. In addition to the low-intrinsic dimensionality hypothesis of a manifold, it makes the slowness hypothesis. Specifically it decomposes data with respect to different time scales. In other words, it amounts to making temporally close data samples similar in the learned state space. This approach is efficient to learn state representations from high-dimensional sensory data for RL, as proved by these extensions of the original SFA technique [Wiskott and Sejnowski, 2002]: IncSFA (Incremental SFA Kompella et al. [2011a]), H-IncSFA (Hierarchical IncSFA Legenstein et al. [2010]), and AutoIncSFA by (Autoencoder IncSFA Kompella et al. [2011b]). AutoIncSFA proposes a combination of the best of the autoencoder and IncSFA by training an IncSFA on top of the compressed data to extract abstract *spatio-temporal features* for state estimation.

### 3.2 Scaling Reinforcement Learning Towards Robotics

Our goal is to show that end-to-end deep RL (DRL) has limitations for large-scale tasks studied in this thesis, i.e. with a continuous action space and a high-dimensional observation space\(^2\). Although the assertion that this end-to-end strategy is unsuitable remains unproven, in this thesis we study an alternative to solve such control tasks – *state representation learning* (SRL). SRL is a way to simplify end-to-end DRL optimization problems, by first solving the problem of learning state representations in a rewardless environment, which we will explain in Section 3.3.

The unsupervised representation learning techniques presented in Section 3.1.1, based on dimensionality reduction, correspond to the first SRL methods. They were essential for the early applications of RL in robotics [Lange and Riedmiller, 2010, Legenstein et al., 2010] by bypassing the curse of dimensionality. However, these applications used toy control tasks, for example a pixelized grid-world (with 30 × 30 images) [Lange and Riedmiller, 2010], a visual slot car racer task (with 52 × 80 images) [Lange et al., 2012], and a “Morris water maze task” (with 155 × 155 images) [Legenstein et al., 2010]. In general, it is not the image input dimensions which make the task difficult (e.g. the images have 155 × 155 dimensions for the task studied by Legenstein et al. [2010]), but the intrinsic dimensions of the manifolds underlying the data space, and also the dimension of the continuous action space. Although these previous methods of dimensionality reduction have allowed to gain in autonomy with respect to traditional feature engineering

\(^2\) In this thesis we focus on control tasks with image observations which are predominant in the literature, however other sensory observations may be used.
techniques, they are still limited in terms of generalization capacity [Jaderberg et al., 2017, Shelhamer et al., 2017].

It is therefore necessary to further improve the performance of SRL methods in order to apply them to large-scale control tasks\(^3\). The ubiquitous strategy for this is to take advantage of recent advances in deep learning to approximate high-dimensional target functions. Thanks to the data-driven principle on which the Machine learning is based, deep learning techniques can take full advantage of many computational improvements to remove the human expert from the loop of the problem solving process. Indeed, the human work required to implement algorithms with deep learning is typically reduced to the design of different modules in a neural network model, as well as their architectures and other training hyperparameters (see Section 2.2).

The ability to perform both representation learning while solving an automatic decision making task belongs to the popular end-to-end training trend. It has been popularized by Krizhevsky et al. [2012] for image classification, and has subsequently been widely studied across all the machine learning domains: from image detection [Szegedy et al., 2015], image representation [Zhang et al., 2017b], image generation [Goodfellow et al., 2014], image deblurring [Eboli et al., 2020], etc. [Jordan and Mitchell, 2015]. On the control theory side, Mnih et al. [2013] popularized the combination of DRL techniques with end-to-end training, giving rise to many new DRL algorithms until today [Kostrikov et al., 2020].

3.2.1 Pros and Cons of End-to-End Deep Reinforcement Learning

In what follows, we outline the pros and cons of end-to-end DRL. This list is certainly not exhaustive, and is intended to provide an overview of how we perceive this approach to solve the large-scale tasks studied in this thesis. However, it is not our intention to judge it on the basis of arguments that weigh more on one side than the other. The objective is to explain the reason that pushes us with large-scale tasks, to use an approach opposite to that of end-to-end training. This approach, chosen as the object of study for this thesis, is the one proposed by state representation learning (SRL), which generally uses deep learning techniques in order to automate the feature engineering process just like the end-to-end approach. In contrast, SRL differs by the fact that it uses an independent training from the control task and without reward.

3.2.1.1 Pros of End-to-End Deep Reinforcement Learning

The first merit is based on the capacity of deep learning systems to approximate high-dimensional functions [Glasmachers, 2017]. This is mainly possible thanks
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\(^3\) In this thesis we study the most common scaling of RL algorithms. It concerns control tasks in simulation with continuous action spaces with no more than ten dimensions, and continuous observation spaces formed by visual sensory measurements of thousands of dimensions.
to their capacity to compactly retrieve the hidden variables underlying the observations as explained by Bengio et al. [2007]. End-to-end DRL uses this capacity to simultaneously represent data and approximate a value function and/or a policy. In particular, their models are composed of different modules, with a main one serving as the state representation module, and one or two others to approximate a value function and/or a policy. Traditionally, an input processing module was designed using state estimation techniques such as the Kalman filter [Kalman, 1960b] or SLAM techniques [Bailey and Durrant-Whyte, 2006a,b] which require expert-based knowledge, or using feature engineering methods such as SIFT [Lowe, 1999] or SURF [Bay et al., 2006] which require task-specific knowledge. This module was then used to train the rest of a RL model to solve an automatic decision making task. Thus, in end-to-end DRL systems, deep learning eliminates the tedious phase of the task-specific feature engineering process, in a manner suitable to the RL context [Kober et al., 2013, Arulkumaran et al., 2017].

The second merit stems from the previous one, which is the fact that end-to-end training of a whole model tends towards a sole goal [Silver et al., 2021]. In other words, the formulation of this problem fits harmoniously with the data-driven learning principle on which the Machine learning is based [Glasmachers, 2017]. Specifically, the optimization problem is only based on the maximization of rewards. According to the hypothesis of Silver et al. [2021], this is enough for agents to achieve knowledge, learning, perception, etc. However, this remains a controversial point as it has not yet been possible to realize such applications.

Due to the merits listed first by Glasmachers [2017], the end-to-end training approach has gained popularity in the RL community to solve large-scale control tasks (especially image-based). These merits were first reflected with discrete-action tasks on the ALE benchmark (Arcade Learning Environment [Bellemare et al., 2013]) with the DQN (Deep Q-Network [Mnih et al., 2013]) algorithm. These end-to-end approaches have particularly benefited from stochastic optimization techniques specific to supervised learning, as explained in Section 2.3.2.2. DQN is a pillar in the RL field, as it is the first DRL algorithm to be able to approximate a value function directly from the visual sensory flow of an agent.

However, the end-to-end approach took several years before it could be applied on continuous control tasks from visual inputs. These tasks correspond to those studied in this thesis. Moreover, while the first methods of end-to-end DRL in continuous robotics often apply to manipulation tasks [Levine et al., 2016, 2018], we focus on different tasks of varying difficulty in terms of partial observability and controllability. It is only a few years later that Tassa et al. [2018] propose the first benchmark of such control tasks, called DeepMind Control Suite (DMControl), on the MuJoCo physic simulator [Todorov et al., 2012]. The observation space in each environment can correspond to the output of a camera tracking the robot; or the traditional low-dimensional (dozens of dimensions) ground truth state composed of the angular positions and velocities of the robot’s articulations (or joints) and some of his cartesian coordinates.
Prior to the DMControl benchmark, Brockman et al. [2016] proposed the OpenAI Gym benchmark including most of the DMControl tasks (also on the MuJoCo simulator) and other tasks. However, it only provides by default compact vector observations. This implies that the majority of works evaluated on this benchmark do not fit into the large-scale setting studied in this thesis [Duan et al., 2016, Schulman et al., 2017]. On the other side, despite their low-dimensional observation spaces, these MuJoCo benchmark tasks are particularly complex to solve since the dimensions of the action spaces and the degrees of freedom of robots are relatively high. This explains why it is so difficult for deep learning systems to approximate a value function and/or a policy, even with compact vector observations. In order to solve these complex tasks, the DRL community has proposed many new algorithms [Lillicrap et al., 2015, Barth-Maron et al., 2018, Haarnoja et al., 2018b]. Some of these algorithmic enhancements for RL have led to promising performance when the camera is used in place of the ground truth state on DMControl benchmark tasks [Tassa et al., 2018], especially with D4PG (Distributed Distributional Deep Deterministic Policy Gradient [Barth-Maron et al., 2018]).

3.2.1.2 Cons of End-to-End Deep Reinforcement Learning

In what follows, we present the limitations of end-to-end DRL, which have been pointed out in particular by Glasmachers [2017], Stoica et al. [2017], Sünderhauf et al. [2018].

The first limitation concerns the learning signal used to jointly train modules with different roles in a DRL model. According to Glasmachers [2017], training a module with an inappropriate learning signal may hinder the overall model training. This is particularly the case when a module dealing with visual inputs (called state representation module) is trained with very different modules responsible for approximating a value function and/or a policy, based on rewards. Indeed, rewards may be sparse, contain little information, and be delayed (the longer the horizon of the task, the more it is delayed).

The second limitation is that end-to-end training of a DRL model cannot explicitly take advantage of the role the conceptor has assigned to each of its modules [Glasmachers, 2017]. Indeed, the conceptor of a RL model, generally chooses one module to process the visual inputs (often a CNN), and one or two modules to approximate a value function and/or a policy (often a MLP). According to Glasmachers [2017], this can affect the success of the optimization problem, as the modules may interact with each other in a noxious way. This is particularly the case when the state embedding module has overfitted on the first training observations. Indeed, deep neural networks are particularly prone to be attracted to poor local optima due to their non-convexity [Erhan et al., 2010]. Therefore, the more modules there are, the more likely it is that a module will get stuck in one of them and thus hinder the training of the rest of the model.
The third limitation is the instability and slow convergence of their optimization problems. Instability is mainly caused by non-convex objective functions due to the nature of deep neural networks [Bengio et al., 2007]. As a consequence, the landscape of the objective function is full of many local optima, most of which have poor generalization performance. Thus, in spite of the efficiency of the stochastic gradient descent to find a solution that can generalize to a large dataset, it may quickly get stuck in one of these poor local minima. In other words, the neural network risks overfitting on the first training examples [Erhan et al., 2010]. Slow convergence is mainly caused by ill-conditioning due to rank-deficient Jacobians\(^4\) of deep neural networks [Saarinen et al., 1993]. This makes them data intensive, i.e. they have a low sample efficiency.

The fourth limitation is the lack of interpretability of the modular functioning of their models on control tasks, even if the overall functioning remains mysterious because of black box neural networks [Busoniu et al., 2018, Li, 2018]. Furthermore, according to Busoniu et al. [2018], when learning end-to-end a value function, it encodes the whole transition model underlying the environment without discovering its parameters. The lack of interpretability to the point that even the role of each module is imprecise, makes end-to-end DRL models difficult to apply in the real world [Stoica et al., 2017] where systems must comply with very strict safety regulations if there is a risk to humans. However, this is impossible in the current state of our means to interpret DRL systems, as well as to explain their decisions (which is well explained by Stoica et al. [2017], who propose a view of systems challenges for artificial intelligence).

The first three limitations of end-to-end DRL algorithms listed above, tend to make the convergence of an optimization algorithm slow and unstable. Even in spite of efforts to circumvent the curse of dimensionality by reducing the dimension through the state embedding (for example, Tassa et al. [2018] use an output dimension of 50 for all their DMControl benchmark tasks), training simultaneously multiple modules may fail. Indeed, since these optimization problems are subject to overfitting and slow convergence, it seems more challenging to circumvent the curse of dimensionality in this context. Moreover, they are all the more complex the higher the dimension of the actions, and the longer the horizon of the task.

To address these problems, works in end-to-end DRL have recently taken advantage of data augmentation techniques commonly used in computer vision tasks, which act as regularizers [Laskin et al., 2020, Kostrikov et al., 2020]. Laskin et al. [2020] use a simple data augmentation technique which is random image translations (and random amplitude scaling), without modifying the DRL algorithms (which are SAC [Haarnoja et al., 2018b] and PPO [Schulman et al., 2017]). In contrast, Kostrikov et al. [2020] use random cropping (among others) and regularized Q-functions with consequent modifications to the SAC algorithm. These two end-to-end DRL algorithms are evaluated on the DMControl benchmark.

\(^4\) A Jacobian is rank-deficient as soon as it has two almost linearly dependent columns.
tasks [Tassa et al., 2018] from images, and achieve the same performances as when ground truth states are used.

However, these successful performances remain inefficient in terms of sample efficiency as pointed out in particular by Srinivas et al. [2020]. Therefore, we need to develop other alternatives to end-to-end DRL approaches if we are to extend RL algorithms to real-world control tasks, such as robotics. Indeed, the conditions in robotics are different because of the limited availability of data. It is therefore necessary to find solutions to the convergence issues (i.e. unstable and slow) encountered by RL algorithms.

The limitations of end-to-end DRL are still little studied in the literature. Among these rare studies, that of Glasmachers [2017] has made it possible to show, through a detailed empirical analysis, the limitations listed above. In order to highlight only the complexity of end-to-end training and not the complexity of the task, they used toy tasks in their experiments, in the contexts of supervised learning and RL. Their studies focus in particular on the phenomena of dependencies between modules (like representation learning and memory formation) of a deep learning system during their joint training. Their results tend to show that these phenomena are one of the main causes of the poor performance of these approaches. Indeed, the joint end-to-end training of several modules can often collapse. In addition, they achieve better performance with modules that are properly pretrained individually and then frozen to train the rest of models. Although these results are by no means conclusive, they do suggest that training models consisting of several modules (as with the end-to-end DRL strategy) may benefit from pretraining one or more of their modules.

3.2.2 Potential Solutions

We have previously reviewed four main limitations of end-to-end DRL. The main objective of this section, is to introduce solutions to this end-to-end approach, in order to scale RL algorithms to continuous control tasks with high-dimensional sensory inputs. Although there are many domains that propose solutions to this approach, we focus on those that deal with improving the state representation process. In this category there are two mains strategies. The first is known as RL with auxiliary tasks which are specific to train state embeddings. However, it still trains the model in an end-to-end manner, including the module(s) of the value function and/or the policy, unlike the second approach. The second constitutes our field of study, – state representation learning (SRL) –, which solves the state representation problem independently of the RL problem, i.e. in the manner of an unsupervised state embedding pretraining without reward for RL.
3.2.2.1 Reinforcement Learning with Auxiliary Tasks

RL with auxiliary tasks, which aim at improving the state representation process, can be divided into two main categories. The first is placed under the perspective of learning the dynamics in a compact latent space, with in particular model-based RL algorithms. Here, the auxiliary tasks train a transition model simultaneously with a state embedding. The second is placed under the perspective of model-free RL. Here, the auxiliary tasks focus on the state representation training from which the value function and/or the policy of the model-free RL algorithm are learned.

We now review some of the works from the perspective of model-free RL. Their auxiliary tasks are often borrowed from the self-supervised techniques used in unsupervised learning, without necessarily being related to the control task. This is particularly the case for auxiliary tasks based on constrative learning [Dwibedi et al., 2018, Srinivas et al., 2020]. Other auxiliary tasks are more related to the control. This is particularly the case for those based on dynamic constraints, for example by minimizing the errors of an inverse model in the state space [Shelhamer et al., 2017, Hansen et al., 2020]. Similarly, Munk et al. [2016] do so with a forward model, in which the state and reward must be predicted with respect to the previous action and observation. Finally, Jaderberg et al. [2017] introduce as an auxiliary task, the maximization of a pseudo-reward function. Generally in these works, there are various auxiliary objective functions to be minimized within a single training, in addition to the one related to the RL optimization. Moreover, the observation reconstruction auxiliary tasks were reported as less efficient than the other auxiliary self-supervised tasks in the following works [Jaderberg et al., 2017, Shelhamer et al., 2017, de Bruin et al., 2018].

Now we review some of the most promising works from the perspective of model-based RL. PlaNet [Hafner et al., 2018] is one of the leading approaches that has scaled-up model-based RL on the DMControl benchmark from images [Tassa et al., 2018]. They use a stochastic (or deterministic) transition model that uses a learned compact latent space. This compact latent space is learned in the manner of an autoencoder with dimensionality reduction. Thus, the transition model can predict many future sequences in parallel thanks to its memory efficiency. Numerous works have been inspired by it until today to obtain better results on DMControl tasks from images [Hafner et al., 2019, Lee et al., 2019, Sekar et al., 2020]. The advantage of these methods with two of the previous strategy [Srinivas et al., 2020, Hansen et al., 2020], is that they work even on partially observable tasks, as is the case with those of the DMControl benchmark.

Since [Hafner et al., 2018, 2019, Lee et al., 2019, Srinivas et al., 2020] evaluate their methods on the same DMControl benchmark tasks and use the same model-free RL algorithm with continuous actions – SAC (Soft Actor-Critic [Haarnoja et al., 2018b]) – we try to see how each ranks. First, we observe from the results obtained in these four works that the performance obtained with SAC using
their methods is better than that obtained with the classical end-to-end approach without auxiliary tasks. In addition, they are all superior to those obtained with autoencoder reconstruction techniques (i.e. AE and variants such as VAE [Kingma and Welling, 2014]). However, in the results of SLAC [Lee et al., 2019] and CURL [Srinivas et al., 2020] the performance of PlaNet [Hafner et al., 2018] is inferior to the autoencoder compression technique. In addition, the performance of SLAC slightly outperforms that of DrQ [Kostrikov et al., 2020]. Finally, CURL has better performances than SLAC and Dreamer [Hafner et al., 2019]. At the end of this analysis of the results obtained in the literature, it would seem that, approaches with auxiliary tasks performed according to contrastive learning methods are promising in order to optimize state representation models for RL algorithms.

The above empirical results show that, some of the limitations of the end-to-end approach can be overcome by carefully selected auxiliary tasks. Specifically, they are intended to replace the poor learning signal of RL based on rewards, to better train state embeddings. Indeed, these approaches combine various auxiliary objectives, which only concern the state representation module, typically in order to avoid slow convergence and especially to bypass poor local optima [Jaderberg et al., 2017, Hafner et al., 2018].

Furthermore, this improvement on the optimization of the state representation learning, combined to the dimensionality reduction, helps the optimization of RL to bypass the curse of dimensionality. For example, Srinivas et al. [2020] use a state representation dimension of 50 on all DMControl benchmark tasks [Tassa et al., 2018]. This is why these approaches tend to improve the optimization of end-to-end DRL algorithms, and thus to obtain better performance on control tasks. However, these methods are too computationally intensive to be easily applicable (especially in our hardware setting). In addition, they can suffer from sample inefficiency as shown in the results of Shelhamer et al. [2017], where optimization iterations of the order $10^7$ are required for a policy to converge. This is mainly due to the non-stationary distribution that the state representations follow. Indeed, during the state embedding training, the RL inputs evolve, thus breaking the identically distributed Robbins-Monro condition for the stochastic gradient descent to converge (see Section 2.2.1.1).

3.2.2.2 State Representation Learning (SRL)

SRL is a domain of machine learning, recently considered as such by Jonschkowski and Brock [2013], for the first time reviewed by Böhmer et al. [2015], and popularized in contexts different from that of state estimator pretraining by Lesort et al. [2018]. In this thesis, we restrict the study of SRL to the context of state estimator pretraining in an environment without reward for future unknown
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5 SLAC [Kostrikov et al., 2020], previously presented with the classical end-to-end approaches in Section 3.2.1.2, does not use an auxiliary task strategy to help the state representation learning process, unlike the methods proposed in this section.
RL applications. In other words, to a context that explicitly decomposes the two sub-problems that end-to-end DRL algorithms are confronted with: state representation learning and learning a control task. On the contrary, the strategy with auxiliary tasks solves these two different optimization problems jointly [Shelhamer et al., 2017]. Thus, SRL removes the challenging twofold training procedure of a state representation module with the rest of the model, i.e. the value function and/or the policy module(s) [Glasmachers, 2017].

The first limitation which is overcome is that the state representation module is trained with an appropriate learning signal instead of the extrinsic reward signal returned by the environment. Indeed, the latter tends towards the unique goal of solving a control task. However, although a reward signal is most often sparse and delayed, it can sometimes help eliminate unnecessary information, as is the case with the previously discussed strategy of using auxiliary tasks or with the SRL strategy in a context with rewards [Jonschkowski and Brock, 2015, Lesort et al., 2017].

The second limitation of not exploiting the compositionality principle is totally bypassed thanks to the SRL pretraining strategy. Indeed, as the state representation module respects its assigned role, the rest of the modules related to RL can also respect their roles, which is to approximate the value function and/or the policy. The effectiveness of this compositional learning paradigm is widely recognized for scaling machine learning algorithms to increasingly complex tasks, especially in RL [Bottou and Bousquet, 2018, Lake and Baroni, 2018, Glasmachers, 2017, Stoica et al., 2017, Sünderhauf et al., 2018]. In particular, they support the idea that it is more efficient to focus an optimization on the approximation of the value function and/or the policy than on a more complex problem involving representation learning. This idea is based according to Glasmachers [2017] on the principle of “divide and conquer”, and according to Sünderhauf et al. [2018] on the principle of “complex problems should be solved by decomposition and re-composition”.

The third limitation SRL tends to overcome is the convergence issues due to non-convex and ill-conditioned optimization process. Although the SRL does not solve them completely, it tends to improve their convergence thanks to a simplification of the patterns present in the state representations. According to Glasmachers [2017], non-convexity causes stochastic gradient descent to most often converge to poor local optima; ill-conditioning causes stochastic gradient descent to converge slowly. Independently and properly pretrained modules (which should be the case with SRL solutions), will generally improve the training of the rest of a RL model on a new control task [Erhan et al., 2010, Glasmachers, 2017]. Numerous works have tried to understand the reasons for the efficiency of pretraining on deep learning models [Erhan et al., 2010, Yosinski et al., 2014, Glasmachers, 2017, Liu et al., 2019a]. Liu et al. [2019a] propose a theoretical and empirical analysis to clarify how stochastic gradient descent can escape poor local optima. These improvements would be due, according to them, mainly to
the fact that partial derivatives are removed in the pretrained parameters, which stabilizes the magnitude of the estimated gradient of the objective function, and thus improves the objective function landscape. However, it is not yet clear, how effective pretraining is for DRL models, but promising results with other pretraining than SRL have already been achieved. In particular, as mentioned earlier in this section, Glasmachers [2017] have empirically analyzed that pretraining one of the modules of a deep learning model (in supervised and RL contexts) makes the stochastic gradient descent converge faster to better local optima.

Finally, the fourth merit concerns more the deployability of DRL algorithms, in particular their interpretability to some extent (indeed, the features of learned representations are not necessarily interpretable, although more and more tools exist to try to make sense of extracted features). Thanks to the compositionality principle guaranteed by SRL, it is possible to interpret the role of each neural network module. Furthermore, according to Busoniu et al. [2018], a better understanding of the representation learning process can help interpret a learned value function and/or policy. However, due to the nonlinear nature of deep neural networks, we still cannot fully understand their workings. The deep learning community has tried to alleviate this problem over the last decade with deep neural network interpretability algorithms [Zeiler and Fergus, 2014, Yosinski et al., 2015, Karpathy et al., 2015, Li et al., 2015, Olah et al., 2017, Nguyen et al., 2017, Samek et al., 2017]. In simple terms, these consist of identifying the input properties of the network that are responsible for a particular output. For example, Karpathy et al. [2015], Zeiler and Fergus [2014] use statistical analysis of unit activations, and ablation studies where specific units are disconnected or deactivated.

Thus, SRL methods can overcome three additional limitations of end-to-end DRL compared to approaches with auxiliary tasks. However, we do not pretend to know the relationship of these improvement factors to the problem of DRL optimization. We only know that its success seems to be related to the input dimensions, the training signal quality of each module, the stability at the modular interaction level, the stability and convergence speed of the optimization algorithm, and for security reasons to the interpretability at the modular functioning of its model (while the interpretability at the global functioning still remains impractical).

We now present our general SRL framework, to build on it in the remainder of this chapter and manuscript. This framework is restricted to unsupervised pretraining of state representations without reward, to later solve an unknown control task with a RL algorithm. As a result, many other domains beyond this framework will not be studied in this thesis. Below, we describe the three mains elements of this framework, which are common to many works in the SRL literature:

**Solution Criteria** The solution criteria concern the a priori knowledge about the solution, which is necessary by the fact that SRL problems are...
ill-posed because they can have multiple solutions. They are based on the physical world properties the SRL solution should verify, and are surveyed in Section 3.3.1.

**Learning Heuristics** Learning heuristics translate the criteria on the SRL solution into mathematical language (more specifically the optimization language). They take the form of objective functions that provide learning signals and must be designed appropriately for each method. As this is a SRL framework without extrinsic reward, these heuristics must be reward agnostic. They will be reviewed through the different main SRL formulations from the literature in Section 3.3.2.

**Exploration Strategies** Exploration strategies train discovery policies which must be task-agnostic, and are typically optimized based on self-calculated rewards called intrinsic rewards [Burda et al., 2018]. Without proper exploration, learned representations would only have a very limited range of validity and usefulness. The few approaches currently used will be discussed in Section 3.3.3.

### 3.3 SRL Formulations

In this thesis, we study state representation learning (SRL) as a deep unsupervised pretraining of state representations without reward. As explained previously, this is what makes it possible to train RL models by overcoming the four limitations of the end-to-end approach listed in Section 3.2.1.2: (i) the poor learning signal of temporal-difference optimization (consequently the non-optimal dimensionality reduction), (ii) the lack of guarantee that the roles assigned to the modules are respected, (iii) the instabilities and slow convergence of their optimization problems, (iv) the lack of interpretability on the modular functioning of their models.

The general problem of SRL is to retrieve from sensory observations compact representations about the agent’s proprioceptive information which generally also require knowledge of the environment’s properties (related to perception). In our setting, an agent receives an observation denoted $o_t \in \mathcal{O} \subseteq \mathbb{R}^{O_d}$, where generally $o_t$ will be an image with $O_d$ the number of pixels. Unlike the RL context, here the extrinsic reward signal $r_t \in \mathbb{R}$ is inaccessible. A SRL method learns a state estimator similar to a mapping $\varphi$ which outputs state vectors belonging to a state embedding denoted $\mathcal{S} \subseteq \mathbb{R}^{S_l}$. Such a mapping typically updates the state
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6 A problem is ill-posed if it does not satisfy one of the three Hadamard criteria [Hadamard, 1902]: (i) a solution exists, (ii) the solution is unique, (iii) the solution depends continuously on the initial conditions (especially the data).

7 Extrinsic rewards are obtained indirectly from the environment (by an agent-environment interaction loop) as privileged information, because in real robotic settings we do not have it.

8 This thesis focuses on visual sensory observations, given its predominance in the literature. However, SRL problems can be applied to other sensory observation types.
estimation $s_t \in S$ as new information is received, from the current observation $o_t$ and/or the past observation $o_{t-1}$, possibly from the past action $a_{t-1} \in A \subset \mathbb{R}^d$ and the previous state $s_{t-1}$ as follows:

$$s_t \triangleq \varphi(o_t, o_{t-1}, a_{t-1}, s_{t-1})$$  (60)

End-to-end DRL algorithms build an input embedding from scratch which is a kind of $\varphi$, at the same time that they learn an automatic decision making task. In contrast, SRL problems are ill-posed (as explained in Section 3.2.2.2) and estimate $\varphi$ based on learning heuristics that restrict the class of admissible solutions, to mitigate the ill-posedness. The main learning heuristics used in the SRL literature will be examined in Section 3.3.2. In general, they correspond to unsupervised/self-supervised tasks, which allow training $\varphi$ in a similar way to supervised learning. Therefore, they have the advantage of fitting into the classical framework of approximation theory (we have detailed this framework in the context of deep learning for supervised problems in Section 2.2).

3.3.1 Solution Criteria

In what follows, we review recently proposed criteria for devising learning heuristics to deal with the ill-posedness of SRL problems, i.e. by formulating the SRL optimization problem. In other words, here we explain what the SRL criteria represent in order to understand what the corresponding SRL solutions mean and how they are modeled from data. These criteria have in common that they translate a priori knowledge of the physical world in order to guarantee the physical plausibility of the SRL solution. Indeed, purely mathematical criteria cannot be used to mitigate the ill-posedness of the SRL problem. More precisely, they rely on a physical analysis of a robot interacting with the physical world.

The first criterion on the solution to the SRL problem is that it must retrieve, in a compact representation, the agent’s degrees of freedom in space and time [Jonschkowski and Brock, 2013, Böhmer et al., 2015, Lesort et al., 2018]. We draw a parallel between this criterion and the hypothesis of the broader problems of representation learning. It is the hypothesis that there are multiple manifolds underlying the observation space, which justifies dimensionality reduction. This capacity to retrieve the manifold information in a compact way, is the most fundamental, as it facilitates RL algorithms to overcome the curse of dimensionality.

The second criterion is that the SRL solution must model the local consistency and topology (or connectivity) of the environment [Jonschkowski and Brock, 2015, Lesort et al., 2017, Morik et al., 2019]. While the former concerns the transition model (i.e. how an agent transitions from one state to another), the latter concerns agent-independent information. Both must be retrieved by the state embedding in order to provide complete observability of the environment. In particular, the knowledge of topology is necessary to determine whether a point is more or less accessible depending on where the agent is located. This
criterion is one of the most difficult to satisfy because of its abstract and subjective nature, which can therefore only be obtained qualitatively (e.g. topologically). With this knowledge of local consistency and topology, the temporal-difference optimization on which RL algorithms are based could effectively project into future time steps (by bootstrapping).

As a pedagogical example, consider a navigation task to be learned with a RL algorithm, in an environment with walls, and where the observation space is a first-person perspective camera. In this case, a state estimator obtained with a SRL formulation should retrieve the spatial proximity of the different camera poses and taking into account the environment’s topology. In other words, the camera poses on either side of a wall must be separated in the learned state embedding, although they are spatially close. If the state estimator does respect this criterion, the RL policy could learn to go around the wall so that an agent reaches a goal behind the wall. The reason for the effectiveness of such a state embedding according to Böhmer et al. [2013] would come from the fact that unlike the Euclidean metric defined with the observation space of first-person perspective images, the metric defined with the state embedding would have distances consistent with the amount of time steps away from them.

The third criterion is that the SRL solution must ignore the distractor source of information, and to retrieve the two information sources relevant to the automatic decision making process\(^9\) (i.e. policy) [Jonschkowski and Brock, 2015, Jonschkowski et al., 2017]. The distractor source of information generally corresponds to elements that are beyond the agent’s control and that do not affect him. The first source of relevant information is the controllable one, which corresponds to elements that can be controlled by an agent. The second one is the non-controllable source of information, it corresponds to the elements that an agent cannot control but that can affect him.

The fourth criterion that the SRL solution must verify is that the state transition (defined by the right term in Eq. 61) is Markovian [Sutton and Barto, 2018]. Indeed, RL algorithms are generally defined in the formalism of Markov decision processes (MDPs). An MDP is composed of a reward signal relative to the control task (which is ignored) in addition to a state space \(S\) (to which the \(q\) outputs belong), an action space \(A\), and a Markovian state transition \(p(s_{t+1}|s_t, a_t)\) (which is unknown in the regular RL context, for more details see Section 2.3.1.1). Formulated mathematically, for the state transition to be Markovian, it must verify the following equation:

\[
P (s_{t+1} | s_t, a_t) = P (s_{t+1} | s_t, a_t, s_{t-1}, a_{t-1}, \ldots, s_0, a_0)
\]

(61)

for all \(s_{t+1}, s_t \in S\) and \(a_t \in A\). It differs from the Markovianity equation of the classical MDP formalism (see Eq. 24) since the reward is not available. For this

\(^9\) In a control task it may be necessary to detect elements inside the distractor source of information. In this case, the corresponding information can be concatenated later to the learned state representation.
reason, the SRL solution (i.e. $\phi$) must guarantee the Markovianity of the state transition, so that it can be used as a state estimator in a RL model. In simple terms, this means that the current state must retrieve the necessary information about the past agent-environment interactions, so that the policy has no ambiguity on the actions to predict. Therefore, in a general partial observability context, state representations must be non-Markovian in order to be able to retrieve useful past information for a policy. However, the Markovian property is regularly used on the learned state representations as a shortcut [Böhmer et al., 2015, Jonschkowski and Brock, 2015]. Indeed, the SRL works in the literature often assume that the environments are totally observable [Lesort et al., 2018]. Therefore, to guarantee the Markovianity of the state transition in this context, it is sufficient to assume state representations are Markovian.

The fifth and last criterion is proposed as a potential avenue for the design of future SRL algorithms. This concerns the nature of the SRL solution itself, which we limit here for the sake of clarity, to a mapping of the observation space to a state space. In particular, this criterion could concern a well-chosen regularity imposed on this mapping. We suppose that this can favor the existence and the uniqueness of the solution. In other words, it can help mitigate the ill-posedness of the SRL problem. For example, we could choose to impose the $L$-Lipschitz continuity property on the mapping, which should therefore verify the following equation, for any consecutive observations $o_{t+1}, o_t \in \mathcal{O}$:

$$\|\phi(o_{t+1}) - \phi(o_t)\| \leq L\|o_{t+1} - o_t\| \quad (62)$$

Literally, this means that state variations must be bounded by observation variations, which is a stronger regularity than continuity.

This fifth criterion corresponds to regularization properties on the SRL solutions which may help to filter out distractors. Indeed, when a continuity constraint such as Lipschitz is used on $\phi$, it allows to control output (state) variations with respect to input (observation) variations. This is why a distractor which disturbs observation variations will necessarily disturb less or not at all state variations. Looking in this direction is in our opinion promising, and we could benefit from techniques already developed in deep learning to implement the Lipshitz property on neural networks [Mescheder et al., 2018, Miyato et al., 2018].

As mentioned earlier, learning heuristics correspond to unsupervised/self-supervised tasks that formulate the SRL problem into a better-posed mapping approximation problem. Before to review them in Section 3.3.2, we roughly explain how to choose an approximator class which is the most compatible with this mapping. Indeed, it would be inefficient to learn a mapping if the chosen approximator could only give a poor state estimation. Moreover, as explained with the first criterion, the SRL solution must retrieve information about the agent’s degrees of freedom in space and time in a compact way. This seems to be linked to the hypothesis that observations are located on a manifold of
intrinsic dimensionality lower than that of the observation space, due to strong
correlations between the observation dimensions [Cayton, 2005, Bishop, 2006].
As the solution of such a mapping is generally nonlinear, the approximators
must be nonlinear, hence the use of deep learning techniques [Bengio et al.,
2007, 2013b]. Indeed, they are very effective in the context of learning compact
representations of manifolds underlying the observation space, as proved by the
literature reviewed in Section 3.1.1. For these reasons, deep neural networks are
generally used to model the SRL solution via learning heuristics.

3.3.2 Learning Heuristics

We have previously listed some criteria that SRL solutions should meet. They are
usually used to carefully devise learning heuristics. These heuristics mitigate the
ill-posedness of the SRL problem by formulating it through self-supervised tasks.
There are four main families of learning heuristics: (i) observation reconstruction,
(ii) near-future prediction, (iii) state-based constraints, (iv) and constrastive pre-
diction. The first family has already been reviewed in Section 3.1.1, and belongs
to the more general domain of representation learning with dimensionality re-
duction. This section therefore reviews the other three families known in the SRL
literature.

3.3.2.1 SRL with Transition Estimation

Most of the SRL solution criteria can be formulated via a near-future prediction
objective. Specifically, it consists in a self-supervised task of next state prediction.
It is based on the principle that, consecutive state vectors must verify roughly the
Markovian transition equation (see Eq. 61). Mathematically, Eq. 61 implies that a
SRL solution $\varphi$, estimates states so that their transitions are Markovian. Literally,
this forces $\varphi$ to retrieve the information of the physical world necessary to predict
the next state from the current action and state. There are similarities between this
approach and learning a transition model (i.e. model-based RL), which is why
some approaches combine learning a model and a representation [Schrittwieser
et al., 2019, Hafner et al., 2018, 2019]. However, in representation learning the
prediction objective can be combined with other objectives, which shows that
prediction is here not an end but the mean to construct a representation with
relevant properties.

In this approach, some works sometimes assume that the transition model in
the estimated state space is linear [Watter et al., 2015, van Hoof et al., 2016]. This
allows to force the transition model to approximate affine dynamics, which in
their view is appropriate for control. However, the majority of these approaches
learn complex nonlinear transition models [Assael et al., 2015, Wahlström et al.,
2015].
The above works formulate the SRL problem, with two main distinct learning heuristics. The first one consists of an observation compression objective, which allows to train a state estimator in the manner of an autoencoder, where \( \phi \) consists of an encoder. That is, they use a reconstruction loss between the state and the current observation, which may have the drawbacks of the approaches previously examined in Section 3.1.1 [Jaderberg et al., 2017, Shelhamer et al., 2017]. This learning signal is as follows:

\[
\| D(\phi(o_t)) - o_t \|^2_2
\]  

(63)

where \( \phi \) denotes the encoder which outputs the state \( s_t \), and \( D \) denotes the decoder which reconstructs the observation \( \hat{o}_t \).

The second one consists of the near-future prediction objective (mentioned above), which trains a state transition model from the \( \phi \) outputs. Thus, \( \phi \) is constrained to estimate states so that, their transitions are Markovian, i.e. they verify Eq. 61. The corresponding learning signal must roughly follow this loss function:

\[
\| F(s_t, a_t) - s_{t+1} \|^2_2
\]  

(64)

where \( \phi \) is a state estimator which predicts the “real” state \( s_t \) and next state \( s_{t+1} \), and \( F \) is a forward model which predicts the next state \( \hat{s}_{t+1} \).

In a simple way, these approaches minimize errors from an observation reconstruction objective, and a near-future state prediction objective. These models are typically used to solve long temporal predictions in a compact state space. In contrast to these approaches, Ha and Schmidhuber [2018] distinctly train an autoencoder (in particular a VAE [Kingma and Welling, 2014]) in a first phase, and then a state transition in a second phase. All these methods allow to guarantee the spatial and temporal coherence of the physical world information within the compact outputs of \( \phi \). However, their limitation is that they build \( \phi \) with a reconstruction heuristic on the observation space. This implies that \( \phi \) outputs keep information from the images that may not be useful and thus impede dimension reduction. The next SRL formulation, takes this weakness into account by relying solely on dynamic criteria of the physical world.

### 3.3.2.2 SRL with Dynamic Constraints

The solution criteria may be formulated with constraints directly on the state space. One popular formulation of this strategy, is the combination of a slowness and diversity constraints on the learned states [Jonschkowski and Brock, 2013, 2015, de Bruin et al., 2018]. The slowness constraint is typically translated into mathematical language with the following loss function:

\[
\| s_{t+1} - s_t \|^2_2
\]  

(65)
and for the diversity, with the following loss function:

$$e^{-\|s_t - s'_t\|^2_2}$$

(66)

where $s_{t+1}, s_t$ are consecutive states while $(s'_t, s_t)$ are temporally distant states predicted by a state estimator $\varphi$. The slowness constraint is based on the assumption that states should not change quickly [Wiskott and Sejnowski, 2002]. However, this formulation on the one hand cannot take into account information about a fast-moving agent, and on the other hand, cannot filter out slow distractors. Furthermore, this constraint has a trivial solution which corresponds to a constant state, and therefore does not allow to retrieve relevant information. This is why another diversity constraint accompanies it, in order to move the states away as a function of the number of time steps, as shown by Eq. 66. However this formulation can cause issues if the agent remains stationary for a while. Below is a strategy to remedy this.

One way to improve the retrieval of the two relevant information sources (see Section 3.3.1), is to use other constraints based on the trainings of forward/inverse models [de Bruin et al., 2018, Raffin et al., 2019]. The loss function to train an inverse model can be expressed mathematically as follows

$$\|I(s_{t+1}, s_t) - a_t\|^2_2$$

(67)

and the one to train a forward model is:

$$\|F(a_t, s_t) - s_{t+1}\|^2_2$$

(68)

where $I$ is an inverse model which predicts the executed action $\hat{a}_t$ from the state $s_t$ and the next state $s_{t+1}$ predicted by a state estimator $\varphi$. It allows to retrieve the controllable information of the physical world by an agent. $F$ is a forward model which predicts the next state $\hat{s}_{t+1}$. It allows to retrieve the (non-)controllable information source of an agent (and which can affect him). Moreover, these learning heuristics make it possible to ignore the distractor source of information.

Other constraints have been formulated by Jonschkowski and Brock [2015]. In addition to the constraints of slowness and diversity, they propose two other main constraints. A first one is the proportionality constraint, which is based on the principle that, the information retrieved by $\varphi$ must change proportionally to the action’s magnitude. A second one is the repeatability constraint, which is based on the principle that, the information retrieved by $\varphi$ must change in the same way when the actions and the state vectors are similar. Jonschkowski et al. [2017] extend these robotic priors in the context of acceleration-dependent control tasks with a speed estimated from state changes. Subsequently, Lesort et al. [2017] study the applicability of these robotic priors to simulators in the physical world. However, they obtain unstable results, usually lacking local consistency.

---

10 For simplicity, we only give examples with the $L_2$ norm, but other distances may be more relevant in special cases.
with respect to different locations in the environment (see Section 3.3.1). That is, similar trajectories are removed by $\varphi$. To counter this problem, they have introduced the reference point prior, which allows different trajectories belonging to a same region to be brought closer together. There seems to be a parallel with clustering, which for example, must bring together pairs of distinct points that belong to the same semantics. A limitation of these methods, is that they assume total observability of the environments. To remedy this, Morik et al. [2019] extend [Lesort et al., 2017] (i.e. with the reference point prior) on partially observable environments. To do so, they adapt robotic priors with LSTMs networks to manage partial observability.

Although these works propose promising heuristics due to their originality and their physical interpretability, they have not yet been validated on DMControl benchmark tasks [Tassa et al., 2018], or with other continuous control tasks with image inputs, studied in particular in this thesis.

3.3.2.3 SRL with Constrained Learning

A last heuristic family to formulate the SRL problem, is to use discriminatory tasks. Discriminatory tasks are originally formulated under the supervised learning paradigm [Le-Khac et al., 2020, Jaiswal et al., 2021]. In contrast, in the SRL context these tasks must be carefully chosen in such a way as to meet the SRL solution criteria. This is the case with the works by Sermanet et al. [2018], Dwibedi et al. [2018], which use time as a supervision signal to learn the structure present in the videos, and build a robust viewpoint-invariant visual mapping. Dwibedi et al. [2018] has extended [Sermanet et al., 2018] to take speed into account. This work builds on the discriminative loss proposed by Sohn [2016]. However, these methods require a sufficiently large number of labeled demonstrations, which is costly in terms of the conceptor’s time.

A class of discriminative methods recently proposed, called contrastive learning, is based on a self-supervised task formulation directly on the state space [Le-Khac et al., 2020]. This removes the need to generate labeled demonstrations. One of the most popular, CPC (Contrastive Predictive Coding [Oord et al., 2018]), maximizes mutual information between more or less spatially distant states with InfoNCE (Noise-Contrastive Estimation [Gutmann and Hyvärinen, 2010]). These constraints imposed by contrastive learning, make it possible to force similarity between pairs of similar points within a mini batch, and to force diversity between other points. More specifically, the state space is learned by maximizing mutual information between similar points in a mini-batch, and minimizing mutual information with respect to others.

These techniques have been used massively in computer vision [Chen et al., 2020, He et al., 2020], and have also allowed to formulate SRL problems [Stooke et al., 2020, Zhan et al., 2020]. However, these constraints are based solely on the slowness and spatial proximity principle [Anand et al., 2019]. They may therefore in some cases, not be able to retrieve the controllable but fast information source,
and retrieve on the contrary the slow distractor information source. Just as it is the case with formulations based on the combination of a slowness and diversity constraints presented earlier.

3.3.3 Exploration Strategies

This section succinctly examines a currently little-studied issue in the SRL field: exploration strategies. It is almost absent in the field of supervised learning and unsupervised learning which generally is not applied directly to controlled systems. In contrast, SRL must generate its training data itself via agent-environment interactions. In the absence of reward, the agent should seek for a large diversity of observations, as it is the only way for the learned representation to be useful for various tasks. It is therefore useful to devise an exploration strategy, which in the rewardless context may correspond to learning a task-agnostic discovery policy. However, although such a discovery policy is crucial to solve the SRL problem, to our knowledge to date there are no studies on its development, as also noticed by Sutton and Barto [2018], Lesort et al. [2018].

First, let us distinguish what an effective exploration strategy is in the SRL context versus the RL context. In the RL context, it solves the exploration/exploitation tradeoff to find a policy with good generalization performance. In the SRL framework, it solves the underfitting/overfitting tradeoff (presented in Section 2.2.1), also known as the bias/variance tradeoff from the statistical viewpoint [Lawrence et al., 1998]. While the latter tradeoff is intensively studied in the supervised learning context [Caruana, 1995], it is beginning to receive more and more attention in the RL context [Zhang et al., 2018]. However, it has not yet been studied in the SRL context. In our view, the difference is that in this context there may be several objective functions against which this trade-off (i.e. the generalization error of approximation versus estimation) can be estimated.

Hence, unlike typical unsupervised learning methods, SRL can leverage its application to controlled systems to perform exploration that addresses the underfitting/overfitting tradeoff. This is one of the core elements that allow these transfer learning methods to outperform more traditional task-specific approaches. In particular, by solving this tradeoff, exploration can help optimization algorithms circumvent the overfitting danger without resorting to other explicit (e.g. weight decay with $\ell_2$ or $\ell_1$ norms or a decreasing learning rate) or implicit (dropout or early stopping) regularization techniques. Thus, SRL exploration acts as a regularizer that avoids overfitting even when the pretraining time is small and the networks are overparameterized, whereas most unsupervised learning approaches avoid overfitting by increasing the dataset, or reducing the network complexity, or by using regularization techniques [Bengio, 2012]. Moreover, this is essential to make SRL algorithms sample efficient and thus reduce the pretraining time. In other words, an exploration strategy must allow a SRL algorithm to converge faster and better than if it were a random exploration.
The strategies proposed so far in the literature are based on random policies or demonstrations. The previously cited works that use a random exploration are for example [Watter et al., 2015, van Hoof et al., 2016, Jonschkowski and Brock, 2015, Yarats et al., 2019], and (expert) demonstrations are for example [Sermanet et al., 2018, Dwibedi et al., 2018, Stooke et al., 2020, Zhan et al., 2020]. The latter allows to have a training dataset that is sufficiently representative of the environment. This exploration strategy is used by our SRLfD pretraining approach proposed in Chapter 4. Therefore, it seems necessary to address the following question for future SRL development: How to develop an exploration strategy consistent with the SRL problem?

To develop such an exploration strategy, it should rely on the learning heuristics on which the SRL method is formulated. Furthermore, it should observe transitions from which the SRL model can learn the most, i.e. transitions which are complex with respect to the learning heuristics. For SRL methods based on a near-future prediction objective, an appropriate exploration strategy may be to observe as many diverse transitions as possible with respect to their controllability. Indeed, in this context, to efficiently train a state estimator it is not sufficient for the agent to seek for a large diversity of observations because, for example, first-person perspective images have a metric (distance defined with the $L_2$ norm) that varies greatly when the orientation changes from one transition to another. Moreover, since the prediction objective adequate to construct representations with relevant properties may not be adequate to promote such efficient exploration, a controllability criterion on environment transitions can therefore be specially constructed to allow the training of discovery policies for the most diverse transitions. XSRL presented in Chapter 5 proposes such an exploration strategy.

We believe that the development of exploration strategies can lead to new SRL algorithms that perform better in terms of generalization, and thus better scaling-up RL algorithms to complex control tasks.

3.4 CONCLUSION

In this section, we have presented the SRL problem studied in this thesis. It can be broken down into three main elements: (i) solution criteria, (ii) learning heuristics, (iii) exploration strategies. We have detailed the specificity of these generally ill-posed problems, and how to solve them with a priori knowledge of the physical world related to the control of an agent. This allowed us to list the specific criteria that a SRL solution (i.e. the mapping denoted $\phi$ between the observation space and a state space) should verify. We then reviewed four major families of learning heuristics used in the SRL literature that meet some of the listed criteria. Finally, we discussed the currently used exploration strategies and how new ones could be designed given the learning heuristics.
The next two chapters each propose a novel SRL method. Each one has a learning heuristic belonging to a different class. For SRLfD presented in Chapter 4, it belongs to the dynamic constraints class. It is the loss of multi-task imitation learning. We will see that it allows us to take advantage of knowledge from other tasks. For XSRL presented in Chapter 5, it belongs to the transition estimation class. It is the prediction loss of the next observation. We will see that it takes advantage of the task-agnostic interaction between an agent and its environment. These two methods allow us to model state embeddings verifying our criteria since they reduce the dimension of the observations performing well on new tasks with an RL algorithm.
STATE REPRESENTATION LEARNING FROM DEMONSTRATION

The object of pure physics is the unfolding of the laws of the intelligible world; the object of pure mathematics that of unfolding the laws of human intelligence.

James Joseph Sylvester

ABSTRACT

Robots could learn their own state and world representation from perception and experience without supervision. This desirable goal is the main focus of our field of interest, state representation learning (SRL). Indeed, a compact representation of such a state is beneficial to help robots grasp onto their environment for interacting. The properties of this representation have a strong impact on the adaptive capability of the agent. In this chapter we present an approach based on imitation learning. The idea is to train several policies that share the same representation to reproduce various demonstrations. To do so, we use a multi-head neural network with a shared state representation feeding a task-specific agent. If the imitation tasks are diverse, the trained representation will eventually contain the information necessary for all tasks, while discarding irrelevant information. As such, it will potentially become a compact state representation useful for new tasks. We call this approach SRLfD (State Representation Learning from Demonstration). Our experiments confirm that when a controller takes SRLfD-based representations as input, it can achieve better performance than with other representation strategies and promote more efficient reinforcement learning (RL) than with an end-to-end RL strategy.
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4.1 INTRODUCTION

Recent reinforcement learning (RL) achievements might be attributed to a combination of (i) a dramatic increase of computational power, (ii) the remarkable rise of deep neural networks in many machine learning fields including robotics, which take advantage of the simple idea that training with quantity and diversity helps. The core idea of this work consists of leveraging task-agnostic knowledge learned from several task-specific agents performing various instances of a task.

Learning is supposed to provide animals and robots with the ability to adapt to their environment. RL algorithms define a theoretical framework that is efficient on robots [Kober et al., 2013] and can explain observed animal behaviors [Schultz et al., 1997]. These algorithms build policies that associate an action to a state to maximize a reward. The state determines what an agent knows about itself and its environment. A large state space – raw sensor values, for instance – may contain the relevant information but would require a too large exploration to build an efficient policy. Well-thought feature engineering can often solve this issue and make the difference between the failure or success of a learning process. In their review of representation learning, Bengio et al. [2013a] formulate the hypothesis that the most relevant pieces of information contained in the data can be more or less entangled and hidden in different representations. If a representation is adequate, functions that map inputs to desired outputs are somewhat less complex and thus easier to construct via learning. However, a frequent issue is that these adequate representations may be task-specific and difficult to design, and this is true in particular when the raw data consists of images, i.e. 2D arrays of pixels. One of the objectives of deep learning methods is to automatize feature engineering to make learning algorithms effective even on raw data. By composing multiple nonlinear transformations, the neural networks on which these methods rely are capable of progressively creating more abstract and useful representations of the data in their successive layers.

The intuition behind our work is that many tasks operated in the same environment share some common knowledge about that environment. This is why learning all these tasks with a shared representation at the same time is beneficial. The literature in imitation learning [Pastor et al., 2009, Kober et al., 2012] has shown that demonstrations can be very valuable to learn new policies. To the best of our knowledge, no previous work has focused on constructing reusable state representations from raw inputs solely from demonstrations, therefore, here we investigate the potential of this approach for SRL.

In this chapter, we are interested in solving continuous control tasks via RL or supervised learning, using state estimates as inputs, without having access to any other sensor, which means in particular that the robot configuration, which we will call ground truth representation, is unknown. We assume that at all times the consecutive high-dimensional observations \((o_{t-1}, o_t)\) contain enough information to know the ground truth state \(q_t\) and that the controller/predictor only needs...
to rely on this representation to choose actions. Intuitively, \( q_t \) could probably be a much better input for a RL algorithm than the raw images, but without prior knowledge, it is not easy to get \( q_t \) from \((o_{t-1}, o_t)\). In robotics, SRL [Lesort et al., 2018] aims at constructing a mapping from high-dimensional observations to lower-dimensional representations which, similarly to \( q_t \), can be advantageously used instead of \((o_{t-1}, o_t)\) to form the inputs of a policy.

Our proposed experimental setup consists in three different phases:

1. Preliminary phase (Fig. 2(a)): we have \( K \) controllers called oracle policies \( \pi^k \), each solving a different task. For example, we could define them in laboratory conditions with better sensors (e.g. motion capture), the goal being to reproduce them with a different perception (e.g. images) where in this setting, building a representation extracted from the raw inputs makes sense. For the sake of the experiments, we used almost fake tasks.

2. Pretraining phase (Fig. 2(b)): we derive a state representation that can be relied on to reproduce any of these oracle policies. We do so via imitation learning on a multi-head neural network consisting of a first part that outputs a common state representation \( s_t \triangleq [\varphi(o_{t-1}), \varphi(o_t)] \) used as input to \( K \) heads \( \psi^k \) trained to predict actions \( a^k_t \) executed by the oracle policies \( \pi^k \) from the previous phase.

3. Transfer learning phase (Fig. 2(c)): we use the previously trained representation \( s_t \) as input to a new learning process \( \psi^{\text{new}} \) in the same environment.

This method, which we call SRLfD (State Representation Learning from Demonstration), is presented in more detail in Section 4.3, after an overview of the existing related work in Section 4.2. We show that using SRLfD learned representations instead of raw images can significantly accelerate RL (using the popular
SAC algorithm [Haarnoja et al., 2018a]). When the state representation is chosen to be low-dimensional, the speed up brought by our method is greater than the one resulting from state representations obtained with deep autoencoders, or with principal component analysis (PCA).

4.2 RELATED WORK

Learning state representations from demonstrations of multiple policies solving different tasks instances, as we propose, has some similarities with multi-task and transfer learning [Taylor and Stone, 2009]. Multi-task learning aims to learn several similar but distinct tasks simultaneously to accelerate the training or improve the generalization performance of the learned policies, while transfer learning strives to exploit the knowledge of how to solve a given task to then improve the learning of a second task. Not all multi-task and transfer learning works rely on explicitly building a common representation, but some do, either by using a shared representation during multiple task learning [Pinto and Gupta, 2017] or by distilling a generic representation from task-specific features [Rusu et al., 2015]. The common representation can then be used to learn new tasks. However, all these techniques rely on the end-to-end RL approach, which is less sample-efficient than the self-supervised learning approach followed by SRLfD.

In another perspective, the learning from demonstration literature typically focuses on learning from a few examples and generalizing from those demonstrations, for example by learning a parameterized policy using control-theoretic methods [Pastor et al., 2009] or RL-based approaches [Kober et al., 2012]. Although those methods typically assume prior knowledge of a compact representation of the robot and environment, some of them directly learn and generalize from visual input [Finn et al., 2017] and do learn a state representation. However, the goal is not to reuse that representation to learn new skills but to produce end-to-end visuomotor policies generalizing the demonstrated behaviors in a given task space. Several works have also proposed using demonstrations to improve regular deep RL techniques [Večerík et al., 2017, Nair et al., 2018], but the goal is mostly to improve exploration in environments with sparse rewards. Those works do not directly address the problem of state representation learning.

4.3 STATE REPRESENTATION LEARNING FROM DEMONSTRATION

4.3.1 Demonstrations

Let us clarify the hierarchy of the objects that we manipulate and introduce our notations. This work focuses on simultaneously learning $K$ different tasks.\footnote{Roughly, different tasks refer to goals of different natures, while different instances of a task refer to a difference of parameters in the task. For example, reaching various locations with a robotic arm is considered as different instances of the same reaching task.}
sharing a common state representation function \( \varphi \) and with \( K \) task-specific heads for decision \( (\psi^1, \psi^2, \ldots, \psi^K) \) (see Fig. 2(b)). For each \( k \)-task, the algorithm has seen demonstrations in a form of paths \( P^k_{p}, P^k_{p} \), \ldots, \( P^k_{p} \) from an initial random position to the same goal corresponding to the \( k \)-task generated by running the oracle policy \( \pi^k \) obtained in the preliminary phase (see Fig. 2(a)). Specifically, during a path \( P^k_{p} \), an agent is shown a demonstration (or data point) of \( (o^k_{t-1}, o^k_{t}, a^k_{t}) \) from which it can build its own world-specific representation. Here, \( o^k_{t-1} \) and \( o^k_{t} \) are consecutive high-dimensional observations (a.k.a. measurements), and \( a^k_{t} \) is a real-valued vector corresponding to the action executed right after the observation \( o^k_{t} \) was generated.

4.3.2 Imitation Learning from Demonstrations

Following the architecture described in Fig. 2(b), we use a state representation neural network \( \varphi \) that maps high-dimensional observations \( o^k_{t} \) to a smaller real-valued vector \( \varphi(o^k_{t}) \). This network \( \varphi \) is applied to consecutive observations \((o^k_{t-1}, o^k_{t})\) to form the state representation \( s^k_{t} \), as follows:

\[
s^k_{t} = [\varphi(o^k_{t-1}), \varphi(o^k_{t})] \tag{69}
\]

This state representation \( s^k_{t} \) is sent to the \( \psi^k \) network, where \( \psi^k \) is one of the \( K \) independent heads of our neural network architecture. \( \psi^1, \psi^2, \ldots, \psi^K \) are head networks with similar structure but different parameters, each one corresponding to a \( k \)-task. Each head has continuous outputs with the same number of dimensions as the action space of the robot. We denote by \( \psi^k(s^k_{t}) \) the output of the \( k \)-th head of the network on the input \((o^k_{t-1}, o^k_{t})\). We train the global network to imitate all the oracle policies via supervised learning. Specifically, our goal is to minimize the quantities: \( \|\psi^k(s^k_{t}) - a^k_{t}\|_2^2 \) that measure how well the oracle policies are imitated. The optimization problem we want to solve is thus the minimization of the following objective function:

\[
L(\theta) = \frac{1}{PT} \sum_{p=1}^{P} \sum_{t=1}^{T} \|\psi^k(s^k_{t}) - a^k_{t}\|_2^2 \tag{70}
\]

for \( k \in [1, K] \), and where \( \theta = \{\theta_{\psi^1}, \theta_{\psi^2}, \ldots, \theta_{\psi^K}\} \) as explained in Fig. 2(b). We give an equal importance to all oracle policies by uniformly sampling \( k \in [1, K] \), and performing a training step on \( L(\theta) \) to adjust \( \theta \). Algo. 1 describes this procedure.

The network of SRLfD is trained to reproduce the demonstrations, but without direct access to the ground truth representation of the robot. Each imitation can only be successful if the required information about the robot configuration is extracted by the state representation \([\varphi(o^k_{t-1}), \varphi(o^k_{t})]\). However, a single task may not require the knowledge of the full robot state. Hence, we cannot
4.4 GOAL REACHING

In this section, we study a transfer learning phase (see Fig. 2(c)) corresponding to a RL optimization problem to solve a torque-controlled reaching task with image observations. This is a challenging problem despite the simplicity of the task. Indeed, when high-dimensional observations are mapped to a lower-dimensional space before feeding a RL system, a lot of information is compacted and valuable information for control may be lost. The purpose is to verify that state representations learned with SRLfD are useful representations for RL algorithms. In this thesis, we only conduct experimental validations, but a fundamental question that we will not answer is at stake: what constitutes a good representation for state-of-the-art deep RL algorithms? Should it be as compact and as disentangled as possible, or on the contrary, can redundancy of information or correlations be useful in the context of deep RL? A definitive answer seems beyond the current mathematical understanding of deep RL.

We consider a simulated 2D robotic arm with 2 torque-controlled joints, as shown in Fig. 3. We use the environment Reacher adapted from the OpenAI Gym [Brockman et al., 2016] benchmark to PyBullet [Coumans et al., 2018]. An
instance of this continuous control task is parameterized by the position of a goal that the end-effector of the robot must reach within some margin of error (and in limited time). We use as raw inputs RGB images of $64 \times 64$ pixels. As the heart of our work concerns state estimation, we have focused on making perception challenging, by adding in some cases randomly moving distractor and Gaussian noise, as shown in Fig. 3. We believe that the complexity of the control part (i.e. the complexity of the tasks) is less important to validate our method, as it depends more on the performance of the RL algorithm. To solve even just the simple reaching task, the configuration of the robot arm is required and needs to be extracted from images for the RL algorithm to converge. Indeed our results show that this is the case when SRLfD learned representations are used as inputs of SAC [Haarnoja et al., 2018a].

4.4.1 Experimental Setup

Baseline Methods We compare state representations obtained with our method (SRLfD) to five other representation strategies:

- Ground truth: as mentioned in Section 4.4.1, what we call ground truth representation of the robot configuration is represented as a vector of size four: the two torques angles and velocities.

- Principal Component Analysis (PCA) [Jolliffe, 2011]: we perform PCA on the demonstration data, and the 8 or 24 most significant dimensions are kept, thus reducing observations to a compact vector that accounts for a large part of the input variability.
• Autoencoder-based representation [Hinton and Salakhutdinov, 2006]: $\varphi$ is replaced by an encoder learned with an autoencoder. The latent space representation of the autoencoder (of size 8 or 24) is trained with the same demonstrations (but ignoring the actions) as in the SRLfD training.

• Random network representation [Gaier and Ha, 2019]: we use the same neural network structure for $\varphi$ as with SRLfD, but instead of training its parameters, they are simply fixed to random values sampled from a Gaussian distribution of zero mean and standard deviation 0.02.

• Raw pixels: the policy network is modified to receive directly $(o_{t-1}, o_t)$ in input, with the same dimensionality reduction after $\varphi$ as other methods, but all of its parameters are trained simultaneously in the manner of end-to-end RL.

The representations obtained with these methods use the same demonstration data as SRLfD method, and share the same neural network structure for $\varphi$ or replace it (with ground truth and PCA) in the architecture of Fig. 2(c) whose output size is 8 or 24$^2$.

Generating Demonstrations For simplicity, the preliminary phase of training $K$ oracle policies $\pi^k$ (see Fig. 2(a)) is done by running the SAC [Haarnoja et al., 2018a] RL algorithm. Here, the “unknown” representations used as inputs are the ground truth representations. SAC also exploits the cartesian coordinates of the goal position$^3$. It returns a parameterized policy capable of producing reaching trajectories to any goal position.

For the pretraining phase of SRLfD (see Fig. 2(b)), the previously learned parameterized policy generates $K = 16$ oracle policies $\pi^k$ (which represent different instances of the reaching task), with each of them 238 paths for training and 60 paths for validation of maximal length $T = 50$, computed from various initial positions. We then simultaneously train all the heads for computational efficiency. Specifically, for each optimization iteration, we uniformly sample for every head $\psi^k$ a mini-batch of 64 demonstrations from the $P$ paths corresponding to the $k$-task.

Implementation Details For SRLfD network architecture (adapted from the one used in [Mnih et al., 2013]), $\varphi$ (see Fig. 2) sends its $3 \times 64 \times 64$ input to a succession of three convolutional layers. The first one convolves 32 $8 \times 8$ filters with stride four. The second layer convolves 64 $4 \times 4$ filters with stride two. The third hidden layer convolves 32 $3 \times 3$ filters with stride one. It ends with a fully

$^2$ The number of 24 dimensions has been selected empirically (not very large but leading to good RL results).

$^3$ The purpose of our method is to generate state representations from (possibly noisy) inputs that are hard to exploit (such as raw images), so only the preliminary phase has access to the “unknown” representation.
connected layer with half as many output units as the chosen state representation dimension (because state representations have the form \([\phi(o_{t-1}), \phi(o_t)]\)). The heads \(\psi^k\) take as input the state representation and are composed of three fully connected layers, the two first ones of size 256 and the last one of size two, which corresponds to the size of the action vectors (one torque per joint).

For SAC network architecture we choose a policy network that has the same structure as the heads \(\psi^k\) used for imitation learning, also identical to the original SAC implementation [Haarnoja et al., 2018a], and use the other default hyperparameters.

The Rectified linear units (ReLU) is used for the activation functions between hidden layers. We use ADAM [Kingma and Ba, 2014] with a learning rate of \(10^{-4}\) to train the neural network \(\phi\), and \(10^{-3}\) to train all the heads \(\psi^k\) and the policy network.

4.4.2 Results and Discussion

In this section, we report our results with the quantitative evaluation of SRLfD when a goal reaching task is used in the transfer learning phase (see Fig. 2(c)). Specifically, we evaluate the transferability of SRLfD learned state representations used as inputs for a RL algorithm (SAC [Haarnoja et al., 2018a]) to solve a new instance of the reaching task chosen randomly, and compare the success rates to the ones obtained with state representations originating from other methods. The performance of a policy is measured as the probability to reach the goal from a random initial configuration in 50 time steps or less. We expect that better representations yield faster learning progress and better convergence (on average).

Table 1 displays the success rates corresponding to the end of the learning curves of Fig. 4 obtained with SAC and different state representations in four different contexts: with a representation of either 16 or 48 dimensions (except for the ground truth representation, of size 4), and on “clean” i.e. raw observations (in the middle of Fig. 3) or observations with noise and a randomly moving ball distractor (on the right of Fig. 3). As expected, the best results are obtained with the ground truth representation, but we see that out of the five other state representations, only SRLfD, PCA, and VAE representations can be successfully used by SAC to solve reaching tasks when noise and a distractor are added to the inputs. SAC fails to train efficiently (in an end-to-end manner) the large neural network that takes raw pixels in input, whether its representation is of size 16 or 48. Using fixed random parameters for the first part of its network (random network representation) is not a viable option either.

The results show that with fewer dimensions our method (SRLfD) leads to better RL performances than with observation compression methods (PCA and VAE). We assume that the information from the robotic arm can be filtered through the small size of the bottleneck due to the observation reconstruction objective
Figure 4. Learning curves of the episode returns averaged over 50 episodes (mean in lines and half standard deviation in shaded areas over 8 runs; the higher the better) with SAC algorithm with a random position of the goal for each run, based on various state representations. The indicated dimensions for SRLfD, PCA, VAE, random network and raw pixels correspond to the size of the state representation $[\phi(o_{t-1}), \phi(o_t)]$. The use of our SRLfD state representation (red) in SAC outperforms all the other baselines, except the case in which SAC is given a direct access to the ground truth representation.

(and dramatically more on the challenging observations). This explains why PCA and VAE tend to require additional dimensions than the minimal number of dimensions of our robotic task (four dimensions: the two torques angles and velocities). This clearly shows that with a carefully chosen unsupervised learning objective, such as the one used for SRLfD, it is possible to compact into a minimal number of dimensions only the information necessary for robotic control.

Another surprising observation is that PCA outperforms VAE in our results. By design, VAE is trained to encode and decode with as few errors as possible, and it can generally do this better than PCA by exploiting the nonlinearities of neural networks. Moreover, as first explained by Bourlard and Kamp [1988], Kramer [1991], the autoencoder is an extension of PCA that transforms correlated observations into nonlinearly uncorrelated representations. However, it is not clear that such uncorrelated input variables lead to better RL performances. This is because when data are obtained with transitions from a control system, the most important variables are those correlated with changes between transitions, which generally do not coincide with the directions of greatest variation in the data.
Table 1. Mean episode returns (mean ± standard deviation over 8 runs; the higher the better) corresponding to the end of the curves in Fig. 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean score</th>
<th>Raw observations</th>
<th>With noise and distractor</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAC+SRLfD (dim 48)</td>
<td>0.992 ± 0.0080</td>
<td>0.928 ± 0.029</td>
<td></td>
</tr>
<tr>
<td>SAC+SRLfD (dim 16)</td>
<td>0.980 ± 0.022</td>
<td>0.833 ± 0.082</td>
<td></td>
</tr>
<tr>
<td>SAC+PCA (dim 48)</td>
<td>0.908 ± 0.072</td>
<td>0.725 ± 0.10</td>
<td></td>
</tr>
<tr>
<td>SAC+PCA (dim 16)</td>
<td>0.832 ± 0.13</td>
<td>0.591 ± 0.18</td>
<td></td>
</tr>
<tr>
<td>SAC+VAE (dim 48)</td>
<td>0.749 ± 0.27</td>
<td>0.650 ± 0.13</td>
<td></td>
</tr>
<tr>
<td>SAC+VAE (dim 16)</td>
<td>0.574 ± 0.16</td>
<td>0.448 ± 0.18</td>
<td></td>
</tr>
<tr>
<td>SAC+raw pixels (dim 48)</td>
<td>0.365 ± 0.39</td>
<td>0.106 ± 0.063</td>
<td></td>
</tr>
<tr>
<td>SAC+raw pixels (dim 16)</td>
<td>0.118 ± 0.13</td>
<td>0.149 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>SAC+random network (dim 48)</td>
<td>0.552 ± 0.21</td>
<td>0.143 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>SAC+random network (dim 16)</td>
<td>0.239 ± 0.13</td>
<td>0.0863 ± 0.037</td>
<td></td>
</tr>
<tr>
<td>SAC+ground truth (dim 4)</td>
<td>0.995 ± 0.0054</td>
<td>0.995 ± 0.0054</td>
<td></td>
</tr>
</tbody>
</table>

4.5 BALLISTIC PROJECTILE TRACKING

In this section, we study a transfer learning phase (see Fig. 2(c)) corresponding to a simple supervised learning system to solve a ballistic projectile tracking task. Specifically, it consists in training a tracker from learned representations to predict the next projectile position. This task has the advantage of not needing $K$ oracle policies $\pi_k$ in a preliminary phase (Fig. 2(a)). Instead, we derive $\pi_k$ directly from the ballistic trajectory equations (Eq. 82). This enables us to easily perform the experimental study of the main hyperparameters of our SRLfD method: the state dimension $S_d$ and the number of oracle policies $K$. This also allows us to conduct a comparative quantitative evaluation against other representation strategies. Furthermore, we study the possibility of using a recursive loop for the state update instead of the state concatenation. Thus, SRLfD can handle partial observability by aggregating information that may not be estimable from a single observation. In particular, to solve a simple projectile tracking task, projectile velocity information is required and must be extracted from past measurements for the supervised learning algorithm to converge. Mathematically, the observation (i.e. measurement) $o_t$ is concatenated to the previous state estimate $s_{t-1}$ to form the input of SRLfD model $\varphi$ which estimates the current state as follows:

$$s_t \triangleq \varphi \left( [o_t, s_{t-1}] \right) \quad (71)$$

where $s_0 \sim \mathcal{N} \left( 0_{S_d}, 0.02 \times I_{S_d} \right)$. Literally, this recursive loop conditions the current state estimate on all previous states.

An instance of this projectile tracking task is parameterized by the initial velocity and angle of the projectile. Specifically, a tracker receives as input the
state estimated by \( \varphi \), and must predict the projectile’s next position \( \hat{o}_{t+1} \) as follows:

\[
\psi_{\text{new}}(\varphi([o_t, s_{t-1}])) = \hat{o}_{t+1}
\]  

A tracker is then trained by supervised learning to minimize this objective function:

\[
L = \frac{1}{PT} \sum_{p=1}^{P} \sum_{i=1}^{T} \| \psi_{\text{new}}(\varphi([o^p_t, s^p_{t-1}])) - o^p_{t+1} \|_2^2
\]

where the notations correspond to those defined in Section 4.3.1.

### 4.5.1 Experimental Setup

**Baseline Methods** We compare the state representations learned with SRLfD to five other representation strategies:

- the ground truth is a vector of size 4 formed from the 2D cartesian positions and velocities of the projectile: \((x_t, y_t, v_{x,t}, v_{y,t})\);
- the position corresponds to the 2D cartesian coordinates of the projectile: \((x_t, y_t)\);
- a random network representation with the same \( \varphi \) architecture and state recursive loop which is not trained\(^4\);
- an end-to-end representation learning strategy, i.e. it builds its state estimate with the same \( \varphi \) architecture and state recursive loop, while solving the tracking task;
- a Kalman filter estimated from positions with unknown initial cartesian velocities of the projectile.

The Kalman filter designed by Kalman [1960b] is a classical method for state estimation in state-linear control problems, where the ground truth state is not directly observable, but sensor measurements are observed instead. Kalman et al. [1960] create a mathematical framework for the control theory of the LQR (Linear-Quadratic-Regulator) problem and create for this purpose the notions of controllability and observability refined later in [Kalman, 1960a]. Witsenhausen [1971] conducted one of the first attempts to survey the literature on the separation of state estimation and control. In particular, this led to the two-step procedure, composed of the resolution of Kalman filtering and then of LQR,

\(^4\) As in the previous reaching task, for random network representation the parameters of \( \varphi \) are simply fixed to random values sampled from a Gaussian distribution of zero mean and standard deviation 0.02.
known as LQG (Linear-Quadratic-Gaussian). However, the Kalman filter is also commonly used in recent RL applications [Ng et al., 2003, 2006, Abbeel et al., 2007, Abbeel, 2008].

The Kalman filter has then undergone many extensions including the popular extended Kalman filter (EKF) which can handle nonlinear transition models [Ljung, 1979]. However, a major drawback of these classical state estimation methods is that they require knowledge of the transition model. This constraint has been relaxed by feature engineering (like SIFT [Lowe, 1999] and SURF [Bay et al., 2006]) techniques which require knowledge of the subsequent task [Kober et al., 2013]. Indeed, good hand-crafted features are task-specific and therefore costly in human expertise. These drawbacks were then overcome by SRL methods popularized by Jonschkowski and Brock [2013], which benefit from the autonomy of machine learning and the generalization power of deep learning techniques.

Kalman filter We briefly describe below the operations of the Kalman filter, the reader willing a complete presentation can refer to [Bertsekas, 2005]. The equations for updating the positions ($x_t, y_t$) and velocities ($v_{x,t}, v_{y,t}$) of the projectile are related to their previous values, to the acceleration due to the gravitational force ($g$), and to the time elapsed between each update ($\Delta t$), as follows:

\begin{align}
    x_t &= x_{t-1} + v_{x,t-1} \Delta t \\
    y_t &= y_{t-1} + v_{y,t-1} \Delta t - \frac{1}{2} g (\Delta t)^2 \\
    v_{x,t} &= v_{x,t-1} \\
    v_{y,t} &= v_{y,t-1} - g \Delta t \\
\end{align}

(74)

The ground truth state is defined as $s_t = [x_t, y_t, v_{x,t}, v_{y,t}] \in \mathbb{R}^4$. Thus, the update procedure of the transition model is described with a single linear equation as follows:

\begin{align}
    s_t &= A s_{t-1} + B u_{t-1} + w_{t-1} \\
    A &= \begin{pmatrix} 1 & 0 & \Delta t & 0 \\
                                   0 & 1 & 0 & \Delta t \\
                                   0 & 0 & 1 & 0 \\
                                   0 & 0 & 0 & 1 \end{pmatrix}, & B &= \begin{pmatrix} 0 \\
                                                                 \frac{(\Delta t)^2}{2} \\
                                                                 0 \\
                                                                 \Delta t \end{pmatrix}, & w_{t-1} & \sim \mathcal{N}(0, Q) \\
\end{align}

(75)

where $Q$ is the process noise covariance matrix and $w_t$ is the process noise assumed to be white (i.e. normally, independently and identically distributed at each time step).

The observation of this transition model is the projectile position defined as $o_t = [x_t, y_t] \in \mathbb{R}^2$ which is obtained from the ground truth state in the following way:

\begin{align}
    o_t &= H s_t + \nu_t \\
    H &= \begin{pmatrix} 1 & 0 & 0 & 0 \\
                                   0 & 1 & 0 & 0 \end{pmatrix}, & \nu_t & \sim \mathcal{N}(0, R) \\
\end{align}

(76)
where $R$ is the *measurement noise covariance matrix* (a.k.a. sensor noise covariance matrix) and $v_t$ is the *measurement noise* also assumed to be white. $R$ and $Q$ are ignored in our experiments for simplicity.

The aim of the Kalman filter is to solve the problem of estimating the ground truth state $s \in \mathbb{R}^4$. To do this, the Kalman filter assumes to know $A$, $Q$, $R$ and $H$. In this experiment, we assume there is no noise in the sensory inputs (i.e. $R$ has only zero values), and no uncertainty in the transition model (i.e. $Q$ has only zero values). Moreover, in this projectile tracking task, there is no control vector ($a_t \triangleq 0$), because as the force exerted by gravitation is constant, it can be incorporated in the matrix $A$. The state of the Kalman filter is initialized with the initial measurement (i.e. the initial 2D cartesian position of the projectile) and zeros instead of the true initial velocities of the projectile. In order to let the Kalman filter fix the initial velocities of the projectile and to ensure its convergence, we initialize the diagonal coordinates corresponding to the velocities of the *state covariance matrix* (denoted $P$) to 100.

The Kalman filter follows a twofold procedure: (i) a prediction step which uses knowledge of the transition model, (ii) an update step which combines the model and the measurement knowing that both may be imperfect. The equations of the prediction step consists in the prediction of the state estimate Eq. 77, and the prediction of the state covariance estimate Eq. 78.

\[
\hat{s}_{t-1} = A\hat{s}_{t-1} + Bu_{t-1} \\
P_{t-1} = AP_{t-1}A^\tau + Q
\]  

This corresponds to a priori estimates.

The equations in the update step first update the Kalman gain matrix Eq. 79, then update the state estimate by incorporating the measurement and the a priori state estimate Eq. 80, and similarly update the state covariance matrix Eq. 81.

\[
K_t = P_{t-1}H^\tau \left[HP_{t-1}H^\tau + R \right]^{-1} \\
\hat{s}_t = \hat{s}_{t-1} + K_t(o_t - H\hat{s}_{t-1}) \\
P_t = (\text{Id} - K_tH)P_{t-1}
\]

Therefore, at each iteration, the Kalman filter predicts the next a priori state estimate which is then used to update the next state estimate which corresponds to an a posteriori estimate. This implies that the Kalman filter is a recursive linear state estimation, whereas SRLfD is a recursive nonlinear state estimation (thanks to the state recursive loop). In particular, while SRLfD may use a linear network $\phi$ for simple tasks, it may still take advantage of nonlinear approximations such as multilayer perceptrons defining its $\psi^k$ heads, such as in this ballistic projectile tracking task.

**Generating Demonstrations** The projectile tracking task does not require in its preliminary phase $K$ oracle policies $\pi^k$. It is the ballistic trajectory equations
Figure 5. Predictions (crosses) with a tracker trained from SRLfD representations, over 7 trajectories with zero initial coordinate (i.e. \(x_0 = 0\) and \(y_0 = 0\)), initial angles \(\alpha_0 \in \{25, 30, 35, 40, 45, 50, 55\}\) (in degrees), and initial velocity 20 (in meter per second), composed of 12 projectile position measurements (points).

(Eq. 82) that allow us to define these oracle policies \(\pi^k\). As we ignore all forces except the gravitational one, the trajectory of the projectile corresponds to a ballistic trajectory. The temporal equations of the ballistic trajectory are defined with the force of gravity \(g = 9.81 \text{ m/s}^2\), the initial angle of launch of the projectile \(\alpha_0\), and its initial velocity \(v_0\) as well as its initial y-coordinate \(y_0\), as follows:

\[
\begin{align*}
\dot{x}(t) &= v_0 \cos(\alpha_0) t \\
\dot{y}(t) &= -\frac{1}{2} gt^2 + v_0 \sin(\alpha_0) t + y_0 \\
\dot{v}_x(t) &= v_0 \cos(\alpha_0) \\
\dot{v}_y(t) &= -gt + v_0 \sin(\alpha_0)
\end{align*}
\]  
(Eq. 82)

The total horizontal distance \(x_{\text{max}}\) covered until the projectile falls back to the ground is given by:

\[
x_{\text{max}} = \frac{v_0}{g} \cos(\alpha_0) \left( v_0 \sin(\alpha_0) + \sqrt{(v_0 \sin(\alpha_0))^2 + 2gy_0} \right)
\]  
(Eq. 83)

This allows us to calculate the corresponding time of flight \(t_{\text{max}}\):

\[
t_{\text{max}} = \frac{x_{\text{max}}}{v_0 \cos(\alpha_0)}
\]  
(Eq. 84)

These equations provide an oracle policy parameterized by \(v_0\) and \(\alpha_0\), which can generate ballistic trajectories at any initial ordinate \(y_0\). Each generated trajectory is of fixed length \(T = 12\) which corresponds to 10 demonstration samples (as the
first two are used during initialization) of the form \((o_{k,p}^t, a_{k,p}^t)\) where the actions \(a_{k,p}^t\) correspond to the next positions of the projectile, i.e. \(a_{k,p}^t = o_{k,p}^{t+1}\). To do this, we define for each trajectory the time between each update \(\Delta t\), as follows:

\[
\Delta t = \frac{t_{\text{max}}}{T - 1}
\]

where \(t_{\text{max}}\) is defined in Eq. 84.

For the pretraining phase of SRLfD (see Fig. 2(b)), each oracle policy \(\pi_k\) has a fixed initial velocity and angle \((v_0^k, a_0^k)\), and generate \(P\) ballistic trajectories with different random initial ordinates such that \(y_0 \in [0, 30]\). We uniformly pick \(K'\) tasks (such that \(K' \leq K\)) to simultaneously train the corresponding heads \(\psi^k\) for computational efficiency. Each of them is trained on demonstrations sequentially generated from \(P = \frac{B}{K'}\) different paths where \(B\) is a desired batch size for training \(\phi\). This way, every optimization iteration to train \(\phi\) is performed on a fixed number \(B\) of demonstrations, independently of the total number of tasks \(K\). We use \(B = 256\) and \(K' = \min(K, 6)\) in our experiments. For the tracker training, the batch size is also 256, which implies \(P = 256\).

For the SRLfD training validation, we measure the average of tracking prediction errors over all oracle policies on initial ordinates defined as \(y_0 \in \{0, 10, 20, 30\}\) (in meters). For the tracker training validation, we measure the average of tracking prediction errors on fixed trajectories with the same initial velocity \(v_0 = 20\) and the initial angles defined as \(a_0 \in \{25, 30, 35, 40, 45, 50, 55\}\) (in degrees) and on initial ordinates defined as \(y_0 \in \{0, 10, 20, 30\}\) (in meters). Fig. 5 shows some qualitative results of this validation with a tracker trained from 4-dimensional SRLfD representations with 6 oracle policies.

**Implementation Details**  
\(\phi\) is a linear neural network of input dimension \((2 + S_d)\) and output dimension \(S_d\). When not specified, the default number of oracle policies \(K\) is 6. We used a state recursive loop to remove the state concatenation. For the random network and the end-to-end baselines, the networks have the same structure as for \(\phi\), where in the former the parameters are kept fixed, while in the latter \(\phi\) is trained jointly with the tracker \(\psi^{\text{new}}\). The heads \(\psi^k\) and the tracker \(\psi^{\text{new}}\) are one-hidden neural networks, with the hidden one of size 32 and the last one of size two, which corresponds to the size of the action vectors (i.e. the next projectile positions). The previous nonlinear networks are necessary because \(\Delta t\) changes on all ballistic trajectories, so unlike the Kalman filter which knows this value, for the tracker and SRLfD heads they must relate the input to the output nonlinearly.

We use ADAM [Kingma and Ba, 2014] with a learning rate of \(10^{-4}\) to train \(\phi\), the heads \(\psi^k\), and the tracker \(\psi^{\text{new}}\). For the SRLfD and tracker trainings, we use early stopping of patience 40 epochs. In one epoch 10 000 iterations are performed, \(\phi\) (during SRLfD training) or \(\psi^{\text{new}}\) (during tracker training) see exactly \(1000 \times 256\) different trajectories composed of 10 demonstrations (i.e. data
points or samples). The Leaky Rectified Linear Unit (Leaky ReLU) is used for the activation function [Xu et al., 2015].

4.5.2 Results and Discussion

We learned the projectile tracking task from six representation strategies. Fig. 6(a) shows the boxplot of the average tracking errors obtained with all different strategies of the same size 4. Our SRLfD outperforms the end-to-end representation, confirming the empowerment provided by “divide and conquer” techniques [Dasgupta et al., 2008]. Ground truth representations outperform our method because they know the complete projectile configuration. With a random network, the supervised learning system fails to track the projectile, implying that state representation learning is required in the context of recursive state estimation.

Regarding the Kalman filter, it uses the knowledge of the real transition model in order to provide a complete recursive state estimation. It is therefore not
It is surprising that it achieves the same performance as the ground truth baseline. Unlike this classical method, SRLfD does not use the a priori knowledge of the tracking task but only that available in the oracle policies. The performance obtained with the SRLfD representations in this comparative evaluation shows that they extract the position and velocity of the projectile. In other words, there is enough diversity in the oracle policies to be imitated by SRLfD network heads, so that their joint state space is close to the real state that makes the system fully observable. The comparative quantitative evaluation presented by Fig. 6(b) confirms this hypothesis since the performance obtained with the size 4 SRLfD representations increases with the number of oracle policies used during the pretraining phase of SRLfD.

Table 2 displays the average tracking errors displayed in Fig. 6, with the mean and standard deviation for better insight. Fig. 6(c) shows that as the state dimension decreases, the information lost by SRLfD significantly degrades the performance of the trained trackers, while for a size of 2, it is still better than the position baseline. On the other hand, Fig. 6(d) shows that as the state dimension increases, the performance of the trained trackers improves until it even outperforms ground truth starting at 6 dimensions (see Table 2). Although these results may be surprising, one can assume that adding redundancy to the representations makes them easier to build (since the dimension of the ground truth vector is 4). Indeed, larger state embeddings could be more regular and thus be build with simpler neural networks which are less subject to the overfitting problem. However, the question of what is an ideal representation for deep learning algorithms is far from being answered. Recently works have started to investigate this question [Ota et al., 2020, 2021], but the search for a definitive answer leads far beyond the scope of this thesis.
Table 2. Tracking errors corresponding to Fig. 6 (mean ± standard deviation on 10 runs; the lower the better): (a) obtained with the five baselines, (b) obtained with SRLfD representations of size 4 with different number of oracle policies $K$, (c) obtained with SRLfD representations with 6 oracle policies of varying sizes $S_d$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Tracking error ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth (dim 4)</td>
<td>7.97 ± 1.64</td>
</tr>
<tr>
<td>Kalman filter (dim 4)</td>
<td>8.14 ± 0.6</td>
</tr>
<tr>
<td>Position (dim 2)</td>
<td>3000 ± 26.9</td>
</tr>
<tr>
<td>End-to-end (dim 4)</td>
<td>22.4 ± 13.7</td>
</tr>
<tr>
<td>Random network (dim 4)</td>
<td>130 ± 74.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K$</th>
<th>Tracking error ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31.5 ± 19.7</td>
</tr>
<tr>
<td>2</td>
<td>31.4 ± 16.1</td>
</tr>
<tr>
<td>4</td>
<td>26.3 ± 16.4</td>
</tr>
<tr>
<td>6</td>
<td><strong>17.1 ± 7.46</strong></td>
</tr>
<tr>
<td>8</td>
<td>18.4 ± 16.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$S_d$</th>
<th>Tracking error ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2 200 ± 175</td>
</tr>
<tr>
<td>3</td>
<td>147 ± 60.4</td>
</tr>
<tr>
<td>4</td>
<td>17.1 ± 7.46</td>
</tr>
<tr>
<td>5</td>
<td>9.37 ± 4.56</td>
</tr>
<tr>
<td>6</td>
<td>5.21 ± 1.78</td>
</tr>
<tr>
<td>7</td>
<td>3.61 ± 1.37</td>
</tr>
<tr>
<td>8</td>
<td>2.41 ± 0.733</td>
</tr>
<tr>
<td>10</td>
<td>2.16 ± 0.574</td>
</tr>
<tr>
<td>12</td>
<td>1.83 ± 0.686</td>
</tr>
<tr>
<td>14</td>
<td>1.44 ± 0.44</td>
</tr>
<tr>
<td>20</td>
<td><strong>1.38 ± 0.432</strong></td>
</tr>
</tbody>
</table>

4.6 CONCLUSION

We presented a method (SRLfD) for learning state representations from demonstrations, more specifically from runs of oracle policies on different instances of a task. Our results indicate that the learned state representations can advantageously replace raw sensory inputs to learn policies on new task instances via regular RL. By simultaneously learning an end-to-end technique for several tasks sharing common useful knowledge, SRLfD forces the state representation to be general, provided that the tasks are diverse. Moreover, since the representation is trained together with heads that imitate the oracle policies, we believe that it is more appropriate for control than other types of representations (for instance ones that primarily aim at enabling a good reconstruction of the raw inputs). Our experimental results tend to confirm this belief, as SRLfD state representa-
tions were exploited more effectively by the SAC RL algorithm and a supervised learning system, than several other types of state representations.
EXPLORATORY STATE REPRESENTATION LEARNING

To know what you know and what you do not know, that is true knowledge.

Confucius

ABSTRACT

Not having access to compact and meaningful representations is known to significantly increase the complexity of reinforcement learning (RL). For this reason, it can be useful to perform state representation learning (SRL) before tackling RL tasks. However, obtaining a good state representation can only be done if a large diversity of transitions is observed, which can require a difficult exploration, especially if the environment is initially reward-free. To solve the problems of exploration and SRL in parallel, we propose a new approach called XSRL (eXploratory State Representation Learning). On one hand, it jointly learns compact state representations and a state transition estimator which is used to remove unexploitable information from the representations. On the other hand, it continuously trains an inverse model, and adds to the prediction error of this model a $k$-step learning progress bonus to form the maximization objective of a discovery policy. This results in a policy that seeks complex transitions from which the trained models can effectively learn. Our experimental results show that the approach leads to efficient exploration in challenging environments with image observations, and to state representations that significantly accelerate learning in RL tasks.
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5.1 INTRODUCTION

Recent improvements in computational power and deep learning techniques have been combined with reinforcement learning (RL) to create deep RL (DRL) algorithms capable of solving complex control tasks with continuous state and action spaces [Li, 2018]. These improvements have popularized end-to-end DRL techniques, which involve letting deep learning systems automatically learn their representations and make predictions simultaneously (i.e. without performing a feature extraction as a preliminary phase). However, despite its simplicity of design, this end-to-end approach has four main limitations discussed in Section 3.2.1. In the context studied during this thesis of continuous control tasks with visual observations, we reviewed methods that have improved on these end-to-end techniques, but they face a significant computational challenge. In Section 3.2.2 we presented two other alternatives to the end-to-end approach that focus on the state representation learning process of which state representation learning (SRL) is one.

We propose here a new SRL method that tends to circumvent the four main limitations of end-to-end DRL, namely (i) it removes the typically long horizon related to the control task to focus only on representation learning with dimensionality reduction; (ii) it guarantees the compositionality principle since the roles assigned to the modules are respected; (iii) it improves sample efficiency and convergence stability; (iv) it improves interpretability at the modular level. As explained in Section 3.3, this is possible by performing unsupervised state embedding pretraining from agents’ experiences which contain knowledge about themselves (proprioceptive information) and the environment properties (related to perception) common to different unknown tasks. In other words, this knowledge is task-independent information about the agent-environment, such as the agent’s configuration, the transition model of the environment (i.e. local consistency), and its structure (i.e. topology) [Morik et al., 2019] (for more details see Section 3.3.1).

For state representations to be good as inputs to an unseen RL task, a SRL training must observe a large diversity of transitions. Since it is often impossible to randomly explore all environment transitions, we optimize discovery policies. A standard RL policy is trained to associate an action to a state to maximize a reward. In a pure exploration context, a policy optimization can only use intrinsic rewards which estimate a degree of uncertainty about the trained models [Bubeck et al., 2009]. Our exploration strategy is one that explores the most diverse and learnable unknown transitions. However, previous strategies that also focus on such exploration belong to the context of model-based RL with planning [Shyam et al., 2019, Sekar et al., 2020], without aiming at learning an intermediate state. Instead, we propose a novel exploration strategy to learn a state embedding model, called XSRL (eXploratory State Representation Learning), which has the advantage of being computationally lighter.
XSRL consists of a twofold training procedure. In the first training procedure, XSRL learns state representations whose transitions are Markovian while advantageously reducing the image observation dimensions by filtering out unexploitable information with respect to the objective of the next observation prediction. In the second training procedure, XSRL learns discovery policies which draw actions considered as uncertain by an inverse model, and from which the state transition estimator can learn the most. Finally, in order to cope with the two sources of non-stationarity due to evolving state representations and inverse model predictions, we train two discovery policies in parallel and, given their mutual performance, reset one of them after a given number of training steps (as explained in Section 5.3.2.1). We use an online training with a set of agents, each half of whom follows one of the two policies.

Contributions In this chapter, we propose a new SRL algorithm – XSRL (exploratory State Representation Learning) – whose main contributions can be summarized as follows. First, we introduce a novel SRL architecture which learns a state transition estimator (denoted $\phi$ and composed of three different modules: $\alpha$, $\beta$ and $\gamma$) through the self-supervised next observation prediction objective to provide a recursive state estimation. The recursion allows the state representation to memorize information about past time steps in order to verify Markovian transitions, so as to restore full observability to environments whose real state has been replaced by image observations (Section 5.3.1). Second, XSRL provides a consistent exploration strategy in a rewardless environment, which is novel compared to other pure exploration strategies (Section 5.3.2). Third, we demonstrate the validity of XSRL representations as well as its discovery policies through quantitative and qualitative evaluations on three different environments (Section 5.5.1). Finally, we show improvements over other representation strategies through a comparative quantitative evaluation on unseen control tasks with a popular RL algorithm (SAC [Haarnoja et al., 2018b]) (Section 5.5.2).

5.2 RELATED WORK

Several other SRL algorithms with a near-future prediction objective have been proposed recently [Watter et al., 2015, Assael et al., 2015, Wahlström et al., 2015, van Hoof et al., 2016], and reviewed in Section 3.3.2.1. However, they separately learn state representations with the reconstruction objective on observations, and train a forward model on the learned states. The forward model forces the representations to retrieve information to make their transitions Markovian. The main limitation of these approaches is the inefficiency of the reconstruction objective, which forces the representations to contain unnecessary information from the observations. Because of this limitation, many empirical results in the literature show a poor generalization performance of this representation strategy to RL systems [Böhmer et al., 2015, Jaderberg et al., 2017, Shelhamer
Instead, XSRL jointly learns a state transition estimator with a next observation predictor with the next observation prediction objective. On the one hand, this forces the learned state representations to retrieve information and memorize it through the recursive loop in order to restore the observability of the environment (in this work, the partial observability is due to image observations) and to verify the Markovian property. On the other hand, this forces the learned state representations to filter out unnecessary information, in particular information about distractors (i.e. elements which are not controllable or do not affect an agent).

The XSRL exploration strategy is inspired by the line of work that maximizes intrinsic rewards corresponding to prediction errors of a trained forward model, which is a form of dynamics-based curiosity [Hester and Stone, 2012, Pathak et al., 2017, Burda et al., 2018]. These strategies are often used by model-free RL algorithms such as ICM [Pathak et al., 2017], which combine intrinsic rewards with extrinsic rewards to solve the complex exploration/exploitation tradeoff. Instead, XSRL applies to rewardless environments in the SRL context, i.e. it focuses only on the complex non-stationary training of state representation models. In addition, XSRL differs in two other ways: (i) while ICM is applied to discrete actions, XSRL is applied to continuous actions, (ii) while ICM uses prediction errors of a trained forward model, XSRL uses those of an inverse model because they only depend on the controllability properties (see Eq. 5.3.2.2).

While the previous prediction errors of an inverse model give an uncertainty estimation of actions with respect to their controllability, \( k \)-step learning progress bonuses of the transition model (\( \varphi \)) give an uncertainty estimation of actions with respect to their learnability. Learning progress estimation was initially proposed in the field of developmental robotics [Oudeyer et al., 2007]. Lopes et al. [2012] initiated the estimation of learning progress bonuses to solve the exploitation/exploration tradeoff in the model-based RL domain with finite MDPs. Achiam and Sastry [2017] have scaled this approach to continuous MDPs, however it remains limited to compact observations of several dozen dimensions. We now scale the work of Achiam and Sastry [2017] to image observations and in the SRL context. Thus, XSRL trains discovery policies to also maximize \( k \)-step learning progress bonuses of \( \varphi \) to favor learnable unknown transitions. This way, the XSRL exploration strategy exploits learnable unknown transitions with a high controllability diversity criterion.

5.3 PROPOSED METHOD: XSRL

5.3.1 State Transition Estimator

The goal of SRL is to transform high-dimensional observations into machine-readable compact representations which retrieve information about an agent and the environment and disentangle their degrees of freedom [Lesort et al., 2018].
To do this, we make the assumption with XSRL that a good state representation must contain the information needed to predict the next observation from the previous time step.

Our state transition estimator $\varphi$ consists of two neural network parts ($\alpha$, $\beta$), and a common network head $\gamma$. While $\alpha$ is a convolutional neural network (CNN) to process image observations, $\beta$ is a multilayer perceptron (MLP) to process the concatenated action and state vectors. Finally, the common network head $\gamma$ is a MLP to process the concatenated output vectors of the two first network parts to estimate next state vectors ($s_{t+1}$).

According to the graph in Fig. 7(a), from current observation $o_t$, previous action $a_t$ and state $s_t$, information is compactly merged into a next state $s_{t+1}$ through the intermediate functions ($\alpha$, $\beta$, $\gamma$). Because of the recursive loop on the state representation, $\varphi$ bootstraps from an initial state drawn from a Gaussian distribution of mean zero and standard deviation 0.02. Putting all the functions together, we get the following definition of $\varphi$ predictions:

$$s_{t+1} = \gamma ([\alpha(o_t), \beta ([s_t, a_t])]$$

$$s_{t+1} = \varphi ([o_t, s_t, a_t])$$

where we abbreviate the state transition estimator network ($\alpha$, $\beta$, $\gamma$) by $\varphi$ and their parameters are concatenated into the following parameter set $\theta_\varphi = \{\theta_\alpha, \theta_\beta, \theta_\gamma\}$. The implementation details of the whole neural network are displayed in Table 6.

$\varphi$ is trained jointly with a next observation predictor $\omega$ thanks to the next observation prediction objective. $\omega$ is a CNN with transposed convolution layers\(^1\) to deterministically predict from the outputs of $\varphi$ (i.e. $s_{t+1}$) the next observations as follows $\omega(s_{t+1}) = \hat{o}_{t+1}$. This yields the following prediction error:

$$\|\hat{o}_{t+1} - o_{t+1}\|_2^2$$

where we abbreviate the state transition estimator network ($\alpha$, $\beta$, $\gamma$) by $\varphi$ and their parameters are concatenated into the following parameter set $\theta_\varphi = \{\theta_\alpha, \theta_\beta, \theta_\gamma\}$. The implementation details of the whole neural network are displayed in Table 6.

$\varphi$ is trained jointly with a next observation predictor $\omega$ thanks to the next observation prediction objective. $\omega$ is a CNN with transposed convolution layers\(^1\) to deterministically predict from the outputs of $\varphi$ (i.e. $s_{t+1}$) the next observations as follows $\omega(s_{t+1}) = \hat{o}_{t+1}$. This yields the following prediction error:

$$\|\hat{o}_{t+1} - o_{t+1}\|_2^2$$

\(^1\) We used the 2D transposed convolution operator provided by PyTorch.
As this information cannot only be retrieved from $o_t$ and $a_t$, some of it must be memorized in $s_t$ through the state recursive loop. In this way, the state representations learned by XSRL form Markovian transitions that translate mathematically as follows:

$$P(s_{t+1}|s_t, a_t) = P(s_{t+1}|s_t, a_t, s_{t-1}, a_{t-1}, \ldots, s_0, a_0) \quad (88)$$

for all states $s_{t+1}, s_t \in S \subset \mathbb{R}^S$ and actions $a_t \in A \subset \mathbb{R}^A$. In particular, this forces state representations to verify the local consistency and often the topology (or connectivity) of the environment, since otherwise they would not be able to restore the observability [Morik et al., 2019].

The local consistency of an environment is related to the transition model, i.e. the way an agent transitions from one state to another, but without the reward information. In order for the state representations to verify this property in environments with acceleration, it is necessary for them to be linked to the environment dynamics. For example, a state representation of a torque-controlled robot requires to verify this property to retrieve his velocities and positions, which are necessary to predict the next observation.

Alternatively, the topology of an environment corresponds to its structure, i.e. properties independent of an agent. For example, a state representation of a navigator robot (like the one in TurtleBot Maze) requires to verify in addition to the local consistency this property to retrieve his orientation and position. Indeed, to localize an agent with perceptual aliasing, the state representation must memorize the environment structure independently of the agent and so invariant with respect to his orientation and position as noticed previously by Böhmer et al. [2013].

Another advantage of XSRL state representations is that they remove unnecessary information for predicting next observations so as to preserve useful information to predict the change produced by an action in the next observation. This has two main merits: (i) XSRL can effectively cope with dimensionality reduction, (ii) aleatoric uncertainty such as random noise or other random distractors will be removed by state representations, which is key to the success of XSRL pure exploration strategy. As shown by Burda et al. [2018], policies learned with a dynamics-based curiosity tend to be attracted by aleatoric uncertainty related to the environment transitions. Our results in Section 5.5.1 will show that XSRL trained discovery policies are not attracted to such transitions in TurtleBot Maze environment where one of the walls has a randomly sampled color at each time step.

5.3.2 Discovery in the Face of Uncertainty

5.3.2.1 Over-Commitment

A problem that arises in pure exploration with dynamics-based curiosity is the non-stationarity of intrinsic rewards. Specifically, as in other dynamics-based
**Proposed Method: XSRl**

**Figure 7.** (a) XSRl learning process of state representations by jointly training a state transition estimator $\varphi$ formed by $(\alpha, \beta, \gamma)$ and a head $\omega$ with the next observation prediction objective, where actions are sampled from one of the two discovery policies $\pi_1$ and $\pi_2$ (each policy is used on half of the agents in an online manner, as explained in Section 5.3.3). (b) XSRl learning process of a discovery policy by minimizing $\mathcal{L}(\theta_{\pi})$ which is related to the intrinsic rewards (for clarity reasons, $\pi$ represents either $\pi_1$ or $\pi_2$). Intrinsic rewards are formed of two main terms. (i) $r^I$: prediction errors of an inverse model $I$ (also used in $\mathcal{L}(\theta_I)$); (ii) $r^{LPB}$: $k$-step learning progress bonuses of $\varphi$ where the parameters of $\varphi'$ formed by $(\alpha', \beta', \gamma')$ are delayed by $k$ training steps and kept fixed.

Curiosity explorations from image observations, two sources of non-stationarity emerge [Burda et al., 2018]: (i) the model trained concurrently with discovery policies improves during training and its prediction errors minimize on visited transitions, (ii) the state representations evolve during $\varphi$ training. Such a non-stationary training signal tends to attract policies in poor local optima. Indeed, when transitions maximizing intrinsic rewards are sufficiently visited, they become known and the policy generally cannot escape from this solution stuck in a poor local optima. Shyam et al. [2019] have popularized this problem as “over-commitment”. The latter proposed to circumvent it by training from scratch a new policy. This is what we propose to do with XSRl by training two discovery policies in parallel called $\pi_1$ and $\pi_2$, and every $T_{\text{reset}}$ iterations reset the policy with the lowest cumulative intrinsic rewards without the entropy term.

### 5.3.2.2 Intrinsic Rewards

The intrinsic rewards to be maximized by XSRl discovery policies are a combination of the following terms: (i) prediction errors of an inverse model which should be maximized on transitions which are complex with respect to their controllability, (ii) $k$-step learning progress bonuses of the state transition estimator.
(\(\phi\)) which should be maximized on transitions with high learnability with respect to the next observation prediction, (iii) a policy entropy estimation to ensure convergence stability. Fig. 7(b) shows the graph corresponding to the calculation of the two main terms (i) and (ii).

**Inverse model** While previous dynamics-based curiosity methods [Pathak et al., 2017, Burda et al., 2018] typically use a forward model to indirectly estimate an action uncertainty, we use an inverse model. Pathak et al. [2017] train an inverse model to learn state representations (without the goal to transfer them to new learning tasks). Prediction errors of a forward model on such representations would depend only on the elements controllable by an agent. Instead, we train a state transition model with a next observation predictor to learn state representations (with the goal to transfer them to new learning tasks). Prediction errors of a forward model on such representations would depend on what affect the camera due to the next observation prediction objective. For example, large variations in pose or illumination would be considered difficult to predict. Thus, maximizing prediction errors of a forward model from XSRL learned representations would favor actions that cause large observation changes which are not useful to discover the environment. Alternatively, prediction errors of an inverse model are only related to the difficulty of the state transitions. In summary, with XSRL learned representations, while prediction errors of a forward model depend on visibility properties, those of an inverse model depend on controllability properties. It is this controllability diversity criterion that motivated us to train an inverse model to indirectly estimate an action uncertainty.

An inverse model, takes as input a pair of consecutive states \((s_t, s_{t+1})\) to predict the action \(\hat{a}_t = I(s_{t+1}, s_t)\) executed by an agent to obtain the next state \(s_{t+1}\). The prediction errors to be maximized by the discovery policies and minimized by the inverse model are calculated as follows:

\[
 r^I(\hat{a}_t, a^\pi_t) = \|\hat{a}_t - a^\pi_t\|_2^2
\]  

(89)

where the action \(a^\pi_t\) is sampled from \(\pi_1\) and \(\pi_2\) equally because half of the set of agents is associated with one of them. The training process of an inverse model is detailed later in Section 5.3.3.

**Learning progress bonuses** To ensure that actions considered uncertain by the inverse model (given the state representations learned by \(\phi\)) lead to learnable unknown transitions, we use \(k\)-step learning progress bonuses of \(\phi\). This is a way to approximate the amplitude change in the parameter space produced by \(k\) training steps [Achiam and Sastry, 2017]. The larger this measure is on a new transition, the more \(\phi\) and \(\omega\) can reduce the prediction error of the corresponding next observation and thus generalize better. Maximizing these bonuses allows, during XSRL training, to progressively increase the complexity of the observed transitions, thus ensuring that some unknown transitions, too complex to be
learned with the current $\varphi$ solution, are not favored until other easier transitions are observed. In other words, it ensures that the difficulty of transitions with respect to controllability intersects with their learnability by $\varphi$. Furthermore, once the inverse model has converged, these bonuses will complete the convergence of $\varphi$ by increasing the diversity of transitions with respect to the next observation prediction objective. For example, if at new transitions there is deterministically predictable information, these bonuses allow visiting them to further improve the generalization performance of the model $\varphi$.

We adapted the $k$-step learning progress bonus proposed by Achiam and Sastry [2017] into the deterministic setting of our state transition model $\varphi$. To do so, we introduce $\varphi'$ formed by $(\alpha', \beta', \gamma')$ with parameters delayed by $k$ iterations and kept frozen. The $k$-step learning progress bonuses of $\varphi$ to be maximized by the two discovery policies result in:

$$
I_{LPB}(o_t, s_t, a_{t}^{\pi}) = \| \varphi([o_t, s_t, a_{t}^{\pi}]) - \varphi'([o_t, s_t, a_{t}^{\pi}]) \|^2
$$

where the action $a_{t}^{\pi}$ is sampled from the discovery policy $\pi_1$ or $\pi_2$ that an agent follows.

**Policy entropy estimation** For better convergence stability, discovery policies must maximize in addition to intrinsic rewards their entropy estimation. Following Haarnoja et al. [2018b], we use an automatic weight tuning of this term $w_H$ (a.k.a. temperature). This technique uses an optimization algorithm of the gradient descent type to automatically adjust this hyperparameter with respect to the difference between the estimated entropy and a target value $\bar{H}$ to match as follows:

$$
w_H [H(\pi(s_t)) - \bar{H}] \tag{91}
$$

As in the original implementation of the automatic tuning of the entropy term weight, the target entropy to match $\bar{H}$ is equal to minus the action dimension $-A_d$, see [Haarnoja et al., 2018b] for more details.

5.3.2.3 Discovery Policies

Now that we have detailed the three terms for computing intrinsic rewards, we explain how we train discovery policies to maximize them. In this work, we study environments with continuous action spaces. The general approach to learn a policy in this case is to model it as a multivariate Gaussian distribution with a diagonal covariance matrix from states to actions [Haarnoja et al., 2018b]. To do this, we use a neural network with a first common part, then one head $\mu_{\pi}$ with parameters $\theta_{\mu}$ to predict a mean vector, and a second head $\Sigma_{\pi}$ with parameters $\theta_{\Sigma}$ to predict the diagonal covariance elements of a covariance matrix. The outputs of these two heads, which have the same dimensions as the action
space, allow us to parameterize a policy, so that it follows a Gaussian distribution defined as:

$$\pi(\cdot | s_t) \triangleq \mathcal{N}(\mu_\pi(s_t), \Sigma_\pi(s_t))$$

(92)

All parameters of a discovery policy are gathered in a single parameter set $\theta_\pi = \{\theta_\mu, \theta_\Sigma\}$. The reparametrization trick [Kingma and Welling, 2014] is used to sample an action from a policy (i.e. $a_\pi^t \sim \pi(\cdot | s_t)$) to keep all its parameters differentiable:

$$a_\pi^t \triangleq \mu_\pi(s_t) + \epsilon_t \times \Sigma_\pi(s_t), \quad \epsilon_t \sim \mathcal{N}(0_{A_d}, I_{A_d})$$

(93)

The two discovery policies ($\pi_1$ and $\pi_2$) can be optimized directly from the intrinsic reward gradients. Indeed, intrinsic rewards are computed with prediction errors of an inverse model, $k$-step learning progress bonuses of $\varphi$, and a policy entropy estimation, all of which use actions sampled from $\pi_1$ or $\pi_2$. Thus, intrinsic reward gradients can be used to train discovery policies in a supervised learning manner, as was done previously by Pathak et al. [2019]. Thus, our discovery policy training strategy is based on minimizing the following loss function:

$$- \left( w_{IT} \mathcal{I}^T(\hat{a}_t, a_\pi^t) + w_{LPB} \mathcal{LPB}(o_t, s_t, a_\pi^t) + w_H \mathcal{H}(\pi(\cdot | s_t)) \right)$$

(94)

Minimizing this loss function, which amounts to maximize the intrinsic rewards, allows a gradient descent type of optimization. The corresponding training process is described in the next section.

The fact that we minimize a deterministic loss does not mean that there is no probabilistic interpretation. Indeed as explained previously, sources of prediction errors of an inverse model may be related to action uncertainty dependent on the controllability of learned state transitions; $k$-step learning progress bonuses of $\varphi$ may be related to action uncertainty dependent on the learnability of state transitions. Furthermore, the estimated entropy of a policy is related to action uncertainty with respect to learned state representations. Thus, our two discovery policies learn a probability over the action space that tends to sample actions which maximize these uncertainties.

5.3.3 Optimization Process

Let us define the notations for the training examples we manipulate in our online training procedure. There is an even number $B \geq 2$ of agents in parallel, where $b \in [1, B]$, and each of them is initialized in the same fixed configuration so that an effective exploration is required to visit the most diverse transitions of the environment. At time step $t$, a training example for $(\varphi, \omega)$ is an element of the form $(o_{t+1}^{(b)}, o_t^{(b)}, s_t^{(b)}, a_\pi^{(b)})$, composed respectively of the next observation and current observation, a state representation estimated at previous time step (i.e. $t - 1$), and an action sampled from one of the two discovery policies as
\( a_t^{\pi(b)} \sim \pi(\cdot | s_t^{(b)}) \) (following the sampling process defined in Eq. 93). Specifically, each half of the set of \( B \) agents follows one of the two policies (\( \pi_1 \) and \( \pi_2 \)). A state transition estimator \( \varphi \) composed of three modules (\( \alpha, \beta, \gamma \)) estimates from the triplet input \( \left( o_t^{(b)}, s_t^{(b)}, a_t^{\pi(b)} \right) \) the next state \( s_{t+1}^{(b)} \), from which \( \omega \) predicts the next observation \( \hat{o}_{t+1}^{(b)} \).

The optimization problem to simultaneously train \( \varphi \) and \( \omega \) is the minimization of the following objective function (based on the next observation prediction error of Eq. 86):

\[
L(\theta_\varphi, \theta_\omega) = \frac{1}{B} \sum_{b=1}^{B} \left\| \omega(s_{t+1}^{(b)}) - o_{t+1}^{(b)} \right\|_2^2 \tag{95}
\]

After each \( b \)-agent has executed the action \( a_t^{\pi(b)} \), the backpropagation computes the partial derivatives of this objective function with respect to the parameter sets \( \theta_\varphi \) and \( \theta_\omega \) in order to perform a training step.

5.3.3.1 Different Update Interval

The inverse model and the two discovery policies are trained in parallel to the above training. Instead of performing a training step after every agent performs an action, it is performed after a chosen update interval (\( T_\pi \)). Since the policy optimization is much more sensible to the i.i.d. hypothesis, we use the largest possible sampling period \( k \) for these two types of optimization (\( k \) also corresponds to the number of training steps whose the parameters of \( \varphi' \) are delayed). To do this, we specify an update interval \( T_\pi \in \mathbb{Z}^+ \) which is the number of time steps before a training step is performed on the parameters of the inverse model and the parameters of the two discovery policies. Then, given a chosen batch size \( B_\pi \in \mathbb{Z}^+ \) and the number \( B \) of agents running in parallel, a batch of training examples is formed of \( \left\lfloor \frac{B_\pi}{B} \right\rfloor \) samplings. Then, to maximize the independence between each of these samplings, we define a sampling period to be \( k = \left\lfloor \frac{T_\pi B}{B_\pi} \right\rfloor \).

The optimization problem to train the inverse model is the minimization of the following objective function (based on the action prediction error of Eq. 89):

\[
L(\theta_\mathcal{I}) = \frac{1}{B_\pi} \sum_{i=0}^{\left\lfloor \frac{B_\pi}{B} \right\rfloor - 1} \sum_{b=1}^{B} \left\| \mathcal{I}(s_{t+1}^{(b)}, s_{t-ki}^{(b)}) - a_{t-ki}^{\pi(b)} \right\|_2^2 \tag{96}
\]

The backpropagation computes the partial derivatives of this objective function with respect only to the parameter set \( \theta_\mathcal{I} \).
The optimization problem to train the two discovery policies is the minimization of the following objective function (based on the loss of Eq. 94):

\[
L(\theta_{\pi}) = \frac{1}{B_{\pi}} \sum_{i=0}^{B_{\pi}-1} \sum_{b=1}^{B} \left[ w_{rT}(a_{i-k_i}^{(b)}, a_{i-k_i}^{(b)}) + w_{LPB}(o_{i-k_i}^{(b)}, s_{i-k_i}^{(b)}, a_{i-k_i}^{(b)}) - w_{H} \log(a_{i-k_i}^{(b)}) \right]
\]

(97)

where the parameter set \(\theta_{I}\) is frozen, and that of \(\varphi'\) is updated every \(k\) iterations with that of \(\varphi\) and kept frozen. More specifically, the backpropagation computes the partial derivatives of this objective function with respect to the parameter set of one of the two discovery policies (i.e. \(\theta_{\pi_1}\) or \(\theta_{\pi_2}\)). This objective function is low where the inverse model fails to predict actions, and learning progress bonuses are large.

Finally, to automatically tune the temperature \(w_H\), we minimize the following objective function:

\[
L(w_H) = \frac{1}{B_{\pi}} \sum_{i=0}^{B_{\pi}-1} \sum_{b=1}^{B} w_H \left[ -\log(a_{i-k_i}^{(b)}) - H \right]
\]

(98)

As explained in Section 5.3.2.1, we choose to simultaneously train two discovery policies to mitigate the “over-commitment” [Shyam et al., 2019]. Specifically, our XSRL algorithm (as displayed in Algo. 2) resets the policy with the lowest intrinsic rewards without the entropy term as follows:

\[
w_{rT}(a_{i-k_i}^{(b)}, a_{i-k_i}^{(b)}) + w_{LPB}(o_{i-k_i}^{(b)}, s_{i-k_i}^{(b)}, a_{i-k_i}^{(b)})
\]

accumulated over \(T_{\text{reset}}\) time steps (defined in Table 6). It is also a way to re-explore already learned transitions by performing suboptimal actions. Indeed, a policy trained from scratch must go through all types of transitions again. This ensures a better diversity of transitions visited throughout the XSRL training procedure and thus mitigates the overfitting peculiar to deep neural networks.

In summary, our XSRL algorithm described in Algo. 2, performs four types of optimization: (i) of a state transition estimator with Eq. 95, (ii) of an inverse model with Eq. 96, (iii) of two distinct discovery policies with Eq. 97, (iv) of an automatic temperature tuning with Eq. 98. This XSRL training procedure is repeated until the convergence of the parameters updated with the next observation prediction objective (i.e. \(\theta_\varphi\) and \(\theta_\omega\)). See Table 6 for more details on the hyperparameters of our XSRL implementation.

Fig. 8 shows the two phases of XSRL considered in this work. (a): the twofold training procedure that XSRL follows in order to provide good state representations to solve unseen control tasks. (b): shows the deployment of such a solution \(\varphi\) to predict state representations for an unseen RL task. In particular, we no
Algorithm 2 XSRL algorithm

1: **Initialization**: Prepare an even number $B \geq 2$ of agents, reset to the same fixed starting state in an instance of the same environment $\text{env}^{(b)}$, the first $\frac{B}{2}$ agents will be associated with $\pi_1$, and the other $\frac{B}{2}$ agents will be associated with $\pi_2$. Choose for the inverse model and discovery policies an update interval $T_{\pi} \in \mathbb{Z}^+$, a batch size $B_{\pi} \in \mathbb{Z}^+$ and compute the sampling period as $k = \lceil \frac{T_{\pi}B}{B_{\pi}} \rceil$; choose the reset interval $T_{\text{reset}}$; choose intrinsic reward weight terms: $w_t$, $w_{\text{LPB}}$; choose the entropy target $\mathcal{H}$ for the automatic tuning of the temperature (i.e. $w_\mathcal{H}$).

At each reset of a $b$-th agent: randomly initialize the state $s_0^{(b)}$ from a Gaussian distribution of mean zero and standard deviation 0.02.

Randomly initialize: a state representation transition network $\phi$ formed by $(\alpha, \beta, \gamma)$ following the architecture described in Fig. 7A with parameters $\theta_\phi = \{\theta_\alpha, \theta_\beta, \theta_\gamma\}$ and use these parameters to initialize $\phi'$ formed by $(\alpha', \beta', \gamma')$; a next observation predictor network $\omega$ with parameters $\theta_\omega$; an inverse model $I$ with parameters $\theta_I$; two distinct discovery policies $\pi_1$ and $\pi_2$ with parameters $\theta_{\pi_1}$ and $\theta_{\pi_2}$ respectively.

2: **Output**: A task-independent state transition estimator $\phi$ formed of three modules $(\alpha, \beta, \gamma)$ to predict compact state representations.

3: **while** $(\theta_\phi, \theta_\omega)$ have not converged **do**

4: Sample actions from each of the discovery policies ($\pi_1$ and $\pi_2$) on half of the $B$ agents as:

$$a_t^{\pi_1(b)} = \mu_\pi(s_t^{(b)}) + e_t^{(b)} \times \Sigma_\pi(s_t^{(b)})$$

$$e_t^{(b)} \sim \mathcal{N}(0, A_\phi, I_\phi)$$

5: Perform the action with every agent: $o_{t+1}^{(b)} \leftarrow \text{env}^{(b)}(a_t^{\pi_1(b)})$

6: Predict next state representations for all $B$ agents:

$$s_{t+1}^{(b)} = \gamma \left( [\alpha(o_t^{(b)}), \beta(s_t^{(b)}, a_t^{\pi_1(b)})] \right)$$

7: Compute $\mathcal{L}(\theta_{\phi}, \theta_{\omega})$ from Eq. 95.

8: Perform a training step on $\mathcal{L}(\theta_{\phi}, \theta_{\omega})$ w.r.t. $\theta_{\phi}$ and $\theta_{\omega}$.

9: **every** $T_{\pi}$ iterations **do**

Compute $\mathcal{L}(\theta_I)$ with Eq. 96 and perform a training step w.r.t. $\theta_I$.

Compute $\mathcal{L}(\theta_{\pi_1})$ with Eq. 97 and perform a training step w.r.t. $\theta_{\pi_1}$.

Compute $\mathcal{L}(\theta_{\pi_2})$ with Eq. 97 and perform a training step w.r.t. $\theta_{\pi_2}$.

Compute $\mathcal{L}(w_{\mathcal{H}})$ with Eq. 98 and perform a training step w.r.t. $w_{\mathcal{H}}$.

Update the parameters of $\phi'$ with those of $\phi$ and keep them frozen.

10: **every** $T_{\text{reset}}$ iterations **do**

Reset one of the two discovery policies with the lowest intrinsic reward without the entropy term (i.e. $w_T I (\hat{a}^{\pi_1(b)}_{t-ki}, A^{\pi_1(b)}_{t-ki}) + w_{\text{LPB}}^{\text{LPB}} (e^{(b)}_{t-ki}, s^{(b)}_{t-ki}, A^{\pi_1(b)}_{t-ki})$) accumulated over $T_{\text{reset}}$ time steps.

11: **end while**
**PROPOSED METHOD: XSRL**

Figure 8. (a) Schematic representation of the XSRL twofold training procedure to provide compact state representations by jointly training a state transition estimator $\varphi$ with a next observation predictor $\omega$, guided by two discovery policies $\pi_1$ and $\pi_2$ (for clarity reasons, in the exponents of sampled actions $\pi$ represents either $\pi_1$ or $\pi_2$) in an online manner with several agents in parallel (the first half of the agents following $\pi_1$ and the other $\pi_2$). Here $s_{t+1} = \varphi([o_t, s_t, a_t])$, and $s'_{t+1} = \varphi'([o_t, s_t, a_t])$ where $\varphi'$ is the same network of $\varphi$ whose parameters are delayed by $k$ iterations and kept frozen. (b) A schematic illustration of the transfer of the pretrained state representation model ($\varphi'$) to an unknown RL task.

We will no longer use discovery policies, an inverse model, and a $k$-step delayed model $\varphi'$, all corresponding to the exploration strategy of XSRL. We also discard the network head $\omega$ related to the self-supervised next observation prediction objective.
5.4 Experimental Setup

This section describes a systematic evaluation of all criteria that our XSRL algorithm must verify. XSRL must learn state representations which (i) retrieve information (possibly by memorizing through past time steps) to guarantee that their transitions are Markovian, (ii) filter unnecessary information. Furthermore, XSRL must learn discovery policies which (iii) guide agents quickly through most diverse transitions while avoiding unlearnable ones. Finally, after XSRL pretraining, the state transition estimator $\varphi$ must (iv) provide advantageous inputs to solve unseen control tasks.

We evaluate the criterion (i) with the average of the next observation prediction errors on a training dataset and a test dataset. While the former is formed from samples generated during the training process, the latter is carefully designed for each environment, as described in Section 5.4.2.6. The lower this error measure is, the more the state transitions verify the Markovian property, because the next observation prediction depends only on the previous time step (as explained in Section 5.3.1). Furthermore, we measure the quantitative performance obtained by RAE (Regularized Autoencoder [Ghosh et al., 2019]) with the average of observation reconstruction errors to give a quantitative comparison with a state-of-the-art algorithm. However, since it is more complicated to predict the next observation than to reconstruct it, it is expected that the latter will perform better.

We evaluate the criterion (ii) of state representations and the criterion (iii) of discovery policies by training XSRL in our TurtleBot Maze environment by injecting aleatoric uncertainty into its transitions. To do this, we randomly sample at every time step a color for the small vertical wall in the lower branch of the maze, just in front of the initial state location of the robot, as shown in the top row of Fig. 11. We obtain a quantitative evaluation of our results with the same error measure as before, while also qualitatively evaluating our results by observing that XSRL does not attempt to predict the random wall color.

In addition to verify the criterion (iii), we perform other exploration evaluations during the state embedding pretraining of XSRL. First qualitatively by visualizing the coverage performance of XSRL discovery policies, then quantitatively by counting the average number of training steps before one of the 32 agents reaches the other end of the maze. Furthermore, since $\|o_{t+1} - \hat{o}_{t+1}\|_2^2$ is a useful prediction error measure to quantitatively evaluate the generalization performance of $\omega$ which is directly related to the performance of discovery policies, a high error measure will indicate that the XSRL exploration strategy is not efficient enough. To complete the evaluation of the discovery policy criterion, we also compare with two XSRL ablations:

- XSRL-MaxEnt: trains a policy to maximize its entropy estimation;
- XSRL-random: uses a random policy which samples actions uniformly from the action space.
Here, XSRL-random is expected to give minimal performance, while XSRL-MaxEnt should be worse than XSRL, as it only depends on the policy distribution.

We evaluate the criterion (iv) with the transfer of XSRL $\phi$ solution to unseen RL tasks. During RL training, the environment provides an agent with extrinsic rewards to train an optimal policy, while $\phi$ provides compact observations as shown in Fig. 8(b). To rigorously conduct this evaluation, we use a popular RL algorithm with continuous actions – SAC (Soft Actor-Critic) [Haarnoja et al., 2018b] – on each of the tasks in the three environments shown in Fig. 9. These continuous control tasks (presented in detail in Section 5.4.2), are challenging because of their high-dimensional observation spaces consisting of a camera. In order to obtain a quantitative evaluation of our results, we compare the performance between other representation strategies detailed below.

5.4.1 Baselines

We compare the performances of XSRL representations on unseen RL tasks to the following five baselines: ground truth, open-loop, position, RAE, random network.

Of all these baselines, only RAE (Regularized Autoencoder [Ghosh et al., 2019]) is a state-of-the-art SRL method. We train it using the same three rewardless environments with fixed state initializations as for XSRL described in Section 5.4.2.4. However, since it has no associated exploration strategy to generate observations, we use either a random policy as previously done by Yarats et al. [2019], or an effective exploration (indicated by the suffix -explor). In TurtleBot Maze, this effective exploration corresponds to a random policy with 50 time steps and random initialization, while in the two torque-controlled environments, it has 0.5 probability to take a random action and otherwise to take an action sampled from an optimal policy pretrained in the RL context (i.e. where extrinsic rewards are available) with SAC from the ground truth representations.

RAE is a deterministic alternative to the variational autoencoder (VAE) [Kingma and Welling, 2014], which preserves the regularizing effect of the latter. To the best of our knowledge, we do not know of any other method than RAE, belonging to the SRL context, that achieves state-of-the-art performance on the torque-controlled tasks of the DeepMind Control Suite (DMControl) benchmark [Tassa et al., 2018] with visual observations considered in this work. Specifically, on the DMControl benchmark, Yarats et al. [2019] obtain results where RAE performs as well as PlaNet [Hafner et al., 2018] with the SAC algorithm [Haarnoja et al., 2018b].

We also use a random network representation where, instead of training a network, its parameters are simply fixed to random values sampled from a Gaussian distribution of mean zero and standard deviation $0.02$. This strategy without any training was popularized for classification tasks by Jarrett et al. [2009] and then for RL task by Gaier and Ha [2019].
We use only in the InvertedPendulum environment, the position baseline which corresponds to position measurements without velocities. The absence of velocities allows us to show the relevance of such dynamic information to solve the swing up task. Comparison with its performance would show that XSRL extracts this information from the observation information of consecutive time steps (by memorizing through the recursive loop) and thus transmits it to the RL system.

Finally, we use a ground truth baseline, which is a state directly extracted from the environment dynamics (see Section 5.4.2 for details in each environment), and an open-loop baseline, where the state is defined as the time step of an agent. The ground truth baseline is expected to constitute an upper bound on RL performance. The open-loop baseline serves as a sanity check. Indeed, the performance of SAC with this baseline on the three tasks allows us to validate whether these tasks really require closed-loop policy optimization. That is, whether it is necessary to use the agent’s perception and proprioceptive information to solve the task, or whether open-loop policy learning strategies may be sufficient. In particular, this gives the minimum performance to beat to show the relevance of different state representation strategies.

We justify the absence of state-of-the-art end-to-end RL baselines such as [Lee et al., 2019, Kostrikov et al., 2020, Laskin et al., 2020, Srinivas et al., 2020], despite their open source implementations, by their too high computational complexity which is impractical in our hardware setting and limited computational time.

5.4.2 Environment Details

We perform our experiments on the three environments presented in Fig. 9 which are all partially observable due to image observations. InvertedPendulum and HalfCheetah belong to the MuJoCo torque-controlled benchmark [Todorov et al., 2012], implemented on PyBullet [Coumans and Bai, 2016–2019] (an open source library unlike MuJoCo). However, the MuJoCo benchmark was initially used from compact states directly provided by the simulator [Todorov et al., 2012]. In particular, while InvertedPendulum is easiest to control with a single torque, HalfCheetah, with its six torques, requires a state-of-the-art RL algorithm to solve its locomotion task even with compact states [Lillicrap et al., 2015].

We use the same number of action repetition as most works [Hafner et al., 2018, Yarats et al., 2019] (see Table 4). In many RL applications, the action is repeated several times to reduce the task horizon and make the control dynamics more stable. When the action is repeated, the number of observed time steps is reduced. For example with an action repetition of four, an episode of 1,000 total time steps is reduced to 250 observed time steps.
5.4.2.1 TurtleBot Maze

We have implemented this environment as a U-shaped maze with the TurtleBot robot from PyBullet [Coumans and Bai, 2016–2019], inspired by Ant Maze from OpenAI Gym [Brockman et al., 2016] used by Shyam et al. [2019]. The two-dimensional action applies a velocity to each of the left and right wheels of the robot. The three-dimensional ground truth state is formed by the cartesian coordinates in x and y axis of the robot, and the angle of his orientation. In this environment, the task consists in a goal reaching task with sparse rewards and a long horizon\(^2\). Thus, it is a challenge for a RL algorithm to address the exploration/exploitation tradeoff. Specifically, this task provides a RL algorithm with a sparse reward of +1 each time the robot reaches the goal, a reward of -1 each time he touches a wall, and 0 otherwise, within a maximum of 100 time steps before the robot and the goal are randomly reinitialized. In addition, this task provides a RL algorithm with the position of the goal, which is concatenated to the state representation. Indeed, since the goal position is task-dependent, it cannot be learned by state representations in a rewardless SRL context.

5.4.2.2 InvertedPendulum

The InvertedPendulum is attached to a pivot point on a cart sliding on a ramp. The one-dimensional action applies a force to the cart, which is limited to linear movement on the ramp. The five-dimensional ground truth state is formed by the x-axis position and velocity of the cart, the angular position in Cartesian space (i.e. cosine and sine of the angle) and angular velocity of the pendulum. In this

\(^2\) In TurtleBot Maze, an agent must perform 47 actions of maximum amplitude to cross the maze.
environment, the task consists in a swing up task where the pendulum must swing up several times before balancing upward. Specifically, this task provides a RL algorithm with a reward for keeping the pendulum up vertically, within a maximum of 1,000 time steps before the pendulum is reset to a random state.

5.4.2.3 *HalfCheetah*

The HalfCheetah is composed of eight rigid links, the torso and the back, and two legs each composed of three rigid and controllable links. The six-dimensional action applies torques to each of the six joints of the two legs. The 17-dimensional ground truth state is formed by the angular positions and velocities of the six joints, as well as agent cartesian position. In this environment, the task consists in a locomotion task where an agent must run to progress as far as possible. Specifically, this task provides a RL algorithm with a reward for moving the robot as fast as possible, in a maximum of 1,000 time steps and with a constraint that resets it to a random state as soon as it gets too close to the ground (which is not applied during XSRL and RAE trainings).

5.4.2.4 *Rewardless Environments*

We detail some of the differences in the three environments used without reward in the SRL context and the three tasks described above used in the RL context. In the SRL context (i.e. during XSRL and RAE pretraining), an agent is reset after a longer horizon, and is initialized to a fixed state. For the TurtleBot Maze the horizon is 500 time steps, hence the need of an effective exploration to reach the other end of the maze, which is at the opposite of the fixed initial state. For the other two torque-controlled environments (InvertedPendulum and HalfCheetah), the horizon is 2,000 time steps (so 500 after repeating the action four times). The remaining common hyperparameters of the three environments for the SRL and RL contexts are displayed in Table 4.

5.4.2.5 *Image Preprocessing*

The image preprocessing performed in these environments follows basically the same state-of-the-art approaches. Specifically, we divide the camera images by 255 to normalize them to \([0, 1]\). Then we downscale the image size to \(3 \times 64 \times 64\) pixels just like \cite{Lillicrap2015, Sekar2020}. When the action repeat is one, an observation corresponds to the image \(o_t = I_t\). When it is four, an observation corresponds to the stack of the three consecutive images \(o_t = [I_{t-2}, I_{t-1}, I_t]\) of size \(9 \times 64 \times 64\), just like \cite{Lillicrap2015, Yarats2019}, where \(t'\) corresponds to a time scale four times smaller than that of \(t\) (i.e. \(t' = 4 \times t\)). For our XSRL method, this concatenation of images obtained by repeating the last action three times allows not to loose all the information on these time steps. Moreover, the estimation of the state at each time step where the
action is repeated is far too computationally intensive to be feasible. Thus, this concatenation of images solves the trade-off between computational complexity and information loss. In practice for XSRL, $\varphi$ uses $o_t$ to predict $s_{t+1}$, from which $\omega$ predicts the next observation $\hat{o}_{t+1}$. In practice, RAE encodes $o_t$ into $s_t$ and decodes it into $\hat{o}_t$.

5.4.2.6 Test Datasets

For quantitative performance evaluation of our XSRL algorithm, we use an error measure of the next observation prediction, and for the state-of-the-art RAE baseline, we use an error measure of the next observation reconstruction. To perform those evaluations, we need an appropriate test dataset for each of the three environments described above. To do this, we carefully collected a wide variety of 400 transitions formed of observation-action pairs into a dataset. We generated them in two different ways. In the case of TurtleBot maze, we hand-designed expert trajectories that follow the U-shape of the maze. In the case of InvertedPendulum and HalfCheetah, we executed a policy learned by SAC from the ground truth baseline.

5.4.3 Implementation Details

We now detail the implementation of the training procedures for XSRL and SAC. Our implementation uses the deep learning library PyTorch [Paszke et al., 2017]. The hyperparameter details for XSRL are displayed in Table 6, and for SAC, when different from the original implementation of Haarnoja et al. [2018b] in Table 5. Preliminary experiments showed that the hyperparameters $w_I$ and $w_{LPB}$ (to solve the tradeoff during discovery policy training between maximizing the prediction error of an inverse model and maximizing the $k$-step learning progress bonus of $\varphi$) had little impact on final performance.

For a fair comparison with RAE baseline, the same architecture as $\alpha$ (a convolutional neural network) and $\omega$ (a transposed convolutional neural network) is used for the encoder and decoder respectively. Similarly, for the random network baseline, the same architecture as $\alpha$ is used to produce state representations but its randomly initialized parameters remain fixed. We choose as state dimensions for the TurtleBot Maze and InvertedPendulum environments 20 and for HalfCheetah 30 which correspond to heuristically chosen values, i.e. not very large but leading to good RL results.

We use the same architecture for the policy (a.k.a. actor model) and the action-value function (a.k.a. critic model) of the SAC algorithm as for the discovery policies, the inverse model and $\gamma$ of our XSRL algorithm. As detailed in Table 6, our three-hidden layer architecture is different from the two-hidden layer architecture typically used in these same environments with image observations [Yarats et al., 2019, Hansen et al., 2020]. This deeper network architecture allows
us to reduce the total number of parameters and thus the computational complexity. As Yarats et al. [2019], we use double Q-learning [Van Hasselt et al., 2015] for the critic model.

The Leaky Rectified Linear Unit (Leaky ReLU) is used for the activation functions between hidden layers, which removes the vanishing gradients encountered with the ReLU and improves the convergence speed and stability (which we observed empirically on preliminary experiments); see [Xu et al., 2015] for details.

In our RL experiments, the SAC algorithm is only used to test the generalization of the XSRL state representation to unseen control tasks. This implies that we keep the parameters of \( \varphi \) fixed. Due to memory constraints, for all experiments, we use a reduced buffer capacity unlike work comparable to ours: 100,000 instead of 1,000,000 with [Yarats et al., 2019].

5.4.3.1 Hardware Details

All our experiments are performed on three computers, each containing 40 cores and a Titan xp GPU provided by Nvidia.

Table 4. Hyperparameters used in the PyBullet environments [Coumans and Bai, 2016–2019].

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image rendering size</td>
<td>( 3 \times 96 \times 96 )</td>
</tr>
<tr>
<td>Image size after downscaling</td>
<td>( 3 \times 64 \times 64 )</td>
</tr>
<tr>
<td>Action repeat</td>
<td>1 TurtleBot Maze</td>
</tr>
<tr>
<td></td>
<td>4 otherwise</td>
</tr>
</tbody>
</table>

Table 5. Hyperparameters used for SAC (Soft Actor-Critic [Haarnoja et al., 2018b]) experiments.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Episode length of the environments</td>
<td>100 TurtleBot Maze</td>
</tr>
<tr>
<td></td>
<td>1,000 otherwise</td>
</tr>
<tr>
<td>Discount facor ( \gamma )</td>
<td>0.99</td>
</tr>
<tr>
<td>Replay buffer capacity</td>
<td>100,000</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam [Kingma and Ba, 2014]</td>
</tr>
<tr>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Critic target update frequency</td>
<td>2</td>
</tr>
<tr>
<td>Actor update frequency</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate for the critic model</td>
<td>5e-4</td>
</tr>
<tr>
<td>Learning rate for the actor model</td>
<td>5e-4</td>
</tr>
<tr>
<td>Learning rate for the automatic temperature tuning</td>
<td>5e-4</td>
</tr>
<tr>
<td>Entropy target ( \tilde{H} )</td>
<td>(-\tilde{A}_d)</td>
</tr>
<tr>
<td>Hidden units of critic/actor models</td>
<td>128, 512, 128</td>
</tr>
<tr>
<td>Hyperparameter</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>Episode length for all the environments (after action repeat)</td>
<td>500</td>
</tr>
<tr>
<td>State dimension $S_d$</td>
<td>20 TurtleBot Maze; InvertedPendulum</td>
</tr>
<tr>
<td>State dimension $S_d$</td>
<td>30 HalfCheetah</td>
</tr>
<tr>
<td>$\alpha$ output dimension</td>
<td>30</td>
</tr>
<tr>
<td>$\beta$ output dimension</td>
<td>$(S_d + A_d)$</td>
</tr>
<tr>
<td>Intrinsic reward weight terms</td>
<td>$w_L = 0.5, w_{LPB} = 1$</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam [Kingma and Ba, 2014]</td>
</tr>
<tr>
<td>Batch size $B$ for $\alpha, \beta, \gamma, \omega$</td>
<td>32</td>
</tr>
<tr>
<td>Batch size $B_{\pi}$ for $I$ and $\pi$</td>
<td>128</td>
</tr>
<tr>
<td>Update interval $T_{\pi}$ for $I$ and $\pi$</td>
<td>512</td>
</tr>
<tr>
<td>Reset interval $T_{\text{reset}}$</td>
<td>4,096 for both discovery policies</td>
</tr>
<tr>
<td>Learning rate for $\alpha, \beta, \gamma, \omega$</td>
<td>1e-4</td>
</tr>
<tr>
<td>Learning rate for $I$ and $\pi$</td>
<td>1e-4</td>
</tr>
<tr>
<td>Learning rate for $w_H$</td>
<td>1e-4</td>
</tr>
<tr>
<td>Entropy target $\bar{H}$</td>
<td>$-A_d$</td>
</tr>
<tr>
<td>Hidden units of $I, \pi, \gamma$</td>
<td>128, 512, 128</td>
</tr>
<tr>
<td>Hidden units of $\beta$</td>
<td>128, 512, 32</td>
</tr>
<tr>
<td>Hidden units of $\alpha, \omega$:</td>
<td>CNN (strides and filters):</td>
</tr>
<tr>
<td></td>
<td>(2, 32), (2, 64), (2, 128), (2, 256)</td>
</tr>
<tr>
<td></td>
<td>MLP hidden units: 1024, 256, 32</td>
</tr>
<tr>
<td>Hidden units of $\omega$:</td>
<td>MLP hidden units: 32, 256, 1024</td>
</tr>
<tr>
<td></td>
<td>transposed CNN (strides and filters):</td>
</tr>
<tr>
<td></td>
<td>(1, 256), (2, 128), (2, 64), (2, 32)</td>
</tr>
</tbody>
</table>
5.5 EXPERIMENTAL RESULTS

5.5.1 Evaluations of XSRL Representations and Exploration

<table>
<thead>
<tr>
<th>TurtleBot Maze</th>
<th>InvertedPendulum</th>
<th>HalfCheetah</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) TurtleBot Maze</td>
<td>(b) InvertedPendulum</td>
<td>(c) HalfCheetah</td>
</tr>
<tr>
<td>(Train)</td>
<td>(Train)</td>
<td>(Train)</td>
</tr>
<tr>
<td>error measure</td>
<td>error measure</td>
<td>error measure</td>
</tr>
<tr>
<td>0 10 20 30 40 50</td>
<td>0 10 20 30 40 50</td>
<td>0 10 20 30 40 50</td>
</tr>
<tr>
<td>XSRL</td>
<td>XSRL</td>
<td>XSRL</td>
</tr>
<tr>
<td>XSRL (w/ distractor)</td>
<td>XSRL (w/ distractor)</td>
<td>XSRL (w/ distractor)</td>
</tr>
<tr>
<td>RAE-explor</td>
<td>RAE-explor</td>
<td>RAE-explor</td>
</tr>
<tr>
<td>RAE</td>
<td>RAE</td>
<td>RAE</td>
</tr>
</tbody>
</table>

| (d) TurtleBot Maze      | (e) InvertedPendulum      | (f) HalfCheetah       |
| (Test)                  | (Test)                    | (Test)                |
| error measure           | error measure             | error measure         |
| 0 50 100 150 200        | 0 5 10 15 20 25 30 40 50  | 0 5 10 15 20 25 30 40|
| XSRL                    | XSRL                      | XSRL                  |
| XSRL (w/ distractor)    | XSRL (w/ distractor)      | XSRL (w/ distractor)  |
| RAE-explor              | RAE-explor                | RAE-explor            |
| RAE                     | RAE                       | RAE                   |

Figure 10. Error measure results (the lower the better) obtained on a training dataset (top row) and a test dataset (bottom row) (which is defined for each environment in Section 5.4.2.6), averaged over last 20 epochs across 5 runs (with a random seed). This measure corresponds to the prediction of \( o_{t+1} \) with XSRL, and to the reconstruction of \( o_{t+1} \) with RAE. XSRL (w/ distractor) is performed in TurtleBot Maze with a randomly sampled wall color.

In this section, we show the results of our quantitative and qualitative evaluations to validate whether XSRL verify criteria (i), (ii), and (iii) which we defined in Section 5.4.

Fig. 10 reports the results of the error measure obtained on a training dataset and a test dataset (defined in Section 5.4.2.6) on each of the three environments. This error measure corresponds to the prediction error of the next observation for XSRL and the two ablations (XSRL-random and XSRL-MaxEnt); it corresponds to the reconstruction error of the next observation for RAE [Ghosh et al., 2019].
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(following a random exploration) and RAE-explor (following an effective exploration, as explained in Section 5.4.1). We observe on the two environments, TurtleBot Maze and HalfCheetah, that the error measure for XSRL is higher than that for RAE and RAE-explor on both training and test datasets. This does not correspond to a poor exploration performance of XSRL but to the objective function which is more complicated than RAE. Indeed, all information in the next observation that cannot be predicted from the current time step is ignored as it is the case for random distractors or too complex information from the transition model, which tends to increase the prediction error. Furthermore, the qualitative results in Fig. 11 show that XSRL is able to predict very well what is relevant to predict the next observation, but ignores less useful/redundant information. For example, in TurtleBot Maze it predicts the walls very well, but not the exact checkerboard pattern on the floor (see Fig. 11(i)).

These results therefore imply that representations learned by XSRL guarantee Markovian transitions which is criterion (i). In other words, the representations learned by XSRL succeed in retrieving information that allows the prediction of the next observation from the current time step. First, on the InvertedPendulum and HalfCheetah environments, since they are torque-controlled robots, the learned representations must retrieve the angular positions and velocities (which requires that the state representations memorize the information of the previous time step through the recursive loop) of their joints so that \( \omega \) can predict next observations. Second, on the TurtleBot Maze environment, the observation space is a first-person perspective camera, which constitutes a particularly complex partial observability setting. This complexity is amplified because the walls of the maze, as shown in Fig. 9(a) have only three colors for a total of eight walls. Therefore, when an agent is facing one of them, he cannot know his exact configuration (i.e. his position and orientation) or even which wall it is. This phenomenon is known as perceptual aliasing [Cadena et al., 2016]. Thus, for XSRL representations to allow \( \omega \) to predict next observations, they must contain the robot’s current configuration, which is only possible if they also verify the consistency and topology of the environment. The latter can be possible thanks to the recursive loop on state representations, which allows to memorize the information from the previous time steps (as explained in Section 5.3.1).

In TurtleBot Maze with a distractor represented by a randomly sampled wall color, the gray wall predicted by \( \omega \) in Fig. 11(j) shows that this random color is ignored by \( \varphi \). This confirms that XSRL learns state representations which filter out stochastic information and more generally unnecessary information from observations, which is the criterion (ii). This also explains that the higher error measure results for XSRL are only related to unexploitable information with respect to its prediction objective.

We evaluated XSRL discovery policies through a comparative visualization of maze coverage displayed in Fig. 12, accompanied by a quantitative evaluation of maze exploration presented in Fig. 13. We observe in Fig. 12 that on a trajectory
constant initial state of the robot
locations of (a) and (e)

randomly sampled wall color
locations of (b) and (f)

\( o_t \) (observation):
used in input of \( \varphi \)

\( o_{t+1} \) (next observation):
target of \( \omega \)

\( \hat{o}_{t+1} \):
prediction of \( \omega \)

Figure 11. One of the most complex transitions in each of the test datasets (defined in Section 5.4.2.6) of environment from left to right: TurtleBot Maze, TurtleBot Maze w/ distractor, InvertedPendulum and HalfCheetah. The top line shows: (left) the locations of (a) and (e); (right) the locations of (b) and (f). In the bottom line, (i)-(l) show the corresponding \( o_{t+1} \) predictions with XSRL. In (j) XSRL ignores the random wall color because it predicts a neutral gray color instead. For InvertedPendulum and HalfCheetah environments, as the action is repeated four times, \( o_t \) corresponds to the three consecutive images \( [I_{t-2}, I_{t-1}, I_t] \) (as explained in Section 5.4.2.5).

of 1,000 time steps, XSRL exploration reaches the farthest transitions much faster than XSRL-MaxEnt, while XSRL-random almost never does. Moreover, the trajectories generated by XSRL and XSRL-MaxEnt policies shown in Fig. 12 are not attracted to transitions with the distractor related to randomly sampled wall color near which the agent is initialized.

Fig. 13 shows that XSRL policies accelerate the probability that agents reach the other end of the maze in 500 time steps during pretraining. Specifically, with XSRL-random, agents can almost never reach the other end of the maze in only 500 time steps. Unlike the previous one, the exploration with XSRL and XSRL-MaxEnt use the visited state as input, which could lead an agent to always prefer transitions with a distractor (as analyzed by Burda et al. [2018]). However,
Figure 12. Visualization of the TurtleBot Maze exploration, where the color spectrum of the robot’s position goes from purple (start of the episode) to yellow (end of the episode). The results obtained in the regular TurtleBot Maze environment correspond to: (a)-(e) XSRL, (f)-(j) XSRL-MaxEnt, (k)-(o) XSRL-random. The results obtained in TurtleBot Maze with a randomly sampled wall color correspond to: (p)-(t) XSRL, (u)-(y) XSRL-MaxEnt.

we observe no difference in performance with a distractor in TurtleBot Maze, which also confirms criterion (ii). Moreover, with and without a distractor, XSRL exploration reaches the end of the maze almost twice as fast as with XSRL-MaxEnt. These results thus confirm that XSRL discovery policies are successful in guiding agents quickly to diverse and learnable transitions, which is criterion (iii).
Given the previous qualitative and quantitative results, we interpret the performances of the exploration with XSRL and XSRL-MaxEnt as follows: XSRL discovery policies allow to visit the farthest transitions quickly because they tend to produce larger $k$-step learning progress bonuses of $\varphi$. They also visit more transitions that cause directional changes because they tend to produce larger prediction errors of a trained inverse model. On the contrary, XSRL-MaxEnt policies follow various paths without preferring the transitions farthest from the constant initial state (i.e. to the other end of the maze), even though the prediction errors of the next observation on these transitions are larger.

The video available here [https://youtu.be/IbGa-TC7wek](https://youtu.be/IbGa-TC7wek), shows a comparative evaluation between XSRL exploration (left) and random exploration (right) in each of the three environments. It highlights that discovery policies learned by XSRL allow: in TurtleBot Maze to quickly visit transitions far from the initial state position (as shown in the previous results); in InvertedPendulum to move the pendulum upwards while it is initialized downwards with zero velocity; in HalfCheetah to keep the robot constantly moving. We can see that for random exploration: in TurtleBot Maze the robot moves little away from its initial state; in InvertedPendulum the pendulum is never upwards; in HalfCheetah it is complicated for the robot to stay constantly in motion since it ends up stuck in a lying position.

In addition to these qualitative and quantitative comparisons, the better performance of XSRL exploration is also confirmed by the quantitative evaluation of the prediction error measure displayed in Fig. 10. This measure reaches its lowest value with XSRL exploration, followed by XSRL-MaxEnt and finally XSRL-random which is by far the worst strategy.
Apart from the comparative study of our XSRL exploration, we observe that an effective exploration improves the generalization performance of RAE models. Indeed, the quantitative evaluation of the observation reconstruction (see Fig. 10) shows a smaller error on the test dataset with RAE-explor (which is trained with an efficient exploration as explained in Section 5.4.1) than with RAE. Thus, training on diverse transitions improves the generalization performance of observation reconstruction with RAE.

Qualitative and quantitative performance differences with respect to exploration strategies show the advantage of visiting quickly diverse transitions during state embedding pretraining to obtain better generalization performance over new transitions. However, as we see below, it is only with the XSRL prediction error measure that this generalization performance is sure to translate into good transfer performance with a new RL task.

5.5.2 **XSRL Representations Transfer**

![Learning curves of the episode returns averaged over 10 episodes (mean in lines and standard deviation in shaded areas over 10 runs; the higher the better) of SAC with different state representation strategies on three different continuous control tasks. The XSRL pretrained representations are the only one to perform well in three of the environments, while ground truth and open-loop provide an upper and lower bound respectively. A video showing the corresponding optimal policies can be found at [https://youtu.be/XpRcU75i-iQ](https://youtu.be/XpRcU75i-iQ).](image-url)
In this section, we show quantitative evaluations to validate whether state estimators pretrained with our algorithm (XSRL) provide advantageous inputs to RL systems for solving three unseen control tasks (which is an instance of criterion (iv) defined in Section 5.4). In particular, we use the deep RL algorithm SAC (Soft Actor-Critic) [Haarnoja et al., 2018b] which has shown promising results on the standard continuous control tasks InvertedPendulum and HalfCheetah. Throughout these experiments, all parameters of the pretrained state embeddings (with XSRL and RAE) are kept fixed: only the actor and critic neural networks of SAC are trained. We performed 10 runs with a random seed just like [Henderson et al., 2018, Yarats et al., 2019], resulting in 10 different trained policies for each of the representation strategies. For each state embedding pretraining approach (XSRL and RAE) and for the random network, we used 5 different models trained with a random seed, from which 2 SAC runs with a random seed are executed. In addition, unlike ground truth, open-loop and position baselines, they transform visual observations into compact state representations of 20 dimensions for TurtleBot Maze and InvertedPendulum, and 30 dimensions for HalfCheetah.

Fig. 14 shows the learning curves of the episode returns averaged over 10 episodes across 10 runs. After training, we measured the episode returns averaged over 100 episodes for the 10 trained policies, which are displayed in Table 7. For clarity, we normalized all episode returns between the average SAC+ground truth performance and that of SAC+open-loop, except for the task with TurtleBot Maze as this is evaluated with the probability to reach the goal (from a random initial configuration) in 100 time steps or less. Indeed, SAC+ground truth is an upper bound because it has easy access to the agent’s proprioceptive information, and SAC+open-loop is a lower bound because it corresponds to a blind agent. These results show that only XSRL state representations perform well in all three RL problems, unlike the other state representation baselines.

Fig. 14(b) shows that the position baseline does not allow SAC to learn a good policy on the InvertedPendulum task. This confirms that InvertedPendulum and HalfCheetah tasks require information from the positions and velocities of the agent’s joints to verify Markovian state transitions which are only related to the local consistency of the environment. On InvertedPendulum, SAC+XSRL and SAC+RAE-explor reach same performance as SAC+ground truth, SAC+RAE follows right after, and even lower follows SAC+random network which reaches a mean score of 0.74. On HalfCheetah, we obtain in decreasing order of performance: SAC+RAE-explor, SAC+RAE, SAC+XSRL, SAC+random network. While the first three performances are similar with a score of about 0.85, SAC+random network is well below with about 0.3.

In TurtleBot Maze, none of the state representation strategies other than XSRL were successful on the navigation task. Specifically, SAC+XSRL reaches the same

---

3 The numbers of 20 and 30 dimensions were empirically selected to account for the trade-off between sample efficiency and final performance (i.e. between computation time and the optimal policy performance).
Table 7. Episode returns after convergence of the curves in Fig. 14 averaged over 100 episodes (mean ± standard deviation over 10 runs; the higher the better).

<table>
<thead>
<tr>
<th>Mean score</th>
<th>TurtleBot Maze</th>
<th>InvertedPendulum</th>
<th>HalfCheetah</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAC+XSRL</td>
<td>0.98 ± 0.02</td>
<td>1 ± 0</td>
<td>0.82 ± 0.03</td>
</tr>
<tr>
<td>SAC+RAE-explor</td>
<td>0.34 ± 0.04</td>
<td>0.99 ± 0</td>
<td>0.87 ± 0.09</td>
</tr>
<tr>
<td>SAC+RAE</td>
<td>0.34 ± 0.06</td>
<td>0.93 ± 0.03</td>
<td>0.85 ± 0.08</td>
</tr>
<tr>
<td>SAC+random network</td>
<td>0.27 ± 0.1</td>
<td>0.74 ± 0.02</td>
<td>0.31 ± 0.05</td>
</tr>
<tr>
<td>SAC+ground truth</td>
<td>0.98 ± 0.02</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>SAC+open-loop</td>
<td>0.04 ± 0.03</td>
<td>0 ± 0.06</td>
<td>0 ± 0</td>
</tr>
</tbody>
</table>

performance as SAC+ground truth; SAC+RAE-explor and SAC+RAE reach the same score of 0.34, while SAC+random network is just below with a score of 0.27 but has much slower convergence. This shows that only the XSRL representations verify the local consistency and topology of the environment to retrieve the orientation and position of an agent. As explained earlier in Section 5.3, these properties of the representations are required to make state transitions Markovian due to perceptual aliasing [Cadena et al., 2016]. Furthermore, as shown by Fig. 14(a), the performance of SAC+XSRL is the same in TurtleBot Maze with a distractor. This confirms that by memorizing the information useful for predicting the next observation and filtering out all the other information, the XSRL representations contain the information in a way that can control the robot.

According to these results, it is more difficult to learn state embeddings that encode the environment properties independent of an agent (i.e. topology) than those that depend on him (i.e. local consistency). Overall, these quantitative evaluations show that pretrained state estimators with XSRL provide advantageous inputs to solve unseen control tasks with SAC algorithm, which is an instance of criterion (iv).

5.6 DISCUSSION

Experimental results show that the proposed XSRL algorithm builds state representations that are the only ones to perform well on the three unseen RL tasks. We see the link between the generalization performance of XSRL with respect to the next observation prediction (see Table 10) and the transfer performance of its pretrained state estimator ($\varphi$) to a new RL system (see Table 7). More specifically, the good prediction performance on a test dataset of state embeddings pretrained with XSRL guarantees their good transfer performance to new RL tasks.

As we have seen, the generalization performance on the test dataset strongly depends on the exploration efficiency (see Fig. 10), which is better with XSRL than with its two ablations. Moreover, our exploration allows agents to reach transitions far away from their initial states and much faster than the policy entropy maximization and random strategies (see Fig. 13). Hence the link between fast exploration of various transitions and good generalization.
However, the strategy of maximizing the policy entropy works well for learning policies with extrinsic rewards in the RL context. In particular, Eysenbach and Levine [2021] show in a navigation task with obstacles that it allows to increase the exploration diversity of an agent and thus to more efficiently bypass obstacles than with a random exploration where he would remain blocked.

In contrast to XSRL, our results showed that the good reconstruction performance of state embeddings pretrained with RAE did not always guarantee good transfer to RL tasks. Specifically, no matter how much RAE models minimize the reconstruction error on the test dataset of TurtleBot Maze, RL systems will perform poorly with inputs from this type of representation.

Finally, we analyze the results of SAC+XSRL across the three different continuous control tasks. While in TurtleBot Maze and InvertedPendulum SAC+XSRL obtains performances equal to those of SAC+ground truth, in HalfCheetah its performance is lower (0.82) and close to SAC+RAE (0.85). Moreover, this poorer performance is accompanied by a failure during the pretrainings of XSRL models, since they obtain abnormally high prediction errors on the training datasets. Indeed, comparing this prediction performance on the most similar environment InvertedPendulum (because it does not present perceptual aliasing) we have in Table 10: 4.2 on InvertedPendulum, 27.6 on HalfCheetah. Furthermore, as we have already discussed, XSRL exploration allows in HalfCheetah to keep the robot in constant motion, whereas random exploration cannot because the robot quickly gets stuck in a lying position\textsuperscript{4}. Therefore, the lower performance of SAC+XSRL in the HalfCheetah task is likely due to poor modeling of the transition model, as the result of the next observation prediction in Fig. 11(l) tends to confirm. Indeed, it shows that there are errors in the next observation prediction related to the positions of the robot joints, which proves that the state transition estimator has not been well modeled. This could be explained by the high complexity of the transitions generated by HalfCheetah using a torque control. Moreover, due to the high number of degrees of freedom (six), the properties of its dynamics are much more unstable than those of InvertedPendulum (only two degrees of freedom), and far more than those of TurtleBot Maze, the latter using a velocity control.

While there are sources of prediction errors that \( \varphi \) fails to reduce, \( \varphi \) forces compact state representations to discard information related to aleatoric uncertainty (as we explained in Section 5.3.1). Achieving robustness to random distractors is a common goal of the state estimation techniques initiated by Kalman [1960b]. However, some random distractors can sometimes be useful in specific control tasks. For example, in a task where an agent must follow a behavior only when a lamp that randomly changes color is green. Since this information is random, it will be unpredictable to XSRL and thus filtered by its state representations. To deploy the state transition estimator to this specific task, it is therefore necessary to concatenate to output of \( \varphi \) a vector representing the color of the lamp.

---

\textsuperscript{4} See the video available at https://youtu.be/IbGa-TC7wek
(either handcrafted or learned) so that a RL algorithm can properly exploit this information.

Overall, experimental results have highlighted the main advantage of XSRL in learning state embeddings which are able to verify both the local consistency of the environment and its topology. While the state-of-the-art RAE method succeeds perfectly in encoding the former, it fails completely in encoding the latter, as shown by the RL results with the TurtleBot Maze task (see Table 7). By evaluating XSRL with one transfer scenario where it outperforms a state-of-the-art method, and with another scenario where XSRL comes on par with it, we follow the experimental recommendations of Henderson et al. [2018] to prove that our new XSRL method matters for RL transfer scenarios.

5.7 CONCLUSION

We have presented a SRL algorithm (XSRL) for pretraining state representations from next observation prediction errors by extending the understudied discovery faculty we realized with a new exploration strategy, that trains discovery policies to sample the most diverse and learnable unknown transitions. Our experiments show that XSRL exploration provides fast maze traversal compared to traditional random policy and policy entropy maximization strategies. Moreover, our comparative evaluation on unseen RL tasks confirmed the transfer efficiency of the pretrained XSRL models. One of the most striking results is the superiority of XSRL representations over autoencoder ones, which is obviously due to better representational properties since the underlying data manifold (i.e. agent and environment degrees of freedom) is constrained to follow Markovian transitions with respect to the prediction objective. Furthermore, these results illustrate the importance of the overlooked discovery faculty and suggest that an exploration strategy in the SRL framework can lead to better state representation pretraining approaches.
CONCLUSION

6.1 CONCLUSION

The initial goal of this thesis is to propose new pretraining approaches of state representations without a priori knowledge of the task, the ground truth state of the controlled system, or the environment. In this way, we can apply them in any rewardless environment in order to solve unknown tasks with reinforcement learning (RL). To this end, we have studied these approaches in the setting of controlled systems defined by a simulated environment with continuous actions and raw sensory observations. In this setting, we have extended the major impetus of state representation learning (SRL) literature through a yet understudied axis: discovery.

6.1.1 General Contributions

With our goal of unsupervised learning and discovery of an a priori unknown environment in mind, we devised two new state estimation methods for transfer to a wide range of new control tasks. Both methods use a different discovery strategy by leveraging on agents experience.

In Chapter 4, we introduced SRLfD (State Representation Learning from Demonstration) which leverages experience from several expert controllers solving various tasks. These are oracle policies assumed to be learned from sensors in a laboratory setting (e.g. with motion capture) in order to generate agents experience through multiple demonstration trajectories. The main idea is to learn a state embedding from more realistic observations (in particular images) by imitation learning of multiple oracle policies solving a different task. Here the discovery to solve the underfitting/overfitting tradeoff generalizes in the task space in the batch setting (i.e. with a limited dataset). Therefore, training and validation tasks are used here, whereas in supervised learning, training and validation labeled data points are normally used. In the same way that in supervised learning a large and varied labeled dataset improves the generalization performance on a task, here a large and varied set of tasks improves the generalization performance of state representations across multiple tasks. In this way, SRLfD is intertwined with the meta-learning idea which learns to generalize across tasks rather than through task-specific training examples [Hospedales et al., 2020]. However, in the context of inaccessible ground truth states, these approaches typically learn input embeddings in an end-to-end deep RL (DRL) approach like Parisotto et al. [2015]. Instead, our idea is that, in this context, it is much easier to learn state embeddings
in a self-supervised learning manner. We conducted a comparative evaluation of classical methods such as Kalman filtering, where tracker learning systems show better performance using SRLfD representations which were pretrained across several instances of the same tracking task. Furthermore, our results show the superiority of pretrained SRLfD models over the end-to-end approach in two different settings of compact state inaccessibility. In the first large-scale goal reaching task, because it is more difficult for an end-to-end DRL system to learn from scratch input embeddings that retrieve the two torque-controlled positions and velocities of the robotic arm from visual observations. In the second ballistic projectile tracking task, because it is more difficult for a tracking learning system to learn from scratch input embeddings that retrieve the velocity of the projectile from its position measurements.

In Chapter 5, we introduced XSRL (eXploratory State Representation Learning) which leverages experience from discovery policies exploring unknown transitions. The main idea is to learn a state embedding with a twofold training procedure. In the first one, the representation model is trained as a state transition estimator simultaneously with a next observation predictor. In the second one concerns the exploration to solve the underfitting/overfitting tradeoff. To this end, we chose here to generalize in the space of environment transitions in the online setting (i.e. with an unlimited dataset if we assume an unlimited pretraining time). This involves training discovery policies to maximize self-computed rewards from different degrees of uncertainty: (i) with prediction errors of an inverse model (related to action uncertainty dependent on the controllability of learned state transitions), (ii) with $k$-step learning progress bonuses of the representation model (related to action uncertainty dependent on the learnability of state transitions). These rewards are used to train policies by supervised learning, whereas in other works on exploration they are typically maximized by RL [Burda et al., 2018]. Just as in RL, a large number of varied control strategies improves the generalization performance of learned policies, here a large number of diverse transitions improves the transferability of learned state models to unseen tasks. Moreover, in the context of inaccessible compact states, the proposed exploration strategies typically follow an end-to-end DRL approach (where input embeddings are learned from scratch) like [Sekar et al., 2020]. Instead, our idea is that in this context it is much more efficient to pretrain unsupervised state representations using our discovery policies. We performed a comparative evaluation of exploration strategies with the random strategy and the policy entropy maximization ones, among which the XSRL exploration strategy shows better performance in exploring diverse transitions much faster. Furthermore, our results show the superiority of the pretrained XSRL models over the state-of-the-art RAE (Regularized Autoencoder [Ghosh et al., 2019]) approach in a navigation task with partial observability. Indeed, it is more difficult for RAE to learn representations that retrieve the position and orientation of the robot in a U-shaped maze from a first-person camera.
We have seen through these two methods new ways to take advantage of the SRL framework. First, thanks to its unsupervised learning approach to exploit huge datasets in the context of a simulated environment without reward. Second, thanks to its applicability to controlled systems to develop the discovery faculty which is still little studied in this context. In particular, both SRLfD and XSRL benefit from an exploration strategy that automatically generates training examples to solve the underfitting/overfitting tradeoff. In doing so, the training procedure circumvents the usual assumption that the training data distribution is close to the test distribution in order to generalize to multiple tasks [Marcus, 2018]. Our results showed that solving the underfitting/overfitting tradeoff with respect to each of the two learning heuristics in our method during state representation pretraining corresponded to good transfer performance on the unknown control tasks. Overall, our experiments have shown that these “divide and conquer” transfer learning techniques exhibit clear advantages over more traditional task-specific approaches, such as the end-to-end DRL algorithms that learn input embeddings from scratch, whether in terms of computational cost, sampling efficiency or final performance.

6.2 DISCUSSION

**State Representation Learning Evaluation**    The SRL problem is inherently ill-posed because it has no unique solution. Thus, without a unique objective, it is very difficult to evaluate the performance of SRL algorithms. The most widely used evaluation measure is the performance obtained with pretrained SRL models on various RL applications [Lesort et al., 2018]. To perform such a rigorous evaluation protocol, we used the recommendations of Henderson et al. [2018]. However, as previously observed by Lesort et al. [2018], such evaluations are time consuming and may not be applicable to real-world applications. This is one of the reasons why we limited the number of representation baselines we used in our comparative evaluations, especially those of state representations learned from scratch with end-to-end DRL, as they belong to much more computationally and memory intensive learning regimes. For our XSRL method, we also evaluated the performance as it is typically done in the supervised learning paradigm, i.e. with respect to the error measure used in the objective function on a test dataset. We showed a correlation between this error measure and that of RL applications using XSRL pretrained models. In contrast, autoencoder pretrained representations did not yield such a correlation, showing the inefficiency of the observation reconstruction objective in learning state representations for control tasks. In addition to this error measure, physics-based measures could be used for future evaluations in a context without knowledge of the ground truth state. For example, the physical priors proposed by Jonschkowski and Brock [2015] may be adapted into evaluation measures to analyze which physical properties are learned by state representations.
Simulation to Reality Representation Transfer We have studied one phase of transfer learning: pretraining state representations in a simulated environment without reward for unknown tasks. Extending our SRL methods to real-world control applications would give impetus to the main goal of this thesis: pretraining state representations for controlled systems to give them the ability to autonomously learn new tasks with RL algorithms in particular. However, the cost of data acquisition is high in the real world robotics, so the data-intensive unsupervised learning paradigm may not work in this setting. Thus, in order to properly train our two SRL algorithms, we need to pretrain the state models in a simulation where data can be generated indefinitely. Hence, in order to adapt the pretrained representations to better grasp the real-world information, another transfer learning phase is required. To do this, we could extend previous work that bridges the gap between simulation and reality [Tercan et al., 2018].

Continual Representation Learning Our work has similarities to that of continual learning (a.k.a. lifelong learning) [Caselles-Dupré et al., 2018]. However, this field focuses on sequential learning of different tasks in a typically changing environment [Lesort et al., 2020]. In contrast, SRL focuses on better structuring state representations for new learning tasks. Nevertheless, the SRL framework studied in this thesis could provide an effective way to address the complex phenomenon of catastrophic forgetting peculiar to this field, i.e. which experience from the previous task should be memorized. Indeed, sequential training of a state embedding to continuously adapt to a changing environment is an effective way to memorize useful concepts from the raw data, independent of the current task, which should help the controlled system make action predictions. More precisely, thanks to this memorization of states, catastrophic forgetting would only concern control strategies to be retained in order to combine them for learning more difficult tasks.

6.2.1 Generalization and State Representation Properties

The generalization performance of the state representations clearly depends on the pretraining time and available data, the complexity of the environment and the robot (i.e. the controlled system), the exploration strategy, and the properties of state representations discussed below: their ability to be usable by machines, their ability to capture the physical properties of the controlled system, and their size.

Machine Interpretable Representations This thesis has shown that SRL pretraining methods can retrieve the manifold underlying agents experience into a machine-readable vector (i.e. a state representation) to provide better inputs to new learning systems than raw data. Throughout our various results, we have acknowledged that numerical representations interpretable by machines
are different from visual observations interpretable by humans. Indeed, while humans can easily retrieve from the perception of raw images the underlying degrees of freedom of a controlled system, machines need a powerful mathematical tool in order to translate images into numerically usable inputs in the form of a multidimensional vector which, conversely, would be unreadable for humans. Among the most important properties for the representations to be machine interpretable are obviously the compactness property to mitigate the curse of dimensionality, independence from a specific task, the possibility to achieve better results than with end-to-end trained input embeddings, and to discard distractors [Locatello et al., 2018, Lesort et al., 2018]. Our empirical results give us promising hope in the direction of SRL and deep learning to provide such representations. As proven by our various experiments, SRLfD and XSRL methods learn state estimation models which retrieve the low-level and high-level concepts corresponding to physical properties. This amounts to converting the a priori non-numerical abstract concepts of the raw data into machine-interpretable numerical representations. More generally, unsupervised deep learning provides us with an effective mathematical tool to automatically learn input embeddings from huge datasets. The deep network we used was introduced by LeCun et al. [1995]. The effectiveness of this not very recent mathematical tool comes from the fact that it allows learning systems to rely on the global structure of the manifold underlying the data rather than just the local properties of the data as it is the case for more traditional embedding learning methods [Bengio et al., 2007]. This is why our SRL methods can so effectively represent manifold information (i.e. the intrinsic degrees of freedom) in state embeddings. Furthermore, our experiments have shown that random networks do not extract interpretable representations for new learning systems, which confirms that constraints must be imposed on the manifold by a training procedure. More precisely, a proper information arrangement in the state representations is a necessary condition for their generalization to new tasks.

**Physical Representations** We have seen through our results that theoretically inspired methods such as the variational autoencoder [Kingma and Ba, 2014] and others [Higgins et al., 2017, Ghosh et al., 2019] have not pretrained interpretable state representations for RL systems. We believe that notions such as disentanglement, on which these approaches are based, may be too general to pretrain good state representations [Bengio, 2012]. While disentanglement is necessary to retrieve the manifold underlying the data in a low-dimensional embedding, SRL algorithms clearly need more constraints on the manifold structure to learn state representations that contain physical properties [de Bruin et al., 2018].

We believe that research efforts to push creativity towards designing new learning heuristics based on physical principles may lead to new promising SRL methods for enabling machines to leverage huge datasets to retrieve abstract concepts in their own numerical representations. In this regard, we follow the
recommendation to privilege creativity over theory proposed in the presentation talk of Bottou and Bousquet [2018] at the 2018 NeurIPS Test of Time award for the winning paper [Bottou and Bousquet, 2008]. Imitating expert behaviors as with SRLfD, or predicting pixel changes in the next observation as with XSRL, are two new examples of learning objectives that intuitively let learning systems build representations which verify physical laws. Furthermore, both our methods constrain the state representation to guarantee Markovian transitions with respect to their learning heuristics so that the state representations retrieve more abstract physical concepts, such as the structure of the environment or its topology, while discarding unnecessary information to effectively reduce data dimensions. In particular, such pretrained state representations in environments where an observation is not sufficient to determine the actual state, i.e. where the partially observable Markov decision process (POMDP) holds, have clear advantages over state embeddings trained from scratch for RL algorithms. Indeed, in our context a policy does not need to depend on previous time steps to predict actions, making the exploration/exploitation tradeoff easier to solve in order to learn a policy with good generalization performance. Another form of knowledge on the controlled system different from physical knowledge that we have not studied in this thesis are the causal relationships that would allow representations to better retrieve logical concepts for example [Pearl, 2009, Lake et al., 2016, Peters et al., 2017].

State Dimension  In this thesis, we have carefully selected the hyperparameters of neural networks, one of the most crucial of which is the dimension of the state representation. Choosing them carefully may be sufficient to generalize a SRL algorithm to different applications. Indeed, XSRL worked well with the same hyperparameters in different large-scale controlled systems (i.e. with visual observations and continuous actions in simulated environments). However, it may be useful to define in advance the dimension of the state representation without having to resort to a cross-validation, thus consolidating the goal of this thesis in a context where not only the task of interest is unknown but also the environment.

Ideally, the optimal number of dimensions in the state vector should allow the learned embedding to extract the degrees of freedom of the controlled system, while retaining past information to have Markovian transitions. Thus in theory, the state vector requires at least the number of degrees of freedom plus additional dimensions to retain information from past interactions when partial observability holds. Since in the simplest context of a fully observable environment, an agent’s past experience is not useful, the state vector should have the same number of dimensions as the number of degrees of freedom. Therefore, we can assume that there exists a class of state representation mappings whose output is in bijection with the degrees of freedom. If this bijection exists, then we can
arbitrarily approximate such a mapping with a neural network according to the universal approximation theorem [Cybenko, 1989].

However, we observed empirical contradictions, that it is not bad to have more dimensions than the number of degrees of freedom. We studied this phenomenon with SRLfD, as we did not have enough computational time during the XSRL experiments. In the ballistic projectile tracking task, the ground truth state corresponds to a 4D vector composed of the 2D cartesian positions and velocities of a projectile. Our results showed that this task performs better with ground truth than with pretrained 4D SRLfD representations from position measurements, while it becomes better with at least six dimensions in the representations. In the RL application of the goal reaching task, the ground truth state corresponds to a 4D vector composed of the two torque angles and velocities of a robotic arm. Our results showed that at least 16 dimensions in the pretrained SRLfD representations are required for success in this application. These results show that the theoretical minimum dimension was not a sufficient condition for good generalization performance of state representations on new learning tasks. Instead, an optimal state dimension of the representation would be slightly larger than the theoretical minimum, in order to resolve the tradeoff between the curse of dimensionality and the generalization performance. We acknowledge that analyzing this optimal dimension to resolve the tradeoff between the curse of dimensionality and the generalization performance of state representations is challenging and requires further work.

Our hypothesis is that even if, according to the universal approximation theorem [Cybenko, 1989], there exists a neural network to learn a mapping between the observation and the state representation that is in bijection with the degrees of freedom of the controlled system, in practice it may be too complex and require too many parameters hence the risk of overfitting. In other words, this mapping may exist but is not smooth enough to be well approximated, i.e. without any continuity with respect to derivatives of different orders [Pinkus, 1999]. It is obviously easier to have the smoothness property in higher dimension if we want to verify the injectivity property between the learned representation and the degrees of freedom.

For example, what would be a good representation of angle $\theta$? It is expected that a representation in the form $(\cos(\theta), \sin(\theta))$ would be simpler to learn than a direct representation of $\theta$ given the discontinuities it contains in $-\pi, \pi$. This means that by adding a dimension, it is not an additional information that has been added, but that the representation has been improved because it is now more regular. Thus, there may exist simpler mappings of the data to a larger state vector which is in injection with the degrees of freedom. In other words, using a redundant state vector (i.e. with more dimensions than the ground truth state), allows us to learn a state estimation model with a less complex deep network, thus effectively overcoming the overfitting problem.
While we thought, as did the literature [Lesort et al., 2018, Nuzzo, 2020], that learning a lower-dimensional state representation would circumvent the overfitting problem, we were wrong. These misconceptions have their origin in the confusion between the number of parameters in the hidden layers of a deep network with those in the state representation. Many works have studied the underfitting/overfitting tradeoff in terms of the former in order to analyze its impact on the generalization capacity of deep networks [Maennel et al., 2018, Volhejn and Lampert, 2021]. On the contrary, to our knowledge, none has studied this tradeoff with respect to the dimension of the neural network output.

We have assumed that a state estimation model benefits from having more dimensions in its output, but we could conversely assume that a RL system benefits from having more dimensions in its input. Again, we have not yet found any work in the DRL literature that studies the influence of the generalization performance of a policy with respect to the dimension of a pretrained state representation. We also believe here that a few more dimensions in the input representation would simplify the mapping to be learned between state and action, and thus more easily resolve the exploration/exploitation tradeoff to learn a policy that generalizes better. More literally, we believe that the dimensionality of the state representations should be large enough to give flexibility to a SRL algorithm at pretraining time, and to a RL algorithm at policy learning time.

From a broader viewpoint in the field of learning low-dimensional input embeddings for controlled systems, we have found that much more research effort is devoted to end-to-end DRL applications where agents autonomously strive to discover an optimal policy by solving the difficult exploration/exploitation tradeoff. In this thesis, we have studied unsupervised pretraining of state representations where agents autonomously strive to discover an optimal state estimator by solving the difficult underfitting/overfitting tradeoff.
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