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Résumé : Les aciers faiblement alliés sont prin-
cipalement constitués de fer et de carbone, avec
quelques éléments d’alliage supplémentaires en
faible quantité. Dans ces matériaux, des phases
secondaires enrichies en carbone -des carbures-
peuvent apparaître. La formation de carbures peut
modifier radicalement les propriétés mécaniques
des aciers. Elle peut par exemple favoriser l’ap-
parition de fissures. En particulier, la présence de
certains carbures dans les aciers ferritiques utili-
sés dans l’industrie nucléaire pourrait conduire à
leur fragilisation. La cémentite (Fe3C) et le carbure
de molybdène Mo2C sont deux carbures fréquents

dans les aciers. L’objectif de cette thèse est d’étu-
dier les propriétés de ces deux carbures en utilisant
la modélisation et des simulations numériques. Ces
méthodes permettent d’aborder des données in-
accessibles expérimentalement. Ainsi, nous avons
étudié la diffusion du carbone dans la cémentite et
comparé nos résultats avec des données expérimen-
tales indirectes. Nous avons également quantifié les
effets des éléments d’alliage sur les propriétés de la
cémentite et du Mo2C. De plus, nous avons déve-
loppé une stratégie de modélisation afin d’étudier
la précipitation de la cémentite.
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Abstract : Low alloys steels are mainly made of
iron and carbon, with additional alloying elements
in low quantities. In these materials, secondary
phases enriched in carbon -namely carbides- can
appear. The formation of carbides can drastically
change mechanical properties of steels. It may for
example promote the appearance of cracks. In par-
ticular, the presence of carbides in ferritic steels
used in the nuclear industry can raise some safety
concerns. Cementite (Fe3C) and the Mo2C mo-
lybdenum carbide are two very common carbides
in steels. The goal of this thesis is to investigate

properties of these two carbides via modelling and
computer simulations. Various methods are use-
ful to investigate atomic-scale properties that are
difficult to access experimentally. This way, we stu-
died carbon diffusion in cementite and compared
with indirect experimental data. We also quanti-
fied effects of alloying elements on cementite and
Mo2C properties. Comparisons are made with ex-
perimental data available at this time. In addition,
we developed a modelling approach in order to in-
vestigate the precipitation of cementite.
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Resumé

La formation de carbures tels que le M3C (cémentite) ou le M2C peut affecter forte-
ment les propriétés mécaniques des aciers. Ce phénomène a un impact significatif
lorsque les aciers sont utilisés comme matériaux de structure pour diverses applica-
tions technologiques. En particulier, la présence de certains carbures dans les aciers
ferritiques utilisés pour l’industrie nucléaire (par exemple les aciers de cuves des
réacteurs à eau pressurisée 16MND5) pourrait conduire à leur fragilisation.
Les mécanismes d’agglomération et de diffusion du carbone ont un rôle essentiel
lors des processus de nucléation et de croissance des carbures dans le fer-α, ou lors
de la transition entre deux carbures de nature différente. Cependant, ces propriétés
dépendantes de l’environnement chimique local sont encore mal connues. D’autre
part, la présence d’éléments d’alliage (tels que le Mo, Cr ou Mn) dans les aciers peut
favoriser la précipitation de certains types de carbures. Jusqu’à présent, beaucoup
de choses restent encore peu ou mal connues sur les propriétés des carbures alliés.

L’objectif de cette thèse est d’aborder ces questions ouvertes, en utilisant des cal-
culs basés sur la théorie de la fonctionnelle de la densité (DFT). Ce travail s’inscrit
dans un projet multi-échelles basé sur un couplage entre théorie et expérience. Une
attention particulière est donc portée sur la comparaison avec de nouvelles données
expérimentales acquises dans le cadre de ce projet.

La première partie de la thèse est consacrée à l’étude de la diffusion du carbone dans
la cémentite Fe3C. En combinant les calculs des premiers principes avec des outils
de physique statistique, nous avons déterminé les mécanismes de diffusion du car-
bone et les coefficients de diffusion associés dans la cémentite. Nous proposons une
discussion approfondie sur les mécanismes de diffusion du carbone (C) dans la cé-
mentite. Les coefficients de diffusion prédits dans Fe3C sont en bon accord avec les
mesures expérimentales du taux de carburisation dans les aciers ferritiques. L’effet
d’un soluté de substitution (Mo, Cr ou Mn) dans la cémentite faiblement alliée sur
la diffusivité du C est également étudié.

Dans un second temps, nous avons étudié les propriétés de la cémentite alliée et
du carbure M2C. Des calculs DFT ont été utilisés pour quantifier les effets du Mo, du
Cr ou du Mn dans la cémentite et l’effet du Fe ou du Mn dans le M2C. Nous nous
sommes concentrés sur des propriétés comme le moment magnétique moyen ou le
volume de ces carbures en fonction de la teneur en soluté. A partir des résultats DFT,
nous avons également prédit la tendance à la (dé)mixion entre le soluté et les atomes
de métal « hôte » dans le M3C et le M2C. La (dé)stabilisation de ces carbures par des
éléments d’alliage a aussi été abordée. Nos résultats DFT sont confrontés avec les
expériences et les données CALPHAD disponibles. De plus, nous avons discuté de
l’effet du désordre magnétique et de l’entropie vibrationnelle sur les propriétés du
M3C et du M2C.

Enfin, nous avons mis en place une stratégie de modélisation afin d’étudier la nu-
cléation de la cémentite dans la ferrite. Nous avons d’abord identifié une structure
Fe-C ordonnée, avec une organisation atomique similaire et la même stœchiométrie
que la cémentite, mais avec des atomes de Fe résidant sur des sites de réseau cu-
bique centré. En utilisant cette α-cémentite comme représentation du carbure de
cémentite, nous avons paramétré des modèles d’interaction effective et de diffusion
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à l’aide de données DFT afin d’effectuer des simulations Monte Carlo d’équilibre
et de cinétique sur réseau pour l’étude de la précipitation de la cémentite dans le
réseau α-Fe.
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Abstract

The formation of carbides such as M3C (cementite) or M2C can drastically change
mechanical properties of steels. This phenomenon has a fundamental impact when
steels are used as structural materials for diverse technological applications. In par-
ticular, the presence of carbides in ferritic steels used in the nuclear industry (for
example 16MND5 pressurized water reactor vessels steels) may cause some safety
concerns.

Mechanisms of carbon agglomeration and diffusion play a central role in nucle-
ation and growth processes of carbides in α-Fe, or on the transition from a carbide
to another. However, these local-environment dependent properties are still poorly
known. The presence of alloying elements (such as Mo, Cr or Mn) in steels can pro-
mote the precipitation of carbides. So far, very little is known about properties of
alloyed carbides.

The objective of this thesis is to investigate some of these open questions, employing
density functional theory (DFT) based calculations. This work is part of a multi-
scale and coupled experimental-theoretical project. A particular attention is there-
fore paid to a comparison with the new experimental data acquired in this frame.

The first part of the thesis is dedicated to the study of carbon diffusion in Fe3C ce-
mentite. Combining first principles calculations with statistical physics tools, we
determined carbon diffusion mechanisms and the resulting diffusion coefficients in
cementite. We provide an in-depth discussion regarding the mechanisms for carbon
(C) diffusion in cementite. The predicted diffusion coefficients in Fe3C are in good
agreement with experimental measurements of carburization rate in ferritic steels.
The effect of a substitutional solute element (Mo, Cr or Mn) in weakly-alloyed ce-
mentite on C diffusivity was also investigated.

Then, we studied the properties of alloyed cementite and the M2C carbide. We used
DFT calculations to quantify the effects of Mo, Cr or Mn alloying in cementite and
the effect of Fe or Mn alloying in M2C . We focused on properties such as the average
magnetic moment or the volume of these carbides as functions of the solute content.
Based on the DFT results, we also predicted the (un)mixing tendency between the
solute and the host metal-atoms in M3C and M2C , as well as the (de)stabilization
of these carbides upon alloying. A link is made between our DFT results and ex-
periments and available CALPHAD data. In addition, we discussed the effect of
magnetic disorder and vibrational entropy on the M3C and M2C properties.

Finally, we implemented a modelling approach in order to investigate the nucleation
of cementite in ferrite. We first identified an ordered Fe-C structure, with similar
atomic organization and the same stoichiometry as the cementite, but with Fe atoms
residing on bcc-lattice sites. Employing this α-cementite as a representation of the
cementite carbide, we parameterized effective-interaction and diffusion models us-
ing DFT data in order to perform equilibrium and kinetic on-lattice Monte Carlo
simulations for the study of cementite precipitation in the α-Fe lattice.





vii

Acknowledgements
First of all, I would like to thank the reviewers of this thesis, Charlotte Becquart and
Philippe Maugis, for their time spend reading my work and for their insightful com-
ments. I would also like to express my gratitude to Aurélie Gentils and Jan Wróbel
for being part of my jury. I really appreciated our discussion.

I am extremely gratefully to my supervisor, Chu-Chun Fu, who introduced me to
a whole new field of research when I knew almost nothing about carbides and DFT
calculations. Thank you for all your time, all your advises and your patience. You
always encouraged me to search further, dig deeper into my results, and I will really
miss our discussions.

I would also like to express my deepest thanks to my thesis director and head of
SRMP, Jean-Luc Béchade. Thank you for your support, for your very clear expla-
nations regarding experimental procedures and for your time spent reviewing this
manuscript. (And thank you for always encouraging me to run to relieve some
stress.)

I am also very grateful to Thomas Schuler and Frédéric Soisson for their expertise
and advises which contributed a lot to this work. Both of you, thank you for all the
time you spent answering my many, many questions.

This thesis is part of a multi-scale and coupled project between applied metallurgy
and fundamental researches. I therefore would like to acknowledge the work of the
experimental team involved in this joint project. In particular, thank you to Anna
Benarosch and Caroline Toffolon for all the stimulating discussions. Thank you also
to Estelle Meslin, Bernard Marini and Ivan Guillot.

Thank you to everyone within the SRMP for their kindness and for all the good
moments. I really enjoyed our meals together and the occasional discussions in the
‘salle café’. Especially, thank you to Marie for our regular running outings and to
Clovis for keeping me company when I was working late. Thank you to Fabrice
-Kangming- for his help and our very interesting talks. I am also thankful to Elric
and Anton, the first PhD students that I met at the SRMP, and who taught me a lot
of things during my first weeks here.

Lastly, my deepest thanks goes to my family and especially my parents for their un-
conditional support. Shout out to my sister Lénora who proofread this manuscript
while preparing her ’baccalauréat’. Maybe I’ll do the same for you one day ?





ix

Contents

Introduction 1

1 Methods 5
1.1 Density Functional Theory calculations . . . . . . . . . . . . . . . . . . 5

1.1.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Calculation details . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.3 Kinetic cluster expansion (KineCluE) . . . . . . . . . . . . . . . 10

1.2 Monte-Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Metropolis Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.3 Residence Time Algorithm . . . . . . . . . . . . . . . . . . . . . 14

1.3 CALPHAD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Fe3C cementite: point defects and diffusion. 17
2.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Stoichiometric Fe3C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Point defects in Fe3C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Vacancies in Fe3C . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 C interstitials in Fe3C . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.3 C Frenkel pairs in cementite . . . . . . . . . . . . . . . . . . . . . 24

2.4 C diffusion in Fe3C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 C diffusion mechanisms and associated energy barriers . . . . . 25
2.4.2 Determination of C diffusion coefficients . . . . . . . . . . . . . 26

2.5 Effect of an alloying element on C interstitial diffusion in cementite . . 31
2.5.1 Interaction between an alloying element (Mo,Cr,Mn) and a C

interstitial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.2 C migration barrier in the vicinity of an alloying element . . . . 37
2.5.3 Effects of the substitutional solutes on C diffusion in cementite 39

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3 Alloyed M3C and M2C carbides: structural, energetic, electronic and mag-
netic properties 43
3.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Interaction between Mo, Cr or Mn solutes in ferrite . . . . . . . . . . . 44
3.3 Structural, magnetic and energetic properties of Mo, Cr or Mn alloyed

cementite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1 Magnetism of Mo, Cr or Mn alloyed cementite . . . . . . . . . . 46
3.3.2 Volume of Mo, Cr or Mn alloyed cementite . . . . . . . . . . . . 51
3.3.3 Binding enthalpies between Mo, Cr or Mn atoms in cementite . 53
3.3.4 Mixing enthalpy of Mo, Cr or Mn alloyed cementite . . . . . . . 54
3.3.5 Enthalpy of substitution of Mo or Mn in Fe3C . . . . . . . . . . 57

3.4 Structural, magnetic and energetic properties of Fe or Mn alloyed M2C 58
3.4.1 Stoichiometric Mo2C . . . . . . . . . . . . . . . . . . . . . . . . . 58



x

3.4.2 Magnetism of Fe or Mn alloyed Mo2C . . . . . . . . . . . . . . . 61
3.4.3 Volume change in Fe or Mn alloyed Mo2C . . . . . . . . . . . . 61
3.4.4 Binding enthalpy between Fe or Mn solutes in Mo2C . . . . . . 62
3.4.5 Mixing enthalpy of Fe or Mn alloyed M2C . . . . . . . . . . . . 63
3.4.6 Enthalpy of substitution of Fe or Mn in Mo2C . . . . . . . . . . 65

3.5 Partitioning of Fe, Mo and Mn between M3C and M2C . . . . . . . . . 65
3.6 Magnetic disorder and vibrational entropy at finite temperatures . . . 66
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 Modelling approach for the nucleation of cementite 71
4.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 An ordered Fe-C structure for the representation of cementite in a bcc

lattice: α-cementite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 Effective interaction model (EIM) for carbon interactions and precipi-

tation in ferrite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.2 Parameterization of the EIM from DFT data . . . . . . . . . . . 77
4.3.3 Equilibrium properties . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3.3.1 Characterization of the precipitates . . . . . . . . . . . 80
4.3.3.2 Interface energy . . . . . . . . . . . . . . . . . . . . . . 81
4.3.3.3 Solubility limit of C in the matrix in equilibrium with

α-cementite . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Kinetics of α-cementite nucleation . . . . . . . . . . . . . . . . . . . . . 83

4.4.1 C diffusion model in ferrite . . . . . . . . . . . . . . . . . . . . . 83
4.4.2 Kinetic Monte-Carlo simulations . . . . . . . . . . . . . . . . . . 86

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Conclusions and perspectives 89

Synthèse en français 93

Bibliography 99



xi

List of Abbreviations

AF AntiFerromagnetic
BCC Body-Centered Cubic
CALPHAD CALculation of PHAse Diagramms
CASTEP CAmbridge Serial Total Energy Package
CEA Commissariat à l’Énergie Atomique et aux Énergies Alternatives
CPU Central Processing Unit
DACAPO DFT software
DFT Density Functionnal Teory
ECEC Étude Amont sur la Cinétique d’Évolution des Carbures
EDS Energy Dispersive X-ray Spectroscopy
EIM Effective Interaction Model
FM FerroMagnetic
GGA Generalized Gradient Approximation
GPAW DFT software
HCP Hexagonal-Closed Packed
KineCluE Kinetic Cluster Epansion
KMC Kinetic Monte Carlo
LDA Local Density Approximation
MC Monte-Carlo
MD Molecular Dynamic
MEP Minimum Energy Path
MIS Metastable Intermediate Structure
NCPP Norm Conserving Pseudo -Potential
NEB Nudget Elastic Band
NM Non-Magnetic
inn Nearest Neighbor (-ith)
Octa Octahedral
OR Orientation Relationship
OS Ordered Structure
PAW Projected Augmented Wave
PBE Perdew-Burke-Eruzerhof
Pct constant Pressure
PHONOPY open source package for phonon calculations at harmonic and quasi-harmonic levels
PWR Pressurized Water Reactor
QE Quantum Espresso
RSPt Relativistic Spin Polarized toolkit
RTA Residence Time Algorithm
SCMF Self-Consistent Mean-Field
SIESTA Spanish Initiative for Electronic Simulations with Thousands of Atoms
SQS Special Quasi-random Structure
T1, T2, T3 non-equivalent Tetrahedral sites
TCFE TCS Steel and Fe-alloys Database
TEM Transmission Electron Microscopy



xii

USPP Ultra-Soft Pseudo-Potential
VASP Vienna Ab-Initio Simulation Package
Vct constant Volume
wrt with respect to



xiii

To my parents.





1

Introduction

Among materials, steels are iron-carbon based alloys that display useful properties
and admit a wide range of applications. The addition of distinct alloying elements
can significantly modify the properties of steels. Thus, the composition of a given
steel is directly related to its intended use. In the nuclear industry, 16MND5 to
20MND5 steels are used for large components of the primary circuit of Pressurized
Water Reactors (PWR), such as the reactor vessel, the pressurizer, or the steam gen-
erator. A schematic view of the PWR vessel is given Fig. 1. For safety and efficiency
reasons, these materials should present appropriate mechanical properties and be
sufficiently resistant to thermal aging and neutron irradiation. Also, each compo-
nent must be as homogeneous as possible.

16MND5 steel is found in the vessel of PWRs. Its composition is given in Table. 1.
Sulphur (S) and Phosphorus (P) are impurities. Low S and P concentrations steels
show a better resistance to ductile fracture. In addition, low P concentrations in-
creases the toughness in areas with large grain sizes. To prevent ductile tearing, the
concentration of these impurities must be reduced to a minimum. The addition of
Chromium (Cr), Manganese (Mn), Molybdenum (Mo), Nickel (Ni), Tungsten (W),
Vanadium (V) and Titanium (Ti) hardens the ferritic phase [75]. Elements such as
Mn, Si or Al can form oxides and neutralize oxygen. Mn also forms manganese sul-
phide (MnS) that acts as nucleation site for ductile fracture [21], effectively reducing
the ductility. Cr is used to prevent corrosion, while Ni hardens steel and makes it re-
sistant to failure [24]. The strong attraction between Mo and P can be used to control
embrittlement caused by P segregation at the grain boundary. More importantly,
carbon concentration strongly affects steels toughness. Increasing C concentration
reduces steels toughness and leads to a higher ductile-brittle transition tempera-
tures [158]. It also increases steels hardness and tensile strength. As a result, carbon
concentrations above the required value (0.22 wt‰) can cause issues.

TABLE 1: Composition of 16MND5 steel (values in wt‰).[201]

C (max) S (max) P (max) Mn Si Ni
0.22 0.008 or 0.012 0.008 or 0.020 1.15 to 1.60 0.15 to 0.30 0.5 to 0.85

Cr (max) Mo V (max) Al (max) Co (max) Cu (max)
0.25 0.43 to 0.60 0.01 0.04 0.03 0.08 to 0.20

The 16MND5 steel has a bainitic structure. Bainite is an out of equilibrium state
and a mixture of ferrite -a phase with a body-centered cubic (bcc) crystal structure-
and cementite carbide (Fe3C). In the presence of alloying elements, other carbides
can also form in bainite. During the manufacturing process, this steel undergoes
several heat treatments. It is first heated at 875°C to obtain austenite -a phase with
a face-centered cubic (fcc) crystal structure- and quenched in water in controlled
conditions. This process induces the formation of bainite. In order to get rid of
any remaining austenite and prevent the occurrence of internal stresses, the bainite
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FIGURE 1: Schematic view of a PWR vessel.

is then tempered between 650°C and 700°C (depending on the grade) and cooled
slowly. However, the thickness of the vessel parts (up to approximately 20 cm) may
generate temperature gradient upon cooling, therefore producing an heterogeneous
material. For example, it can lead to the emergence of C-rich phases and thus pro-
mote the formation of carbide phases.

The tempering can affect carbides already present in the bainite, or facilitate the pre-
cipitation of new carbides. This step plays a crucial role on the mechanical properties
because it modifies significantly the steel microstructure. Bainitic 16MND5 structure
have been studied after tempering by means of optical microscopy and extractive
replica [73]. According to this study, cementite is located between ferrite laths, either
as elongated particles or in a spherical form. Needle-shaped, M2C molybdenum-
rich carbides are also present within the laths. Cementite carbide (M3C) admit an
orthorhombic structure [44]. Cementite metallic contents is mainly iron, but alloy-
ing elements such as Mn, Mo or Cr can also be found [124, 182]. Depending on the
temperature and the time of the tempering, cementite carbides can be elongated or
spherical. M2C carbides admit an orthorhombic [31, 73, 155] or a hexagonal structure
[22, 115]. Their Mo concentration is very high, they are therefore often called Mo2C.
Other carbides could appear in steels with Mo, Mn or Cr and are worth mentioning.
Face-centered cubic M6C carbide [6, 99] is also rich in Mo, and might also contain
some Fe or Cr. In the presence of Mo, its composition varies between Fe4Mo2C and
Fe3Mo3C [99]. This carbide is either lenticular or globular shaped. M7C3 carbides
are orthorhombic [25, 85] and can precipitate with Cr, Mn and Fe [131]. M23C6 of-
ten contains only Cr (Cr23C6), only Mn (Mn23C6) but also Cr and Mn ((Mn,Cr)23C6).
It can also be made of Fe and a small quantity of Mo (Fe21Mo2C6)[53, 185]. How-
ever, this M23C6 carbide preferentially precipitates for C concentration higher than
the 16MND5 one. For long tempering times, hexagonal MoC carbides [151] can
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also precipitate, as well as MaCb carbide [152]. MaCb, also called ξ-carbide or Kuo
carbide, can be alloyed with Mo and form (Fe,Mo)3C with an orthorhombic [40] or
monoclinic [200] crystal structure. Please note that this carbide is different from ce-
mentite (they have very different lattice parameters). The precipitation of carbon
into carbides during the tempering modifies the mechanical properties of the steel.
For example, small intra-granular carbides such as M2C harden steel. On the other
hand, big carbides located at grain boundaries are possible starting points for the
brittle and ductile fracture.

16MND5 steels are used for the vessel of Flamanville 3, the third-generation PWR of
Flamanville power plant located in Normandy (France). However, required tough-
ness was not achieved for the closure head. According to FRAMATOME (formerly
known as Areva), the company in charge of the PWR construction, this difference
is due to the presence of areas with local carbon enrichment. In these segregated
areas, the carbon concentration can reach up to 0.28 wt% [197, 199] and increases by
approximately 50% with respect to the carbon content. This is not an isolated occur-
rence: recent studies also reported a higher carbon concentration than the required
values in the bottom of steam generators made of 18MND5 steel [198]. As a result, a
series of appraisals on sacrificial parts was launched. Meanwhile, little is known on
segregation, in particular regarding the kinetics of carbides precipitation, carbides
properties, nucleation mechanisms of carbides, etc. ... This is why the Commissariat
à l’Énergie Atomique et aux Énergies Alternatives (CEA) started a research program
to investigate the kinetics of carbides evolution and its impact on the mechanical
properties of bainitic steel. This program is divided into two main axis: (i) a study
in the manufacturing conditions (especially during tempering) and (ii) a study in
operating conditions (in particular under irradiation).

This thesis is part of a multi-scale and coupled project between applied metallurgy
and fundamental researches called ECEC (Étude amont sur la Cinétique d’Évolution
des Carbures). ECEC project falls within the first axis of CEA research program in-
troduced in the previous paragraph. Its goal is to better understand the link between
the steel microstructure and its mechanical properties, starting with simplified sys-
tems (model steels). To that end, two thesis were initiated in 2018. The first one,
conducted by Anna Benarosch, is based on an experimental approach, coupled with
semi-empirical modeling (CALPHAD calculation) in order to build a thermokinetic
model for the evolution of carbide precipitation in bainitic steels. This study was
carried out on simplified model steels such as ternary Fe-C-Mo alloys or quater-
nary Fe-Mo-Mn-C alloys. Nonetheless, a lot of fundamental data are difficult or
downright impossible to access experimentally. In particular, the volume fraction of
carbides is small and difficult to isolate from the surrounding matrix. In addition,
it is extremely challenging to observe directly atomic-scale phenomena such as dif-
fusion, nucleation or property changes induced upon alloying in carbides phases.
Computational modelling tools can be used to investigate such properties. For ex-
ample, the structural, magnetic, electronic and elastic properties of cementite [13, 28,
35, 43, 60, 62, 79, 80, 117, 133] , as well as Mo2C [59, 71, 84, 110, 148, 161, 204, 209]
(to cite a few works) have been extensively studied using density functional theory
(DFT). However, many properties of these carbides are still unknown. In particular,
mechanisms of carbon agglomeration and diffusion play a central role in nucleation
and growth processes of carbides in α-Fe, or on the transition from a carbide to an-
other. These local-environment dependent properties are still poorly known. Also,
the presence of alloying elements (such as Mo, Cr or Mn) in steels can promote the
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precipitation of carbides. So far, very little is known about properties of alloyed car-
bides. Therefore, the goal of this thesis is to investigate these open questions. To this
end, we mainly employed DFT calculations coupled with statistical modelling. The
modelling methods used during this thesis are presented in Chapter 1. This thesis
work can be separated into three different subtopics. A detailed state of the art is
given at the beginning of Chapter 2, Chapter 3 and Chapter 4.

In Chapter 2, we studied various point defects in Fe3C cementite. Based on this
knowledge, we investigated C migration mechanisms and determined C diffusion
coefficients in Fe3C and weakly-alloyed (Fe1-xMx)3C (with M = Mo, Mn and Cr
which are common alloying elements in ferritic steels). The predicted coefficients
are compared with experimental data obtained indirectly through carburization ex-
periments. In the weakly-alloyed cementites, we discuss the effect of a substitutional
solute on C diffusion.

The goal of Chapter 3, is to investigate in detail several properties of alloyed ce-
mentite (Fe1-xMx)3C and (Mo1-xMx)2C with a wide range of alloying concentrations.
We mostly focus on the effect of Mo and Mn alloying in cementite, as well as Fe and
Mn alloying in (Mo1-xMx)2C because Mo and Mn are common alloying elements in
ferritic steels. The enthalpy of substitution is used to predict the partitioning be-
havior of Mo, Mn and Fe between cementite, Mo2C and ferrite. The effect of the
vibrational entropy and the magnetic disorder at finite temperature is discussed. In
this chapter, special attention is given to the comparison between DFT predictions
and experimental data (from literature and obtained during Anna Benarosch’s the-
sis).

In the last chapter (Chapter 4), we implemented a modelling approach in order to
investigate the nucleation of cementite in ferrite. We first identified an ordered Fe-C
structure, with similar atomic organization and the same stoichiometry as cemen-
tite, but with Fe atoms located on bcc-lattice sites. Employing this α-cementite as a
representation of the cementite carbide, we parameterized effective-interaction and
diffusion models using DFT data in order to perform equilibrium and kinetic on-
lattice Monte Carlo simulations for the study of cementite precipitation in the α-Fe
lattice.

In this introduction, we advertise the critical role of carbides in steels with a very
specific case related to the nuclear industry. While this specific case is the motivation
behind this thesis, carbides can also be found in a wide range of steels. For example,
cementite is ubiquitous in low, medium and even high carbon steels. It can be found
in carbon steels but also (white) cast iron or pearlitic steel wires. More surprisingly,
cementite appears in meteorites that have cooled at a few degree per million year, or
deep into the Earth core. A few studies also indicate that nanoparticules of cementite
may be useful for the site-specific delivery of healing drugs. As for Mo2C carbides,
they display interesting catalytic properties. In particular, orthorhombic Mo2C is a
possible substitute for commercial Cu-based catalysts.
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Chapter 1

Methods

In this chapter, we introduce the main tools used within this thesis. In particu-
lar, the fundamentals of Density Functional Theory calculations and Monte Carlo
simulations are summarized. We also describe some specific methods and compu-
tational details. Finally, we give the expression of various physical quantities that
will be used in the following chapters.

The goal of material modelling is to understand and predict with accuracy the key-
properties of materials, using physical models and computational tools. It includes
a wide range of techniques and applications, from atomistic simulations to finite ele-
ments methods. Since each method is usually limited to a given size and time scale,
it can be of interest to combine complementary approaches in a multi-scale study.

During this thesis, density functional theory calculations were performed in order to
quantify the energetic, electronic and magnetic properties of various systems. Some
of the obtained data were combined with statistical tools in order to predict dif-
fusion coefficients, while others were used to parameterize an effective interaction
model in order to study the nucleation of cementite using Monte Carlo simulations.
Our results are compared with experimental data, as well as CALPHAD data (if
available). As explained in the introduction, particular attention is given to the com-
parison with Anna Benarosch experimental data (private communication within the
ECEC project). The purpose of this chapter is to introduce the methods and technical
features applied within this thesis.

1.1 Density Functional Theory calculations

1.1.1 Principle

In order to understand the properties of materials at the atomic scale, the first step
is to acknowledge that they may be seen as a complex arrangement of electrons and
nuclei. In 1926, Schrödinger discovered that in order to understand the behavior of
a quantum particle, one needs to determine the corresponding wavefunction ψ(r)
for every point r in space, by solving the Schrödinger equation. For the case of
stationary electronic states of a system, the Schrödinger equation is reduced to its
time-independent form:

Ĥψ = Eψ, (1.1)
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with Ĥ the Hamiltonian operator and E the energy eigenvalue of the stationary state
described by ψ. In the case of a set of atoms -i.e. many electrons and nuclei together-,
we must introduce the many-body wavefunction Ψ depending on the positions of
each electron and nucleus of the system. In the case of a system with N electrons
with coordinates r1, r2, ..., rN and M nuclei of coordinates R1, R2, ..., RM, we have:

Ψ = Ψ(r1, r2, ..., rN ; R1, R2, ..., RM) (1.2)

Replacing ψ by Ψ in Eq. 1.1 , we obtain the many-body Schrödinger equation:

ĤΨ = EΨ, (1.3)

The many-body Hamiltonian can be decomposed into the kinetic and potential en-
ergies contributions:

Ĥ = T̂e + T̂n + V̂ee + V̂nn + V̂en, (1.4)

with T̂e and T̂n the kinetic energy of the electrons and nuclei, and with V̂ee, V̂nn and
V̂en the electron-electron, nuclei-nuclei and electron-nuclei Coulomb interaction po-
tential, respectively. In order to calculate the equilibrium properties of materials, we
must solve this many-body Schrödinger equation and determine the eigenstate with
the lowest energy -the ground state - of the system. However, with the exception of
very simple systems, the resolution of this equation remains extremely challenging.

In order to solve this issue, many approximations have been introduced. Firstly, nu-
clei are far heavier and slower than the electrons. While in gases, liquids or plasma,
the nuclei may travel long distances, in the case of solids, the nuclei remains at or
near fixed positions. The Born Oppenheimer -or clamped nuclei- approximation con-
sists in considering the nuclei as immobile (clamped). This approximation is par-
ticularly relevant in the case of metallic crystals where the nuclei positions can be
provided through X-ray crystallography. This approximation implies that we can
neglect the kinetic energy of the nuclei T̂n, and that the repulsion between nuclei
V̂nn is a constant in Eq. 1.4. However, even within this approximation, a N-electrons
system is still too complicated to solve.

In 1964, Hohenberg and Kohn [69] established the basics of Density Functional The-
ory (DFT) by reformulating the N-body problem in terms of the electronic density.
The Hohenberg and Kohn theorems state that:
(i) the ground state energy of a many electron system is a unique functional of the
electron density n(r):

E = F[n] (1.5)

(ii) the ground state energy can be obtained variationally: the electron density that
minimises the total energy is the ground state electron density. However, these the-
orems do not give any indication on how to built such functional.
In 1965, Kohn and Sham [94] proposed an expression for the total energy of the sys-
tem by breaking down the unknown Hohenberg and Kohn functional into the sum
of known energy contributions of the independent electrons (including the external
potential, the kinetic energy and the Hartree energy), and an unknown contribu-
tion called the exchange correlation energy Exc containing everything left out. The
Kohn-Sham energy EKS is thus written:
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EKS[n] =
∫

drn(r)Vn(r) + T[n] + EH [n] + Enn︸ ︷︷ ︸
known contributions

+Exc[n], (1.6)

with Vn the Coulomb potential of the nuclei or any external source experienced by
the electrons, T the kinetic energy of the independent electrons and Enn the constant
nuclei-nuclei Coulomb interaction energy. The Hartree energy EH arises from the
Coulomb repulsion between independent electrons using classical electrostatics:

EH [n] =
1
2

∫
d3rd3r′

n(r)n(r′)
|r− r′| . (1.7)

DFT allows us to calculate the Kohn-Sham energy using a self-consistency scheme.
For a given system of atoms, we propose and initial electron density n(r). A simple
choice for the initial electron density is often the linear combination of the densities
of the corresponding isolated atoms, but arranged into the atomic positions of our
system. The Kohn-Sham equation is solved in order to obtain the associated set of
wavefunctions. The obtained wavefunctions are then used to update the electron
density. The process is repeated until we achieve the self-consistency, i.e. until the
new density matches the previous one within an accepted convergence.

As the exchange and correlation functional Exc[n] remains unknown, we must rely
on approximate functionals. The simplest and widely used functional is the Local
Density Approximation (LDA). LDA is based on an homogeneous electron gas model
[36], and only depends on the value of the electron density for each point in space:

ELDA
xc [n] =

∫
n(r)εxc[n]dr, (1.8)

with εxc the exchange correlation energy per particle of a homogeneous electron gas
of charge density n. However, DFT calculation using LDA do not predict the fer-
romagnetic ground state of pure body-centered cubic (bcc) iron as observed experi-
mentally [207, 221]. Therefore, LDA cannot be trusted for the study of iron-based
alloys. Another widely-used functional is the Generalized Gradient Approximation
(GGA). GGA takes into account the heterogeneity -the variation of the local elec-
tron density- of the electron gas. The exchange correlation energy depends on the
local electronic density, but also on the gradient of this density:

EGGA
xc [n] =

∫
n(r)εxc[n,∇n]dr, (1.9)

The GGA exchange correlation functional is much more robust for the study of iron
based alloys [57]. In particular, GGA correctly predicts the ferromagnetic ground
state of bcc iron [221].

All-electrons DFT methods treat core and valence electrons on an equal footing.
But in practice, the effect of core electrons on the chemical bounds is usually neg-
ligible, while all-electrons wavefunctions exhibit rapid oscillations in the core re-
gion, which increases drastically the computational cost. The pseudo-potential ap-
proximation aims to reduce this cost by replacing the core electrons and the corre-
sponding Coulomb potential by a pseudo-potential that acts on a set of pseudo wave-
functions. An important point regarding pseudo-potentials is the degree of hardness.
A pseudo-potential is considered ’soft’ when it requires a small number of Fourier
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components for its accurate representation and ’hard’ otherwise. Among all the ex-
isting pseudo-potentials, the most commonly used are the norm-conserving pseudo-
potentials (NCPP), ultra-soft pseudo-potentials (USPP) and the projector augmented
wave method (PAW). In the case of NCPP and USPP pseudo-potentials, core electrons
are represented by smoother potentials and wavefunctions while beyond a given
cut-off radius pseudo wavefunctions are identical to all-electrons wavefunctions.
The PAW approach is a bit different: below the cut-off radius, the wavefunction
is defined as a linear transformation of the all-electrons wavefunction in the frozen
core approximation. The PAW method is more robust then the NCPP or USPP while
staying more efficient than all-electrons potentials in terms of computational cost.

Finally, in order to calculate the Kohn-Sham energy, wavefunctions are represented
as a linear combinations of a basis functions. Usually, we either use localized basis
functions (for example Gaussian or pseudo-atomic orbitals) as in the SIESTA (Span-
ish Initiative for Electronic Simulations with Thousands of Atoms) code, or plane-
waves basis functions as in the VASP (Vienna ab-initio simulation package) code. In
this study, we use the latter.

DFT allows to determine the electronic, energetic and magnetic ground-state prop-
erties of a given atomic configuration. The associated forces and stresses can also be
obtained (using the Hellmann-Feynman theorem). They can be for example relaxed
in order to find equilibrium configurations.

1.1.2 Calculation details

In this work, we performed DFT calculations with the Projected Augmented Wave
(PAW) method [23, 98] as implemented in the VASP code [96–98]. 3d and 4s elec-
trons are considered as valence electrons for Fe, Cr and Mn atoms, and 4d and 5s
electrons for Mo, while 2s and 2p states are considered for C. We employed the Gen-
eralized Gradient Approximation (GGA) with the Perdew-Burke-Eruzerhof (PBE)
scheme [145]. As explained in Sec. 1.1.1, DFT calculation using LDA do not predict
the ferromagnetic ground state of pure body-centered cubic (bcc) iron. Lv et al. [117]
compared Fe3C lattice constants predicted by GGA and LDA and showed that the
GGA lattice constants matched fairly well the experimental results, but that the error
on LDA ones is more important. Therefore, LDA cannot be trusted for the study of
cementite. All the calculations were spin polarized within the collinear approxima-
tion. The plane-wave basis cut-off was set to 500 eV. The convergence cut-off for the
electronic self-consistency loop was set to ∆E = 10−6 eV.

Except when otherwise mentioned, all the results presented below are obtained
using supercells. In the case of cementite and α-cementite (see Chap. 4), we used
a 2 × 2 × 2 supercell and a 5 × 4 × 5 k-point grid, following the Monkhorst-Pack
scheme [130]. Mo2C carbide admits hexagonal, orthorhombic or cubic structures
[32, 143, 214]. As a first step, we chose to focus on orthorhombic Mo2C since it was
found to be energetically most favorable by previous ab-initio studies [1, 110, 161].
For orthorhombic Mo2C, we used a 2× 2× 2 supercell and a 5× 5× 5 k-point grid.
Calculations for pure bcc Fe were performed in a 4× 4× 4 supercell, while the size
of the supercell used for the calculations of bcc Fe with various local C concentra-
tions is sometimes 3× 3× 3, but mostly 4× 4× 4. The associated k-point grid are
equivalent to a 16× 16× 16 k-point grid for the bcc unit cell. Atomic positions, cell
shape and size were fully relaxed to ensure a maximum residual force of 0.02 eV/Å
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and a maximum residual stress of 3 kbar.

In order to estimate formation free energies, we also determined vibrational en-
tropies in cementite, α-cementite and Mo2C. Vibrational properties can be obtain via
DFT calculations using the frozen phonons method. Phonons are quantized modes
of vibration of oscillating atoms in a lattice (e.g. a crystal). The frozen phonons
method consists in slightly displacing one atom in a given supercell, and calculat-
ing the forces induced by this displacement, using the Hellmann-Feynman theorem.
This procedure performed on all the atoms, in the three spatial directions, allows us
to build the force constants matrix and the dynamical matrix, which lead to the vi-
bration modes of the system. Considering phonon modes as independent harmonic
oscillators, the vibrational entropy can be obtained from:

Svib = kB

3N

∑
1

{
βεi

eβεi − 1
− ln(1− e−βεi)

}
, (1.10)

with kB the Boltzmann constant, β = (kBT)−1 (T the temperature) and εi = h̄ωi (h̄
the reduced Plank constant, ωi the phonon frequency).

Vibrational entropies were obtained within the harmonic approximation from the
frozen phonon calculations using VASP and PHONOPY [189]. Before the phonon
calculations, all the supercells were first fully relaxed with a maximum residual force
of 0.001 eV/Å and a maximum residual stress of 1 kbar. Using the symmetries of the
system, we can drastically reduce the required number of displacements. In the case
of pure bcc iron, or bcc iron with an isolated C interstitial, we used a 4× 4× 4 super-
cell. However, compared to common crystal structures such as bcc or fcc, carbides
admit less symmetries. Therefore, in order to reduce the computational cost, we only
used a 2× 1× 2 supercell for cementite and α-cementite, while we kept the 2× 2× 2
supercell for Mo2C.

The Curie temperatures of carbides are generally much lower than in bcc Fe. The
estimation of certain properties were calculated in paramagnetic cementite by using
a random distribution of collinear spins.

Lastly, we studied carbon diffusion properties in cementite and alloyed cementite
(see Chap. 2), but also in α-Fe and α-cementite with various C local concentrations
(Chap. 4). To that end, we calculated the energy barriers between given initial and
final configurations using the Nudged Elastic Band (NEB) method [82], as imple-
mented in the VASP code. With this method, an approximation of the reaction path
is built: a set of intermediate configurations (or ’images’) is created (often by per-
forming a linear interpolation between the initial and final configurations). The im-
ages are bonded together by spring constants so that they are constrained and do
not end in the closest stable state, while the atomic forces (relaxed in the hyperplane
orthogonal to the reaction path), as well as tangential forces between the images are
minimized. This way, the NEB method allows us to find the minimum energy path
(MEP) taken by the jumping atom(s). In our NEB calculations, we use at least three
images between two given energy minima. These NEB calculations were performed
at constant volume, adopting the lattice vectors of the fully relaxed cementite, α-
cementite with a given carbon stoichiometry or bcc Fe with a C interstitial supercell.
At this point, there is not guarantee that we sampled the saddle-point configura-
tion (especially if we used few images). This is why we systematically used the
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so-called climbing NEB method [61] to refine our NEB calculations. In the climbing
NEB method, the image with the highest energy is freed from its spring constant and
moved along the reaction path to further maximized its energy.

In Chap. 2, we investigated thoroughly the diffusion coefficient of carbon in ce-
mentite and alloyed cementite. In solids, the diffusion coefficient usually follows
an Arrhenius law:

D = D0 exp
(
−Q
kBT

)
, (1.11)

with Q the activation energy, T the temperature and kB the Boltzmann constant. For
all the C jumps, the diffusion coefficient pre-factor D0 was approximated by that of
an octahedral C migration in bcc-Fe, the saddle-point configuration being the C at a
tetrahedral site. D0 can be expressed as:

D0 =
na2

6
ν0 f , (1.12)

with a the jump length, n a geometrical factor for the number of equivalent jump
paths and f the correlation factor. Since carbon diffusion in bcc Fe is random, we
have n = 4 and f = 1. The energy barriers appearing in the expression of D, as
well as the attempt frequency ν0 are calculated with DFT. In the framework of the
Vineyard transition-state theory [203], the attempt frequency (ν0), is given by:

ν0 =
Π3N−3

1 νi

Π3N−4
1 ν∗i

, (1.13)

with νi the i-th vibration mode of the initial configuration (C in an octahedral site)
and ν∗i the i-th vibration mode in the saddle-point configuration (C in a tetrahedral
site). For both configurations, the three vibration modes associated with the trans-
lation of the system are not considered (they are almost equal to zero because of
the invariance with respect to translation). The imaginary mode (negative ν∗i ) of the
saddle point is also excluded.

1.1.3 Kinetic cluster expansion (KineCluE)

We want to estimate the diffusivity of carbon in cementite. DFT calculations provide
valuable information about migration paths and formation energies. However, in
most cases, this data alone is not sufficient to evaluate mass-transport properties at
the macroscopic scale, because the average mobility of a species is the result of all
possible kinetic trajectories with their respective statistical weight.

In out-of-equilibrium systems near equilibrium, the flux ~Jα of a species α under a
chemical potential gradient ~∇µβ of species β is given by the Onsager equation [138]:

~Jα = −∑
β

Lαβ
~∇

µβ

kBT
, (1.14)

where Lαβ are the Onsager coefficients, also called transport coefficients. These
macroscopic coefficients are equilibrium properties depending on the temperature
and local composition. Transport coefficients are independent of the driving forces.
The relation between transport coefficients and the displacements of atoms under a
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potential gradient is given by the Allnatt formula [8]:

Lαβ = lim
τ→∞

〈∆~Rα(τ)∆~Rβ(τ)〉
6τNsVat

, (1.15)

with Ns the number of sites, Vat the atomic volume and ∆~Rα(τ) the total displace-
ment of α atoms during time-step τ. The total displacement is the sum of the dis-
placements of the Nα atoms belonging to the species α: ∆~Rα(τ) = ∑Nα

k=1~rk(τ),~rk(τ)
being the displacement of atom k during time-step τ. The brackets denote an equilib-
rium average over an ensemble of realizations. Using the Allnatt formula is the stan-
dard way to measure transport coefficients in atomistic simulations such as molecu-
lar dynamics or atomic kinetic Monte Carlo (KMC). Lαα represents the average mo-
bility of a group of particles belonging to the same atomic species (it can be seen as
the mobility of the center of gravity of this group). They are related to the atomic
jump frequencies and the kinetic correlations arising from the integration of all pos-
sible trajectories. For a dilute solid solution, i.e. when atoms of species α can be
considered non-interacting, the diffusion coefficient of the α species is written:

Dα =
Lαα

Cα
, (1.16)

where Cα is the nominal concentration in α atoms.

In the dilute approximation, the system can be divided into clusters. Clusters are
well-separated sub-spaces of the configuration space defined by an interaction range
called the kinetic range. Trajectories involving configurations where the cluster is
considered dissociated with respect to this cut-off distance are not considered (they
are associated with a zero probability). The kinetic range is necessarily higher than
the cut-off distance for the thermodynamic interactions. In this framework, it is as-
sumed that each cluster reaches its equilibrium state before merging with another
cluster or dissociating into separate sub-clusters. Consequently, the total transport
coefficients of a system can be expressed as the sum of each cluster transport coeffi-
cients:

Lαβ = ∑
c
[c]Leq

αβ(c), (1.17)

with Leq
αβ(c) the transport coefficient of cluster c and [c] the site concentration of clus-

ter c. The expression of a system kinetic properties (such as the transport coeffi-
cients) as a weighted sum of cluster contributions is called the kinetic cluster expan-
sion method [168].

During this thesis, we used the kinetic cluster expansion method to investigate the
diffusivity of carbon in cementite. The integration of all possible trajectories for a
carbon atom is performed using the open-source code KineCluE (Kinetic Cluster
Expansion) [166, 168] which automates the self-consistent mean-field (SCMF) theory
[132] to compute transport coefficients from the knowledge of the crystal structure,
the available jump mechanisms for the C interstitial and information about the en-
ergetic landscape of the system. The input data were calculated using DFT. Then,
the KineCluE code performs the complete analysis of the system and jump mech-
anism, explores the configuration space of the cluster, applies a chemical potential
gradient to the system, sets up the mathematical problem and finally solves it to
compute the resulting average fluxes. Transport coefficients are then identified from
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Eq. 1.14. Within the KineCluE framework, the competition between various jump
mechanisms as well as the interaction between C and other alloying elements are
included [17, 26, 126, 168].

We also investigated the influence of an alloying element on C diffusivity in cemen-
tite. Under the approximation that the system is dilute in interstitial C and substitu-
tional solute M (M = Cr, Mo, Mn), we used the kinetic cluster expansion formalism
to compute the effect of cementite alloying on carbon diffusivity to first order in al-
loying elements concentration:

D̄C([M̄]) =
[C]DC + [MC]Dp

[C̄]
, (1.18)

where D̄C is the average C diffusion coefficient, [M̄] and [C̄] are the nominal solute
and interstitial carbon concentrations, respectively, [C] is the concentration of iso-
lated (i.e. far from alloying elements) interstitial carbon, [MC] is the concentration
of solute-interstitial carbon pair, DC is the diffusion coefficient of a single intersti-
tial C atom in Fe3C cementite and Dp is the diffusion coefficient of an interstitial
carbon atom around a solute M. All concentrations are given per cementite unit for-
mula Fe3C. These concentrations were obtained by using an approximation of the
low-temperature expressions for dilute system [126, 169], and solving the following
coupled equations for given nominal concentrations:

[C̄] = [C] + [MC] = ZCYC + ZMCYCYM,
[M̄] = [M] + [MC] = ZMYM + ZMCYCYM, (1.19)

where the Yα = exp(µα/kBT) variables are the unknown of this system of equations,
and the chemical potentials are taken as the energy required to create an interstitial
carbon atom at an octahedral site or a MII substitutional solute (the structure of ce-
mentite is detailed in Chap. 2). With these references in mind, the monomer partition
functions read:

ZC = 1 + exp (−∆EC/kBT) ,
ZM = 2 + exp (−∆EM/kBT) , (1.20)

where ∆EC is the energy difference between a carbon atom forming a dumbbell at a
cementite carbon site and a carbon atom being at an interstitial octahedral site. ∆EM
is the energy difference between configurations where M is inserted at a MII or MI
substitutional site. For ZMC in Eq. 1.19, we chose a pair partition function to encom-
pass all configurations that were computed ab-initio, which means all configurations
where the distance between the solute and the carbon atom are below 5.83 Å. This
choice makes sense as long as carbon-solute binding energies can be assumed to be
zero beyond this distance.

If we pick the same definition of the pair cluster in KineCluE (setting the kinetic
range to the same cutoff distance) we would not have converged diffusion coeffi-
cients because kinetic correlations always extend beyond thermodynamic interac-
tions. But if we extend the kinetic range to a larger value, we would have incon-
sistent definitions between the thermodynamic and kinetic definition of the cluster,
and we would also include monomer contributions into the diffusion coefficient of
C around the solute. To solve this issue, we consider that a calculation to a larger
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kinetic radius (therefore a larger partition function) can be written as the sum of a
pair contribution (defined by the 5.83 Å cutoff distance) and a monomer contribu-
tion. We can do the same calculation while setting all interactions between carbon
and solute to zero, which will allow us to remove the monomer contribution with
the same geometry. Under these considerations, we define the carbon diffusivity
around a solute as:

Dp(rk) = DC +
Z(rk)

ZMC

(
DC(rk)− D̃C(rk)

)
, (1.21)

where Z(rk) is the partition function obtained by setting the kinetic range to rk,
DC(rk) is the C diffusion coefficient around a solute computed with kinetic range
rk, and D̃C(rk) is similar except that all carbon-solute interactions are set to zero. The
C diffusion coefficient around a solute Dp(rk) defined this way converges quickly
with rk and any rk value larger than 9 Å will give the same value.

1.2 Monte-Carlo Simulations

1.2.1 Principle

Monte-Carlo simulations are numerical stochastic methods that describe the evolu-
tion of a given system. They admit a very wide range of application, from physics to
chemistry, mathematics, finance or even medicine. In material science, Monte-Carlo
(MC) simulation allows us to determine the properties of the equilibrium state and
follow the evolution of the kinetics properties of a system.

The overall principle is simple: for each event that can modify a given system, we
associate a probability of success. To determine if an event is accepted or not, its
success probability is then compared to a random number. In our case, the system
is an ensemble of atoms (Fe or C) arranged on a rigid lattice, while the events are
diffusing atoms.

The probability for a system to be in the configuration {Ci} is noted πi, while the
probability of transition from the configuration {Ci} to a new configuration {Cj}is
given by Pi→j. The detailed-balance condition states that:

πiPi→j = πjPj→i. (1.22)

The detailed balanced condition ensures that the Monte-Carlo simulation tends to
the thermodynamic equilibrium.

In our study, two types of Monte-Carlo algorithms were used to investigate cemen-
tite precipitation (see Chap. 4): the Metropolis algorithm and the Residence Time Al-
gorithm (RTA). In the following sections, we summarize the principles behind these
two algorithms.
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1.2.2 Metropolis Algorithm

In the Metropolis algorithm, the probability of a random transition is a function of
its energetic cost. All the possible configurations of the system are noted {Ck}. Each
Monte-Carlo step executes the following process:

• The total energy Ei of the system in its current configuration Ci ∈ {Ck} is
calculated

• All the configurations {Ck}i accessible from Ci are listed. One of them, Cj ∈
{Ck}i, is selected randomly. The transition (i → j) between the two configura-
tion is performed and the energy Ej of the chosen configuration Cj is computed.

• The probability of the transition i→ j is given by:

Pi→j = exp
(
−

∆Ei→j

kBT

)
, (1.23)

with ∆Ei→j = Ej− Ei the energetic cost (see next paragraph), kB the Boltzmann
constant and T the temperature.

• A random number r (0 ≤ r < 1) is generated. The transition is accepted if:
∆Ei→j ≤ 0 or if ∆Ei→j > 0 and r ≤ Pi→j.

• If the transition is not accepted, the system is reversed to its initial state Ci.

The main advantage of the Metropolis algorithm is that for each Monte-Carlo (MC)
step, we only need to determine one ∆E and its associated probability. In practice,
∆Ei→j can either be the energy difference between Cj and Ci or the energy difference
between a saddle point and the initial configuration Ci. In this work, we use the
former to access thermodynamic properties of a system (equilibrium Monte-Carlo)
and we use the latter for the study of the kinetic properties (kinetic Monte-Carlo).
The main drawback of the Metropolis algorithm is that the success rate can be very
low (especially at low temperature), sometimes generating a significant waste of
computing time.

1.2.3 Residence Time Algorithm

Within the residence time algorithm (also called Bortz-Kalos-Lebowitz algorithm),
the energetic cost and probability of each possible transition is calculated. Each MC
step executes the following process:

• The total energy Ei of the system in its actual configuration Ci ∈ {Ck} is calcu-
lated.

• All the configurations {Ck}i accessible from Ci are determined.

• The ∆Ei→j and Pi→j of all {Ck}i are calculated. The attempt frequencies are
given by:

Γi→j = νi→jPi→j, (1.24)

with νi→j the jump frequency associated to the i → j transition. In our study
of α-cementite precipitation, we consider that the attempt frequencies νi→j are
all equal to the attempt frequency of an isolated C interstitial in bcc iron. A
random number is generated in order to pick a probability and its associated
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transition in a way that transitions with higher probabilities are more likely to
be selected.

• The selected transition is performed.

• The physical time is incremented by 1
Γtot

, with Γtot = ∑Cj∈{Ck}i
Γi→j. The ener-

getically more stable Ci configurations are associated with lower probabilities
of transition Pi→j and thus with higher time increments.

The advantage of the residence time algorithm is that a transition is performed at
each MC step. However, this entails the calculation of all possible ∆Ei→j, Pi→j and
Γi→j at each step, which can critically increase the computation time. In addition, if
there is a large gap between probabilities of transition, the system can get trapped.

In both algorithms, these MC steps are performed in loops until the equilibrium
state is reached. In our study, we performed equilibrium MC simulations with the
Metropolis algorithm to investigate thermodynamic properties of cementite precipi-
tation and we used the residence time algorithm to study the kinetics of our system.
All the Monte Carlo simulations presented in this work were performed using the
code written by Dominique Gendt [52] and latter modified by Thomas Schuler [170]
during their respective PhD works.

1.3 CALPHAD

Throughout this work, our theoretical results are compared with experimental data
(when available). As explained in the introduction, we pay a particular attention to
the comparison with Anna Benarosch’s experiments. In addition, both theoretical
and experimental results obtained in our respective thesis are also compared with
CALPHAD data. CALPHAD stands for CALculation of PHAse Diagrams. This phe-
nomenological method was introduced for the first time in Kaufman and Bernstein
book [86] in 1970. It is based on the thermodynamic (free energy, composition, vol-
ume,...) and kinetic properties of phases in pure element, binary or ternary systems.
The data of these simple systems can be obtained through experiments or theoret-
ical calculations (such as ab-initio calculations). Appropriate mathematical models
are then used to predict the properties of higher-order system. The accuracy of such
prediction depends strongly on the completeness and the reliability of the databases.

In our study, we used the Thermo-Calc commercial software [12, 186] with the TCFE
Steels/Fe-alloys version-10 database. Since we focus on carbide precipitates in fer-
ritic steels, we systematically prevent the formation of more stable phases (such as
diamond and graphite). In this thesis, we used CALPHAD data to investigate the
equilibrium concentration of substitutional solutes in alloyed cementite (M3C) and
M2C. We also studied the enthalpy and free energy of carbide phases.

Except when otherwise mentioned, all our concentrations are expressed in atomic
percent. In particular, the concentration x of metallic alloying element in carbides
is expressed as the concentration of metallic host sites occupied. Alloyed cementite
and molybdenum carbides are written as (Fe1-xMx)3C or (Mo1-xMx)2C, respectively.
To simplify notations and facilitate the reading, they can also be found as M3C or
M2C.
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Chapter 2

Fe3C cementite: point defects and
diffusion.

In this chapter, we investigated various point defects (namely vacancies, Frenkel
pairs and interstitial sites) in Fe3C. Based on this knowledge, we present a detailed
investigation of C migration mechanisms, and determine the C diffusion coefficients
in Fe3C and weakly alloyed cementite (Fe1-xMx)3C, with M = Mo, Cr and Mn, which
are common alloying elements in ferritic steels. The predicted coefficients in Fe3C
are in good agreement with experimental measurements of carburization rate in fer-
ritic steels. In the alloyed cementites, the C diffusion can be slowed down due to
the presence of a few Mn solutes up to 500 K, while it is mostly unaffected by the
addition of Mo or Cr solutes.

2.1 State of the art

In order to better understand the kinetics of cementite growth, or the transition
mechanism from this carbide to another one, it is essential to understand its atomic
diffusion properties. Since interstitial diffusion generally requires a lower activation
energy than the vacancy-mediated diffusion of the metallic atoms, as a first step, we
address the carbon diffusion in cementite.

There are relatively few experimental studies on C diffusion in Fe3C. All of them
are carburization experiments, in which C diffusion coefficients in Fe3C were in-
directly obtained through the dependence of cementite growth rate on the carbon
activity in the gas phase. Hillert and Sharp [66] first studied carbon diffusion in
cementite at 1138 K by imposing a low C activity (ac=1.3) at the cementite surface.
They evaluated the carbon diffusion coefficient in Fe3C at DC ≈ 1.27× 10−14 m2s-1.
Ozturk’s group [140, 141] investigated the kinetics of cementite formation by car-
burizing fine iron powders at 723 K. They estimated the C diffusion coefficient in
Fe3C as a function of carbon activity (from ac = 4.3 to ac = 20), and obtained dif-
fusion coefficients ranging from 10−20 to 10−19 m2s-1. More recently, Schneider and
Inden [163] carburized pure iron samples at 773 K. They increased the carbon activ-
ity up to ac = 4580. At carbon activities ac > 150, Hägg carbides (Fe5C2) formed
on top of cementite. They obtained DC ≈ 6.05 × 10−18 m2s-1 in Fe3C cementite.
Additional experimental results are cited in Ref. [104], as a private communication.
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They were obtained from carburization experiments on pure iron, for temperature
ranging from 843 K to 983 K. The corresponding C diffusion coefficients vary from
3.5× 10−17 to 1.3× 10−15 m2s-1. Ozturk et al. suggested that the C atom migrates via
interstitial or interstitialcy mechanism because its diffusion coefficient in Fe3C in-
creases with the C activity in the gas. Yet, such experimental studies cannot provide
detailed information about the migration mechanism at the atomic scale. Moreover,
the C diffusion coefficients are measured indirectly and only at rather high tempera-
tures (above 723 K). In addition, the results rely on a cementite growth model which
involves several assumptions. Therefore, accurate atomistic modelling provides use-
ful and complementary insights into the diffusion coefficients of C in Fe3C, and the
underlying diffusion mechanisms.

On the theoretical side, Levchenko et al. performed a molecular dynamic (MD) sim-
ulation of carbon diffusion in cementite [104], employing empirical potentials. In
their study, they distinguish C atoms forming the cementite structure (which we will
refer to as intrinsic C atoms from now on) located on triangular prismatic sites, from
interstitial C atoms in octahedral sites. Levchenko et al. found that, as thermally ac-
tivated events, originally intrinsic C atoms move to nearby interstitial sites, this way
creating C Frenkel pairs. Furthermore, the nearest distance between an intrinsic C
site and an interstitial octahedral site in cementite (2.55 Å) is lower than the distance
between two intrinsic C (3.02 Å), or two interstitial octahedral sites (3.36 Å- 3.37 Å).
Therefore, they suggested that carbon diffusion in cementite results from sequences
of C intrinsic - C interstitial - C intrinsic jumps. They calculated C diffusion coeffi-
cients in cementite between 1273 K and 1373 K and obtained values ranging between
1.66× 10−12 and 4.19× 10−12 m2s-1. Assuming that the temperature dependence of
these coefficients follows an Arrhenius law, these values are in reasonable agree-
ment with an extrapolation of the experimental data to high temperatures. The for-
mation energy found for the C Frenkel pairs was 0.3 eV/atom, while the migration
energy was approximately 1.3 eV/atom for temperatures between 1273 and 1373 K.
These MD simulations were performed at very high temperatures (between 1273 K
and 1373 K), and employed empirical potentials. The obtained concentration of C
Frenkel pairs was high: the authors predicted an equilibrium fraction of C atoms in
interstitial sites (and thus the same fraction of intrinsic C vacancies) between 0.21
and 0.23. It is worth checking, via first-principles calculations, the efficiency of their
proposed mechanism, and the possible occurrence of other mechanisms, in particu-
lar at lower temperatures (for instance in the temperature range of the carburization
experiments).

On the other hand, previous first-principles study by C. Jiang et al. [79] investi-
gated in detail the thermodynamic properties of point defects in pure-Fe cementite.
They also calculated energy barriers of the jump of an isolated C vacancy and a C
interstitial, which are the structural defects and the proposed diffusing species in C-
depleted and C-rich regimes, respectively. However, diffusion coefficients involving
long-range diffusion of C atoms were not computed in that study.

In Fe-alloys, metallic solutes commonly substitute certain Fe atoms in cementite
precipitates. Experimental studies on the fabrication of bulk cementite through me-
chanical alloying and spark plasma sintering have shown that Cr, Mn, Mo and V
form alloyed cementite and stabilize it [195]. It is therefore relevant to determine the
influence of alloying elements on C diffusion in cementite. In this chapter, we focus
on Mo, Cr and Mn, because they are common alloying elements in ferritic steels,
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employed in nuclear reactors, for example.

2.2 Stoichiometric Fe3C

Cementite (Fe3C or θ-Fe3C) crystallises in the orthorhombic space group Pnma (No.62)
with 4 formulae unit per unit cell [44]. Its unit cell contains twelve Fe atoms divided
in two non-equivalent sub-lattices. Four (4c) Fe atoms are in "special" position (Fes)
and eight (8d) Fe atoms in "general" positions (Feg). The four (4c) C atoms are lo-
cated in triangular prismatic sites, with six nearest Fe atoms. Both Fes and Feg are
14-coordinated with twelve Fe and two C nearest neighbors (nn) for Fes, and eleven
Fe and three C nn for Feg. The results presented in this chapter were obtained using
2× 2× 2 cementite supercells and a 5 x 4 x 5 k-point grid. Theoretical and experi-
mental lattice parameters are given in Table 2.2. The three lattice vectors (a, b and c)
of the orthorhombic unit cell of cementite are respectively parallel to the [111], [112]
and [110] directions in a bcc-Fe cell. This orientation relationship will be discussed
further in Chap. 4.

x

y

z

([111])

([112])

([110])

FIGURE 2.1: Crystal structure of Fe3C cementite. Larger atoms are Fe
atoms. Fes atoms are in orange, while Feg atoms are in grey. C atoms

are in black.

The Fe3C ground state is ferromagnetic. We obtained a magnetic moment of 1.96 µB
and 1.88 µB for Fes and Feg, respectively. This results are in good agreement with
previous ab-initio studies (see Table 2.2). It is well known that the insertion of a C
interstitial in bcc Fe decreases the magnetic moment magnitude on the nearby Fe
atoms [3, 19, 38]. Similarly, the Feg atoms admit a lower magnetic moment because
they have one more C nn and one less Fe nn wrt Fes. In addition, Feg possess a lower
Voronoi volume (see Table 2.1), which is consistent with the magneto-volume effect.

The experimental Curie temperature of Fe3C is estimated to be 460 K [206] or 483-
484 K [29, 191]. Older experimental studies also reported some values between 473
K and 513 K [68, 181]. Please note that carburization experiments described above
were all performed above the Curie temperature, while, as an approximation, all
our calculations are carried out at the magnetic ground state of cementite. An ac-
curate atomistic prediction of the impact of magnetic transition on carbon diffusion
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TABLE 2.1: Magnetic moments and Voronoi volumes of C and Fe
atoms in Fe3C cementite. In fully relaxed bcc Fe (constant pressure),
the magnetic moment and Voronoi volume of Fe atoms are 2.21 µB
and 11.36 Å3, respectively. In bcc Fe, an isolated C energetically most
favorable interstitial site is an octahedral site with a 6.92 Å3 Voronoi

volume.

Atom magnetic moment (µB) Voronoi volume (Å3)
C -0.12 7.34
Fes 1.96 10.43
Feg 1.88 10.06

requires a significant amount of additional work [165], therefore, it is beyond the
scope of our study. This approximation will be discussed in Sec. 2.4.

2.3 Point defects in Fe3C

Any deviation from cementite stoichiometry implies the presence of structural de-
fects in cementite. The properties of Fe and C vacancies or interstitials in Fe3C were
studied from first-principles by Jiang et al. [79]. According to their study, C va-
cancies and C interstitials are the energetically most favorable defects in substoi-
chiometric and C-rich cementite, respectively. In another study [80], Jiang and co-
authors used a computational method to identify possible C interstitial in cementite.
They predicted the existence of octahedral interstitial sites and three non-equivalent
tetrahedral interstitial sites. They found that the octahedral interstitial sites admit
the lowest formation energy. Using purely geometric and symmetry considerations,
these interstitial sites were also predicted by other studies [108, 211].

2.3.1 Vacancies in Fe3C

The formation energy of Fe3C without interstitial is defined by:

Ef(n(Fe3C)) = E(n(Fe3C))− 3nµFe(bcc)− nµC(graph), (2.1)

where E(n(Fe3C)) is the total energy of the cementite cell. In our case, the DFT calcu-
lations were made in a 128 atoms cell, hence n = 8. µFe(bcc) is the chemical potential
of iron in ferromagnetic bcc iron and µC(graph) is the chemical potential of carbon in
graphite. At 0 K, µC(graph) is the total energy per C atom in graphite and µFe(bcc) is
the total energy per Fe atom in bcc iron. We used µC(graph) = EC(graph) = −9.226
eV and µFe(bcc) = EFe(bcc) = −8.238 eV, obtained through DFT calculations. The
graphite reference energy does not include Van der Waals corrections. For Fe3C ce-
mentite, we obtained a formation energy value of 0.204 eV/f.u., in good agreement
with previous studies (see Table 2.2).

The formation energy of a C vacancy in cementite, Ef(Cv in n(Fe3C)),is given by:

Ef(Cv in n(Fe3C)) = E(n(Fe3C) + Cv)− E(n(Fe3C)) + µc , (2.2)

E(n(Fe3C) + Cv) is the total energy of the cementite cell with a C vacancy and µc
is the chemical potential of carbon in a given reference state. We calculated the
formation energy of a C vacancy in cementite with respect to intrinsic C atoms in
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TABLE 2.2: Non-exhaustive list of previous theoretical and experi-
mental assessments of Fe3C lattice parameters.
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cementite. Therefore, µc = µc(Fe3C). At T=0 K and zero pressure we have:

E(n(Fe3C)) = 3nµFe(Fe3C) + nµc(Fe3C), (2.3)

Assuming that the cementite precipitate is in equilibrium with the bcc iron matrix,
(µFe(Fe3C) = µFe(bcc)), we combine the equations above, as well as Eq. 2.1 to get:

E f (Cv in Fe3C)wrt Fe3C = E(n(Fe3C) + Cv)

−E(n(Fe3C)) + E f (Fe3C) + µC(graph). (2.4)

With the same assumption for the µFe, the formation energy of an Fe vacancy in
cementite, Ef(Fev in n(Fe3C)), is given by:

Ef(Fev in n(Fe3C)) = E(n(Fe3C) + Fev)− E(n(Fe3C)) + µFe , (2.5)

The formation energies of C and Fe vacancies in cementite are shown Table 2.3.

TABLE 2.3: Formation energy of vacancies in Fe3C cementite, and
Voronoi volumes of the associated sites in stoichiometric Fe3C. The
formation energies are compared with Jiang et al. values [79] calcu-
lated with ferromagnetic bcc Fe and diamond as the reference states.

Vacancy type Ef(V in Fe3C)wrt Fe3C Voronoi volume of the associated
(eV) site in stoichiometric Fe3C (Å3)

C 0.72 (0.63 [79]) 7.34
Fes 1.45 (1.45 [79]) 10.43
Feg 1.67 (1.66 [79]) 10.06

Like Jiang and co-authors [79], we found that C vacancies are energetically more
favorable than Fe vacancies in cementite, and that Feg vacancies are more favorable
than Fes vacancies. Our Fe vacancies formations energies are in excellent agreement,
while our C vacancy formation energy is superior. This can be explained by the dif-
ferent carbon reference states used between our two studies. The formation energy
of a vacancy increases with the Voronoi volume of the associated site in stoichiomet-
ric Fe3C. Regarding Fe vacancies relative stability, removing an Feg atom also breaks
one less Fe-Fe bond than removing an Fes atom.

According to experimental and ab-initio studies [77, 190], vacancies on the non-
metallic sub-lattices are also the responsible defects for under-stoichiometric car-
bides (NbC, TiN) and nitrides of early transition metal.

2.3.2 C interstitials in Fe3C

In order to identify potential C interstitial sites in cementite, we searched for empty
volumes in the Fe3C structure. To do this, we created a grid of sampling points
in the cementite unit cell, and determined the lowest distance between each point
and an Fe or C atom in the cementite. The sampling points presenting large lowest-
distances are likely low-energy C interstitials sites. As a result, we identified 5 types
of interstitial sites: octahedral sites (Octa), three non-equivalent tetrahedral sites (la-
beled T1, T2 and T3) and square-based pyramidal sites. T1 interstitial sites (4c) do
not follow the same symmetry as T2 and T3 sites (8d). T2 and T3 sites do not have
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the same number of Fes or Feg nearest neighbors. These interstitial sites are repre-
sented in Fig. 2.2. Our octahedral, T1, T2 and T3 sites are the same as Jiang et al.
[80]. To be fully comprehensive, we also considered the formation of C dumbbells.
For the study of diffusion in cementite, relevant dumbbells are centered on intrinsic
C-atom positions and oriented along the [010] or [101]/[101] directions. Table 2.4
summarizes energetic and geometric information about the investigated C sites in
cementite.

x

y

z
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FIGURE 2.2: Crystal structure of Fe3C cementite. Larger atoms are Fe
atoms. Fes atoms are in orange, while Feg atoms are in grey. Smaller
atoms are C atoms. C atoms forming the ideal cementite structure (C
intrinsic atoms) are in black. Interstitial octahedral sites for C are in

red. T1, T2 and T3 sites are in green, blue and purple, respectively.

TABLE 2.4: Formation energy with respect to cementite and geometri-
cal characteristics of a C interstitial at various interstitial sites in Fe3C

cementite.

C site Ef(Cint in Fe3C) Lowest Cint-Fe or Cint-C Cint-C distance Cint Voronoi volume
(eV) distance before before (after) in the Fe3C relaxed

(after) relaxation(Å) relaxation (Å) cell (Å3)

Octa 0.64 1.79 (1.87) 2.55 (2.73) 6.05
T1 3.20 1.51 (1.79) 1.96 (1.99) 5.55
T2 2.62 1.51 (1.77) 1.96 (2.40) 5.40
T3 2.39 1.43 (1.77) 1.97 (2.32) 5.53
dumbbell A 2.34 1.51 (1.44) 1.51 (1.44) 5.88 / 5.59
dumbbell B 1.98 1.30 (1.42) 1.30 (1.42) 5.42

In order to investigate the relative energetic stability of a C atom in each of these
interstitial sites, we relaxed each C interstitial configuration. The formation energy
of a C interstitial in Fe3C cementite, Ef(Cint in n(Fe3C)), is given by:

Ef(Cint in n(Fe3C)) = E(n(Fe3C) + Cint)− E(n(Fe3C))− µc , (2.6)

with E(n(Fe3C) + Cint) the total energy of the cementite cell with an additional C
interstitial. As in Sec. 2.3.1, if we assume that cementite is in equilibrium with a bcc
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TABLE 2.5: C-nearest Fe distances and average nearest Fe magnetic
moments for a C atom at interstitial sites in Fe3C. In Fe3C without
interstitial, Fes atoms and Feg magnetic moments are 1.96 µB and 1.88

µB, respectively.

Interstitial site number of C-Fe distances average magnetic
nearest Fe neighbors after relaxation moment of Fe nearest

Fes/Feg (Å) neighbors (µB)

Octa 2/4 [1.87-1.91] 1.63
T1 2/2 1.79-1.87 resp 1.13
T2 1/3 [1.77-1.92] 1.40
T3 2/2 [1.77,1.92] 1.33
dumbbell A 2/3 and 1/4 [1.89-2.05] and [1.87-1.99] 1.80 / 1.83
dumbbell B 2/3 and 2/3* [1.84-2.03] 1.79

* The 2 Fes nearest neighbors are the same for both C forming a dumbbell.

iron matrix, combining Eq. 2.1, Eq. 2.3 and Eq. 2.6, we get:

E f (Cint in Fe3C)wrt Fe3C = E(n(Fe3C) + Cint)

− E(n(Fe3C))− E f (Fe3C)− µC(graph). (2.7)

The formation energies of the C interstitial sites calculated with respect to Fe3C are
shown Table 2.4. Because of their very high formation energy (6.16 eV), the square-
based pyramidal sites were not considered further. The octahedral sites were found
to be the energetically most favorable, with a formation energy of 0.64 eV with re-
spect to cementite. This result is in good agreement with Jiang et al. study mentioned
previously [80]. Like us, they found that octahedral sites are energetically more fa-
vorable, followed by T3, T2 and T1 interstitial sites. In Levchenko et al. MD study
of C diffusion in cementite [104], all the C interstitial sites considered are indeed the
octahedral sites.

If we compare the properties of each interstitial sites (Table 2.4 and 2.5), C octahedral
interstitial sites are associated with the larger lowest-distance to another atom of the
structure, the highest Voronoi volume and the higher average magnetic moments of
the nearest Fe neighbors. As explained in Sec. 2.2 the insertion of a C interstitial in
bcc Fe decreases the magnetic moment magnitude on the nearby Fe atoms [3, 19,
38]. Similarly, there is also a magnetic moment reduction on the nearest-neighbor Fe
atoms of a C interstitial in cementite. The resulting values are given in Table 2.5.

2.3.3 C Frenkel pairs in cementite

As explained in Sec. 2.1, Levchenko et al. performed a molecular dynamic (MD)
simulation of carbon diffusion in cementite [104]. They found that, as thermally
activated events, originally intrinsic C atoms move to nearby interstitial sites, this
way creating C Frenkel pairs. For a comparison, we also considered the possible
formation of C Frenkel pairs in cementite. To this end, we investigated all the pos-
sible pairs of a C intrinsic vacancy and a C in an octahedral site, for distances lower
then the distance between two neighboring octahedral interstitial sites (3.36 Å). The
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formation energy of a C Frenkel pair defect in cementite E f (Cint + Cv in n(Fe3C)) is
given by:

E f (Cint + Cv in n(Fe3C)) =E(Cint + Cv in n(Fe3C))

− E(n(Fe3C)) (2.8)

with E(Cint + Cv in Fe3C) the total energy of the simulation cell containing the C
Frenkel pair and E(n(Fe3C)) the total energy of the same Fe3C cell without any de-
fect. The lowest distances between an intrinsic site and octahedral interstitial site are
2.55 Å, 2.65 Å and 3.09 Å, with a formation energy of 1.01 eV, 1.10 eV and 1.22 eV, re-
spectively. The 0.30 eV formation energy estimated in Levchenko et al. molecular dy-
namics study [104] is more than three times lower than our DFT values. Please note
that this value does not correspond to the formation energy of an isolated Frenkel
pair, but an average value on an arrangement of Frenkel pair.

Since the 0.3 eV formation energy was obtained from MD simulations at very high
temperatures (between 1273 K and 1373 K), we investigated the effect of the vibra-
tional entropy on the formation of C Frenkel pairs. To that end, we performed
phonons calculations via DFT. Since such calculations are very CPU expensive in
these low-symmetry systems, we focused on the case of the energetically most fa-
vorable Frenkel pair (with the lowest C intrinsic - C octahedral interstitial distance).
As a result, the free energy of formation only decreases from 1.01 eV at 0 K to 0.89
eV at 1273 K, and 0.88 eV at 1373 K, compared to 0.3 eV from the MD study.

The C Frenkel pair concentration predicted by this MD study is quite high: the au-
thors predicted an equilibrium fraction of C atoms in interstitial sites (and thus the
same fraction of intrinsic C vacancies) between 0.21 and 0.23. The formation energy
of several neighboring Frenkel pairs could be lower than the formation energy of a
single Frenkel pair. However, the number of close Frenkel pairs configurations to
explore is too large to provide a comprehensive DFT study. Nonetheless, we con-
sidered several configurations of 2 Frenkel pairs, and calculated formation energies
(per pair) around 0.86 eV. This value is the average on three configurations where
the Cint - Cint distances (before relaxation) are 5.03 Å, 3.36 Å and 3.36 Å; and the CV -
CV distances (before relaxation) are 3.63 Å, 5.10 Å and 3.03 Å. The lowest calculated
formation energy, 0.75 eV, corresponds to the configuration with the lowest Cint -
Cint and CV - CV distances among the configurations tested.

Therefore, based on the present DFT results, Levchenko et al. interatomic poten-
tials greatly underestimate the formation energy of C Frenkel pairs in cementite.

2.4 C diffusion in Fe3C

2.4.1 C diffusion mechanisms and associated energy barriers

According to Levchenko and co-authors MD study [104], C diffusion in cementite
comes from the formation of C Frenkel pair defects in cementite, inducing a chain of
C intrinsic - C interstitial - C intrinsic jumps. This mechanism relies on a high con-
centration of C Frenkel pairs (or in other words, a low formation energy for various
neighboring Frenkel pairs). However, according to our DFT prediction (Sec. 2.3.3),
they greatly underestimate the formation energy of C Frenkel pairs, which leads
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to a large overestimation of the number of Frenkel defects in cementite. Therefore,
their diffusion mechanism should be less efficient, especially at intermediate tem-
peratures. In fact, in the carburization experiments, the carbon activity in the vapor
phase was tuned to provide interstitial carbon atoms in Fe3C. In other words, we do
not need to form C Frenkel pairs to have C atoms in interstitials sites in cementite.
For these reasons, we chose to investigate another diffusion mechanism, based on C
interstitial diffusion in cementite.

As shown in Sec. 2.3.2, octahedral sites are the energetically most favorable C sites in
cementite. The octahedral interstitial sites form a slightly tetragonal network in ce-
mentite, with 3.37 Å between nearest-neighbor octahedral sites along the [101] and
[101] directions, and 3.36 Å between nearest-neighbor octahedral sites along the y di-
rection. Diffusion of a C interstitial in Fe3C is assumed to occur from one octahedral
site to another, while the other interstitial sites are possible metastable or saddle-
point positions. We investigated two migration mechanisms: (i) a direct-interstitial
mechanism, and (ii) an indirect mechanism via successive exchanges between inter-
stitial and intrinsic C atoms. In the direct migration mechanism, a C interstitial atom
simply jumps from one octahedral site to another. In the case of an indirect mecha-
nism, an interstitial C atom jumps to replace an intrinsic cementite C atom, and the
"kicked-out" atom jumps to a nearby interstitial octahedral position. A schematic
view of these two migration mechanisms is given in Fig. 2.3. The resulting migra-
tion barriers, given in Table 2.6, lie between 2.13 and 2.54 eV. The lowest migration
barrier was found for a direct mechanism in the xz plane in cementite (see Fig. 2.4).
The lowest-energy barrier for the indirect jump mechanism (2.16 eV) is associated
with a jump along the y axis and involves the energetically most favorable dumb-
bell configuration (B dumbbell along y). Along the indirect migration path consid-
ered, the dumbbell configurations are intermediate local minima. Jiang et al. [79]
attempted to determine the minimum energy path and migration barrier for C dif-
fusion in cementite. They considered both vacancy an interstitial mechanisms. For
the latter, they considered the jump of a C atom between two neighboring octahe-
dral sites, in the y direction and in the xz plane. Using first-principles calculations in
small 32-atoms supercells, they calculated a 2.29 eV and 2.27 eV barrier, respectively.
The authors did not detail the corresponding migration paths, but these values are
closed to our 2.16 eV and 2.13 eV barriers calculated in the same directions.

It is interesting to mention that, Kawakami et al. [87] investigated hydrogen (H)
diffusion in Fe3C. From their results, the relative stability of Octa, T1, T2 and T3 sites
in the same for C or H interstitials. They investigated two migration paths associ-
ated with a direct interstitial diffusion mechanism (the Octa - T3 - T2 - Octa and Octa
- T3 - T1 - T3 - Octa migration paths).

2.4.2 Determination of C diffusion coefficients

The DFT migration mechanisms and their associated energy barriers were used as
inputs for the KineCluE code in order to compute the C diffusion coefficients in each
direction, as shown in Fig 2.5. The KineClue code computes transport coefficients
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Indirect mechanism (2.16 < Ea < 2.38 eV)

Direct mechanism (2.13 < Ea < 2.54 eV)

Octa - 

Dumbbell Octa 

Tetra - Tetra - Octa 

Octa - -

FIGURE 2.3: Schematic view of indirect and direct C interstitial migra-
tion mechanisms in Fe3C. Filled circles denote occupied sites, empty
circles are vacant sites. Intrinsic C sites are in black, Fe sites are in
grey. C octahedral interstitial sites are in red, T3 interstitial sites are

in purple and dumbbells are in cyan.

FIGURE 2.4: Minimum Energy Path for the Octa - T3 - T2 - Octa direct
jump mechanism along the xz plane in Fe3C. The C interstitial (in
red) goes from an octahedral site to another octahedral site, passing

through two tetrahedral sites.
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TABLE 2.6: Summary of relevant jump mechanisms of a C interstitial
and their associated energy barriers in Fe3C cementite.

Jump mechanism Path Energy barrier (eV)

Indirect Octa - B Dumbbell - Octa along y axis 2.16
Octa - A Dumbbell - Octa along the xz plane 2.38

Direct Octa - T3 - T2 - Octa along the xz plane 2.13
Octa - T3 - T3 - Octa along y axis 2.46
Octa - T3 - T1 - T3 - Octa along y axis* 2.54
Octa - T1 - Octa along y axis* 2.54

*The Octa - T3 - T1 - T3 - Octa and Octa - T1 - Octa migration path along y are ultimately the
same. Moreover, they are just a less likely variation of the Octa - T3 - T3 - Octa migration
path and thus were not considered as inputs for the KineCluE code.

from the knowledge of the crystal structure, the available jump mechanisms for the
C interstitial and information about the energetic landscape of the system. This code
is based on methods described in Sec. 1.1.3. Our calculation details are also summa-
rized in that section. At variance with Levchenko et al., we do not consider any C
interstitial formation energy, but just the C migration energies between octahedral
interstitial sites, for the C diffusion activation energy. We assumed the same attempt
frequency for all the C jumps to be the one of an isolated C octahedral jump in bcc
Fe for which we obtained an activation energy of 0.86 eV and an attempt frequency
of 30.64 THz (corresponding to a diffusion prefactor of D0 = 4.09 × 10−7 m2.s-1)
calculated with a 128 atom bcc cell. Previous ab-initio studies by Jiang et al. [81]
and Domain et al. [38] calculated attempt frequencies of 10.79 THz and 15.69 THz
(D0 = 1.44× 10−7m2.s-1 and D0 = 2.13× 10−7m2.s-1) using the Einstein approxi-
mation. Simonovic et al. [180] used both the dynamical matrix calculation and the
Einstein approximation to obtain 12.44 THz and 16.18 THz (D0 = 1.66× 10−7m2.s-1

and D0 = 2.16× 10−7m2.s-1), respectively. However, Simonovic et al. used a small
cell (32 + 1 atoms). Overall, our D0 value is in good agreement with experimen-
tal studies (D0 included between 1.67×10−7m2.s-1 and 2.0×10−6m2.s-1) [72, 101, 114,
119, 144, 179, 210]. The obtained C diffusion coefficients in cementite are in good
agreement with the few carburization experimental data detailed in Sec. 2.1 (blue
dots Fig. 2.5). C diffusion in cementite is found to be slightly anisotropic, with the
lowest diffusion coefficient along the y-axis. In this direction, Dc is between approxi-
mately 2.5 and 4 times slower than in the other directions, for temperatures included
between 500 K and 1000 K. C diffusion is faster in the x and z directions. This slight
anisotropic behavior is due to a small difference between the lowest energy barrier
in the xz plane (2.13 eV) and the lowest energy barrier along the y direction (2.16 eV).
Even if the nearest distance between two C octahedral interstitials is slightly smaller
along the y direction (3.36 Å instead of 3.37 Å), a C interstitial jumping in this direc-
tion must go through the C intrinsic atoms. As a result, the C interstitial migration
in the y direction can either take place through an indirect mechanism, or an Octa -
T3 - T3 - Octa direct mechanism. In both cases, the required energy is larger than for
a direct migration path along the xz plane.

Levchenko and co-authors [104] also reported an anisotropic carbon diffusion, but
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FIGURE 2.5: Arrhenius plot of diffusion coefficients of a C interstitial
in Fe3C cementite. The diffusion coefficients in all 3 cementite direc-
tions are plotted and compared with experimental data [66, 104, 140,
141, 163] (in blue). Empty symbols correspond to the values obtained

by semi-empirical MD [104].

TABLE 2.7: Activation energy (Q) and pre-exponential factors (D0) of
carbon diffusion in cementite according to Arrhenius approximations
of our study, Levchenko et al.’s MD study [104] and various experi-

mental data [66, 104, 140, 141, 163]

Our study MD study [104] Exp. studies
([66, 104, 140, 141, 163])

direction x y z x y z average

Q (eV) 2.13 2.17 2.13 1.50 1.45 1.26 1.83
D0 (m2.s-1) 3.45.10−5 1.79.10−5 2.71.10−5 8.14.10−7 11.94.10−7 1.75.10−7 3.13.10−6
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with the lowest diffusion coefficient in the x direction. Overall, Levchenko et al.
with C diffusion via Frenkel pairs overestimates the diffusion coefficients of carbon
in cementite (by a factor of 10 approximately), while with our interstitial diffusion
mechanisms, the calculated diffusion coefficients are slightly lower than the experi-
mental results (also by a factor of 10 approximately). A detailed comparison between
the activation energies and the pre-exponential factors is given in Table 2.7. The ex-
perimental activation energy and pre-exponential factors are included between our
values and the MD values. Please note that the kinetic correlation factors that we
obtain range between 0.75 and 1.00 (see Fig. 2.6) which demonstrates the fact that
C atoms are not performing a random-walk on the network of interstitial sites and
that the relevance of correlation effects depends on the diffusion direction. Overall,
there is no correlation effect in the y and z directions ( f ∼= 1), whereas the correlation
factor is generally smaller along x.

FIGURE 2.6: Correlation factors for C diffusion on interstitial octahe-
dral sites calculated in the x, y and z directions.

As explained in Sec. 2.2, an atomistic study of cementite properties across the mag-
netic transition is beyond the scope of our study. Nevertheless, we estimated the
impact of the paramagnetism in cementite on the formation energies of a C intersti-
tial in an octahedral or a T3 site. To this end, we performed additional calculations
using the previously relaxed ferromagnetic cementite structures (with and without
a C interstitial), but with a special quasi-random structure (SQS) of Fe magnetic mo-
ments. Then, we replaced the total energies of the second and third terms of Eq. 2.7
by the total energies of the same cell, but with the Fe atoms in the paramagnetic
state. Since the carburization experiments (with the exception of Hillert and Sharp
work [66]) were performed below the Curie temperature of iron, we kept the chem-
ical potential of iron in its ferromagnetic bcc state. We found an average formation
energy of 0.75 eV for a C interstitial in an octahedral site and an average formation
energy of 2.46 eV for a C interstitial in a T3 site in the paramagnetic (magnetic SQS)
cementite. These formation energies are slightly above the ferromagnetic cases (0.64
eV and 2.39 eV respectively), but the energy difference between the two interstitial
sites is negligible. This energy difference is involved in various migration barriers.
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These results suggest that the present results on the C diffusion properties in the fer-
romagnetic cementite provide a rather satisfactory description of these properties in
the paramagnetic cementite.

2.5 Effect of an alloying element on C interstitial diffusion
in cementite

2.5.1 Interaction between an alloying element (Mo,Cr,Mn) and a C inter-
stitial

Mo, Mn and Cr transition-metal solutes are known to favor the formation of car-
bides (for example the cementite, the M23C6, the M2C etc.) in ferritic steels . The
presence of an alloying element in Fe3C can locally affect the energetic stability of
the C octahedral interstitials and the migration energy barriers in the vicinity of the
solute. This is why we also investigated the impact of a substitutional Mo, Mn or
Cr in the metallic sub-lattice of cementite. As a first step, we focused on the rather
dilute case.

In practice, we replaced one Fe atom by one solute in our supercell containing 96
metallic-atom sites. The binding energy of a carbon interstitial - solute (Cint-M) pair
in Fe3n-1M1Cn cementite is given by:

Eb(Fe3n-1 M1Cn+1) = E(Fe3n-1M1Cn) + E(Fe3nCn+1)

− E(Fe3n-1M1Cn+1)− E(Fe3nCn), (2.9)

with E(Fe3n-1M1Cn) and E(Fe3nCn+1) the total energies of cementite, with a substitu-
tional M or with a C interstitial, respectively. E(Fe3n-1M1Cn+1) is the total energy of
low-alloyed cementite with a C interstitial and E(Fe3nCn) is the total energy of Fe3C
cementite. This formula can be seen as the total energy of each individual reactant,
minus the total energy of each product of a reaction. According to this convention,
positive binding energy means attraction. We examined all possible octahedral C
sites around the solute up to a 4.20 Å distance, and calculated the corresponding
binding energies. The results are presented Fig. 2.7. Mos and Mog solute configu-
rations provide both repulsive and attractive C interstitial sites. Mn solutes config-
urations produce some attractive sites for short solute - Cint distances. All Cr - Cint
configurations have zero or negative binding energies, with the exception of a Crg

- Cint close (1.90 Å) pair. Overall, all the absolute values of the calculated binding
energies are rather small (lower than 0.14 eV).

In order to rationalize the binding behavior, we first investigated the role of the
solute atomic size on its interaction with the C interstitial. To this end, we compared
the changes in the Voronoi volumes of the substitutional sites in cementite. The vol-
ume variation of a given site, due to the presence of a Cint and a substitutional solute
(∆V), is given by:

∆V = ∆VC + ∆VM (2.10)

With ∆VC the change of volume induced by the insertion of the C interstitial in Fe3C
and ∆VM the change of volume induced by the substitution of a Fe atom by a solute
M in a cementite cell containing a C interstitial. The results are shown in Fig. 2.8.
The interaction of the Mo - Cint pairs is mostly governed by the size effect of the
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Mo solute, which has a significantly larger atomic radius than Fe. In Fig. 2.8, we
clearly observe that the binding energy of the Mo - Cint pair increases with ∆VC.
The substitution of Mo is favored in the dilatation sites caused by the Cint insertion.
Overall, the Mo - Cint binding energy increases with ∆VC and ∆V.
It is worth comparing these results with the effects of Mo in bcc Fe. Liu et al. [111]
used DFT to systematically investigate the effect of dilute substitutional solutes on
an interstitial carbon in α-Fe. They found that the interactions between Mo and a C
octahedral interstitial up to the 4nn distance are repulsive, especially in the 1nn case.
These results are also in agreement with Ref. [16]. In our study, we also found that
at short distances Cint - Mo pairs in cementite are mostly repulsive, as in bcc Fe, and
we obtained some attractive C - Mo pairs for larger distances (between 3 Å and 4 Å).
At variance, in the case of a Mn solute, the binding energy of the solute - interstitial
pair decreases with increasing ∆VC. Finally, we did not observe a Voronoi volume
dependence for a Cr solute. Please note that, as Mn and Cr atoms admit a size close
to that of iron atoms and the change of volume induced by the substitution is not
significant (∆V ≈ ∆VC), and, the interaction between C and a Mn or Cr solute should
be mostly governed by more complicated effects, such as magnetism or electronic
charge redistribution.
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FIGURE 2.7: Binding energies of the carbon interstitial-metallic solute pairs, up to a 4.20 Å Cint - M distance
for M=Mo (a), M=Cr (b) and M=Mn (c). The two metallic sub-lattices of cementite (Ms and Mg) are con-
sidered. According to the binding energy (Eb) defined previously, positive binding energies are associated

with attractive pairs.
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FIGURE 2.8:
(a), (b) and (c): Binding energies of a M (M=Mo, Cr and Mn respectively) metallic solute - C octahedral
interstitial pair in Fe95M1C33 versus the change in the substitutional site Voronoi volume induced by the

insertion of the interstitial before the substitution (∆VC).
The two metallic sub-lattices of cementite (Ms or Mg) were considered. According to the binding energy

(Eb) defined previously, positive binding energies are associated with attractive pairs.
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FIGURE 2.9:
(a): binding energy of a C interstitial - Mn pair in Fe95Mn1C33 according to the magnetic moment of the

Mn solute.
(b): magnetic moment of the Mn solute atom according to the change in the substitutional site Voronoi

volume induced by the insertion of the C interstitial before the substitution (∆VC).
(c): change in the substitutional site Voronoi volume induced by the insertion of the C interstitial before

substitution (∆VC) as a function of the C interstitial - Mn solute distance.
The two metallic sub-lattices of cementite (Ms or Mg) were considered. According to the binding energy
(Eb) defined previously, positive binding energies are associated with attractive pairs. The red and blue
dashed lines represent the magnetic moment of the Mns and a Mng (energetically most favorable) solute

in bulk cementite, respectively.
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The magnetic moment of a Mn solute in Fe95Mn1C32 is parallel to the Fe moments
(1.90 µB and 1.57 µB for Mns and Mng atoms, respectively). Cr solutes in the Fe95Cr1C32
system has a -0.82 µB (Crs) and -0.98 µB (Crg) antiferromagnetic with respect to the
Fe spins. These values are in good agreement with Ande et al. first-principle study
[10]. We investigated the change in Mn and Cr magnetic moments induced by the
introduction of a C octahedral interstitial. In the case of a Mn solute, we observed a
correlation between Mn - Cint binding energy and the solute magnetic moment, as
shown in Fig. 2.9: small Mns and Mng magnetic moments (which are closer to their
respective moments far from the C interstitial) are associated with more significant
binding energies, while higher Mn magnetic moments are associated with nearly-
zero binding energy pairs. This trend is fully consistent with the binding energy
dependency on the ∆VC, because of the magneto-volume effect (see Fig. 2.9).
To further illustrate the relevant role of magnetism on the Mn - Cint binding, we
performed additional DFT calculations for the short Mn - Cint distances (< 2 Å). We
imposed the Mn solute magnetic moment to zero and relaxed the magnetic moments
of all other atoms in cementite with or without a C interstitial. We replaced the total
energies of the second and fourth terms of Eq. 2.9 by the total energies of the same
cell with the zero-magnetic moment Mn. Overall, Mn magnetism enhances the Mn
- Cint attraction: if we constrain the moment of Mn to zero, the binding energy de-
creases by 0.12 eV for a Mns solute and by 0.07 eV for a Mng solute. The Mns are more
penalized by turning-off its magnetism because its fully relaxed magnetic moment
is larger, due to a smaller number of intrinsic C nearest neighbors, and consistently,
a larger Voronoi volume.
In bulk Fe, according to theoretical studies [16, 111, 121, 162], a Mn solute has a weak
attractive interaction with its nearest C interstitial neighbor. This Mn - Cint attractive
interaction was also predicted by experimental studies [2, 118]. In addition, nearest
Mn - Cint neighbors are associated with the largest compression site (lowest ∆VC)
and the lowest Mn ferromagnetic moment. This lowest magnetic moment is close
to the metastable moment of an isolated ferromagnetic Mn in bulk bcc Fe [162]. We
find indeed some similar behavior in the Mn-alloyed cementite: high binding en-
ergies correspond to short Mn - Cint distances which themselves correspond to low
Mn ferromagnetic moments.

Finally, in the case of a Cr solute, Cint - Cr pairs in cementite are all slightly repulsive
or zero, with the exception of the shortest distance (Fig. 2.7). We did not evidence
any clear trend of binding energy versus Cr magnetic moment. Cr solutes in the
vicinity of a Cint (Cr - Cint < 2 Å) have very low magnetic moments (between -0.22
µB and 0.12 µB ), while for larger distances, the Cr magnetic moment is close to the
one in bulk Fe95Cr1C32. In order to understand the attraction on the shortest Cr -
Cint distance pair, we compared the partial density of state and differential charge
density of various C - Cr distances. The study of the partial density of states of short
(<2 Å) Cr - Cint pairs established an hybridization between the solute 3d states and
the C 2p states, as occurs for any close Fe - C pairs. However, in the only positive
binding energy case (shortest Cr - Cint distance) we also observed an additional 4s-
2p hybridization between the Cr solute and the C interstitial. This difference in the
solute - interstitial hybridization is also reflected in the differential electronic charge
density ∆ρ induced by the C interstitial:

∆ρ = ρ(Fe95M1C32 + Cint)− ρ(Fe95M1C32)− ρ(C), (2.11)

with ρ(Fe95M1C32 + Cint) the total charge density of cementite with a C interstitial
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FIGURE 2.10: Charge density differences induced by the insertion of
a C interstitial in Fe95Cr1C32, for two close Cr solute - C interstitial
pairs. Panel (a) is the lowest C interstitial - Cr solute distance pos-
sible in cementite, with an attractive binding energy. Panel (b) is a
repulsive configuration. The corresponding plane of the octahedral
cite is represented on the left. As in Fig 2.2, Fes atoms are in orange,
while Feg atoms are in grey. The Cr solute is in blue, while the C

interstitial octahedral site is in red.

and a substitutional atom M, ρ(Fe95M1C32) the total charge density of cementite
with a substitutional M, and ρ(C) the total charge density of the C interstitial iso-
lated. In Fig. 2.10, we clearly see that in the configuration with the shortest Cr - C in-
terstitial distance, the insertion of the interstitial induces an enhanced accumulation
of charges in the Cr solute - C interstitial - Fe axis, in comparison with a repulsive Cr
- Cint pair configuration. Regarding the C interstitial - Cr solute pairs in bulk bcc Fe,
first principles studies [111, 160] all predicted repulsive Cr - Cint interactions.

To summarize, the Mo - Cint and Mn - Cint binding energies are dictated by the size
effect and the solute magnetism, respectively, while the Cr - Cint interaction is rather
due to a more subtle electronic hybridization effect.

2.5.2 C migration barrier in the vicinity of an alloying element

Although the binding energies found are not very large, the attractive sites may still
act as traps for the diffusing C interstitials. The presence of the solutes could locally
induce a change of the C migration barriers. The most relevant C migration barriers
to investigate are:

(i) barriers between two neighboring C attractive sites. If the barrier is rather low,
the C interstitial can be caught in a cage movement. Such cage movements
occur for instance during the migration of a C interstitial in α-Fe in the vicinity
of a vacancy [19].

(ii) the dissociation barriers for C to leave an attractive site.
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To determine if cage movements can appear in cementite with a Mo, Mn or Cr solute,
we calculated the energy barriers between two neighboring attractive C octahedral
sites in the vicinity of a substitutional solute. For each set of initial and final positions
with non-negligible binding energies (Eb≥0.05 eV), we considered the lowest energy
migration path in pure Fe3C cementite, and calculated the new energy barrier, im-
pacted by the nearby substitutional solute. Results are shown in Table 2.8. Overall,
the migration barriers associated with neighboring attractive sites in the alloyed ce-
mentite are never significantly lower than the corresponding migration barriers in
pure Fe cementite. Therefore, no significant cage movement was identified. Since
we found only one attractive site in the Cr-alloyed cementite case, we did not inves-
tigate cage movement in the vicinity of a Cr solute.

We also investigated the energetic barriers in the case of a dissociative migration.
Due to the significant number of attractive sites induced by the presence of a Mo,
Mn or Cr solute in cementite, as well as the numerous possible jumps from each at-
tractive site to a non-attractive site, we could not compute all the migration barriers
associated with a dissociation. We therefore chose to focus on dissociative migra-
tions between the most attractive sites and a zero (or almost zero) binding energy
sites. We prioritized the calculations of energy barriers linked with a direct migra-
tion path in the xz plane (the Octa - T3 - T2 - Octa migration described previously),
because those are the lowest in Fe3C. A non-exhaustive list of some possible energy
barriers associated with dissociation movements is given in Table 2.9. Similarly to
energy barriers associated with potential cage movement, the energy barriers asso-
ciated with dissociative jumps in the case of Mo or Cr are approximately the same
as in pure Fe cementite. However, in the case of a Mn solute, some energy barri-
ers are slightly lower than in Fe3C. Considering the calculated binding energies and
barriers, we would not expect a significant effect of alloying elements on the C dif-
fusion (at least in the dilute regime), except maybe in the presence of Mn, which is
confirmed below.

TABLE 2.8: Migration energy barriers between two neighboring at-
tractive C octahedral interstitials in cementite with a Mo or Mn so-
lute. The binding energies before (initial) and after (final) the C jump
are given at constant pressure (Pct) and at constant volume (Vct) at

which the NEB calculations were performed.

Type of Binding energies (eV) Jump mechanism Energy barrier in
metallic initial/final (barrier in unalloyed Fe3C) alloyed Fe3C
solute Pct (Vct) (forward/backward)

(eV)

Mos 0.04/0.04 (-0.01/-0.01) Indirect along y axis (2.16 eV) 2.25
Mog 0.12/0.07 (0.08/0.02) Direct along the xz plane (2.13 eV) 2.14/2.08
Mns 0.10/0.10 (0.09/0.09) Indirect along y axis (2.16 eV) 2.44
Mng 0.12/0.07 (0.08/0.05) Direct along the xz plane (2.13 eV) 2.31/2.28
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TABLE 2.9: Migration energy barriers associated with a dissociative
jump in cementite around a Mo, Mn or Cr solute. The binding ener-
gies before (initial) and after (final) the C jump are given at constant
pressure (Pct) and at constant volume (Vct) at which the NEB calcu-

lations were performed.

Type of Binding energies (eV) Jump mechanism Energy barrier in
metallic initial/final (barrier in unalloyed Fe3C) alloyed Fe3C
solute Pct (Vct) (forward/backward)

(eV)

Mog 0.12/-0.01 (0.08/-0.08) Direct along the xz plane (2.13 eV) 1.92/1.76
Mog 0.12/0.00 (0.08/-0.05) Indirect along y axis (2.16 eV) 2.28/2.16
Mog 0.12/0.00 (0.08/-0.15) Indirect along y axis (2.16 eV) 2.25/2.01
Mns 0.14/0.01 (0.09/-0.04) Direct along the xz plane (2.13 eV) 2.21/2.09
Mng 0.14/0.00 (0.08/-0.05) Direct along the xz plane (2.13 eV) 2.19/2.05
Mng 0.14/-0.01 (0.08/-0.04) Direct along the xz plane (2.13 eV) 2.12/1.99
Crg 0.08/-0.01 (0.02/-0.05) Direct along the xz plane (2.13 eV) 2.14/2.07
Crg 0.08/0.01 (0.02/-0.04) Direct along the xz plane (2.13 eV) 2.14/2.08

2.5.3 Effects of the substitutional solutes on C diffusion in cementite

In the previous sections, we have presented the binding energy between an intersti-
tial C atom and a substitutional solute (Mo, Cr or Mn), as well as the carbon migra-
tion energies around the solutes. In this section, we use these data as inputs for the
KineCluE code [167] to quantify the effect of the solute addition on carbon diffusion
in cementite. Assumptions and calculation details for the determination of C diffu-
sivity around solutes are explained in Sec. 1.1.3.

For each of the three solutes Mn, Mo and Cr, Fig. 2.11 shows the effect of their pres-
ence on the diffusivity of C atoms in cementite, as a function of temperature and the
solute concentration. The quantity δDC plotted on those graphs is the normalized
difference between the carbon diffusion coefficients with and without the presence
of the substitutional solute:

δDC =
D̄C([M̄])− DC

DC
. (2.12)

We considered solute concentrations up to a few at.%. Overall, the influence of the
alloying elements on C diffusivity is small in weakly alloyed cementites. Mn is the
solute with the most visible effect: C diffusion can be slowed down by a factor of
10 approximately at low temperatures (< 500 K) and in the presence of 1% of Mn
and beyond. This can be expected because only the Mn solute has the most various
attractive sites in its nearest-neighbor region, where the C interstitial can jump from
one of these sites to another. This can induce some small trapping effects. In that
respect, we found that dissociative jumps energy barriers are slightly higher in the
case of Mn solute (see Table 2.9).

It is worth mentioning that, according to CALPHAD (CALculation of PHAse Di-
agrams) data, cementite precipitates can indeed be present in Fe-Mn-C alloys. Using
Thermo-Calc commercial software [12, 186] with the TCFE Steels/Fe-alloys version-
10 database, we investigated the phases of Fe-Mn-C systems with a nominal Mn
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FIGURE 2.11: Effect of substitutional solutes Mo, Mn and Cr on the diffusion coefficient of car-
bon in cementite. The normalized difference between the carbon diffusion coefficients with and
without the presence of the substitutional solute δDC (defined in Eq. 2.12) is plotted as a function

of the temperature and the solute concentration.
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concentration up to approximately 5 at.%. For temperatures at which we predicted
a visible influence of Mn on C diffusivity, the predicted Mn concentration in cemen-
tite phases is between 4 at.% and 23 at.% at 450 K and between 2 at.% and 30 at.%
at 500 K, for Mn nominal concentrations below 2 %. Our current results suggest a
decrease of C diffusion coefficients in these Mn-alloyed cementite. However, please
note that our method used for the determination of C diffusion coefficients (with
the KineCluE code) is only accurate for small alloying element concentrations (up
to a few percents of metallic solute in cementite at most). For higher concentrations,
interactions between Mn solutes would need to be considered.

2.6 Summary

We studied the relative stability of various defects (C vacancies, C interstitials, C
Frenkel pairs) in stoichiometric Fe3C.

We investigated the diffusion of carbon in pure and weakly-alloyed cementite, re-
spectively Fe3C and (Fe1-xMx)3C with M = Mo, Cr or Mn. Systematic DFT calcula-
tions were performed to determine the formation energy of all identified single C
interstitials, as well as the energy barrier of a large variety of jumps between the
lowest-energy C interstitial configurations. Then, the KineCluE code was used to
compute carbon diffusion coefficients in cementite using the DFT energetics as in-
put data.

The obtained values in Fe3C are in satisfactory agreement with experiments mea-
suring the growth rate of cementite. Indeed, in such experiments, carbon diffusion
was assumed as the rate-limiting mechanism governing the growth of cementite.
The present study provides information on carbon migration mechanisms at the
atomic scale, which is not directly accessible by experiments. We highlighted two
elementary diffusion mechanisms: either a direct jump of a C interstitial from one
octahedral site to another one, or an indirect jump where the C interstitial moves
and takes the place of an intrinsic C, and the latter migrates towards an interstitial
site.

It is interesting to note that although our predicted diffusion coefficients are com-
parable to the values from the previous semi-empirical MD simulation, the mecha-
nisms at their origin are different. Indeed, the mechanism previously inferred from
MD simulations relies on a high concentration of C Frenkel pairs (at least locally).
With a higher C Frenkel pair formation energy, the MD based mechanism has a
lower probability to occur. Alternatively, the present study proposes C to diffuse
via interstitial mechanisms, involving jumps between octahedral interstitial sites.
Please note that in those carburization experiments, the vapor phase acts as a source
to provide C interstitials leading to the growth of cementite, the formation energy
associated with the creation of interstitial C atoms is not involved in the activation
energy of this process.

In order to investigate possible effects of the alloying elements (Mo, Cr and Mn)
on the diffusion properties of C, we first calculated and analyzed the interaction
energy between a C interstitial and one of the three substitutional solutes. Some
energetically-favorable sites are found for a C interstitial around the solutes. The
location of these sites are governed by the solute size effect, the solute magnetism
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and the electronic charge redistribution, for the Mo, Mn and Cr case, respectively.

Regarding the influence of substitutional solutes on the C diffusion coefficients, we
found that Mn decreases C diffusion coefficients by at most a factor of 10 at temper-
atures up to 500 K and solute concentrations up to a few at%. In the case of Mo and
Cr, we predict no visible effects within the considered weakly alloyed conditions.

As a first step in the investigation of diffusion in cementite, this study considers
stoichiometric cementite (M3C). However, according to both experimental and the-
oretical studies [88, 102], C vacancy concentration in cementite could reach up to a
few percent. The vacancies might play a significant role on C diffusion, which is
undeniably an interesting perspective for a future study. For example, there may be
a competition between our interstitial diffusion mechanism and Levchenko et al. C
Frenkel pair mechanism for under-stoichiometric cementite and/or at high temper-
atures.

Most of these results are published in Physical Review Material [26].
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Chapter 3

Alloyed M3C and M2C carbides:
structural, energetic, electronic and
magnetic properties

In this chapter, we investigate several properties of alloyed cementite (M3C) and
M2C with a wide range of alloying concentrations. We mostly focus on the effect of
Mo and Mn alloying in cementite, as well as Fe and Mn alloying in Mo2C because
Mo and Mn are common alloying elements in ferritic steels (for example in 16MND5
steels used in PWR vessels). The enthalpy of substitution is used to predict the
partitioning behavior of Mo, Mn and Fe between cementite, Mo2C and ferrite. The
effect of the vibrational entropy and the magnetic disorder at finite temperature is
discussed. Special attention is given to the comparison between DFT predictions
and experiments. In particular, the variation of cementite volume upon alloying is
compared in detail with Benarosch et al. experimental data.

3.1 State of the art

The precipitation of carbide phases can significantly modify steels properties. It is
therefore crucial to control carbides population in steels in order to prevent prema-
ture aging and security issues. Two of the most common carbides in low-alloyed
steels (for example 16MND5 steels) are cementite (Fe3C) and a molybdenum car-
bide called Mo2C. The addition of alloying elements is an easy way to (de)stabilize
carbides. Stabilization of a carbide by an alloying element implies that this element
preferentially moves from ferrite into the carbide phase, while destabilization im-
plies that it is energetically more favorable for the alloying element to remain in
ferrite.

Various experimental studies investigated the partitioning of alloying elements be-
tween ferrite and cementite. It is well-known that Cr and Mn are strong cementite
stabilizer [5, 14, 15, 27, 93, 109, 113, 127, 129, 142, 147, 153, 157, 183, 187, 188, 195,
220]. Mo [93, 177, 187, 188, 195], V [93, 142, 195] and W [93, 177] also dissolve in
cementite. On the other hand, Si [4, 14, 15, 93, 109, 127, 129, 183, 187, 195, 220],
Al, Cu [127] and Co [93] prefer to stay in the ferrite. According to the processing,
composition and concentrations, alloying element such as Nb, V, Ti and Ni can also
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form other carbides phases or promote the emergence of fcc phases [93, 142, 195].
Efforts have been made to evaluate the effect of alloying elements in cementite from
experiments. For example, properties such as the lattice parameters [83], Curie tem-
perature and thermal expansion of alloyed cementite have been studied. However,
it is difficult to access bulk cementite properties experimentally, because it is still
challenging to obtain single-phases cementite samples [196]. First-principles meth-
ods are a good way to overcome these experimental difficulties. Various DFT studies
investigated alloyed cementite stability and physical properties [9, 10, 30, 76, 95, 107,
116, 117, 122, 123, 134, 154, 171, 205, 209, 215, 219]. Nonetheless, previous calcula-
tions were limited to very dilute limit element concentrations, corresponding to the
case of a single alloying element in cementite unit cell or supercell, as well as or-
dered configurations where all the alloying elements occupy the special or general
sublattices (Fe2MC) or FeM2C). The only exception is VonAppen et al. study on the
phase diagram of (Fe1-xMnx)3C [205]. However, only cementite 16 atoms unit-cells
were considered.

The are very few experimental data on Mo2C (de)stabilization by alloying elements.
To our knowledge, there is only one DFT study on Cr and Nb alloyed Mo2C [112].
As in most DFT studies on alloyed cementite, this study only covers the case of a
single solute in the carbide.

In first-principles study, conclusions on the (de)stabilization of carbides phases by
alloying elements are usually based on the enthalpies of formation of the alloyed
carbide with respect to the pure-element phase. However, Ande et al. [9, 10] have
shown that carbide (de)stabilization should rather be described using the partition-
ing enthalpy, or enthalpy of substitution as we will call it from now on. Contrary to
the formation enthalpies, the enthalpy of substitution takes into account the compe-
tition between the carbide and the bcc-Fe matrix.

As explained in the previous chapter, Fe3C admits a low Curie temperature (ap-
proximately 473 K). Dick et al. [35] evaluated the magnetic free energy up to 1500 K
using a spin quantum Monte-Carlo scheme. They also described the electronic and
vibrational excitation in Fe3C based on DFT calculations. However, to our knowl-
edge, there is no study on the effect of the vibrational entropy or magnetic disorder
of alloyed cementite at finite temperature. De Oliveira et al. [135] calculated the
Helmholtz free formation energy of Mo2C with Mo or C vacancy but so far, the en-
tropy of alloyed Mo2C is still unknown.

In the introduction, we mentioned that this work is part of a coupled project be-
tween applied metallurgy and fundamental research involving two thesis. In this
chapter, a special attention is therefore being paid to the comparison between our
results and data obtained by Benarosch et al. within the experimental part of our
project [20]. Benarosch et al. results are sometimes emphasised, or discussed apart
from previous experimental studies.

3.2 Interaction between Mo, Cr or Mn solutes in ferrite

In order to investigate the partitioning behavior of alloying elements in carbides, we
must first understand their properties in ferrite (theoretically represented as bcc Fe
with C atoms). Several DFT studies investigated the effect of a substitutional solute
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in bcc Fe. It is widely known that the ground state of pure bcc Fe is ferromagnetic
(FM). Using a 4× 4× 4 Fe bcc supercell, we calculated a 2.21 µB/atom magnetic mo-
ment and a lattice parameter of 2.833 Å, in good agreement with previous ab-initio
and experimental studies [64, 81, 91]. Then, we substituted a Fe atom by a Mo, Cr or
Mn atom in the supercell.

In their ground state, Mo atoms are non-magnetic (NM). However, a single Mo
solute admits a very small, negative magnetic moment in bcc iron induced by the
interaction with neighboring Fe atoms. The ground state of a single Cr in bcc Fe is
antiferromagnetic (AF) with respect to the lattice Fe moments [16, 34, 92, 137, 149].
In our study, we calculated a −1.87 µB magnetic moment for a Cr solute. Other DFT
studies reported values included between −2.36 µB and −1.29 µB [34, 137]. Experi-
mental data are included between−1.29 µB and−0.55 µB [7, 33, 178]. The magnetism
of a single Mn solute has been a controversy. The reported Mn magnetic moment
ranges from −3.0 µB (AF with respect to Fe moments) to 1.0 µB (FM with respect to
Fe moments) [34, 90, 137, 149, 162]. The value of this ground state magnetic mo-
ment is very sensitive to the DFT approximations such as the parametrization of the
exchange-correlation functional or the choice of pseudopotential, as illustrated by
Olsson et al. [137]. Recently, Schneider et al. [162] and King et al. [90] established
(using PAW-PBE) that the real ground state of a single Mn in bcc Fe is AF with
respect to the Fe lattice, with a very close flat local minima associated with a FM
coupling. The magnetic moments of the AF ground states range between −1.98 µB
and −1.86 µB [162] or −2.08 µB and −1.89 µB [90]. The estimated energy barriers
between the AF and FM states are 0.07 eV [162] and 0.10 eV [90]. Based on these
results, we chose the AF grounds state for our Mn substitutional solute in bcc Fe and
obtained a −2.01 µB moment.

The interaction between two close-pair solutes in bcc Fe has also been studied in
the literature. All DFT studies predict repulsive Mo-Mo and Cr-Cr interactions, es-
pecially for the 1nn distance [16, 34, 54, 105, 137]. On the other hand, most DFT
studies suggest that two Mn solutes can attract each other. Using the AF ground
state of a single Mn in bcc Fe as the energy reference, Bakaev et al. [16] and Schnei-
der et al. obtained a small attractive Mn-Mn binding energy for the 1nn. Olsson et al.
obtained attractive Mn-Mn interactions for the 1nn and 2nn. King et al. compared
the binding energies of Mn solutes using the AF or FM states as the energy reference
for an isolated Mn solute in bcc Fe. They reported small attractive interactions up
to the 6nn (FM reference state) and repulsive interactions (AF reference state). Fi-
nally, Vincent et al. [202], Gorbatov et al. [54] and Devi et al. [34] reported repulsive
Mn-Mn binding energies for the 1nn, 2nn and/or 3nn. The disagreement between
all these results is probably due to the different potentials and more generally to the
different setup used for the calculations. Bakaev et al. predicted that the magnetic
moments on two 1nn Mn are antiferromagnetic with respect to the moments of Fe
atoms, with a total value reduced to −0.6 µB. To our knowledge, they did not con-
sider the possibility of a Mn dimer with one AF-Mn and one FM-Mn. On the other
hand, Schneider et al. took into account all the possible magnetic states for the Mn-
Mn pair and showed that Mn moments tends to be AF with respect to each other for
the 1nn and 2nn distances, while they are AF with respect to the Fe lattice for larger
distances. Similarly, King et al. obtained almost zero average magnetic moments for
Mn-Mn 1nn. The Mn-Mn attraction for the first neighbors can be explained by the
flexibility of the Mn magnetic moment, which can easily change and adapt accord-
ing to its local environment.
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Beyond the solute-solute pair in bcc Fe, the average binding energy (the attraction) of
Mn clusters increases with the number of Mn involved [162]. In addition, Schneider
et al. detailed magnetic analysis suggests that the Mn-Mn AF coupling is generally
dominant over the Fe-Mn AF coupling. The average magnetic moment of the Mn
atoms in bcc Fe tends to be AF to lattice Fe moments for Mn concentrations lower
than a few atomic percents of Mn and FM to Fe moments for larger Mn concen-
trations [42, 162]. The mixing energy of Fe and Mn in bcc Fe reveals an unmixing
tendency [163], in agreement with experimental values [128]. As for Cr solutes in
bcc Fe, they display a magnetic behavior opposite to the Mn one: Fe-Cr AF interac-
tions prevail over the Cr-Cr antiferromagnetism [42, 49]. Several DFT studies [92,
105, 136] noted a change of sign of the mixing enthalpy of Cr in bcc Fe, showing
mixing tendency for low Cr concentrations and unmixing tendencies for higher Cr
concentrations. This is consistent with the repulsive Cr-Cr binding energies: at low
concentration, Cr atoms in Fe repel each other, causing ordering. There are less stud-
ies on the behavior of Mo solutes in bcc Fe. According to Lejaeghere et al. [103] and
Udovsky et al. [192] ab-initio studies, Mo solutes display an unmixing tendency, in
agreement with CALPHAD data [150]. In Fe1-xMox bcc solid solution, Mo solutes
admits a small induced moment, AF coupled with Fe magnetic moments [42, 172].

Steels contain carbon atoms. Many DFT studies investigated the behavior of a C
atom in bcc Fe. It is well known that the insertion of a C interstitial in bcc Fe de-
creases the magnetic moment magnitude on the nearby Fe atoms [3, 19, 38]. The
effect of a C interstitial on a dilute substitutional solute in bcc Fe was also studied.
Theoretical results were discussed in the previous chapter (Sec. 2.5.1). To summa-
rize, Liu et al. [111] and Bakaev et al. [16] found that the interactions between a Mo
solute and a C octahedral interstitial in bcc Fe are repulsive up to the 4nn distance.
First-principles studies also predict repulsive Cr - C interactions in bcc Fe [111, 160].
On the other hand, according to theoretical studies [16, 111, 121, 162], a Mn solute
admits a weak attractive interaction with its nearest C interstitial neighbor. This Mn
- C attractive interaction was also predicted by experimental studies [2, 118]. In-
terestingly, for this attractive 1nn distance, the magnetic moment of the Mn solute
becomes FM with respect to Fe moments, while it stays antiferromagnetically cou-
pled with Fe atoms for larger Mn - C distances [111, 162]. The magnetic moment of
Cr atoms involved in a Cr - C pair in bcc Fe is always AF with respect to Fe atoms
[111].

Cementite and Mo2C carbides can form in ferrite. Understanding the interaction
between alloying elements and carbon in this phase is the first step to study the
partition of these elements between ferrite and carbides. It is therefore necessary to
compare the properties of the alloying elements in each phase.

3.3 Structural, magnetic and energetic properties of Mo, Cr
or Mn alloyed cementite

3.3.1 Magnetism of Mo, Cr or Mn alloyed cementite

Fe3C ground state is ferromagnetic with a Fe magnetic moment of 1.96 µB (Fes) and
1.88 µB (Feg). As a first step for the study of alloying effect on cementite magnetism,
we investigated the magnetic ground state of a single M (M=Mo, Cr or Mn) atom
in cementite (≈ 1% of metallic sites). In its lowest-energy magnetic state, a single
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Cr solute moment is antiferromagnetically coupled with the Fe moments in cemen-
tite. Conversely, in its ground state, a single Mn solute in cementite is ferromagnetic
with respect to the Fe moments. Table 3.1 shows the Mo, Cr or Mn moments in
1 × 1 × 1 and 2 × 2 × 2 cementite cells. Our calculated magnetic moments are in
good agreement with previous DFT studies [10, 122, 171, 215, 219] in the 16 atoms
unit-cell (≈ 8% of metallic sites). The magnetic moment of a Mo solute in cementite
is slightly AF with respect to the Fe magnetic moments. As for Fe atoms in pure
Fe3C, the amplitude of Mn or Cr magnetic moments is lower in general positions
(noted Mng and Crg). Mng and Crg magnetic moments admit a lower amplitude be-
cause they have one more C nn and one less Fe nn with respect to solutes in special
positions. In addition, Crg (Mng) presents a lower Voronoi volume than Crs (Mns),
which is consistent with the magneto-volume effect. The magnetic behavior of a so-
lute in cementite can be compared to the magnetic behavior of this solute next to a C
atom in bcc Fe. As in cementite, the magnetic moment of a Cr atom either isolated or
with a C neighbor in bcc Fe is antiferromagnetically coupled with the Fe moments
(see Sec. 3.2). On the other hand, a Mn solute next to a C atom is only FM with re-
spect to Fe moments if the C atom is very close (1nn). For larger Mn - C distances,
the Mn solute is antiferromagnetically coupled with the Fe moments, which is not
the case in cementite. Lastly, the small AF moment of Mo solutes is induced by the
interaction with its Fe neighbors, as in bcc Fe.

To go beyond the case of a dilute solute in cementite, we study the change in ce-
mentite magnetization according to its Mo, Cr or Mn alloying content. Results are
presented Fig. 3.1. Since Mo atoms are NM, we observe a magnetic dilution in
(Fe,Mo)3C which increases with Mo concentration. The case of Cr and Mn solutes
in cementite is less trivial. Beyond a given concentration, Cr solutes experience a
competition between Cr-Fe AF coupling and Cr-Cr AF coupling. On the other hand,
Mn solutes experience a magnetic frustration between the Mn-Fe FM coupling and
the Mn-Mn AF coupling. As a result, for more than a few Cr or Mn solutes in ce-
mentite, there are a large number of magnetic configurations to consider, and the de-
termination of the precise magnetic ground state is beyond our reach. In the scope
of this study, as we are mainly interested in the dilute regime, we chose to initial-
ize (Fe,Cr)3kCk and (Fe,Mn)3kCk calculations with Cr atoms antiferromagnetically
coupled with Fe atoms and Mn atoms ferromagnetically coupled with Fe atoms (as
predicted in the case of a single Cr or Mn solute in cementite). We assume that the
results for high Mn or Cr concentrations in cementite will not strongly differ from
the magnetic ground states and that the energetic trends presented in this study are
overall correct. Up to roughly 50 percent of Cr in cementite, Cr atoms preserved
their AF coupling with Fe atoms upon relaxation and lower the average magnetic
moment. This is similar to the behavior of Cr solutes in bcc iron, for which the
Fe-Cr antiferromagnetic coupling prevails [42, 49]. Beyond this concentration, the
magnetic moment of Cr solutes becomes almost zero, probably because of subtle
electronic effects due to the interplay between Cr - Cr and Cr - C interactions. An
experimental data indicate a sharp decrease in Cr-alloyed cementite magnetic mo-
ment from 1.9µB in Fe3C to 0.4µB in (Fe0.80Cr0.20)3C [176]. This magnetic moment is
significantly lower than our DFT predicted magnetic moment for 20% of chromium
in cementite (1.08µB). Nevertheless, DFT-GGA calculations also give a higher value
for Cr magnetic moment in bcc iron [137]. The model Cr3C cementite was found to
be NM, in agreement with previous ab-initio studies [78, 95, 123, 134, 154, 215, 219].
Mn solutes magnetic behavior is very sensitive to their chemical environment. Up
to approximately 10 % of Mn in cementite, all Mn solutes stay FM with respect to
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Fe atoms. Beyond 10 % of Mn, the initial FM ordering is not maintained as some
Mn solutes spins ’flip’ and become AF with respect to Fe atoms to accommodate
their environment. The presence of Mn solutes lead to a diminution of the average
magnetic moment in Mn alloyed cementite with the increase in Mn concentration.
In Jang et al. study [76], Mn3C is defined as a NM structure. However, Razumovskiy
et al. and VonAppen et al. [205] proposed two different antiferromagnetic ground
states for Mn3C. According to Razumovskiy and co-authors, each Mn sublattice ad-
mits an almost-zero magnetic moment in Mn3C. On the other hand, Von Appen
et al. describe Mn3C ground state as an antiferromagnetic ordering for Mng and
a ferromagnetic ordering for Mns, with a slightly positive total magnetic moment
(0.33 µB per metallic atom). We calculated the total energy of FM, NM and both
AF Mn3C. We found that the energetically most favorable magnetic state is the AF
ground state described by VonAppen et al.. Interestingly, during our calculation,
Razumovskiy et al. AF structure relaxed toward VonAppen et al. AF magnetic or-
dering. This antiferromagnetic ordering is only slightly energetically more favorable
(-25 meV/f.u.) than the NM state. Our calculated magnetic moment is in excellent
agreement with Von Appen et al. value (see Figure. 3.1(c)) and fits nicely with the
0.37µB magnetic moment per metallic atoms observed at higher temperature [39].
Other experimental data predict the existence of long-range antiferromagnetic or-
dering in Mn-rich cementites between 2 and 290 K [182]. We can see from Fig. 3.1
that the magnetic moment decreases upon Mo, Cr or Mn alloying is roughly linear
in the dilute regime. The diminution of the average magnetic moment upon Mo, Cr
or Mn alloying suggests a diminution of the Curie temperature of alloyed cemen-
tite. This Curie temperature change was experimentally observed in Mn [175, 193,
194] and Cr [175, 193, 195] alloyed cementite. In order to compare qualitatively the
evolution of the Curie temperature and the evolution of the magnetic moment upon
alloying, we measured the ratio between experimental data on alloyed cementite
Curie temperature and Fe3C Curie temperature and confronted it with the ratio be-
tween our predicted total magnetic moments. In particular, Shigemastu et al. [175]
predicted that the Curie temperature of (Fe0.97Cr0.03)3C is 1.14 times the Curie tem-
perature of (Fe0.94Cr0.06)3C cementite and the Curie temperature of (Fe0.97Mn0.03)3C
is 1.15 times the Curie temperature of (Fe0.91Mn0.09)3C. According to our DFT re-
sults, the magnetic moment of (Fe0.97Cr0.03)3C is approximately 1.08 times the mag-
netic moment of (Fe0.94Cr0.06)3C and the magnetic moment of (Fe0.97Mn0.03)3C is 1.13
times the magnetic moment of (Fe0.91Mn0.09)3C. The correlation between our DFT
magnetic moment and experimental Curie temperature is less good with respect to
Umemoto et al. studies [194, 195]. For example, Umemoto et al. observed that the
Curie temperature of Fe3C is 1.23, 1.51 and 3.22 times higher than the Curie tempera-
ture of (Fe0.95Mn0.05)3C, (Fe0.90Cr0.10)3C and (Fe0.80Cr0.20)3C. However, we calculated
that the magnetic moment of Fe3C is 1.23, 1.26 and 1.70 times the magnetic moment
of (Fe0.95Mn0.05)3C (Fe0.90Cr0.10)3C and (Fe0.80Cr0.20)3C, respectively.

There is an interplay between the magnetism and the volume change in crystals
(it is the so-called magneto-volume effect). In order to better understand the change
of magnetization of cementite with Mo, Cr or Mn substitutional solutes, we studied
the volume change upon alloying. This property is also compared with experimental
data.
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solute type reference solute magnetic moment (µB)

Fe11Mo1C4 Mos [this work] -0.35
[171] -0.34
[10] -0.30

Fe95Mo1C32 Mos [this work] -0.31
Fe11Mo1C4 Mog [this work] -0.39

[171] -0.38
[10] -0.34

Fe95Mo1C32 Mos [this work] -0.39
Fe11Mn1C4 Mns [this work] 1.94

[171] 2.02
[10] 1.87

Fe95Mn1C32 Mns [this work] 1.90
Fe11Mn1C4 Mng [this work] 1.51

[171] 1.55
[10] 1.30

Fe95Mn1C32 Mng [this work] 1.57
Fe11Cr1C4 Crs [this work] -1.07

[219] -1.89
[171] -1.04
[215] -1.66
[10] -0.83
[122] -0.58
[116] -1.37
[134] -1.25

Fe95Cr1C32 Crs [this work] -0.82
Fe11Cr1C4 Crg [this work] -0.96

[171] -0.93
[215] -1.80
[10] -0.84
[122] -0.51
[116] -0.03
[134] -0.01

Fe95Cr1C32 Crg [this work] -0.98

TABLE 3.1: Magnetic moment of a Mo, Mn or Cr solute in 1× 1× 1
(Fe11M1C4) or 2× 2× 2 (Fe95M1C32) cementite cell (M=Mo, Cr or Mn).
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FIGURE 3.1: (a), (b) and (c): Average magnetic moment of metallic atoms in alloyed cementite according
to the Mo, Cr or Mn alloying element concentration, respectively.

We differentiate (Fe,M)3C configurations with ordered structures or solute clusters (OS) from configura-
tions with a completely random distribution of solutes (SQS configurations).

We performed linear regressions (dashed lines) for alloying elements concentrations below 30 percent to
show that the decrease in magnetic moment is roughly linear in this concentration range.

The experimental data for Cr alloyed cementite and Mn alloyed cementite are from Shigamestu et al. [176]
and Von Appen [205] et al. studies, respectively.
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3.3.2 Volume of Mo, Cr or Mn alloyed cementite

Since all our DFT calculations were performed at constant pressure, we investi-
gated the volume change induced by the substitution of Fe atoms of cementite by
an alloying element. According to our results, the volume of ’pure’ Fe3C is 12.633
Å3/metallic atom at 0 K. Previous first-principles studies predicted values included
between 12.340 and 12.933 Å3/metallic atom [28, 35, 43, 51, 58, 62, 70, 76, 80, 95,
116, 117, 133, 154, 171, 215, 216, 219]. Please note that when a reference only gives
the lattice parameters of cementite, we multiplied them to obtain the volume of the
orthorhombic unit cell. By comparison, experimental data obtained at room temper-
ature vary between 12.865 and 12.949 Å3/metallic atom [37, 44, 63, 106, 195, 213].
This is slightly above our predicted value. However, when fully relaxing our super-
cell, we assume that the supercell experiences no external stress. This might be true
in massive bulk material, but it is still complicated to obtain single-phase samples of
Fe3C. In most of the experiments cited above, the carbides precipitates in a matrix
and their volume may depend on their environment and the fabrication procedure.
For example, Yelsukov et al. showed that the average cementite grain size increases
with the annealing temperature [217]. Recently, Umemoto et al. [195] achieved the
fabrication of bulk cementite by combining mechanical alloying with spark plasma
sintering. They reported a Fe3C volume of 12.949 Å3/metallic atom. A few exper-
imental studies also investigated the lattice parameters of Mn3C and Cr3C [47, 74,
100]. Such phases can for example be fabricated through rapid quenching in binary
M-C samples. The volume per atom of Mn3C and Cr3C observed experimentally
are 12.986 Å3 /atom and 13.288 Å3/metallic atom, respectively. As for Fe3C, these
volumes are higher than our theoretical values.

Fig. 3.2 shows the volume per atom of all our (Fe,M)3C configurations (with M=Mo,
Cr and Mn) according to the alloying element concentration. Because the absolute
values of the volume depends on the approximation of the calculation scheme, we
also checked the change in volume versus solute concentration. Mo has a signifi-
cantly larger atomic radius than Fe, Cr and Mn. As a result, the volume change in
Mo alloyed cementite is much higher than the volume change in Cr or Mn alloyed
cementite. The volume of Mo alloyed cementite increases linearly with the Mo con-
centration. This behavior closely follows the Vegard’s law. The volume of (Fe,Mn)3C
also seems to decrease linearly up to intermediate Mn concentration (more or less
30% of Mn) in cementite. However, the calculated volume of Mn3C does not follow
the Vegard’s law extrapolation. With increasing Mn contents, Mn alloyed cementite
undergoes a change of magnetic behavior which could explain the deviation from
the linear tendency predicted at lower concentrations. The volume of Cr alloyed
cementite does not evolve linearly with the Cr concentration. Fe1-xCrxC volume de-
creases up to x = 0.33 and increases for Cr concentration above this value. The
diminution of the volume upon Cr alloying is roughly linear up to approximately
25% of Cr in cementite. Our Fe1-xMxC volumes are in good agreement with data
from previous DFT studies.

The volume change in Mo alloyed cementite is linear. It is also roughly the case
up to 30% of Mn and 25% in M3C. According to these results, one could estimate
the concentration in Mo or moderately Cr or Mn alloyed cementite phases observed
experimentally from their volumes. Kagawa et al. [83] measured experimentally the
lattice parameters and volume of cementite in Fe-C-X(X=Cr, Mn, Mo, and Ni) alloys.
After annealing, they obtained cementites phases with alloying contents up to 2at%,
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FIGURE 3.2:
On the left side, (a), (c) and (e): Volume per metallic of Mo, Cr and Mn alloyed cementite, respectively,

according to the alloying element concentration.
On the right side, (b), (d) and (f): Associated volume change ∆V = V(Fe1−x MxC)− V(Fe3C) for M=Mo,

Cr or Mn alloyed cementite, respectively, according to the alloying element concentration.
We differentiate (Fe,M)3C configurations with ordered structures or solute clusters (OS) from configura-

tions with a completely random distribution of solutes (SQS configurations).
The previous DFT data are from Ref. [9, 10, 30, 44, 51, 70, 116, 122, 154, 171, 205, 216, 219] and the
experimental data are from Ref. [47, 74, 83, 100]. Regarding experimental values, when the volume of pure
Fe3C is not specified in a given study, we use Wood et al. [213] experimental value at room temperature to

approximate ∆V.



3.3. Structural, magnetic and energetic properties of Mo, Cr or Mn alloyed
cementite

53

3.96at% and 5.28at%, for Mo, Cr or Mn alloyed cementite, respectively. They found
that Cr and Mn alloying decreases the volume of cementite unit cell, while Mo alloy-
ing remarkably increases the unit cell volume. Even if their reported volumes per
cell are above our DFT results, their volume changes are in good agreement with our
values (see black squares below 10% of alloying elements in Fig. 3.2). Additional iso-
lated experimental data [47, 74, 83, 100] regarding the volume of alloyed cementite
phases were also added in this figure. When the volume of Fe3C is not specified in
a given study, we used Wood et al. experimental value at room temperature to ap-
proximate ∆V. However, Mn3C volume changes obtained with this approximation
do not agree well with our DFT results.

Recently, Benarosch et al. used X-ray diffraction analysis with Rietveld refinements
to access the volume of carbides phases in Fe-Mo-C and Fe-Mn-C model steels at
room temperature. They also followed the content in alloying elements of each
phases with SEM-EDS (Scanning Electron Microsopy - Energy Dispersive X-ray Spec-
troscopy). They measured Mo concentrations in cementite included between 1% and
3% and Mn concentrations in cementite included between 1% and 14%. A compari-
son between their results (private communication [20]), previous experimental data
[83] and our ab-initio prediction for the volume change is given Fig. 3.3. Since Be-
narosch et al. always observed Mo or Mn alloyed cementites and no pure Fe3C
phases in their model steels, we used two different ways to estimate Fe3C volume.
First, we used Wood et al. data for Fe3C volume to approximate ∆V (black dots
Fig. 3.3). According to our DFT results, the volume change admits a linear behav-
ior in the dilute regime upon Mo or Mn alloying. Therefore, we also used a linear
regression on Benarosch et al. data to estimate the volume of pure cementite (red
or blue dot Fig. 3.3). They observed that Mo and Mn alloying respectively induce
an increase and a decrease of cementite volume upon alloying, in agreement with
our predictions. The correlation between our results and Benarosch et al. data is not
very good. However, please note that this comparison is based on several approxi-
mations (on the volume of Fe3C but also from XRD analyses with very low volume
fractions of cementite phases).

3.3.3 Binding enthalpies between Mo, Cr or Mn atoms in cementite

Before addressing Mo, Cr or Mn mixing in cementite, the interaction between two
isolated solutes was investigated. The binding enthalpy between two M solutes in
Fe3k-2M2Ck cementite is defined as follow:

Hb(Fe3k−2M2Ck) = 2H(Fe3k−1M1Ck)− H(Fe3k−2M2Ck)− H(Fe3kCk), (3.1)

where H(Fe3k−1M1Ck) is the total enthalpy of a single solute in its ground state,
H(Fe3k−2M2Ck) is the total enthalpy of two solutes in the cementite supercell and
H(Fe3kCk) is the total enthalpy of the supercell without solute. With this convention,
positive binding enthalpy stand for attractive behaviors, while negative binding en-
thalpy stand for repulsion. Fig. 3.4 shows the binding enthalpies between two M
(M=Mo, Cr or Mn) solutes in cementite as function of their separation distance. In
the case of Mn and Cr solute pairs, all the magnetic configurations were taken into
account for the initialization of the calculations of E(Fe3k−2M2Ck). We investigated
all the possible M-M pairs of the same chemical element for the first solute-solute
neighbors, as well as a few pairs for larger distances. Figure 3.4 shows that there
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FIGURE 3.3:
(a) and (b): volume change ∆V = V(Fe1−x MxC)−V(Fe3C) for M=Mo or Mn alloyed cemen-

tite, respectively, according to the alloying element concentration.
The previous experimental data are from Ref. [83]. In order to calculate ∆V, the volume of
pure Fe3C was approximated by Wood et al. [213] experimental value at room temperature
(black dots), and also estimated from a linear regression in the dilute regime (red and blue

dots).
The linear regression on our DFT results in the dilute regime is represented by dashed lines.

are some slightly attractive Mo-Mo, Mn-Mn or Cr-Cr pairs for short distances. Mn
solutes involved in a pair are always FM with respect to the Fe atoms of cementite,
except for the lowest Mn-Mn distance, where both Mn solutes are AF with respect
to the Fe atoms. For this shortest distance, it is possible that the Mn-Mn antiferro-
magnetic coupling with each other becomes the dominant magnetic interaction over
the Mn-Mn ferromagnetic coupling tendency in the presence of C atoms. The Cr so-
lutes involved in a Cr-Cr pair in cementite are AF with respect to the Fe atoms. The
presence of attractive solute-solute pairs implies that solute clusters might appear in
cementite.

3.3.4 Mixing enthalpy of Mo, Cr or Mn alloyed cementite

To investigate further the mixing tendencies of Mo, Cr or Mn in alloyed cementite,
we calculated the mixing enthalpies of several (Fe,M)3C configurations. The mixing
enthalpy of (Fe,M)3C with l solutes M is given by:

Hmix(Fe3k−l MlCk) =
H(Fe3k−l MlCk)− (3k− l)H(Fe3C)− lH(M3C)

3k
, (3.2)

where E(Fenk−l MlCk) is the total enthalpy of the cementite with l M solutes, whereas
H(Fe3C) and H(M3C) are the total enthalpies per metallic atom of pure Fe3C and
pure M3C, respectively. We took ferromagnetic Fe3C, ferrimagnetic Mn3C, non-
magnetic Mo3C and non-magnetic Cr3C as references for M3kCk. The mixing en-
thalpies of cementite with Mo, Cr or Mn are given in Fig. 3.5. Overall, (Fe,Mo)3C
configurations admit a rather strong, positive mixing enthalpy, which reveals an un-
mixing tendency. A few ordered configurations have a slightly negative mixing en-
thalpy. These configurations correspond to cases where enough Mo solutes occupy
exclusively special metallic sites. Such configurations admit low configurational en-
tropies and therefore will probably not form, except at low temperature. For Cr
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FIGURE 3.4: (a), (b), (c): Binding enthalpy between two Mo, Cr or Mn solutes, respectively according to
the distance between solutes in ternary cementite.
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FIGURE 3.5: (a), (b), (c): Mixing enthalpy of (Fe,M)3C (M=Mo, Cr or Mn) cementite as a function of the
solute concentration (expressed as the fraction of metallic site occupied by the solutes). We differentiate
(Fe,M)3C configurations with ordered structures or solute clusters (OS) from configurations with a com-
pletely random distribution of solutes (SQS configurations). Ferromagnetic Fe3C, non-magnetic (NM) M3C
(M= Mo or Cr) and Von Appen antiferromagnetic (AF) Mn3C magnetic configuration described previously

are used as reference.
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alloyed cementite, we observe a change from a rather weak unmixing tendency for
Cr concentration below roughly 50% of metallic sites to a weak mixing tendency
for higher Cr concentrations. This trend reversal is related to the Cr-Cr and Cr-C
interactions beyond 50% of Cr occupancy in cementite. The calculated Mn alloyed
configurations are all positive, implying an unmixing tendency for Mn in cementite.
For the three solutes, the unmixing tendencies predicted for small concentrations are
coherent with the presence of attractive solute-solute pairs in cementite. At the 1nn
distance, the binding enthalpy (positive or negative) is highly configuration depen-
dant for Mo and Cr solutes pairs, but much less for Mn pairs. This may support
the emergence of low-energy ordered structures in Mo or Cr alloyed cementite and
together with the existence of SQS structures with positive mixing enthalpies.

3.3.5 Enthalpy of substitution of Mo or Mn in Fe3C

In previous ab-initio studies, the conclusions on the (de)stabilization of carbides by
an alloying element are usually based on the enthalpy of formation of the alloyed
carbide. Generally, the enthalpy of formation is calculated with respect to each
atom ground state. For example, the enthalpy of formation of alloyed cementite
Fe3k-iMiCk is often given by:

H f (Fe3k−i MiCk) = H(Fe3k−i MiCk)− (3k− i)HFe(bcc)− iHM − kHC, (3.3)

where H(Fe3k−i MiCk) is the total enthalpy of cementite with i substitutional M so-
lutes, HFe(bcc) the total enthalpy per iron atom in ferromagnetic bcc iron, HM the to-
tal enthalpy per atom of the alloying element M in its ground state and HC the total
enthalpy per C atom in graphite. In the case of pure Fe3kCk cementite, we calculated
a formation energy of 0.204 eV/f.u.. Assuming that the system is in a metastable
state where the graphite phase is not yet formed and there are just metastable car-
bides such as cementite, it is more relevant to use the total enthalpy of an isolated C
interstitial in the matrix and the total enthalpy of an isolated solute in the matrix as
the enthalpy references for HC and HM, respectively. This is the same as subtracting
the enthalpy of formation of the k C interstitials in the matrix and the i M solutes in
the matrix from Eq. 3.3. The revised enthalpy of formation is therefore written:

H f (Fe3k−i MiCk)wrt matrix = H f (Fe3k−i MiCk)− iH f (M in bcc Fe)− kH f (Cint in bcc Fe),
(3.4)

where H f (Fe3k−i MiCk) is the enthalpy of formation of alloyed cementite with re-
spect to to each component ground state (defined Eq. 3.3). H f (M in bcc Fe) and
H f (Cint in bcc Fe) are the enthalpy of formation of an isolated M solute and the en-
thalpy of formation of an isolated C octahedral interstitial in bcc iron with respect to
M, Fe and C ground states. Hence:

H f (M in bcc Fe) = H(bcc Fe + M)− H(bcc Fe)− HM, (3.5)

H f (Cint in bcc Fe) = H(bcc Fe + Cint)− H(bcc Fe)− HC, (3.6)

where H(bcc Fe) is the total enthalpy of a bcc Fe supercell, H(bcc Fe + M) is the total
enthalpy of the Fe bcc supercell with a M substitutional solute and H(bcc Fe + Cint)
is the total enthalpy of the Fe bcc supercell with a C octahedral interstitial. Using
Eq. 3.4 and Eq. 3.5, we obtained a formation energy of -0.55 eV/f.u.. Contrary to
Fe3C enthalpy of formation with respect to Fe and C ground states, this negative
value entails that the formation of pure Fe3C is energetically favorable in ferrite.
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The presence of alloying elements in steels can (de)stabilize carbides. Stabilization of
cementite by an alloying element implies that it is energetically favorable for this el-
ement to move from the bcc matrix into cementite, while destabilization implies that
the alloying element remains in the matrix. The partitioning of alloying element be-
tween the matrix and cementite is quantified using the enthalpy of substitution. The
enthalpy of substitution is the enthalpy required for M solutes to transfer from the
matrix into cementite. In other words, it is the difference between the enthalpy of
formation of alloyed cementite with respect to the matrix and the enthalpy of for-
mation of pure Fe3C cementite with respect to the matrix. The average enthalpy of
substitution of i M atoms in Fe3k-iMiCk cementite is defined as:

Hsub =
∆H f

wrt matrix
i

=
H f

wrt matrix(Fe3k−i MiCk)− H f
wrt matrix(Fe3kCk)

i
. (3.7)

A negative Hsub implies that the alloying element stabilizes (partition into) cementite
while a positive Hsub implies that the alloying element destabilizes cementite and
tends to remain in the matrix. If we develop this expression, we obtain:

Hsub =
H(Fe3k−i MiCk) + iH(bcc Fe)− H(Fe3kCk)− iH(bcc Fe + M)

i
. (3.8)

Thus, the enthalpy of substitution can be seen as a binding enthalpy. In this sec-
tion, we focus on Mo or Mn substitution in cementite because those are the alloying
elements present in Benarosch et al. model steels samples [74]. We calculated the
enthalpy of substitution of Mo or Mn alloyed cementite. The results are presented
Fig. 3.6. The average enthalpy of substitution of (Fe,Mo)3C are mostly positive. It
means that the substitution of Mo in cementite is overall unfavorable. A few Mo al-
loyed cementite configurations have a slightly negative Hsub. These configurations
correspond to ordered configurations where enough Mo solutes occupy exclusively
special metallic sites. Such configurations admit low configurational entropies and
therefore will probably not form except at low temperature. All (Fe,Mn)3C configu-
rations exhibit a negative enthalpy of substitution. Mn substitution in cementite is
thereby favorable. According to Benarosch et al. SEM-EDS results, the Mo content
in cementite can reach a few percent in a Fe-Mo-C model system, while the Mn con-
tent can reach up to 14% in a Fe-Mn-C model system. Our calculated enthalpies of
substitution are therefore in good agreement with their experimental data.

We can see from the definition of the enthalpy of substitution Eq. 3.7 that if the Mn
enthalpy of substitution is negative, it also implies that the formation enthalpy of
cementite can be lowered thanks to the Mn alloying, which means that cementite is
energetically stabilized by the Mn, while it is the contrary for Mo alloying.

3.4 Structural, magnetic and energetic properties of Fe or Mn
alloyed M2C

3.4.1 Stoichiometric Mo2C

In low-alloyed steels, several M2C carbides can precipitate (η-Fe2C, ε-Fe2C, Mo2C,...).
Especially, in the presence of Mo, a M2C phase enriched in molybdenum can appear.
These M2C carbides admit a very high Mo concentration and are therefore often
called Mo2C. Mo2C carbides are also present in the Mo-C phase diagram [11]. Con-
sequently, we considered that the Mo2C is the basis of the M2C carbide in Mo-alloyed
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FIGURE 3.6: (a), (b): Average enthalpy of substitution of Mo and Mn in cementite (re-
spectively) according to the Mo or Mn concentration. We differentiate (Fe,M)3C (M=
Mo or Mn) configurations with ordered structures or solute clusters (OS) from configu-

rations with a completely random distribution of solutes (SQS configurations).

Method [ref] Lattice parameters
(a,b,c) (Å)

DFT:
VASP, PAW, GGA [this work] 4.740 ; 6.063 ; 5.230
VASP, PAW, GGA [208] 4,751 ; 6,065 ; 5,237
VASP, PAW, GGA [148] 5.273 ; 6.029 ; 4.725
VASP, PAW, GGA [161] 4,793 ; 6,030 ; 5,211
VASP, USPP, GGA [1] 4.793 ; 6.030 ; 5.211
CASTEP, USSP, GGA [110] 4.738 ; 6.038 ; 5.210
CASTEP, USPP, GGA [209] 4.707 ; 6.040 ; 5.247
CASTEP, USPP, GGA [112] 4,79 ; 6,01 ; 5,21
CASTEP, USPP, GGA [156] 4.748 ; 6.026 ; 5.204
QE, NCPP, GGA [84] 4.75 ; 6.09 ; 5.26
∅a, Troullier–Martins, LDA [59] 4.735 ; 6.125 ; 5.260
DACAPO, USPP, GGA [204] 4.825 ; 6.162 ; 5.304
RSPt, FP-LMTO, LDA [71] 4.711 ; 5.988 ; 5.185
GPAW, ∅b, RPBE [120] 4,839 ; 6,173 ; 5,322
QE, USPP, PW91 [135] 4,798 ; 6,127 ; 5,314
Exp:
Neutron diffraction [143] 4.72 ; 6.00 ; 5.19
Neutron diffraction [31] 4,732 ; 6,037 ; 5,204
Neutron diffraction [41] 4,735 ; 6,025 ; 5,210
X-ray diffraction [139] 4,729 ; 6,028 ; 4,850
Rietveld refinements on XRD profiles [155] 5,213 ; 6,020 ; 4,748

aUnspecified
bLocalized basis functions

TABLE 3.2: Lattice parameters of orthorhombic Mo2C carbide accord-
ing to theoretical and experimental studies.
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ferrite, and that its composition can slighly vary upon alloying. Molybdenum car-
bide Mo2C can crystallise as at least three polymorph phases. At high temperatures
(above 1960 °C), Mo2C displays a disordered hexagonal crystal structure, in which
the Mo atoms form a hexagonal close packed sublattice and the C atoms randomly
occupy half the octahedral interstitial sites [59]. Upon cooling, the hexagonal Mo2C
transitions to more ordered crystal structures. An ε-Fe2N-type Mo2C structure was
experimentally observed [41] for intermediate temperatures (between 1960 and 1350
°C). Below this temperature range, Mo2C adopts an ζ-Fe2N-type, orthorhombic crys-
tal structure. The orthorhombic Mo2C is stable at ambient temperature and pressure
[41] .

In this work, we chose to focus on the orthorhombic Mo2C for several reasons:
(i) This crystal structure was found to be energetically more favorable by all ab-
initio studies comparing the relative stability of hexagonal, orthogonal and some-
times trigonal (ε-Fe2N-type) intermediate phases of Mo2C [1, 59, 71, 110, 112, 161] .
(ii) Considering the annealing temperature of 16MND5 and Benarosch et al. model
steels, we expect the precipitation of orthorhombic Mo2C.
(iii) The distribution of the C atoms in the Mo2C disordered hexagonal phase is con-
troversial. At the moment, X-ray diffraction analyses and DFT studies from Haines
et al. [59] and Shi et al. [173] have shown that an eclipsed configuration with a
Mo–C–Mo–C stacking where half of the C atoms in the second layer and half of the
C atoms in the fourth layer are removed is the most likely candidate for the hexago-
nal Mo2C.

A schematic view of orthorhombic Mo2C is given Fig. 3.7. Orthorhombic Mo2C
crystallises in the Pbcn space group (S.G. No. 60) with four formula unit per unit
cell. In orthorhombic Mo2C, Mo atoms form a slightly distorted hexagonal-closed
packed (hcp) sublattice and the C atoms occupy half the octahedral interstitial sites.
Each Mo atom has three almost planar C neighbors while each C atom has six Mo
neighbors. Our calculated lattice parameters are in good agreement with previous

c

ab

FIGURE 3.7: Crystal structure of Mo2C. Mo atoms are in red and C
atoms are in black.
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first-principles and experimental studies (see Table. 3.2). Since we only consider the
Mo2C orthorhombic structure, we will refer to it as Mo2C from now on.

3.4.2 Magnetism of Fe or Mn alloyed Mo2C

Mo2C is non-magnetic. However, this carbide cannot maintain its non-magnetic
state upon alloying with magnetic elements such as Fe or Mn. The amplitude of the
magnetic moment of one Fe or Mn solute in 2× 2× 2 Mo2C supercell (x(Fe or Mn)
≈ 1.5%) is 2.06 µB and 2.35 µB, respectively. Fig. 3.8 shows the average magnetic
moment of (Mo,M)2C according to the solute M (M=Fe or Mn) concentration. As
for cementite, beyond a few solutes in (Mo,M)2C, an exhaustive study of all mag-
netic configurations is very CPU expansive. Therefore, we initialized (Mo,Fe)2kCk
and (Mo,Mn)2kCk calculations with Fe or Mn atoms ferromagnetically coupled with
each other and assumed that the results do not deviate too much form the mag-
netic ground states. Overall, the Fe atoms preserve their initial FM ordering upon
relaxation. A few configurations with approximately 40% to 50% of Fe solutes on
the metallic sites did not keep a complete FM coupling between Fe (a few Fe atoms
adopted an slightly AF or almost-zero magnetic moment). This may be due to a
technical issue during self-consistency and atom-relaxation. In any case, such Fe
concentrations are less relevant since only a low percent of Fe is found experimen-
tally in the Mo2C phase. Fe2C stays completely ferromagnetic, with a 1.74 µB mag-
netic moment per Fe atom. The presence of a C interstitial decreases the magnetic
moment magnitude of neighboring Fe atoms. In the case of Mn alloying, Mn solutes
stay ferromagnetically coupled and Mn2C is FM with an 1.92 µB magnetic moment
per Mn atom.

FIGURE 3.8: (a) and (b) Average magnetic moment of metallic atoms in alloyed
(Mo,M)2C according to the alloying element M= Fe or Mn concentration, respectively.
We differentiate (Mo,M)2C configurations with ordered structures or solute clusters (OS)
from configurations with a completely random distribution of solutes (SQS configura-

tions).

3.4.3 Volume change in Fe or Mn alloyed Mo2C

The volume of Mo2C carbide is 18.781 Å3/metallic atom. Previous ab-initio studies
reported values included between 18.283 Å3/metallic atom and 19.872 Å3/metallic
atom [1, 59, 71, 84, 110, 112, 120, 135, 148, 156, 161, 204, 208, 209], while experimen-
tal data for Mo2C volume are between 18.373 Å3/metallic atom and 18.625 Å3/atom
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[31, 41, 139, 143], with the exception of a 17.282 Å3/atom value reported by Reddy et
al. [155]. Our calculated volume is therefore slightly higher than experimental data.
This small volume difference might be attributed to an external stress induced by
the Mo2C carbide environment in the experimental samples. It may also be due to
the inaccuracy of our DFT approximations, exchange-correlation functional or PAW
potential. Please note that as previously with cementite, when only the lattice pa-
rameters are given in the literature, we multiplied them to approximate the volume
of the orthorhombic cell. The evolution of (Mo,Fe)2C and (Mo,Mn)2C volumes ac-
cording to their concentration in alloying elements is given Fig. 3.9. In both cases,
the volume of Fe or Mn alloyed M2C carbide decreases linearly, following a Veg-
ard’s law. At a given solute concentration (Mo,Mn)2C volume per metallic atom is
slightly higher than (Mo,Fe)2C. This is coherent with the slightly higher magnetic
moments calculated in the case of Mn alloying. Lastly, for a given Mo concentra-
tion, (Fe,Mo)2C volume per metallic atom is always higher than (Fe,Mo)3C. Log-
ically, large Mo atoms prefer to form Mo2C rather than Mo3C where they would
have less room. On the other hand, Mn and Fe atoms have similar sizes, and their
partitioning behavior between cementite and M2C carbides is most likely governed
by more complex effects, such as magnetism or electronic charge redistribution.

To our knowledge, there is no previous data on alloyed Mo2C volume in the lit-
erature. Recently, Benarosch et al. obtained the volume of Fe and Mn alloyed
(Mo,M)2C carbides in Fe-Mo-C and Fe-Mo-Mn-C steels through a combination of
X-ray diffraction, SEM-EDS and Rietveld refinements. However, because of the very
small volume phase, they concluded that the precision of their measures in not suf-
ficient enough to exploit the results.

FIGURE 3.9: (a), (b): Volume of alloyed (Mo,M)2C carbide according to its alloying ele-
ment M (M=Fe or Mn, respectively) concentration (expressed as the fraction of metallic

sites occupied by M).

3.4.4 Binding enthalpy between Fe or Mn solutes in Mo2C

Similarly to the binding enthalpy between two solutes in cementite, the binding
enthalpy between two M solutes in Mo2k-2M2Ck is given by:

Hb(Mo2k−2M2Ck) = 2H(Mo2k−1M1Ck)− H(Mo2k−2M2Ck)− H(Mo2kCk), (3.9)
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where H(Mo2k−1M1Ck) is the total enthalpy of a single solute M in Mo2C in its
ground state, H(Mo2k−2M2Ck) is the total enthalpy of two M atoms in Mo2C and
H(Mo2kCk) is the total enthalpy of Mo2C without solute. Positive binding enthalpies
are associated with attractive behaviors, while negative binding enthalpies are asso-
ciated with repulsion. As mentioned previously, the magnetic behavior of Mn is
very sensitive to its local environment. For this reason, all the possible magnetic
configurations of Mn-Mn pairs were taken into account. We calculated the binding
enthalpies of all the first solute-solute neighbors, as well as a few pairs for larger
distances. The results are presented Fig. 3.10. All the Fe-Fe or Mn-Mn binding en-
thalpies calculated are positive (denoting an attractive behavior) or almost zero. We
obtained some very attractive binding enthalpies for Fe-Fe (up to 0.20 eV) or Mn-Mn
(up to 0.12 eV) pairs in Mo2C. The 0.20 eV and 0.12 eV binding enthalpies calculated
for a Fe-Fe and Mn-Mn pair correspond to the same configuration. In this most
attractive configuration, the two solutes do not share any 1nn C, and the almost per-
fect planes containing a solute and its 3 carbon neighbors are parallel to each other.
Fe solutes involved in a pair are always FM with respect to each other. For short
distances, two Mn solutes are FM with respect to each other in Mo2C. Beyond 4 Å,
Mn solutes hardly interact anymore: their binding enthalpies are almost zero and
they can be either FM or AF with respect to each other. Since Fe and Mn solute pairs
admit some high binding enthalpies, we also investigated the case of three solutes
clusters. In particular, we focused on three Fe or Mn clusters involving very attrac-
tive solute pairs. The total binding enthalpy of three solutes M in Mo2k-3M3Ck is
similar the the binding enthalpy of two solutes in Mo2k-2M2Ck. It is defined as:

Hb(Mo2k−3M3Ck) = 3H(Mo2k−1M1Ck)− H(Mo2k−3M3Ck)− 2H(Mo2kCk), (3.10)

with H(Mo2k−3M3Ck) the total enthalpy of the three solutes cluster. The maximum
binding enthalpies calculated are 0.35 eV for three Fe solutes clusters and 0.24 eV for
three Mn solutes clusters. These results implies that Fe or Mn solute clusters may
appear in M2C carbide.

3.4.5 Mixing enthalpy of Fe or Mn alloyed M2C

By analogy with Eq. 3.2, the mixing enthalpy of (Mo,M)2C with l solutes M is written:

Hmix(Mo2k−l MlCk) =
H(Mo2k−l MlCk)− (2k− l)H(Mo2C)− lH(M2C)

2k
, (3.11)

with H(Mo2k−l MlCk) the total enthalpy of l solutes M in (Mo,M)2C, H(Mo2C) the
total enthalpy per metallic atom of pure Mo2C and H(M2C) the total enthalpy per
metallic atom of pure M2C. We used non-magnetic Mo2C, ferromagnetic Fe2 and
ferromagnetic Mn2C as references for M2kCk. The results are presented Fig. 3.11. We
found some positive mixing enthalpies for Fe or Mn alloyed Mo2C, which indicates
an unmixing tendency. This unmixing tendency is coherent with the high binding
enthalpies calculated between two or three Fe or Mn solutes in Mo2C. The mixing
enthalpies of Fe alloyed M2C are higher than the mixing enthalpies of Mn alloyed
M2C, which is consistent with a larger 1nn Fe - Fe attraction.
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FIGURE 3.10: Binding enthalpy between two M (M=Fe or Mn) atoms
in a 2× 2× 2 Mo2C supercell, as function of the M-M separation dis-
tance. Positive binding enthalpy means attraction, negative binding

enthalpy means repulsion.

FIGURE 3.11: Mixing enthalpy of M=Fe or Mn alloyed (Mo,M)2C as
function of the Mo concentration (expressed as the fraction of metal-
lic sites occupied by Mo). We differentiate (Mo,M)2C configurations
with ordered structures or solute clusters (OS) from configurations
with a completely random distribution of solutes (SQS configura-
tions). Ferromagnetic Fe2C and Mn2C, as well as non-magnetic Mo2C

are used as reference.



3.5. Partitioning of Fe, Mo and Mn between M3C and M2C 65

3.4.6 Enthalpy of substitution of Fe or Mn in Mo2C

The average enthaply of substitution of l M (M=Fe or Mn) solutes in Mo2C carbide
is given by:

Hsub(Mo2k−l MlCk) =
H f

wrt matrix(Mo2k−l MlCk)− H f
wrt matrix(Mo2kCk)

l

=
H(Mo2k−l MlCk) + lH(bcc Fe + Mo)− H(Mo2kCk)− lH(bcc Fe + M)

l
,

(3.12)

where H f
wrt matrix(Mo2k−i MiCk) and H f

wrt matrix(Mo2kCk) are the enthalpies of forma-
tion of Mo2k-iMiCk and Mo2kCk with respect to the matrix, respectively. The results
are presented Fig. 3.12. With the exception of Mn2C, all the Fe or Mn alloyed calcu-
lated configurations have a positive average enthalpy of substitution. This implies
that Fe or Mn substitution in Mo2C is energetically unfavorable. Or, to put it the
other way, it is energetically favorable for a Fe or Mn solute in M2C to move into
the matrix and for a Mo atom of the matrix to replace it. In Fe-Mo-C model steels,
Benarosch et al. reported up to 7% of Fe in Mo2C. In Fe-Mo-Mn-C model steels,
they observed approximately 4% of Fe and 2% of Mn in Mo2C. However, the Mn
content predicted by CALPHAD is significantly higher (18%) than the concentration
experimentally observed. According to our results, the enthalpy of substitution of
Mn alloyed cementite is significantly lower than the enthalpy of substitution of Fe
alloyed cementite. Mn alloying would therefore be less unfavorable than Fe alloying
in Mo2C, in agreement with CALPHAD predictions.

FIGURE 3.12: Average enthalpy of substitution of Fe or Mn in Mo2C, respectively, ac-
cording to the Fe or Mn concentration. We differentiate (Mo,M)2C (M= Fe or Mn) con-
figurations with ordered structures or solute clusters (OS) from configurations with a

completely random distribution of solutes (SQS configurations).

3.5 Partitioning of Fe, Mo and Mn between M3C and M2C

In the previous section, we discussed the partitioning behavior of an alloying ele-
ment between cementite or Mo2C carbides and ferrite. However, we can also esti-
mate the partition of an alloying elements between different carbides in ferrite. For
example, Mn average enthalpy of substitution in cementite is always negative, while
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Mn average enthalpy of substitution in Mo2C is mostly positive. Mn would there-
fore preferably substitute in cementite rather than in Mo2C, in good agreement with
Benarosch et al. experimental data. In particular, in Fe-Mn-Mo-C steels, they mea-
sured up to 2% of Mn in (Mo,Mn)2C and up to 8% of Mn in cementite.

In this chapter, we mainly used Thermo-Calc (CALPHAD) data to predict the equi-
librium concentration of M3C and M2C in alloying elements. However, this very use-
ful tool can also predict the enthalpy or free energy of a given system. For instance,
we used CALPHAD data to determine the mixing energy of bcc Fe-Mn alloys (see
Figure 3.13). Overall, our first results are in good agreement with theoretical results
from Schneider et al. [164]. Additional CALPHAD calculations are underway in or-
der to compare, for example our mixing enthalpies for Mo and Mn alloyed M3C and
our mixing enthalpies for Fe and Mn alloyed M2C in Fe-Mn-C or Fe-Mo-C systems.

FIGURE 3.13: Comparison between the enthalpy of mixing of Mn al-
loyed bcc Fe predicted by CALPHAD with theoretical results form

Schneider et al. [164], for several temperatures.

3.6 Magnetic disorder and vibrational entropy at finite tem-
peratures

The Curie temperature of Fe3C cementite is low (≈473 K) compared to the Curie
temperature of bcc Fe (1043 K). However, Benarosch et al. tempered their model
steels at 923 K and 973 K. As mentioned in the previous chapter, an atomistic study
of cementite (and thus alloyed cementite) properties across the magnetic transition
is beyond the scope of our study. Nevertheless, we estimated the impact of the para-
magnetism in cementite on the enthalpies of substitution of several (Fe,Mn)3C and
(Fe,Mo)3C configurations. Since Benarosch et al. observed up to 14% of Mn in ce-
mentite and up to 3% of Mo in cementite, we focused on the dilute configurations
(a single solute in the supercell and SQS configurations with a low concentration
of solute in the case of Mn alloying). To this end, we performed additional calcu-
lations using the previously relaxed magnetically ordered cementite configurations,
but with a random distribution of Fe and Mn magnetic moments. Then, we replaced
the total enthalpies of the first and third terms of Eq. 3.8 by the total enthalpies of
the same cell, but with the Fe (and Mn) atoms in a magnetically random structure.
Since Benarosch et al. tempering were performed below the Curie temperature of
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iron, we kept the the total enthalpies of the bcc Fe matrix with or without solute in
its ferromagnetic bcc state. The results are represented in black Fig. 3.14. The cal-
culated enthaplies of substitution of (Fe,Mn)3C are lower in the paramagnetic case.
This entails that the magnetic disorder further promotes the substitution of Mn in
cementite. In the case of Mo alloying, the enthalpies of substitution of alloyed ce-
mentite stay positive but are significantly reduced. Mo substitution in cementite is
therefore less unfavorable in the paramagnetic case. In other words, the relative be-
havior of different solutes remains the same, while there is an overall decrease of the
substitutional enthalpies.

We also investigated the effect of the vibrational entropy on the free enthalpies of
substitution at finite temperature. To that end, we performed phonon calculations
via DFT. Such calculations are very CPU expensive because of the low symmetry of
the carbides. Consequently, we focused on a very dilute case, at 923 K and 973 K
(typical temperatures of tempering). The results are given Fig. 3.15. At finite tem-
peratures, the free enthalpy of substitution of Mo or Mn in cementite increases with
the effect of the vibrational entropy. Especially, the free enthalpy of substitution of
Mn in cementite is slightly positive at 923 and 973 K. In practice, this effect is com-
pensated by the effect of magnetic disorder. On the other hand, for a Mo solute in
cementite at finite temperature, the effect of the magnetic disorder is predominant
and the free enthalpy of substitution becomes slightly lower. The free enthalpy of
substitution of Mn in Mo2C also increases with the temperature. On the other hand,
the free enthalpy of substitution of Fe in Mo2C become slightly lower with the effect
of the vibrational entropy.

FIGURE 3.14: Average enthalpy of substitution of Mo (a) or Mn (b) in Fe3C, respectively,
according to the Mo or Mn concentration. We differentiate (Fe,M)3C (M= Mo or Mn)
configurations with ordered structures or solute clusters (OS) from configurations with
a completely random distribution of solutes (SQS configurations). The paramagnetic

configurations (PM) are represented in black.

3.7 Summary

We studied several properties of M3C carbides upon Mo, Mn or Cr alloying, as well
as properties of M2C upon Fe or Mn alloying. DFT calculations were performed
for a wide range of alloying concentrations to predict the magnetization and vol-
ume change induced by substitutional solutes in these two carbides. The decrease
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FIGURE 3.15: Average free enthalpy of substitution of Mo (a) or Mn (b) in Fe3C and Fe (c) and Mn (d)
in Mo2C, respectively, according to the solute concentration. We differentiate configurations with ordered
structures or solute clusters (OS) from configurations with a completely random distribution of solutes
(SQS configurations). The free enthalpies of substitution calculated at 923 and 973 K are the back squares

and the black plus, respectively.
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of cementite Curie temperature observed experimentally upon alloying can be as-
sociated with the diminution of its average magnetic moment. The volume change
caused by Mo substitution in Fe3C is governed by size effects and follows a Vegard
law. On the other hand, the volume change in Mn or Cr alloyed cementite is as-
sociated with complex magnetic behaviors. Nonetheless, (Fe,Mn)3C and (Fe,Cr)3C
roughly decrease their volume and magnetization linearly in the dilute regime. Our
DFT results are in relatively good agreement with previous experimental data, as
well as recent data from Benarosch et al.. M2C volume change upon Fe or Mn al-
loying also seems to follow a Vegard law. Unfortunately, to this date, there are no
experimental data to compare our results with.

The mixing behavior of Mo, Cr or Mn in cementite and Fe and Mn mixing behavior
in M2C were studied. Overall, Mo and Mn display an unmixing tendency in ce-
mentite, and Fe and Mn display an unmixing tendency in M2C. On the other hand,
Cr solutes admit an unmixing tendency below 50% of site occupancy, and exhibit a
mixing tendency for larger concentrations.

In addition, we used the enthalpy of substitution to predict the partitioning of Mo
and Mn in between M3C and ferrite and the partitioning of Fe and Mn between M2C
and ferrite. In particular, we found that Mn prefers to join the cementite, while it is
energetically unfavorable for Fe or Mn to substitute in Mo2C. This results are over-
all in agreement with experimental data. We predict that the concentration in Mn
is higher than the concentration in Fe in M2C, in agreement with CALPHAD data
but contrary to experimental observations. Finally, the effect of the magnetic disor-
der and the vibrational entropy are discussed. If we take into account the paramag-
netism of cementite, the relative behavior of Mo or Mn remains the same, while there
is an overall decrease of the substitutional enthalpies. On the contrary, the effect of
the vibrational entropy at finite temperature overall increases the free enthalpy of
substitution, except for Fe alloying in Mo2C.
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Chapter 4

Modelling approach for the
nucleation of cementite

In this chapter, we implemented a modelling approach in order to investigate the
nucleation of cementite in ferrite. We identified an ordered Fe-C structure, with
similar atomic organization and the same stoichiometry as cementite, but with
Fe atoms residing on bcc-lattice sites (namely α-cementite). Employing this α-
cementite as a representation of the cementite carbide, we parameterized effective-
interaction and diffusion models using DFT data in order to perform equilibrium
and kinetic on-lattice Monte Carlo simulations for the study of cementite precip-
itation in the α-Fe lattice.

4.1 State of the art

Cementite is a very common carbide, often found in iron alloys and in particular
ferritic steels such as 16MND5. Cementite is hard and brittle and can improve the
wear resistance. However, it also promotes the emergence of cracks [174]. Therefore,
the inhibition of cementite precipitation leads to the improvement of steels tough-
ness. In order to control the presence of cementite in iron-based materials, we must
understand the mechanism(s) behind its nucleation. Despite the impact of cementite
on steels properties, the study of its nucleation remains challenging. The nucleation
and growth of ferrite and cementite has been investigated in Fe-C amorphous films
using X-ray diffraction, transmission electron microscopy (TEM) and atom probe to-
mography [45]. However it is extremely challenging to observe experimentally the
nucleation mechanism, as it occurs at the atomic scale. In addition, the precipitation
of Fe3C is frequently an heterogeneous process taking place at grain boundaries. The
presence of point defects such as vacancies and/or impurities may also modify the
nucleation.

At the atomic scale, numerical methods based on statistical physics can be used to
describe precipitation. For instance, Gendt et al. and Hin et al. studied the precip-
itation of NbC carbide in α-iron using on-lattice Monte-Carlo simulations [52, 67].
Such approach requires to define an ordered structure with the same organization
and the same stoichiometry as the carbide, but with atoms on the rigid lattice sites,
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as well as a model describing the energetics of the system. The on-lattice approxi-
mation can be justified by the fact that small precipitates must still be coherent with
the iron matrix. In other words, coherent precipitates can be seen as precursors of
the carbide and used to simulate the first stage of nucleation. Interesting structures
suggested in the literature could play the role of a cementite precursor. For exam-
ple, Zhang et al. [218] proposed a metastable intermediate structure (MIS) acting
as a ’link’ between cementite, ferrite and austenite. However, they did not detail
their MIS structure. On the other hand, Schuler et al. [169] suggested a structure
similar to cementite and coherent with a bcc Fe lattice. They studied the nucleation
of this potential cementite precursor using Monte-Carlo simulations and predicted
the nucleation of elongated precipitates in the presence of vacancies. Atomic Monte-
Carlo methods offer a precise description of the precipitation (formation of clusters,
growth...) but they require a knowledge of the interaction between the involved
species. Lattice interaction models can be used to describe the main features of the
interaction energies between atoms calculated from DFT data. In their study of NbC
carbide precipitation, Hin et al. [67] used a pair interaction model to reproduce Fe,
Nb, C and vacancies (V) interactions. On the other hand, Schuler et al. used a many-
body model to represent V-C interactions [19, 169].

At the microscopic scale, cementite precipitation has been studied with more phe-
nomenological tools such as the classical nucleation and growth model [50, 146].
This model describes the evolution of the precipitation main characteristics (size,
volume fraction, nucleation rate,...). In particular, Perez et al. [146] employed a
precipitation model based on the nucleation and growth theory to investigate the
nucleation of ε-carbide and Fe3C in low-carbon steels.

In this chapter, we present a modelling approach in order to investigate the nucle-
ation of cementite in ferrite. To that end, we identified a new possible representation
of cementite on a bcc lattice. Then, we parameterized effective-interaction and dif-
fusion models using DFT data in order to perform equilibrium and kinetic on-lattice
Monte Carlo simulations for the study of cementite precipitation in a α-Fe lattice. As
a first step, we consider that cementite precipitates in the bcc Fe matrix and neglect
the effect of vacancies or grain interfaces.

4.2 An ordered Fe-C structure for the representation of ce-
mentite in a bcc lattice: α-cementite

The precipitation of cementite in ferrite requires a very high local C concentration
(in the order of 25 at%). This transformation is the result of a complex interplay
between displacement of the Fe atoms and a redistribution of the C atoms which
can only occur through a well-defined nucleation process. Following the idea that
a coherent precipitate would facilitate carbide nucleation in α-Fe, we used ab-initio
calculations to find an intermediate structure between ferrite and cementite. We
identified a Fe3C structure similar to cementite, but with Fe atoms in a nearly bcc
lattice, while C atoms occupy octahedral interstitial sites and form an ordered struc-
ture. This structure is coherent with a bcc Fe lattice, so we called it α-cementite.
α-cementite admits a slightly deformed orthorhombic unit cell with its a, b and c lat-
tice parameters equal to 5.11 Å, 6.88 Å and 4.61 Å, respectively. There is a one-to-one
relationship between the atoms of true cementite and α-cementite. Fig. 4.1 shows
the comparison between both crystal structures.
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FIGURE 4.1: Comparison between Fe3C cementite and α-cementite
2 × 2 × 2 supercells crystal structure. Large spheres represent Fe

atoms and small black spheres are C atoms.
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The orientation relationship (OR) between α-cementite and bcc Fe is given by:

[100]α−cem || [111]bcc

[010]α−cem || [112]bcc

[001]α−cem || [110]bcc (4.1)

This OR is similar to the Bagaryatsky OR between cementite and ferrite. The dif-
ference between α-cementite and the metastable structure proposed by Zhang et
al. [218] is not very clear, as the authors did not describe in detail. Nonetheless,
their metastable structure lattice parameters are significantly different from our α-
cementite lattice parameters (see Fig. 4.1). Similarly, α-cementite volume is higher
than Schuler et al. [169] suggested precursor for cementite volume (143.33 Å3). The
transition between α-cementite and cementite occurs through a shear strain in the
([100]α-cem,[010]α-cem) plane plus a small compression (8.5 % in volume).

We studied the relative stability between cementite and α-cementite according to
their carbon concentration. The formation energy of both Fe3Cx structures accord-
ing to their fractional occupation of C sites x is given Fig. 4.2. Below 75% of C sites
occupation, α-cementite is energetically more favorable than cementite. On the other
hand, when the C occupation almost reaches 100%, cementite becomes slightly en-
ergetically more favorable than α-cementite. In addition, stoichiometric α-cementite
(x = 1) is energetically more favorable than the cementite representation suggested
by Schuler et al.. α-cementite could therefore act as a metastable precursor of ce-
mentite at intra-granular sites in ferrite. Since stoichiometric α-cementite and the
true cementite admit a relatively similar formation energy, we used α-cementite as
a representation of cementite for our on-lattice MC study. In order to perform MC
simulations, we built a thermodynamic model to reproduce carbon interactions and
the stability of the α-cementite phase on a bcc rigid lattice.

FIGURE 4.2: Comparison between Fe3Cx cementite and α-cementite
formation energies according to the occupation of C x (in eV/f.u.)
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4.3 Effective interaction model (EIM) for carbon interactions
and precipitation in ferrite

In this section, we detail the development of an on-lattice interaction model that de-
scribe the interactions between carbon atoms in ferrite from a collection of ab-initio
data. As a first step, we consider that there are no Fe vacancies and that C atoms
are located on the interstitial sites of a perfect bcc lattice. A set of C binding (or
interaction) energies in the α-Fe matrix with different local C concentrations were
calculated using DFT. Then, a thermodynamic cluster-expansion model is parame-
terized from these DFT data. The model is used as input in equilibrium Monte-Carlo
simulations in order to verify its validity.

4.3.1 DFT calculations

There are numerous ab-initio studies on the properties of C interactions in ferrite
(represented by bcc Fe with C interstitials). It is well-known that the energetically
most favorable position for a carbon interstitial is the octahedral site [3, 38, 46, 48, 81,
159], in agreement with experimental observations [212]. Therefore, we used DFT to
calculate the binding energy between C atoms in octahedral interstitial sites in bcc
Fe. The total binding energy of n C atoms in bcc iron is defined by:

Eb(Cn in bcc Fe) = nE f (C in bcc Fe)− E f (Cn in bcc Fe), (4.2)

where E f (C in bcc Fe) and E f (Cn in bcc Fe) are the formation energy of an isolated C
interstitial and the formation energy of n C atoms in bcc Fe, respectively. Ultimately,
the total binding energy does not depend on the choice of Fe or C reference states in-
volved in the calculation of the formation energy. A positive binding energy implies
an attractive interaction (exothermic clustering reaction), while a negative binding
energy implies a repulsive interaction (endothermic clustering reaction). We con-
sidered two types of C distributions in an α-Fe matrix: (i) Cn octahedral interstitial
clusters (2 ≤ n ≤ 9) in bcc Fe and (ii) C atoms in 2× 2× 2 α-cementite supercells
with various stoichiometries. These two data sets contain 49 and 24 configurations,
respectively. The binding energies between 2 C atoms in bcc Fe are given Fig. 4.4.
They are in good agreement with previous DFT data from Domain et al. [38] and
Barouh et al. [18]. Domain et al. calculations were performed using the VASP code
with ultra-soft pseudo-potentials, the Perdew and Zunger functional and the GGA
approximation. On the other hand, Barouh et al. calculations are based on the GGA
as implemented in the SIESTA code. Like Domain et al., we found that neighbour-
ing carbon atoms repel each other but that longer range interactions admit some
slightly positive binding energies. The formations of carbon clusters might there-
fore be possible without the presence of Fe vacancies. Our C-pairs binding energies
are overall positively shifted wrt Barouh et al. negative values. The total binding
energy of Cn clusters and α-cementite with various stoichiometries according to the
number of C atoms are represented in Fig. 4.5(a) and Fig. 4.5(b), respectively. The
total binding energy of the Cn clusters are mostly repulsive or almost zero. How-
ever, we also reported a few configurations with positive binding energies, which
confirms our previous assertion regarding the possible formation of C clusters in
bcc Fe without defects. α-cementite type configurations are attractive and signifi-
cantly higher (i.e. energetically more favorable) than all the calculated C clusters in
bcc iron. The highest total binding energy per carbon atom was obtained for stoi-
chiometric α-cementite.
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FIGURE 4.3: Schematic view of the nearest-neighbors (nn) octahedral
sites in a bcc Fe lattice. Black circles are Fe atoms. Grey circles denote
the nn of a given octahedral site (red circle labeled "0"). Note that
there are two nonequivalent 4nn, 7nn, 8nn and 10nn. For example,
there is an Fe atom between the octahedral site "0" and its 4nn "F",
while there is no Fe atom between the octahedral site "0" and its 4nn.

FIGURE 4.4: Binding energy (in eV) of C2 pairs in 4 × 4 × 4 bcc Fe
supercells as function of the nn distance between the C atoms (as
described in Fig. 4.3). Our results (blue circles) are compared with
previous ab-initio data from Domain et al. [38] and Barouh et al. [18].
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FIGURE 4.5: (a): Total binding energy (in eV/C) of Cn clusters in bcc Fe and as function
of the number of C atoms in the cluster (n).

(b): Total binding energy (in eV/C) of α-cementite with various stoichiometries accord-
ing to the fraction of C sites occupied.

4.3.2 Parameterization of the EIM from DFT data

We used a cluster expansion model to express the total binding energy between C
atoms occupying the interstitial octahedral sites in a perfect bcc lattice:

Eb =
1
2! ∑

i,j
nC

i nC
j vη(ij) +

1
3! ∑

i,j,k
nC

i nC
j nC

k vη(ijk) +
1
4! ∑

i,j,k,l
nC

i nC
j nC

k nC
l vη(ijkl) + ..., (4.3)

where nC
i is occupation number of the octahedral site i (nC

i = 1 if the site is occu-
pied by a C atom and 0 if the site is empty). vη(ij) is the pair-interaction between C
atoms located in the sites i and j according to their distance ηij. Similarly, vη(ijk) is
the three-body interaction between C atoms located in the i, j and k sites with ηijk
a three-components vector giving the distances between i and j, j and k and k and
i. The four-body interaction is given by vη(ijkl), with η(ijkl) the neighbor distance
between each pair of sites.

Since we calculated some positive (attractive) C-C pairs in bcc iron, we started with a
simple pair interaction Hamiltonian, taking into account C-C interactions up to the
7nn shell. This pair-interaction model also includes the energetically unfavorable
4nn and 7nn octahedral sites in the bcc lattice. It turned out that such straightfor-
ward Hamiltonian cannot reproduce the DFT binding energies with accuracy. In
particular, this kind of Hamiltonian wrongly predicted that some carbon clusters
had a higher binding energy then α-cementite. We therefore added some multiple-
body interactions in order to obtain an effective interaction model in good agree-
ment with DFT data. This many-body Hamiltonian takes into account the symme-
tries of the system and differentiates non-equivalent interactions in bcc Fe. During
the parameterization of the model, we focused on the energetically more favorable
configurations. In particular, since 1nn, 2nn and 3nn C-C interactions are highly re-
pulsive, we only fitted DFT configurations without C-C distances below the 4nn (38
configurations among the two data sets). The resulting interactions for the many-
body Hamiltonian are presented Table 4.2. The pair-interaction terms are just the
DFT pair binding energies. Four positive three-body terms were introduced to sta-
bilize α-cementite type configurations, while three negative three-body terms and
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one negative four-body term were introduced to destabilize some carbon clusters
in bcc iron. As the distances between C atoms in α-cementite are relatively large
(beyond the 5nn), some three-body stabilizing interactions terms take into account
distances up to the 10nn shell.
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Schematic view Parameter (eV) Schematic view Parameter (eV)

v1=-1.883 v447F=-0.049

v2=-0.761 v455C=-0.050

v3=-0.153 v455D=-0.050

v4=0.087 v71010C=0.120

v4F=-1.575 v557=0.041

v5=0.015 v71010D=0.050

v6=-0.011 v5610=0.060

v7=0.045 v555577=-0.230

v7F=-0.018

TABLE 4.2: Schematic view and value (in eV) of each interaction pa-
rameter of the thermodynamic model. Fe atoms are in black and C

atoms are in blue.
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To ensure the consistency of our Hamiltonian, the M-body interactions must show
some sort of convergence with M. To this end, we first compare the many-body in-
teractions with the highest pair interaction (v1). All the three-body interactions are
lower than 0.06× v1. The four-body interaction is 0.12× v1, which is a bit high com-
pared to the highest three-body interaction v71010B. This four-body interaction was
introduced to destabilize some Cn clusters involving 5nn and 7nn C atoms. The cor-
relation between DFT total binding energies and the total binding energies predicted
by our many-body Hamiltonian are given Fig. 4.6. Overall, the total binding ener-
gies of energetically favorable configurations are in good agreement with DFT data.
In particular, the predicted total binding energy for stoichiometric α-cementite (0.52
eV/C) is close to the DFT value (0.48 eV/C). In the case of repulsive configurations,
the correlation between DFT data and the model is less good as some C clusters are
predicted to be much more unfavorable.

FIGURE 4.6: (a) and (b): Correlation between the total binding energies predicted by our thermo-
dynamic model and DFT data (in eV/C). Only configurations without 1nn, 2nn or 3nn (in green)
were used for the fitting of the model interactions while configurations with C-C distances below

the 4nn (in red) were not considered for the fitting of the model parameters.

4.3.3 Equilibrium properties

The thermodynamic model obtained from DFT data can be coupled with on-lattice
Monte Carlo simulations to study the formation of carbon precipitates in ferrite. To
that end, we consider a rigid bcc lattice and its associated interstitial octahedral sub-
lattice, with periodic boundary conditions. Atomic Monte-Carlo simulations based
on a Metropolis algorithm (see Sec. 1.2) are carried out to investigate the equilibrium
properties of the system. Monte-Carlo simulations explore all the possible configu-
rations and can reveal unexpected stable cluster or precipitate configurations. Such
simulations are therefore useful to check the validity of our thermodynamic model.

4.3.3.1 Characterization of the precipitates

We performed equilibrium MC simulations starting from a random C solid solu-
tion in bcc Fe, with C concentration included between 0.5 and 5 atomic percent and
temperatures varying between 300 K and 1000 K. The carbon concentration and the
temperature are fixed during the simulation (canonical ensemble). Simulation boxes
typically contain 2 × N3 bcc Fe atoms, with 72 ≤ N ≤ 80. Stoichiometric Fe3C
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FIGURE 4.7: Schematic view (and example) of our elongated,
spheroid equilibrium shape for α-cementite precipitate.

α-cementite is the only equilibrium precipitate predicted by MC simulations (no un-
expected ordered structure were observed). The precipitates admit an oblate (flat-
tened) spheroid shape with its minor axis in the [110]α-cem || [101]bcc direction. A
schematic view of the elongated, spheroidal equilibrium shape is given by Fig. 4.7.
To investigate further the evolution of the precipitates shape, we applied equilibrium
MC simulation to an α-cementite sphere with a large radius (36 Å) at temperatures
included between 300 K and 900 K. We observed that the precipitates significantly
flattened in the [110]α-cem || [101]bcc direction with the increasing temperature. At
low temperature (e.g. 300 K), the precipitates kept a faceted spherical shape. How-
ever, additional equilibrium MC simulations initialized with more elongated shapes
have shown that this faceted sphere shape is a local minimum and that elongated
spheroidal precipitates are energetically more favorable (in average +0.01 eV/C),
even at low temperatures.

4.3.3.2 Interface energy

We investigated several relevant interfaces between α-cementite and the matrix. The
interface energy between an isolated precipitate and the matrix is given by:

Eint =
Etot − Eprecipitate − Ematrix

A
, (4.4)

where Etot is the total energy of the system, Eprecipitate is the total energy of the bulk
precipitate and Ematrix is the total energy of bulk the matrix. A is the interface area
between the precipitate and the matrix. We performed equilibrium MC simulations
to study the evolution of thick (> 25 Å) α-cementite slices with several orientations
in bcc Fe. The initial simulation box can be tricky to build: the α-cementite slices
must imperatively respect the periodicity of the simulation box, while remaining
sufficiently thick. The distance between the α-cementite slice and its own image by
periodicity must also be large enough (typically larger than 40 Å). As a first step, we
focus on the most relevant (such as the interfaces between the [100], [010] or [001] di-
rections of α-cementite and the bcc matrix) or easy-to-build interfaces. The interface
energies obtained from the equilibrium MC simulations are presented Fig. 4.8. The
lower interface energy is in the [110]α−cem||[101]bcc interface, which corresponds to
the minor axis of the α-cementite spheroid precipitates. Consequently, α-cementite
precipitates display larger interfacial areas with the bcc Fe matrix in this direction.
The interface energy obtained through the Gibbs-Thomson formula (in black) is
slightly higher than the other calculated interface energies at low temperatures, but
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exceedingly high beyond 700 K. Our calculated interface energies can be compared
with previous data for the cementite/ferrite interface. Guziewski et al. [55, 56], Kim
et al. [89] and Kawakami et al. [87] used DFT to investigate the cementite/ferrite
interface energy in the Bagaryatskyi OR (similar to the α-cementite/cementite OR).
They calculated an interface energy of 0.52, 0.628 and 0.615 J/m2, respectively. The
experimental value for cementite/ferrite interface energy is 0.7± 0.3 J/m2 [184]. α-
cementite and cementite interface energies are therefore of the same order.

FIGURE 4.8: Interface energy between slices of α-cementite and a bcc
Fe matrix with C atoms according to the slices orientation.

4.3.3.3 Solubility limit of C in the matrix in equilibrium with α-cementite

The solubility limit of C atoms in the solid solution in equilibrium with α-cementite
is given by:

[C]matrix,eq = exp
(
−∆H
kBT

)
, (4.5)

with ∆H the solution enthalpy of a C atom in bcc Fe, taking as reference the α-
cementite. The C solubility limit and the solution energy obtained from MC simu-
lations are given Fig. 4.9(a). The solubility limits obtained from Monte Carlo simu-
lations can be divided into two categories: (i) the carbon concentrations in solid so-
lutions in equilibrium with α-cementite precipitates with finite interfaces (spheroid-
shaped precipitates obtained form random solid solution or α-cementite spheres) or
(ii) the carbon concentrations in solid solutions in equilibrium with α-cementite with
infinite interfaces (typically slices of α-cementite in the simulation boxes). In both
cases, the solubility limit of C is in good agreement with the ones expected from
Eq. 4.5 and DFT data taking into account the vibrational entropy. However, the sol-
ubility limit obtained for solid solutions in equilibrium with α-cementite admitting
finite interfaces is almost two times the solubility limit obtained for solid solution in
equilibrium with α-cementite with infinite interfaces. During the growth phase, the
solute concentration in the matrix can increase in the vicinity of a precipitate because
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of the Gibbs-Thomson effect, following:

[C]matrix = [C]matrix,eq × exp
(

2γVat

kBTr

)
, (4.6)

where [C]matrix,eq is the equilibrium solute concentration (the concentration in so-
lute far for from the precipitate, or the concentration in solid solution in equilibrium
with α-cementite with an infinite interface) and γ is the interface free energy. This
formula is valid for a spherical precipitate with radius of curvature r and a vol-
ume per atom Vat. In our case, the α-cementite precipitates have a spheroid shape.
Nevertheless, for each temperature, we used the radius of a sphere with the same
volume to approximate [C]matrix in Eq. 4.6. The results are represented by the black
crosses Fig. 4.9(a). For temperatures below 800-700 K, the Gibbs-Thomson effect
seems sufficient to explain the difference in solubility limits. However, for higher
temperatures, the predicted solubility is more than 100 times higher. The solubility
limit of α-cementite can also be compared with the solubility limit of carbon in fer-
rite in equilibrium with cementite (see Fig. 4.9(b)). α-cementite solubility limit is in
good agreement with cementite solubility limit expected from Eq. 4.6 and DFT data
taking into account the vibrational entropy. On the other hand, both CALPHAD
and experimental data for C solubility limit in ferrite in equilibrium with cementite
are lower than the DFT prediction. Interestingly, experimental data from Zhou et al.
are closer to our calculated solubility limit at low temperatures, while CALPHAD
data are closer to our calculated solubility limits at very high temperature. Please
note that CALPHAD predictions are generally less reliable at low temperature. We
might consider several explanations behind the discrepancy between our calculated
solubility limit and experimental data. For instance, the experimental data may be
associated to paramagnetic and/or slightly off-stoichiometric cementite. They may
also be affected by some impurity effects.

4.4 Kinetics of α-cementite nucleation

4.4.1 C diffusion model in ferrite

In order to investigate the kinetics of α-cementite precipitation, we also built a dif-
fusion model for C migration in ferrite. It is well-known that the minimum energy
path for the diffusion of an isolated C in bcc Fe goes from an octahedral site to a near-
est one, with the tetragonal site situated halfway as the saddle point. According to
our results, the associated energy barrier is 0.86 eV, in good agreement with previous
DFT studies [38, 81] and experimental data [210]. The case of a single C interstitial is
sufficient to describe dilute concentrations of carbon in bcc iron. However, we want
to simulate the precipitation of α-cementite for which C-C distances are greater or
equal to the 5nn (3.14 Å). This diffusion model should also reproduce the diffusion
of C interstitials in the α-cementite precipitates structure. In that respect, our C dif-
fusion model must account for C migration in bcc Fe lattice zones locally enriched
in carbon. To that end, we determine the energy barriers of various C jumps in bcc
Fe with C atoms in octahedral interstitial sites, according to their local environment
in carbon (see Sec. 1.1.2 for more details on the calculations). As close C neighbors
(1nn) are very repulsive (see Fig. 4.4), we focus on initial and final configurations
with C-C distances greater or equal than the 2nn (1.98 Å). Our calculated energy
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(b)

FIGURE 4.9: (a) Comparison between the solubility limit of C in a bcc Fe matrix in equilibrium
with α-cementite obtained from equilibrium MC simulations and from Eq. 4.6 with DFT data. (b)
Comparison between the solubility limit of C in a bcc Fe matrix in equilibrium with α-cementite
and the solubility limit of C in a bcc Fe matrix in equilibrium with cementite according to DFT

prediction and experimental data.
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barriers are included between 0.01 eV and 1.83 eV. Fig. 4.10 represents the average
energy barrier Eb

m for all our calculated C jumps according to the total number of
C neighbors up to the 5nn shell in the initial (blue) or final (red) position. Let us
take a C atom in an initial position, with a given C local concentration. Overall, the
energy barrier of this jumping C atom decreases with the number of C neighbors in
the initial position and increases with the number of C neighbors in the final posi-
tion. This is because in general, if the number of neighboring C atoms is high, the
configuration is energetically unfavorable and the C atom tends to jump to a more
favorable position with less C neighbors. On the other hand, if the final position
of the C atoms after its jumps admits a high number of C neighbors, the associated
energy barrier will be relatively high.

FIGURE 4.10: Average energy barrier of a jumping C atom according
its total number of C neighbors (up to the 5nn shell) before (blue) and

after (red) the jump.

A simple model to approximate carbon migration barrier in bcc [65] is given by:

∆Em
C (i f ) =

E f − Ei

2
+ ∆EC

0 , (4.7)

where Ei and E f are the energies of the system with the jumping C in its initial and
final positions, respectively. To ensure the consistency of our modelling approach,
we use the binding energies predicted by our thermodynamic (EIM) model for Ei
and E f . ∆EC

0 is usually a constant for such models. In our case, we defined ∆EC
0 as

the migration energy of an isolated C atom in bcc Fe (∆EC
0 = 0.86 eV). The correla-

tion between the migration barriers predicted by this straightforward model and our
DFT data is not very good: the Pearson coefficient, R2 is equal to 0.52. The accuracy
of this model relies heavily on the accuracy of the thermodynamic model. If we re-
place Ei and E f in Eq. 4.7 by their corresponding DFT values, the correlation between
the energy barrier calculated with Eq. 2.4 and DFT data becomes significantly better
(R2=0.88). Therefore, even if our thermodynamic model predicts with accuracy the
energy of attractive carbon configurations and the stability of α-cementite, the errors
on Ei and E f can build up, leading to a poor approximation of the migration bar-
rier. In particular, the correlation between E f − Ei predicted by the thermodynamic
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model and DFT data is R2 = 0.71. In order to increase the precision of the diffu-
sion model, we added some correlation terms to Eq. 4.7. The new diffusion model is
written:

∆Em
C (i f ) =

E f − Ei

2
+ ∆EC

0 + ∑
S

αS

NS
Ci
+ NS

C f

2
, (4.8)

where NS
Ci

and NS
C f

are the number of C neighbors in the S shell wrt to the initial
or final position occupied by the jumping atom, respectively. The parameters αS of
each S shell were fitted from our DFT database of migration energies, with cut-off
for the S shell varying between the 3nn and the 10nn. R2 converges to 0.67 for a
5nn distance cut-off. For this reason, we will only use four αS parameters for our
diffusion model (2 ≤ S ≤ 5). The values of the αs parameters are 0.061, -0.062,
0.011 and -0.088 (eV) for s = 2, 3, 4 and 5, respectively. The correlation between the
diffusion model given Eq. 4.8 with these parameters and DFT values for the C energy
barriers is presented Fig. 4.11. The new model admits an higher accuracy (R2 = 0.67)
and the correlation with DFT values is satisfactory. Improving further this diffusion
model is challenging. Taking into account the carbon environment at the saddle
point is an option. However, this entails that one must acquire information on the
local environment of the saddle-point at each KMC step, which might be very time-
consuming. Consequently, we performed KMC simulations using the new diffusion
model (Eq. 4.8) coupled with the thermodynamic model.

FIGURE 4.11: Comparison between the diffusion model and DFT val-
ues for C migration barriers in bcc Fe with different local environment

in carbon (in eV).

4.4.2 Kinetic Monte-Carlo simulations

Our C diffusion model in ferrite was implemented in a kinetic Monte-Carlo code
in order to study the kinetics of α-cementite nucleation. Unfortunately, our kinetic
Monte-Carlo simulations result to be very time consuming. As of today, our longest
simulation only reached a few nano-seconds. Despite this small time, we still ob-
served the apparition of small α-cementite nuclei suggesting a rather small critical
size for nucleation in these conditions (9-13 C atoms) for high C concentrations (3
atomic percent of carbon or more). Nonetheless, further optimization of the MC
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code is needed.

The data obtained directly from DFT calculations (C diffusion coefficients, cementite-
matrix interface energies) and from equilibrium and kinetic MC simulations (C sol-
ubility limits, average free interface energy) can also be used as input data to param-
eterize a classical nucleation and growth model.

4.5 Summary

In this Chapter, we implemented a modelling approach to study cementite nucle-
ation in ferrite. We identified an ordered Fe-C structure, with similar atomic orga-
nization and the same stoichiometry as Fe3C cementite, but with Fe atoms residing
on bcc-lattice sites. We used this so-called α-cementite as a representation of the ce-
mentite carbide, and parameterized effective-interaction and diffusion models using
DFT data in order to perform equilibrium and kinetic on-lattice Monte Carlo simu-
lations for the study of cementite precipitation in the α-Fe lattice. As a result, the
stoichiometric α-cementite is the only precipitate observed. Our α-cementite precip-
itates admit an elongated, spheroidal shape. The first α-cementite / ferrite interface
energies obtained from equilibrium Monte-Carlo are in the same order of magni-
tude as previous DFT data, or experimental data for cementite / ferrite interfaces.
On the other hand, C solubility limits in the bcc Fe matrix in equilibrium with the
α-cementite precipitates are in agreement with DFT predictions, but they are signif-
icantly higher than experimental data for C solubility limits in ferrite in equilibrium
with cementite at high temperatures.

Our first kinetic Monte-Carlo simulations are promising, but further optimization
of our MC code is needed. The data obtained from DFT calculations and MC sim-
ulations will also be used as input data to parameterize a classical nucleation and
growth model.
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Conclusions and perspectives

The purpose of this thesis was to push forward the understanding of carbides prop-
erties. Many features of them are difficult to access experimentally because the vol-
ume fraction of carbide phases in steels is generally small and difficult to isolate from
the surrounding matrix. In addition, it is extremely challenging to observe directly
atomic-scale phenomena such as the property changes induced upon alloying, dif-
fusion and nucleation mechanisms. In this thesis, we employed various models and
simulation techniques to address two very common carbides: cementite (M3C) and
M2C.

We investigated point defects and C diffusion in Fe3C cementite carbide. First, we
used DFT calculations to determine the formation energy of all possible C interstitial
sites in cementite, as well as the energy barriers of a large variety of jumps between
the lowest-energy interstitial configurations. Then, our DFT data were used as input
in a statistical model (as implemented in the KineCluE code) in order to compute
carbon diffusion coefficients in cementite. The obtained values are in good agree-
ment with previous experiments measuring the growth rate of cementite.
At variance with experiments, the modelling approach provides information on the
migration mechanisms involved at the atomic scale. The diffusion mechanism in-
ferred from a previous MD simulation relied on a high concentration of C Frenkel
pairs in cementite. However, the formation energy of a C interstitial is significantly
lower than the formation energy of a C Frenkel pair in cementite. Besides, in the
carburization experiments the vapor phase acts as a source to provide C interstitials,
leading to the growth of cementite. Therefore, the formation energy associated with
the creation of a C interstitial is not included in the activation energy of this process.
For these reasons, our study proposes that C diffuse via an interstitial mechanism.
We also investigated the effect of an alloying element (Mo, Cr or Mn) on the diffusion
properties of C in weakly-alloyed cementite. To this end, we analysed the interac-
tion between a C interstitial and a substitutional solute in cementite. We found that
Mn can decrease C diffusion by at most a factor 10 at temperatures up to 500 K and
solutes concentration up to a few at%. On the other hand, we predict no significant
effect for Mo or Cr weakly-alloyed cementite.

The second part of this thesis focus on alloyed M3C and M2C. We used DFT cal-
culations to predict the property changes induced in cementite upon Mo, Cr or Mn
alloying, as well as the property changes induced in Mo2C upon Fe or Mn alloy-
ing. Special attention has been paid to the comparison with experimental data. We
found that the decrease of cementite Curie temperature observed experimentally
upon alloying can be associated with the diminution of its average magnetic mo-
ment. The volume change induced by Mo alloying in cementite is governed by size
effects and follows a Vegard’s law, while the volume change in Mn or Cr alloyed
cementite is associated with complex electronic and magnetic behaviors. Nonethe-
less, (Fe,Mn)3C and (Fe,Cr)3C magnetization and volume roughly decrease linearly
in the dilute regime. Our DFT predicted alloyed cementite volumes overall agree
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with previous experimental data, as well as recent data from Benarosch et al.. M2C
volume change upon Fe or Mn alloying also appears to follow a Vegard’s law. Un-
fortunately, to this date, there are no experimental data to compare our results with.
The enthalpy of substitution can be used to predict the partitioning of alloying ele-
ments between carbides and ferrite. In particular, we found that it is energetically
more favorable for Mn to substitute in cementite, while it is not the case for Mo.
These results are in good agreement with the high Mn concentration (up to 14%)
and low Mo concentration (a few percent) experimentally observed in M3C in Fe-
Mn-C, Fe-Mo-C or Fe-Mn-Mo-C model steels after tempering at 923 K and 973 K.
We also predicted that it is more favorable for Mn to partition in Mo2C than Fe, in
agreement with CALPHAD predictions.

Finally, we implemented a modelling approach to study cementite nucleation in fer-
rite. We identified an ordered Fe-C structure, with similar atomic organization and
the same stoichiometry as the cementite, but with Fe atoms residing on bcc-lattice
sites. This structure may constitute a possible precursor for cementite precipitates.
Employing this α-cementite as a representation of the cementite carbide, we param-
eterized effective-interaction and diffusion models using DFT data in order to per-
form equilibrium and kinetic on-lattice Monte Carlo simulations for the study of
cementite precipitation in the α-Fe lattice. As a result, the stoichiometric α-cementite
is the only precipitate observed. The α-cementite / ferrite interface energies obtained
from equilibrium Monte-Carlo are in the same order of magnitude as previous DFT
data, or experimental data for cementite / ferrite interfaces. On the other hand, C
solubility limits in the bcc Fe matrix in equilibrium with the α-cementite precipitates
are in agreement with DFT predictions, but significantly higher than experimental
data for C solubility limits in ferrite in equilibrium with cementite at high temper-
atures. The data obtained from DFT calculations and MC simulations will also be
used as input data to parameterize a classical nucleation and growth model.

During this three-years work, we provided various atomic-scale insights into the
properties of carbides. However, as usual in research, the work on this topic is far
from being over. For instance, our work on C diffusion in cementite could be ex-
tended. As explained above, based on our DFT results in stoichiometric cementite
and considering the carburization experimental set-up, we proposed an interstitial
mechanism for C diffusion in cementite. Yet, there may be a competition between
this mechanism and the Frenkel-pair mechanism proposed in the literature, espe-
cially in the case of under-stoichiometric cementite and/or high temperature. In
particular, according to both experimental and theoretical studies, C vacancy con-
centration in cementite could reach up to a few percent. The carbon and metal va-
cancies may play a significant role to drive atomic diffusion, which is a very inter-
esting perspective for a future study. Overall, the modelling approach based on DFT
calculations coupled with statistical tools could be used to study the diffusion in
other carbides (M23C6,...).
The Curie temperature of cementite and other carbides is generally significantly
lower the Curie temperature of ferrite. In this work, we discussed effect of magnetic
disorder in ’pure’ Fe3C (Chap. 2) and in Mo or Mn alloyed cementite in the dilute
regime (Chap. 3). However, an accurate investigation of the impact of magnetic ex-
citation and transition can be an interesting future work. Similarly, the effect of the
vibrational entropy in M3C and M2C was only briefly discussed. Overall, finite tem-
perature effect on carbides are still poorly known and represent a very interesting
subject of study.
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In Chap. 3 and Chap. 4, cementite and M2C carbides were considered as infinite
phases. However, the interface between a carbide and ferrite can play an important
role in various carbide properties. Therefore, the role of carbides / ferrite interfaces
is an important perspective for future studies. Furthermore, our work on alloyed
M3C and M2C could be extended to other carbide phases (such as the ξ-carbide ob-
served in Benarosch et al. model steels).
In our last chapter, we presented a modelling approach to study the nucleation of
cementite. The presence of vacancies can affect the precipitation of carbides. We
could therefore modify our models to take into account the effect of vacancies. As a
first step, we considered that cementite precipitates in the Fe matrix. However, ac-
cording to experimental data, cementite precipitation is frequently heterogeneous.
Our effective-interaction model and diffusion model should therefore be extended
to take into account the presence of grain boundaries.

There is still a long way to go before we understand perfectly the properties of
carbides. Nonetheless, computational modelling is an useful tool to overcome ex-
perimental challenges and access the properties of these complicated phases. As a
result, the number of theoretical studies on carbides is increasing slowly but surely,
and it has been a privilege to contribute.
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Synthèse en français

La formation de carbures tels que le M3C (cémentite) ou le M2C peut affecter forte-
ment les propriétés mécaniques des aciers. Ce phénomène a un impact significatif
lorsque les aciers sont utilisés comme matériaux de structure pour diverses applica-
tions technologiques. En particulier, la présence de certains carbures dans les aciers
ferritiques utilisés dans l’industrie nucléaire (par exemple l’acier 16MND5 présent
dans les cuves des réacteurs à eau pressurisée) pourrait conduire à leur fragilisation.

Cette thèse s’inscrit dans un projet multi-échelles couplant métallurgie appliquée
et recherche fondamentale appelé ECEC (Étude amont sur la Cinétique d’Évolution
des Carbures). L’objectif de ce projet est de mieux comprendre le lien entre la mi-
crostructure de l’acier 16MND5 et ses propriétés mécaniques, en commençant par
des systèmes simplifiés (aciers modèles). A cet effet, deux thèses ont été initiées en
2018. La première, menée par Anna Benarosch, s’appuie sur une démarche expéri-
mentale couplée à une modélisation semi-empirique (calcul CALPHAD) afin de con-
struire un modèle thermocinétique d’évolution de la précipitation des carbures dans
les aciers bainitiques. Cette étude a été réalisée sur des aciers modèles simplifiés tels
que les alliages ternaires Fe-C-Mo ou les alliages quaternaires Fe-Mo-Mn-C. Néan-
moins, beaucoup de données fondamentales restent difficiles voire impossibles à
obtenir expérimentalement. En effet, les carbures ne représentent qu’une faible frac-
tion volumique des échantillons et ils sont difficiles à isoler de la matrice environ-
nante. De plus, il est extrêmement difficile d’observer directement des phénomènes
se produisant à l’échelle atomique comme la diffusion, la nucléation ou les change-
ments de propriétés induits par la présence d’éléments d’alliage dans les carbures.
Des outils de modélisation informatique peuvent être utilisés pour étudier ces pro-
priétés. Par exemple, la structure cristalline mais aussi les propriétés magnétiques,
électroniques et élastiques de la cémentite [13, 28, 35, 43, 60, 62, 79, 80, 117, 133], ainsi
que du Mo2C [59, 71, 84, 110, 148, 161, 204, 209] ont été largement étudiées en util-
isant la Théorie de la Fonctionnelle de la Densité ou DFT (Density Functional The-
ory). Cependant, de nombreuses propriétés de ces carbures sont encore inconnues.
En particulier, les mécanismes d’agglomération et de diffusion du carbone jouent
un rôle essentiel lors des processus de nucléation et de croissance des carbures dans
le fer-α, ou lors de la transition entre deux carbures de nature différente. Ces pro-
priétés dépendantes de l’environnement local sont encore mal connues. De plus, la
présence d’éléments d’alliage (tels que Mo, Cr ou Mn) dans les aciers peut favoriser
la précipitation des carbures. Or, jusqu’à présent, on les propriétés des carbures al-
liés demeurent relativement méconnues. L’objectif de cette thèse est d‘étudier ces
questions ouvertes. Pour cela, nous avons principalement utilisé des calculs DFT
couplés à une modélisation statistique.

Les principaux outils de simulation utilisés dans cette thèse sont décrits dans le
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Chapitre 1. En particulier, les principes fondamentaux des calculs DFT et des sim-
ulations de Monte-Carlo (MC) y sont résumés. Dans ce premier chapitre, nous in-
troduisons également certaines méthodes et des détails de calcul spécifiques. En-
fin, nous donnons l’expression de diverses grandeurs physiques qui seront utilisées
dans les chapitres suivants.

Les résultats de cette thèse sont regroupés en trois chapitres différents (Chapitre 2 à
3), comprenant chacun un état de l’art et un résumé détaillés.

Dans le Chapitre 1, nous avons étudié la stabilité relative de divers défauts (lacunes
de carbone, interstitiels de carbone, paires de Frenkel de carbone) dans la cémentite
stœchiométrique (Fe3C). Nous nous sommes aussi intéressés à la diffusion du car-
bone dans la cémentite pure et faiblement alliée (respectivement Fe3C et (Fe1-xMx)3C
avec M = Mo, Cr ou Mn). Des calculs DFT systématiques ont été effectués afin de
déterminer l’énergie de formation de tous les interstitiels de carbone identifiés, ainsi
que les barrières d’énergie d’une grande variété de sauts entre les configurations
interstitielles de basse énergie. Le code open-source KineCluE [166, 168] a ensuite
été utilisé pour calculer les coefficients de diffusion du carbone dans la cémentite
en utilisant les résultats DFT comme données d’entrée. Les coefficients de diffusion
obtenus dans la cémentite Fe3C sont en bon accord avec les données expérimen-
tales présentes dans la littérature et tirées d’expériences de carburisation. De plus,
cette étude fournit des informations sur les mécanismes de migration du carbone à
l’échelle atomique qui ne sont pas directement accessibles par les expériences. Ainsi,
nous avons mis en évidence deux mécanismes élémentaires de diffusion : soit un
saut direct d’un C interstitiel d’un site octaédrique à un autre, soit un saut indirect
où le C interstitiel se déplace et prend la place d’un C intrinsèque, tandis que ce
dernier migre vers un site interstitiel voisin.
Même si nos coefficients de diffusions sont comparables aux résultats obtenus dans
la litterature par Levchenko et al. [104] à travers des simulations semi-empirique de
dynamique moléculaire (MD), les mécanismes à l’origine de la diffusion du carbone
sont différents. En effet, le mécanisme précédemment déduit de simulations MD
repose sur une concentration élevée de paires de Frenkel de carbone (au moins lo-
calement). Or, l’énergie de formation des paires de Frenkel de carbone issue de nos
calculs DFT est environ trois fois plus élevée que les résultats MD, ce qui implique
que le mécanisme proposé par Levchenko et al. a une probabilité plus faible de se
produire. Ainsi, nous considérons que le carbone diffuse via des mécanismes inter-
stitiels impliquant des sauts entre les sites interstitiels octaédriques. De plus, dans le
cadre des expériences de carburisation, la phase vapeur agit comme une ‘source’ et
vient fournir des interstitiels de carbone conduisant à la croissance de la cémentite.
L’énergie de formation associée à la création des atomes de C interstitiels n’est donc
pas comprise dans l’énergie d’activation du processus de diffusion.
Dans un second temps, nous avons aussi étudié les effets possibles des éléments
d’alliage (jusqu’à quelques pourcents de Mo, Cr ou Mn) sur les propriétés de dif-
fusion du C dans la cémentite. Pour cela, nous avons d’abord calculé et analysé
l’énergie d’interaction entre un C interstitiel et l’un des trois solutés de substitution.
Autour de chacun des soluté (Mo, Cr ou Mn), il existe des sites énergétiquement fa-
vorable (attractifs) pour un interstitiel de carbone. Pour un soluté de Mo, Mn ou Cr,
la localisation de ces sites est respectivement régie par l’effet de taille, le magnétisme
du soluté ou la redistribution de charges électroniques. Concernant l’influence des
solutés substitutionels sur les coefficients de diffusion du carbone, la présence de
Mn peut ralentir la diffusion jusqu’à un facteur 10 pour des températures atteignant
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500 K et des concentrations de soluté jusqu’à quelques pourcents atomiques. Dans
le cas de solutés de Mo ou de Cr, nous ne prévoyons aucun effet sur la diffusivité du
carbone pour les faibles concentrations en élément d’alliage considérées.
En tant que première étape dans l’étude de la diffusion dans la cémentite, nous
n’avons considéré que la cémentite stœchiométrique (M3C). Cependant, selon cer-
taines études expérimentales et théoriques, la concentration en lacunes de C dans
la cémentite pourrait atteindre jusqu’à quelques pourcents. Les lacunes pourraient
donc jouer un rôle significatif dans la diffusion du carbone, ce qui représente une
perspective d’étude intéressante. Ainsi, pour la cémentite sous-stœchiométrique
et/ou à haute température, on pourrait imaginer une ‘concurrence’ entre notre mé-
canisme de diffusion interstitiel et le mécanisme de paire de Frenkel proposé précédem-
ment par Levchenko et ses co-auteurs.
Ces résultats ont fait l’objet d’une publication dans dans Physical Review Material
[26].

L’objectif du chapitre 2 est d’étudier plusieurs propriétés de la cémentite alliée en
Mo, Mn ou Cr (M3C), ainsi que les propriétés du carbure M2C allié en Fe ou Mn.
A cet effet, des calculs DFT ont été effectués pour une large gamme de concentra-
tions en éléments d’alliage. En particulier, nous avons déterminé le changement de
volume et de moment magnétique de la cémentite alliée en Mo, Cr ou Mn. Nous
avons constaté que le volume de cémentite alliée en Mo augmente linéairement
avec la concentration en soluté, suivant une loi de Vegard. En parallèle, nous ob-
servons une dilution magnétique due au moment magnétique très faible (presque
non-magnétique) des solutés de Mo. Par conséquent, les effets de taille régissent le
changement de volume de la cémentite lors de l’alliage en Mo. D’un autre côté, le
volume de la cémentite alliée en Mn suit de près le changement de moment mag-
nétique, ce qui indique clairement un effet magnéto-volumique. Dans la cémentite,
les solutés de Mn admettent un spin inférieur aux valeurs de spin du Fe et parallèle
à ceux-ci pour les faibles concentrations (<10%). Au-delà de cette limite, le spin de
certains solutés de Mn bascule et devient antiferromagnétique par rapport au spin
des atomes de Fe en raison de du couplage antiferromagnétique entre solutés de
Mn. Le cas de la cémentite alliée en Cr est moins trivial. Même si les atomes de
Cr sont légèrement plus gros que les atomes de Fe, le volume de la cémentite al-
liée en Cr diminue jusqu’à environ 30% d’occupation en Cr. Cette diminution du
volume est associée à une diminution du moment magnétique moyen. En dessous
de cette teneur en Cr de 30%, les solutés de Cr sont couplés de manière antiferro-
magnétique avec les atomes de Fe de la cémentite. Pour des concentrations de Cr
plus importantes, la cémentite devient progressivement non magnétique, tandis que
son volume augmente. Le volume de cémentite alliée en Cr est donc régi par un ef-
fet magnéto-volumique pour des concentrations de Cr plus faibles, et par des effets
de taille pour des concentrations de Cr plus élevées. Le changement de volume de
la cémentite alliée peut être comparé aux résultats expérimentaux obtenus à partir
d’analyses par diffraction des rayons X en utilisant des raffinements de Rietveld [20,
83]. Dans l’ensemble, nous observons la même tendance globale entre nos résultats
DFT et les données expérimentales. De même, la diminution de la température de
Curie de la cémentite alliée au Cr ou au Mn observée expérimentalement [175, 194,
196] lors de l’alliage est corrélée à la diminution du moment magnétique moyen
prédit à partir de nos résultats DFT.
L’enthalpie de substitution peut être utilisée pour prédire la répartition des éléments
d’alliage entre les carbures et la matrice. Dans le cadre de notre étude, nous avons
calculé l’enthalpie de substitution du Mo ou du Mn entre la ferrite et la cémentite,
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et l’enthalpie de substitution du Fe ou du Mn entre la ferrite et le carbure Mo2C.
D’après nos calculs, le Mn préfère rejoindre la cémentite alors qu’il est énergétique-
ment défavorable pour le Fe ou le Mn de se substituer dans le Mo2C. Ces résultats
sont globalement en accord avec les données expérimentales. D’autre part, nous
prédisons que la concentration en Mn est supérieure à la concentration en Fe dans le
M2C, en accord avec les données CALPHAD mais contrairement aux observations
expérimentales.
La température de Curie des carbures est souvent faible par rapport à celle du fer cu-
bique centré. A ce titre, l’effet du désordre magnétique et l’effet de l’entropie vibra-
tionnelle dans ces carbures sont brièvement discutés. Si l’on tient compte du para-
magnétisme de la cémentite, le comportement relatif des solutés de Mo ou Mn reste
identique et s’accompagne d’une diminution des enthalpies de substitution. Au con-
traire, à température finie, l’effet de l’entropie vibrationnelle augmente l’enthalpie
libre de substitution, sauf dans le cas de soluté de Fe dans le Mo2C.

Le dernier chapitre de résultat (Chapitre 3) présente une approche de modélisa-
tion pour étudier la nucléation de la cémentite dans la ferrite. Pour commencer,
nous avons identifié une structure Fe-C ordonnée, avec une organisation atomique
similaire et la même stœchiométrie que la cémentite Fe3C, mais avec des atomes
de Fe résidant sur les sites du réseau cubique centré. Par la suite, nous appelons
cette structure cémentite-α et l’utilisons comme représentation de la cémentite sur
ce réseau. Dans un second temps, nous avons paramétré des modèles d’interaction
et de diffusion à l’aide de données DFT afin d’effectuer des simulations Monte Carlo
d’équilibre et cinétiques sur réseau pour l’étude de la précipitation de cémentite
dans le réseau Fe-α. La cémentite-α stœchiométrique est le seul précipité observé
lors des simulation Monte-Carlo à l’équilibre. Nos précipités de cémentite-α admet-
tent une forme allongée et sphéroïdale. Les énergies d’interface entre la ferrite et
la cémentite-α obtenues à partir de simulations Monte-Carlo à l’équilibre sont du
même ordre de grandeur que les données expérimentales ou DFT sur les interfaces
ferrite/cémentite présentes dans la littérature. Les limites de solubilité du C dans le
fer cubique centré à l’équilibre avec les précipités de cémentite-α sont en accord avec
les prédictions DFT, mais elles sont significativement plus élevées que les données
expérimentales pour les limites de solubilité du C dans la ferrite en équilibre avec la
cémentite à haute température. Nos premières simulations Monte-Carlo cinétiques
sont prometteuses, mais une optimisation de notre code MC cinétique est néces-
saire. A court terme, les résultats obtenus à partir des calculs DFT et des simulations
MC seront également utilisées comme données d’entrée pour paramétrer un modèle
phénoménologique de nucléation, croissance et coalescence.

Les principaux résultats obtenus au cours de cette thèse et les perspectives qu’ils
soulèvent sont résumés dans une conclusion présente en fin de manuscrit. Parmi les
perceptives soulevées lors de cette thèse, nos travaux sur la diffusion du C dans la
cémentite pourraient être étendus. En effet, sur la base de nos résultats DFT dans
la cémentite stœchiométrique et compte tenu du dispositif expérimental de carburi-
sation, nous proposons un mécanisme interstitiel pour la diffusion du C dans la
cémentite. Or, il pourrait exister une compétition entre ce mécanisme et le mécan-
isme des paires de Frenkel proposé dans la littérature, notamment dans le cas de
cémentite sous-stœchiométrique et/ou à haute température. En particulier, selon
des études expérimentales et théoriques, la concentration de lacunes de C dans la
cémentite pourrait atteindre quelques pourcents. Les lacunes de carbone et de métal
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peuvent jouer un rôle important dans la diffusion atomique, ce qui est une perspec-
tive très intéressante pour une future étude. La température de Curie de la cémentite
et des autres carbures est généralement significativement inférieure à la température
de Curie de la ferrite. Dans ce travail, nous avons discuté de l’effet du désordre mag-
nétique dans la cémentite Fe3C « pure » (Chapitre 1) et dans la cémentite alliée à Mo
ou Mn dans le régime dilué (Chapitre 2). Cependant, une étude précise de l’impact
de l’excitation magnétique et de la transition peut être un travail futur intéressant.
De même, l’effet de l’entropie vibrationnelle dans le M3C et le Mtextsubscript2C n’a
été que brièvement discuté. Globalement, l’effet de la température sur ces propriétés
des carbures est encore mal connu et représente un sujet d’étude très intéressant.
Dans les Chapitre 2 et Chapitre 3, la cémentite et le carbure M2C ont été considérés
comme des phases infinies. Cependant, l’interface entre un carbure et la ferrite peut
jouer un rôle important dans les propriétés du celui-ci. Par conséquent, le rôle des
interfaces carbures/ferrite est une perspective importante pour les études futures.
De plus, nos travaux sur le M3C et le M2C alliés pourraient être étendus à d’autres
phases carbures. Dans notre dernier chapitre de résultat (Chapitre 4), nous avons
présenté une approche de modélisation pour étudier la nucléation de la cémentite.
La présence de lacunes peut affecter la précipitation des carbures. Nos modèles
pourraient donc être modifiés pour tenir compte de l’effet des lacunes. Dans un
premier temps, nous avons considéré que la cémentite précipite dans la matrice de
Fe. Cependant, selon les données expérimentales, la précipitation de la cémentite est
souvent hétérogène. Notre modèle d’interaction effectif et notre modèle de diffusion
devraient aussi être étendus pour tenir compte de la présence de joints de grains.
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