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d’internet dans mon bureau), voir n’étant même pas à l’institut Néel (Marie et Juan vous saurez
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tions sur l’électronique classique pour le premier,certains aspects de physique des micro-ondes et
des qubits de spins pour les seconds et troisième, et diverses petites questions liées aux réalités
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mes parents et ma famille, et bien entendu Laurie qui a été d’un grand soutien tout au long de
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Short summary

This thesis deals with the problematics of the scalability of fault-tolerant quantum computing.
This question is studied under the angle of estimating the resources needed to set up such
computers. Now that the first prototypes of quantum computers exist, it is time to start
making such estimates. What we call a resource is, in principle, very general; it could be the
power, the energy, or even the total bandwidth allocated to the different qubits. However, we
focus mainly on the energetic cost of quantum computing within this thesis, although most of
the approaches used can be adapted to deal with any other resource.

We first study what is the maximum accuracy a fault-tolerant quantum computer can achieve
in the presence of a scale-dependent noise, i.e., a noise that increases with the number of qubits
and physical gates present in the computer. Indeed, this regime may violate an assumption
behind the central theorem of fault-tolerance: the quantum threshold theorem. This theorem
states that the accuracy of algorithms implemented on a quantum computer can be arbitrarily
high if they are protected by quantum error correction, if enough physical elements (qubits
and gates) are available and if the noise strength is below a certain threshold. Since this last
assumption must be satisfied regardless of the number of physical elements in the computer,
scale-dependent noise can violate it. In the case where this scale-dependent noise can be ex-
pressed as a function of a resource, these estimates allow (i) to estimate the maximum precision
that the computer can achieve in the presence of a fixed quantity of this resource (which makes
possible to deduce the maximum size of the algorithms that the computer will be able to im-
plement, in order to know if the scale-dependent noise is a real problem) and vice versa (ii) to
estimate the minimum quantity of resource allowing to reach a given accuracy. Throughout this
thesis, our calculations are based on the concatenated Steane error-correcting code (because it
is a theoretically well-documented construction that protects the qubits against an arbitrary
error and allows us to make analytical calculations).

In a second study, we generalize these approaches in order to be able to estimate the resource
cost of a calculation in the most general case. By asking to find the minimum amount of
resources required to perform a computation under the constraint that the algorithm provides a
correct answer with a targeted probability, it is possible to optimize the entire architecture of the
computer to minimize the resources spent while being sure to have a correct answer with a high
probability. We apply this approach to a complete model of fault-tolerant quantum computer
based on superconducting qubits. Our results indicate that for algorithms implemented on
thousands of logical qubits, our method makes possible to reduce the energetic cost by a factor
of 100 in regimes where, without optimizing, the power consumption could exceed the gigawatt.
This work illustrates the fact that the energetic cost of quantum computing should be a criterion
in itself, allowing to evaluate the scaling potential of a given quantum computer technology. It
also illustrates that optimizing the architecture of a quantum computer via inter-disciplinary
methods, including algorithmic considerations, quantum physics, and engineering aspects, such
as the ones that we propose, can prove to be a powerful tool, clearly improving the scaling
potential of quantum computers. Finally, we provide general hints about how to make fault-
tolerant quantum computers energy efficient.
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Court résumé

Cette thèse traite des questions de mise à l’échelle du calcul quantique tolérant aux fautes. Ces
questions sont étudiées sous l’angle de l’estimation des ressources nécessaires à la mise en place
de tels ordinateurs: maintenant que les premiers prototypes d’ordinateurs quantiques existent,
il est temps de commencer à réaliser de telles estimations. Ce que nous appelons ressource est
en principe très général, il pourrait s’agir de la puissance, de l’énergie, ou même de la bande
passante totale allouée aux différents qubits. Cependant, nous nous focalisons particulièrement
sur le coût énergétique du calcul quantique au sein de cette thèse, bien que la plupart des
approches utilisées puissent être adapté pour traiter une quelconque autre ressource.

Nous étudions dans un premier temps quelle est la précision maximale qu’un ordinateur
quantique tolérant aux fautes peut atteindre en présence d’un bruit dépendant de l’échelle,
c’est à dire un bruit qui augmente avec le nombre de qubits ou de portes physiques présents
dans l’ordinateur. En effet, ce régime peut violer une hypothèse derrière le théorème central
de la tolérance aux fautes: le théorème du seuil (� quantum threshold theorem �) qui stipule
que la précision des algorithmes implémentés sur un ordinateur quantique peut être arbitraire-
ment grande si ils sont protégés par de la correction d’erreur quantique, si suffisamment de
qubits et portes physiques sont à disposition, et si le taux de bruit est en dessous d’un cer-
tain seuil. Cette dernière hypothèse devant être vérifiée peu importe le nombre d’éléments
physiques dans l’ordinateur, un bruit dépendant de l’échelle peut la violer. Dans le cas où ce
bruit dépendant de l’échelle peut être exprimé en fonction d’une ressource, ces estimations per-
mettent (i) d’estimer la précision maximale que l’ordinateur peut atteindre en présence d’une
quantité fixée de cette ressource (ce qui permet de déduire la taille maximale des algorithmes
que l’ordinateur pourra implémenter, afin de savoir si le bruit dépendant de l’échelle est un
réel problème) et réciproquement (ii) d’estimer la quantité de ressource minimale permettant
d’atteindre une précision donnée. Dans toute cette thèse, nos calculs sont basés sur le code cor-
recteur d’erreur Steane concaténé (car c’est une construction bien documentée théoriquement,
permettant de protéger les qubits contre une erreur arbitraire et permettant de faire des calculs
analytiques).

Dans un second temps, nous généralisons ces approches afin de pouvoir estimer le coût en
ressource d’un calcul dans le cas le plus général. En demandant de trouver la quantité de
ressource minimale requise pour effectuer un calcul sous la contrainte que l’algorithme four-
nisse une réponse correcte avec une probabilité ciblée, il est possible d’optimiser l’intégralité de
l’architecture de l’ordinateur permettant de minimiser la dépense en ressource tout en ayant une
réponse correcte. Nous appliquons cette démarche à un modèle complet d’ordinateur tolérant
aux fautes basé sur des qubits supraconducteurs. Nos résultats indiquent que pour des algo-
rithmes implémentés sur plusieurs milliers de qubits logiques, notre méthode permet de réduire
la facture énergétique d’un facteur 100, dans des régimes où sans optimisation la consommation
en puissance pourrait dépasser le gigawatt. Ce travail illustre le fait que le coût énergétique
du calcul quantique devrait être un critère en soit permettant d’évaluer le potentiel de mise à
l’échelle des ordinateurs quantiques. Il illustre aussi que l’optimisation de l’architecture d’un
ordinateur quantique, via des méthodes transversales, incluant les aspects algorithmiques, de
physique quantique, et d’ingénierie, telles que celles que nous proposons, peut se révéler être un
outil puissant permettant d’améliorer grandement le potentiel de mise à l’échelle. Enfin, nous
donnons des premières pistes permettant de savoir comment réaliser des ordinateurs quantiques
économes en énergie.
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Introduction

General context of this thesis

In recent years, quantum technologies have grown in interest. This is part of the context of the
second quantum revolution, which follows the first one that occurred in the last century. When
physicists understood that classical physics was only an approximation of more fundamental
quantum laws describing our world: quantum mechanics, they used this knowledge in order
to design new technologies such as computers, lasers, solar cells, allowing us to enter in the
information age. While quantum mechanics was necessary to design those devices, physicists
did not really ”engineer” the quantum effects to create the technology. Instead, they took those
effects the way they already existed in nature and directly tried to create devices with those.

The goal of the second quantum revolution is to go beyond this limitation and to design new
devices whose working principle would strongly rely on the engineering of all the fundamental
quantum effects, such as superposition and entanglement [2, 3]. It relies on having the ability
to manipulate individual quantum particles. This is becoming possible because in the last 20
to 30 years, experiments showing the possibility to control individual quantum particles with a
high level of control have been shown experimentally [4, 5, 6]. The second quantum revolution
thus opens possibilities of technological innovations in a wide range of domains. We can think
about quantum sensing [7, 8], quantum cryptography [9, 10], quantum communication [11, 12],
and of course, what is at the heart of this PhD, quantum computing.

The ultimate goal of quantum computing is to build large-scale quantum computers as they
would have a computational power order of magnitudes bigger than today’s best supercomput-
ers for some computational tasks. Because of their very high computational power, quantum
computers could impact the national and industrial sovereignty [13]. One example clearly show-
ing it is the Shor factoring algorithm which allows factorizing an integer into prime numbers
exponentially faster than the best-known classical algorithm. It would allow breaking RSA
encryption protocol that is currently used in the banking and military communications1. A
recent estimation considered that with 20 million noisy qubits, it could do this in about eight
hours [15] where in comparison, a classical supercomputer could take at least millions of years
to do it. Quantum computers already exist today. As an example of that, we can think about
the Sycamore quantum processor, which has been associated with a recent claim of quantum
supremacy by Google [16]. Other laboratories or companies also have quantum computers, we
can think about IBM [17, 18], Intel [19], Rigetti [20] to give a few examples. Actually, the first

1The example of Shor is a clear example of the potential exponential speedup in the computing time that
quantum computers would have compared to classical supercomputers. We should, however, emphasize that
there exist post-quantum cryptography methods [14] which would allow transferring data in a secured manner
even against the threat of quantum computers. Also, while quantum computing could be a threat to the standard
encryption technique, quantum cryptography would at the same time provide a much more secure way to transmit
data such that even quantum computers would not be able to decrypt [9].
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experimental implementation of a quantum algorithm goes back to the year 1998, when the
Deutsch-Jozsa algorithm was implemented on a two qubits quantum computer [21]. However,
all those examples are computers of very modest size, containing less than a hundred noisy
physical qubits. In order to reach all the potential of the quantum speedup, there is a need to
scale up the devices to make large-scale quantum computers.

Many challenges have to be solved to make large-scale quantum computers a reality. One of
the main issues is related to the fact that quantum information is very fragile. The qubits are
very sensitive to environmental noise, which can modify their state. If it occurs, the answer pro-
vided by the algorithm would not be trustable. The intrinsic fragility of quantum information
has been seen for some time as a real threat, making quantum computers seen as an unreach-
able goal [22]. To face this issue, strategies such as quantum error correction and fault-tolerance
have been developed. To explain the difference between those concepts briefly, quantum error
correction consists in developing algorithms that, if implemented perfectly (i.e., if the gates ap-
plied on the qubits during the error correction are ideal) can detect and correct errors occurring
on the qubits during the calculation. Fault-tolerance takes into account the fact that error
correction is unfortunately a noisy process, and provides explicit circuits allowing to implement
error correction in such a way that despite the fact it is a noisy process, because correction
is performed, the net effect is an improvement in the protection of the encoded information.
Thanks to those protocols, the quantum information can, in principle, be preserved for a long
enough time in order to get a trustable answer at the end of the algorithm. A central theorem
guaranteeing this is the quantum threshold theorem [23, 24]. It states that if the noise per
physical gate is lower than a fixed ”threshold” value, one can regroup multiple physical qubits
and gates to create a logical qubit and a logical gate. On a logical level, those elements would
do the same operation as their physical counterparts, excepted that because error correction is
being performed, everything would be as if the qubits were less noisy. Using enough of those
physical elements in a logical element, under the hypothesis that the noise is below a threshold,
the noise of qubits and gates on the logical level can be reduced as much as desired. The quan-
tum threshold theorem is a significant result. It guarantees the experimentalists that once they
would be able to create good enough physical qubits and implement physical gates in a good
enough manner, no further improvement would be necessary from the hardware perspective.
Quantum error correction would make the necessary improvements to allow the computer to
get to any targetted accuracy. For this reason, this theorem has been a big motivation behind
the development of quantum technologies for quantum computing.

However, there are two potential issues with the quantum threshold theorem. The first one
is that, because fault-tolerance and error correction require many additional physical qubits
and gates to be implemented, we might expect to have a significant overhead in terms of
physical components required. The estimations of their number vary, but between hundreds
of thousands to potentially billions of qubits might be required to implement a fault-tolerant
algorithm showing a clear quantum supremacy [25, 26, 15]. This naturally raises the general
question of the resources (energy or power, for instance) that would be required to build such
large-scale quantum computers. Given the number of qubits needed, we could naturally expect
that the energetic cost of such computers might be high. An even better question to answer
would be to see if it is possible to design robust methods allowing to minimize the resources
expenses of such computers. The second issue with the quantum threshold theorem is that the
physical components must already be of good quality in order to make error correction useful:
the noise must be below the threshold, and it must remain below this value even if the computer
is composed of the potentially billions of physical qubits required for quantum error correction.
This can be very challenging as having a well-controlled environment is much easier when the
number of qubits is low than when many qubits are inside the computer. The work done in this
Ph.D. focuses on those problems.
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Positioning of the present Ph.D. work

In this Ph.D., we are studying the question of the scalability of quantum computing by es-
timating how much resources it would require. In principle, what we call a resource is very
general: it could be energy, power, the total frequency bandwidth allowed for the qubits, etc.
Now that quantum computing is becoming a reality, and because we have access to the charac-
teristics of the first noisy prototypes of quantum computers, such estimations can, and should
be done in order to design the next generation of quantum computers which are expected to be
fault-tolerant.

Our goal in this thesis is first to design a general approach that could be used to estimate
the largest algorithms that could be implemented with quantum error correction, assuming a
fixed amount of resources available. It is also, reciprocally, to evaluate the minimum amount of
resources required to implement a given algorithm.

While our approach is general, we then focus on the energetic cost of large-scale quantum
computing. There are two reasons for that. First, the energy (or power) required to run a
quantum computer is a ”good variable” to know if an architecture is scalable. This is because
energetic quantities encompass many criteria coming from various fields. For instance, a low
energetic cost is likely to be associated with a ”reasonable” design from an engineering perspec-
tive. The other reason we focus on energy and power is that the energy cost required to create
large-scale quantum computers could be considerable. It is essential ”in itself” to know how
much energy would be needed to implement concrete algorithms.

For this reason, our ending goal is to try to make an in-depth estimation of the power that
would be required to implement algorithms on a superconducting qubit fault-tolerant quantum
computer. The reason why we focus on superconducting qubits is because it is one of the
most mature technologies used for quantum computers today (many experimental values are
accessible). Such qubits must be maintained at very low temperatures, which might require a
large amount of cryogenic power. We consider using the Steane quantum error correction code
(it is a code that protects qubits against arbitrary single-qubit errors). We implement it fault-
tolerantly with the so-called ”concatenated construction”. The concatenated construction is a
way to implement the code allowing to reach an arbitrarily high level of protection, assuming
the noise is below the threshold initially (it is a construction in which the quantum threshold
theorem can be rigorously derived). The reason why we choose such code and fault-tolerant
construction is because it is very well documented theoretically, we have access to the concrete
circuits allowing us to implement it, and it will enable us to perform analytic calculations, which
is a requirement to keep our approach simple to explain.

Finally, the overall philosophy behind our work is to design inter-disciplinary methods
allowing us to estimate the amount of resources required by involving characteristics coming
from quantum error correction, quantum algorithm, engineering, cryogenics, physics of the
quantum gate, etc. A quantum computer being a multi-disciplinary device, inter-disciplinary
approaches to the design are necessary, especially to minimize resource expenses. Those methods
are mainly provided in the last two chapters of this thesis. They are said to be full-stack as each
”stack” in the quantum computer will be modeled (where for us, a stack can be the physics
of the quantum gate, the algorithm implemented, the fault-tolerance construction considered,
etc).
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Our work in more details

The first question we will investigate is finding the largest algorithm a quantum computer can
successfully implement, using quantum error correction in the presence of a scale-dependent
noise. A scale-dependent noise is a noise whose strength grows with the number of physical
components inside the quantum computer. The connection with resource estimation is that in
the presence of a limited amount of resources for all the computer, when scaling up, each of
the physical components in the computer will receive a fewer amount of this resource. It will
typically induce noisier operations. For instance, for a fixed amount of available frequencies
for the qubits, the more qubits there are inside the computer, and the more probable crosstalk
issues (i.e., the fact to address extra other qubits than the ones that are targetted by the driving
signals) might occur [27, 28]. Many other examples of scale-dependent noise can occur. The
general idea is that it might be possible to create qubits in an environment where they experience
a low amount of noise, but what is complicated is to maintain this low noise environment when
more and more qubits are added [29, 30]. Having a noise that is growing in intensity with the size
of the computer is already annoying in itself, but what can be worse is that this condition can
violate one crucial hypothesis behind the quantum threshold theorem: the requirement that the
noise of the physical component must be below the threshold. Indeed, if the noise grows with the
size of the computer, it is possible that while being lower than the threshold for a small number
of qubits, it gets higher than this value when all the additional qubits used to perform error
correction are included. If it occurs, the accuracy of the computer is then intrinsically limited
because either no error correction or only a limited amount of it would be possible. Those issues
motivated the work presented in the third chapter of the manuscript. There, we study how to
maximize the accuracy of the logical gates in the presence of a scale-dependent noise, allowing
us to deduce the largest algorithm the computer would be able to run successfully. From the
connection between scale-dependent noise and limited resource we established, we provide a
first approach allowing to find the minimum resource required to implement the algorithm, and
reciprocally to find what is the maximum accuracy the logical gates of a computer can get to in
the presence of a limited fixed amount of resource. However, the approaches developed in this
chapter do not allow us to treat any kind of resource optimization.

This is why we investigated further to find a general way to formulate the problem. The
first thing to acknowledge is that the question of resource estimation of large-scale quantum
computing is a question that is at the frontier of many different disciplines; one cannot only
focus on the noise felt by the physical qubits to answer this question. For instance, it requires
knowledge from quantum physics but also from computer science, cryogenics, and engineering.
One important issue it brings is the almost omnipresence of contradictory behaviors that might
intersect all those different fields. To give a few examples, ion trap technologies are associated
to a very long lifetime for the qubits. Coherence times about 600s [31] and even hours [32] have
been reached experimentally. All this while having quantum gates that can last for 100µs [31],
providing the ratio of coherence time divided by the gate duration, which can be close to 106,
much higher than in many other technologies [33, 34]. From this perspective, they could be seen
as ideal candidates for large-scale, fault-tolerant quantum computers as they would be associated
with a low overhead in terms of physical qubit per logical qubit. But on the other hand, there are
real challenges putting many ions together in a single trap while guaranteeing good connectivity
and high coherence times [31] which is a clear drawback for scalability. This is why strategies
consisting of regrouping the ions in smaller groups are considered. However, it introduces other
challenges, such as how to move the ions efficiently to implement the appropriate interactions.
This is one example of contradictory behaviors or challenges that can cross different fields. If we
think about superconducting qubits now, many of them could be put on a small size chip such
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that they are not facing the issue ion trap are2. But their lifetime is not comparable to what it
is possible to do with ion traps, and those qubits must typically be at very low temperatures,
close to 10mK [35, 33]. Assuming that a superconducting quantum chip would have many
physical qubits, potentially between hundred of thousands and the billion depending on the size
of the fault-tolerant algorithm that is supposed to run and the quality of the qubits, it could
lead to potential issues concerning the energetic cost. More generally, many other technologies
have their pros and cons in terms of scalability, resource cost, and level of maturity. There is
quantum computing based on photons (linear optics quantum computation) [36, 37], nuclear
magnetic resonance quantum computing [38], quantum computing based on spin qubit, and the
list continues. Spin qubits [34] are seen as excellent candidates in terms of scalability as they
can benefit from the maturity of CMOS technology in terms of integration [39, 40]. Still, this
approach to quantum computing is much more recent and does not benefit yet from the same
maturity as superconducting qubits.

Here, we mainly talked about competition phenomena occurring between different fields of
science, but they may also arise within a given domain. For instance, it is believed that to scale
up superconducting or spin qubits quantum computers, electronics controlling or generating the
signals that will implement quantum gates on the qubits should be put inside of the cryostat
[41, 42, 43]. But different technologies would allow for that: CMOS technology can be put at
cold temperature and can generate signals of good quality, but it is associated with a more
important thermal load than other approaches such as superconducting circuits [44, 43] or
adiabatic computing [45] (which in return do not have the same level of maturity in term
of performances). Choosing ”the best” technology is then not easy. And we mainly talked
about what happens for the hardware, but many different solutions can also be chosen on
the software side of a quantum computer. For instance, there are many different possible
strategies on the quantum-error correction side to consider. Thinking about the various areas
of research and strategies to implement quantum error correction, we can give the examples of
topological quantum error correction such as the surface code [46, 47], bosonic codes [48, 49, 50],
concatenated constructions [23, 51] etc. All the different codes and ways to implement them can
be associated with different overheads in terms of the number of physical qubits and performance
in reducing the errors. Benchmarking quantum error correction to find which code is the most
resource-efficient is a complicated task because of the many different aspects that could be
benchmarked. As we said before, even if one code appears to be better than another one from
a specific performance in noise reduction, it will not necessarily be the best one when the full
quantum computer is considered (if it has good performance in terms of noise reduction but
requires very heavy classical processing, it might not be a very good candidate). As we see,
quantum computing is a field full of contradictions!

What this discussion illustrates is mainly the fact that inter-disciplinary approaches to the
problem of scalability must be considered as all the different components involved in the design
of a quantum computer are strongly interconnected. But what would be desirable would be
to have a well-defined and unique question to answer that would lead the entire design of the
quantum computer. Indeed one issue is also that ”too many” choices are possible in the design
of the computer and it is hard to choose the best one. To phrase a ”good” question, we can make
the following analysis: even though at first view many elements in the quantum computer seem
to be very far from the ”quantum world” (cryogenics or signal generation are good examples),
they are actually intrinsically connected to it. Indeed, the ultimate goal of a quantum computer
is to provide a trustable answer to some algorithm that has been implemented. The whole
design of the quantum computer is made so that this condition must hold. For instance, a
cryostat has to be designed because the qubits must be maintained cool, and this is because

2Crosstalk issues could occur but in a less problematic way than for ions.
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the quantity of noise felt by the qubits must be kept low to have a successful answer for some
algorithm. Thus the design of a cryostat is indirectly connected to algorithmic aspects. Seeing
the problem under this angle allows to see that connecting the algorithmic aspect, and more
precisely, the probability that the algorithm succeeds to all the engineering involved in the
design of a quantum computer can give the appropriate constraint to know how to design the
computer. Now, only asking to solve this question might lead to many choices in the design,
and many of them might be unreasonable. For instance, if one design will satisfy this condition
but will induce a quantum computer consuming hundreds of gigawatts, it will not be a good
choice ”for all practical purposes”. This is why one step further is to lead the design by asking
to minimize a given resource under the constraint that the algorithm succeeds with a targetted
probability. Taking the power consumption as a resource and phrasing the question this way
will then provide the appropriate constraints on the design of the quantum computer in such a
way that it implements the algorithm successfully (which is its ultimate goal) while spending
the least amount of power to do this (which will lead to a ”reasonable” design). The constraints
this question gives can then directly guide the engineers, physicists, and computer scientists
to design the computer together. In the fourth chapter of this thesis, we will provide the
conceptual elements required to apply this method properly. In the last chapter, we are going
to use it in a complete model of a quantum computer where we will optimize the amount of error
correction to perform, the optimal temperature of the different stages of the cryostat (which
contains the qubits but also the electronics generating the signals) and the level of attenuation
that is chosen on the driving line3 to implement fault-tolerant algorithms involving thousands
of logical qubits with a high enough targetted probability of success. We will see that orders of
magnitude of power consumption can be gained in regimes, where without our optimization, a
power consumption bigger than the gigawatt could be involved. It indicates that our approach
can significantly enhance the scalability of the architecture. We will also see how the design
of the computer depends on the characteristics of the implemented algorithm: it shouldn’t be
surprising that the size of the algorithm and the way it is implemented can impact the optimal
design of the computer (and, of course, its energetic cost). Finally, because we are going to find
the minimum power required to implement an algorithm, the way we formulate the problem
can allow to actually define properly the question of the energetic cost of quantum computing.

Outline of the manuscript

This thesis is organized as follows. The first chapter is dedicated to provide the essential tools
we need from circuit quantum electrodynamic theory to understand how noisy gates performed
on superconducting qubits are and how much power is required to implement them. We also
give the state-of-the-art values for superconducting qubits we will consider using in the rest of
the thesis. The second chapter is dedicated to quantum error correction and fault-tolerance.
We provide all the theoretical results allowing us to understand this theory. Those two chapters
do not contain any original results; they just introduce the tools required to understand the last
three chapters.

The third chapter is the first one providing results from this Ph.D. It is dedicated to under-
stand what happens for fault-tolerance when the noise felt by the qubits grows with the number
of qubits: what is occurring in this regime, and is it necessarily an issue for scalability. This
chapter will also give first intuitions about how it is possible to estimate the minimum resources
required to implement a fault-tolerant algorithm as having a scale-dependent noise is often re-

3As we are going to see, attenuation is being put on the coaxial cable where the signals driving the qubit are
injected to reduce the thermal noise.
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lated to resource constraints. The fourth chapter is dedicated to explain precisely the method
allowing to find how much resources a calculation requires. More specifically, we will show
that the minimum power required and the optimal architecture the quantum computer should
have to reach this minimum can be found. The last chapter applies those concepts in a com-
plete model of quantum computer based on superconducting qubits where we do quantitative
estimations of the energetic cost required to run different kinds of large-scale algorithms. Our
work indicates that the inter-disciplinary approach to the question of energetics we propose can
reduce the power consumption of the computer by orders of magnitudes in a regime where the
consumption could otherwise be higher than the gigawatt. We will also give some first intuitions
about what is essential to optimize to make fault-tolerant quantum computing energy-efficient.
This work illustrates that the energetic cost of quantum computing should be a figure of merit
by itself on the scorecard of qubits technology to assess their potential for scalability. It also
shows that optimizing the architecture of a quantum computer through methods like the one
we are proposing can be a powerful tool allowing to clearly improve the potential in terms of
scalability.
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Chapter 1

Physics of superconducting qubits

In all this Ph.D. thesis, the physical examples we will consider will be based on superconducting
qubits. The goal of this chapter is, first, to explain the basics of the physics they rely on.
Then, we will explain what is the origin of the noise when they are being manipulated before
calculating the energetic cost to perform single-qubit gate operations. We will also give there
the characteristics of the qubits and gates we will use along this thesis. This energetic cost is
one important building block that we will use in the rest of this Ph.D. thesis. This chapter,
apart from the section 1.3.1.1, does not contain any original result; we just provide the tools we
need to understand the rest of this thesis.

1.1 Designing superconducting qubits

Our goal here is to explain how to make a superconducting qubit and what is the transmon
regime. For this purpose, we need to be able to describe quantum phenomena in electrical
circuits. This is usually done through the canonical quantization procedure that we are going
to explain. Some references on the subject can be found in [52, 53, 54, 55]. We will then apply
this method for the electrical circuits we will consider: we will start by quantizing a simple
LC circuit before explaining the quantization of a superconducting qubit. Our explanations are
mainly taken from [52].

1.1.1 Quantization of electromagnetic circuits

1.1.1.1 Canonical quantization

One way that is used to quantize a classical theory is called the canonical quantization. But
in order to describe it, we need to make a few reminders about Lagrangian and Hamiltonian
mechanics.

Basics of Lagrangian and Hamiltonian formulation of classical mechanics

Let us consider a classical system. This system can be described by the mean of its coor-
dinates in the phase space. If one considers a system with N degrees of freedom, its state is
entirely described by N coordinates {qk}Nk=1 and associated velocities {q̇k}Nk=1. A Lagrangian L
is a function L({qk}Nk=1, {q̇k}Nk=1) from which the classical equations of motion can be deduced

20



by the mean of the Euler-Lagrange equations [56]:

∀k ∈ [|1, n|] :
d

dt

∂L
∂q̇k

=
∂L
∂qk

. (1.1)

To fix ideas, we can take the example of a one dimensional mechanical harmonic oscillator.
Calling x the relative distance to the rest position, this physical system satisfies the equation
of motion

ẍ+ ω2
0x = 0 (1.2)

where ω0 is the resonant frequency of this oscillator. An appropriate Lagrangian to describe
this dynamic would be:

L(x, ẋ) =
m

2
ẋ2 − mω2

0

2
x2. (1.3)

This is because applying the Euler Lagrange equation (1.1) in this situation would give:

d

dt

∂L
∂ẋ

=
∂L
∂x
⇔ mẍ = −mω2

0x, (1.4)

which provides the appropriate equation of motion (1.2)1. We also notice that this Lagrangian
has the expression of the kinetic energy of the system minus the potential energy. A valid
Lagrangian does not necessarily have this shape, but in many situations, it will occur to be the
case [57].

In order to understand the quantization procedure later on, we must also introduce the
Hamiltonian formulation of classical mechanics. First, the Lagrangian allows to define the
generalized momentum pi associated to any of the generalized coordinate qi:

∀i ∈ [|1, n|] : pi ≡
∂L
∂q̇i

. (1.5)

It also allows to define a Hamiltonian for the system through the equation:

H({qk}Nk=1, {pk}Nk=1) ≡
N∑
k=1

q̇kpk − L({qk}Nk=1, {q̇k}Nk=1) (1.6)

The equation of motions in the Hamiltonian formalism can be written as:

∀i ∈ [|1, n|] : ṗi = −∂H
∂qi

(1.7)

∀i ∈ [|1, n|] : q̇i =
∂H

∂pi
(1.8)

Those first order differential equations are mathematically equivalent to the second order Euler
Lagrange equations (1.1) [56].

Keeping the example of the harmonic oscillator, we would for instance find that the mo-
mentum associated to the position x is simply:

p =
∂L
∂ẋ

= mẋ (1.9)

1Actually, many equivalent Lagrangian can describe properly a system [56]. Removing the term m, homoge-
neous to a mass would for instance, also provide the appropriate dynamic and is thus not strictly necessary. It
is only in order to get quantities homogeneous to energy that we considered it here.
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And the Hamiltonian is:

H(x, p) = ẋp− L(x, ẋ) =
p2

2m
+
mω2

0

2
x2 (1.10)

The last concept we will need in order to understand the quantization of a classical theory
is the notion of Poisson bracket. Let us consider an arbitrary function A({qi}, {pi}, t). The
equation of motion of this function satisfies:

dA

dt
=
∑
i

(
∂f

∂qi

∂qi
∂t

+
∂A

∂pi

∂pi
∂t

)
+
∂A

∂t
(1.11)

And, using (1.7) and (1.8), it can be rewritten as:

dA

dt
=
∑
i

(
∂A

∂qi

∂H

∂pi
− ∂A

∂pi

∂H

∂qi

)
+
∂A

∂t
= {A,H}+

∂A

∂t
(1.12)

Where the Poisson Bracket {., .} is defined in general by:

{A,B} ≡
∑
i

(
∂A

∂qi

∂B

∂pi
− ∂A

∂pi

∂B

∂qi

)
(1.13)

We notice in particular:

{qi, pj} = δi,j (1.14)

{qi, qj} = {pi, pj} = 0 (1.15)

We will see that the structure of the equations of motions in the Hamiltonian formalism, when
expressed with the Poisson bracket, are very similar to the equation of motions of operators in
the Heisenberg formalism of quantum mechanics. This will be the starting point of the canonical
quantization principle.

equation of motion of a quantum system in Heisenberg picture

Now we consider a quantum system described by a Hamiltonian Ĥ. We assume that this
Hamiltonian is composed of generalized coordinates operators {q̂i} and associated momentum
{p̂i}. In the Heisenberg picture of quantum mechanics, the equation of motion of any operator
ÂH acting on S follows the equation:

dÂH(t)

dt
=

1

i~
[ÂH(t), Ĥ] +

∂ÂH(t)

∂t
(1.16)

The coordinates and momenta satisfy the commutations relations:

[q̂i(t), p̂j(t)] = i~δij (1.17)

[q̂i(t), q̂j(t)] = [p̂i(t), p̂j(t)] = 0 (1.18)

(1.16) and (1.17),(1.18) contain all the information to deduce the behavior of any operator at
time t which is a polynome in the variables {pi(t)} and {qi(t)}.

Quantization procedure

At this point, we can notice the strong similarity between (1.16) and (1.12), and also between
(1.17),(1.18) and (1.14),(1.15). Indeed, the quantum equations of motion can be obtained by
replacing the Poisson bracket {A,B} in those equations by a commutator 1

i~ [A,B] equal to
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this Poisson bracket. This will provide the appropriate equation of motion for the operator, as
well as define the commutation relations properly. In practice, to obtain the quantum theory,
it will be enough to promote the Hamiltonian into an operator by imposing the commutation
relations:

[q̂i(t), p̂j(t)] = i~δij (1.19)

[q̂i(t), q̂j(t)] = 0 (1.20)

[p̂i(t), p̂j(t)] = 0 (1.21)

Further problems might occur in practice (for instance, if in the classical Hamiltonian terms
like x.p appears there is a choice of ordering to take because while x and p commute classically,
they don’t commute anymore when promoted into operators), but we will not be facing them
in what follows such that we can ignore those issues. This ”resemblance” in the classical and
quantum theory has originally been discovered by Dirac in 1925 [56], and the mapping we
describe here defines the so-called ”canonical quantization” of a classical theory. This should
not be understood as a general proof of how a quantum theory can be deduced from a classical
theory but more as a guess which provides a recipe that works for many systems. Indeed, the
natural order of things would be to deduce a classical theory from the quantum one, the latter
being more fundamental. However, such a procedure will at least work for the class of system
we are going to study in this Ph.D.

1.1.1.2 An application: quantum description of an LC circuit

To introduce the concepts we need behind the quantization of electromagnetic circuits, we can
start with the LC circuit represented in the figure 1.1.

Figure 1.1: The LC circuit we are considering

In order to anticipate the usual way superconducting qubits are described, we will introduce
a new physical quantity: the generalized flux variable. If we consider a point in the circuit
where the electric potential is V (t), the generalized flux variable is defined as [52]:

φ(t) ≡
∫ t

−∞
V (t′)dt′ (1.22)

In all what follows we will also assume that all electrical quantities vanish at t = −∞. Calling
φ the generalized flux associated to the voltage difference around the inductor, the current in

23



the circuit satisfies I = φ/L = −Cφ̈. It gives an equation of motion being, with ω0 = 1√
LC

.

φ̈+ ω2
0φ = 0 (1.23)

To quantize the description we will proceed as explained in the section 1.1.1. We consider φ
being our generalized coordinate. A possible Lagrangian describing this dynamic is:

L(φ, φ̇) =
C

2
φ̇2 − φ2

2L
(1.24)

The conjugated momentum associated to φ is:

P ≡ ∂L
∂φ̇

= Cφ̇ (1.25)

We notice that Cφ̇ physically corresponds to the charge on the negative plate of the capacitor.
We can deduce the Hamiltonian:

H(φ, P ) ≡ Pφ̇− L(φ, φ̇) =
P 2

2C
+
φ2

2L
(1.26)

The canonical quantization principle explained in 1.1.1 tells us that to obtain the quantum the-
ory of this system, we just have to promote φ and P into operators by imposing the commutation
relation:

[φ̂, P̂ ] = i~ (1.27)

We see that our choice of Lagrangian consists in considering the energy stored in the capacitor
as kinetic energy (because associated to P ), while the energy stored in the inductor is seen as
potential energy. But there is nothing fundamental about that; it simply comes from our choice
of choosing φ as the coordinate. Another approach would have been to choose the charge stored
by the capacitor as being the generalized coordinate. In this situation, the interpretation of
kinetic and potential energy between inductor and capacitor would have been reversed.

A systematic approach to quantize electrical circuits

In all that follows, the Lagrangian is always going to be written:

L = EC − EL, (1.28)

where EC corresponds to the energy stored by the capacitive elements of the circuit, and EL to
the inductive ones. The generalized coordinate is always going to be the generalized flux (1.22).
A precise definition of capacitive and inductive elements can be found in [52]. In this work, we
will only have capacitors, inductors, and Josephson junction (that we are going to introduce).
The Josephson junction will be considered as an inductive element, and its associated potential
energy is going to be taken into account in EL. This approach to quantize electrical circuits is
the one proposed in [52].

1.1.2 Superconducting qubit and transmon regime

Now that the basic principles of how one can have a quantum description of an electrical circuit
have been explained, we are going to see how we can engineer a superconducting qubit in
practice and what is the so-called transmon regime.
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1.1.2.1 The need for non-linear oscillators

A quantum computer usually requires quantum systems having quantum states living in a
two-dimensional Hilbert space: qubits. Ideally, we would like to create a physical system for
which the quantum state exactly lives in a bi-dimensional Hilbert space. In the context of
superconducting qubits, it is not possible. The strategy is then to create an approximation of
a qubit. This is often done by considering a two-dimensional subspace of a physical system of
high dimensions.

One way to do it experimentally is to realize a non-linear quantum oscillator. A non-linear
quantum oscillator has energy levels that are not equally spaced, as represented in Fig 1.2, in
comparison to a harmonic oscillator. The advantage in using such a physical system is that
assuming the initial state of the system lives in the Hilbert space spanned by the two lowest
energy eigenstates, by sending signals resonant with the associated energy transition, the system
will remain in this bi-dimensional subspace.

Figure 1.2: Left: an harmonic potential. All level are equally spaced by the energy ~ω. Right:
an anharmonic potential. Because the potential is no longer quadratic, the quantum levels will
not be equally spaced.

As we are going to see, designing such systems can be done by replacing the inductor
composing the LC oscillator with an element called the Josephson junction that we are now
going to introduce.

1.1.2.2 The Josephson junction

A Josephson junction is a two-terminal electric component composed of two superconducting
electrodes separated via an insulator. In terms of description, it can be modeled by a capacitor
in parallel to a Josephson tunnel element as shown in Figure 1.3. To describe the electrical
properties of a Josephson tunnel element, we will use again the generalized flux corresponding
to the voltage applied to this element.

Calling φJ the generalized flux associated to the voltage around the Josephson tunnel ele-
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Figure 1.3: a) Electrical representation of the Josephson tunnel element. b) Electrical model of
a Josephson junction: it is composed of a Josephson tunnel element in parallel to a capacitor.

ment, the electrical equations are:

φJ(t) ≡
∫ t

−∞
UJ(t′)dt′ (1.29)

IJ(t) = I0 sin

(
φJ(t)

ϕ0

)
(1.30)

ϕ0 ≡
~
2e

(1.31)

ϕ0 is called the superconducting flux quantum, 2e physically represents the charge of a Cooper
pair which are the particle leading to the superconducting current. Typical experimental values
for the current I0 lie between the µA and nA [52].

This element can be seen as a non-linear inductance. To understand what it precisely means,
we recall that the relationship between current and voltage around an inductor of inductance
L is: U(t) = LdI(t)dt . Expressing those quantities in term of the generalized flux associated to

U , we can see that the inductance L satisfies dφ
dt = LdIdt ⇔ L = dφ

dI . The relationship between
dφ and dI is linear as L does not depends on φ. It motivates us to define the inductance of the
pure Josephson element as:

LJ(φJ) ≡ dφJ
dIJ

=
L0
J

cos(φJ/ϕ0)
(1.32)

L0
J ≡

ϕ0

I0
(1.33)

We notice that now, the inductance is no longer constant and depends on the flux φJ . It
implies that the relationship between dφ and dI is not linear. This is what is usually meant
by considering that the Josephson junction is a non-linear element. We also introduced the
quantity L0

J , which is called the zero-flux Josephson inductance.

Finally, in order to quantize the description, we need to express the energy stored by the
Josephson tunnel element. The energy it receives between t0 and t1 is:

E =

∫ t1

t0

dt U(t)I(t) =

∫ t1

t0

dt φ̇I0 sin(
φ

ϕ0
) =

[
−I0ϕ0 cos(

φ(t)

ϕ0
)

]t1
t0

=

[
−ϕ

2
0

L0
J

cos(
φ(t)

ϕ0
)

]t1
t0

,

(1.34)
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where [f(x)]ba ≡ f(b) − f(a). This energy is thus stored into potential energy and has the
expression:

Ep(φ) = −EJ cos

(
φ(t)

ϕ0

)
(1.35)

EJ ≡
ϕ2

0

L0
J

, (1.36)

where EJ is called the Josephson energy [35].

At this point, we explained how a Josephson junction can be understood from an elec-
trical point of view. This is enough to understand how we can engineer and then control a
superconducting qubit.

1.1.2.3 Engineering a superconducting qubit

Our goal is to use the Josephson junction in order to create a potential that will deviate from a
harmonic oscillator. The reason is that it will provide us with two ”well isolated” energy levels,
which will allow us to define the superconducting qubit properly, as explained in a previous
section. To do it, the usual way is to put the Josephson junction in parallel to a capacitor as
represented in Figure 1.4. This extra capacitor is just here to increase the total capacitance in
the circuit for a reason given below.

Figure 1.4: A Josephson junction (inside the blue dotted box) is put in parallel to a capacitor
of capacitance Cg. The resulting entity is an equivalent Josephson junction with a now greater
capacitance. It will correspond to the ”hardware” implementation of a superconducting qubit.

Now, we can write down a Lagrangian describing the equation of motion in order to quantize
the circuit. We will consider the generalized coordinate being the generalized flux associated to
the potential difference U as represented in Figure 1.4. As we saw previously, a good ”hint” as
a Lagrangian is to consider it being equal to the energy stored by the capacitive element, minus
the one stored by the inductive. Considering φ as the generalized coordinate, we get:

L(φ, φ̇) = EC − EL =
1

2
Cφ̇2 + EJ cos(

φ(t)

ϕ0
) (1.37)

(1.38)

Applying Euler Lagrange equations (1.1), it provides the expected equations of motion2:

d

dt

∂L
∂φ̇

=
∂L
∂φ
⇔ φ̈ = − ϕ0

CL0
J

sin(
φ(t)

ϕ0
) = −I0

C
sin(

φ(t)

ϕ0
) (1.39)

2Indeed, with the convention used in Figure 1.4, the voltage U at the boundary of the capacitor satisfies:
U = −Q/C where Q is the charge on the positive plate of the capacitor. Replacing U with the generalized flux

and taking the derivative to time, we obtain: φ̈ = − I
C

= −
I0 sin( φ

ϕ0
)

C
which is equivalent to (1.39).
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We can now find the momentum and Hamiltonian:

P ≡ ∂L
∂φ̇

= Cφ̇ (1.40)

H(φ, P ) ≡ Pφ̇− L(φ, φ̇) =
ECP

2

e2
− EJ cos(

φ

ϕ0
) (1.41)

EC ≡
e2

2C
(1.42)

We notice that the momentum physically represents the charge (up to a sign) that is stored
inside the capacitor. The quantity EC is called the charging energy [35]. Promoting φ and P
into operators and imposing the commutation relation [φ̂, P̂ ] = i~, the theory is now quantized.

Now, we will adopt a perturbative approach. Performing a Taylor expansion of the cos in
the variable φ/ϕ0, and neglecting any constant term which doesn’t play a role in the dynamic,
it gives, up to order four in φ̂:

H(φ̂, P̂ ) =
EC P̂

2

e2
+ EJ

φ̂2

ϕ2
0

− EJ
φ̂4

4!ϕ4
0

+O
(
φ̂6
)

(1.43)

Expressing EC and EJ as a function of C and L0
J , we realize that up to order two in φ̂, (1.43)

has an expression analog to (1.26):

H =
P̂ 2

2C
+

φ̂2

2L0
J

+O
(
φ̂4
)

(1.44)

It means that at the lowest order, the device we engineered behaves as a quantum harmonic
oscillator. But the higher-order terms introduce the an-harmonicity that we are looking for.

1.1.2.4 From anharmonic oscillator to superconducting qubit

Now that we understand how the Josephson junction allowed us to create an anharmonic po-
tential, we can see how it allows us to find two isolated energy levels that are going to play the
role of the computational states |0〉 and |1〉 for the qubit. Up to order two, the Hamiltonian has
the shape of a mechanical harmonic oscillator having a mass m = e2/2EC = C and frequency
ω0 =

√
8EJEC/~ = 1√

L0
JC

. Thus, if we introduce the annihilation and creation operators

associated to a harmonic oscillator, defined as [58]:

â ≡
√
Cω0

2~
(φ̂+

i

mω0
P̂ ) (1.45)

â† ≡
√
Cω0

2~
(φ̂− i

mω0
P̂ ), (1.46)

and if we re express the physics with those operators, we obtain (removing all the terms higher
than order 4 in φ̂)

Ĥ = ~ω0â
†â+ V̂ (1.47)

V̂ ≡ −EC
12

(â+ â†)4 (1.48)
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The energy levels of the qubit will correspond to the two lowest energy states of this Hamiltonian.
First order perturbation theory provides the energy gap between the two first levels, ~ω01, and
the two following ~ω12:

~ω01 = ~ω0 − EC (1.49)

~ω12 = ~ω01 + EC (1.50)

The derivations leading to those results are performed in further details in the appendix B.1. We
notice that the charging energy is the energy that will give the strength of the an-harmonicity
of the potential. For low values of EC , ω01 ≈ ω12: the behavior gets closer to the harmonic
oscillator (ω01 is typically in the GHz range for superconducting qubits, we are going to provide
typical values in the section 1.3.2). For this reason, it seems at first view preferable to have a
high value for the charging energy, more precisely: EC � ~ω01 ⇔ EC � EJ in order to have
a good qubit. Indeed the potential will be greatly an-harmonic, and the two first levels would
have a better ”insulation” when being coherently driven. However, in the regime EC � EJ the
qubit becomes more sensible to charge noise which is experimentally challenging to suppress
[35]. For those reasons, the community has actually chosen to design superconducting qubits in
the regime EJ � EC which induces a low anharmonicity of the potential but makes the qubit
less sensitive to charge noise. Qubits realized in this regime are called transmon qubits. We can
also understand better the role of the extra capacitance Cg that we have added: it will allow
experimentally to increase the charging energy in order to reach the transmon regime. Finally,
the Hamiltonian describing our qubit can simply be approximated as:

H = ~ω0â
†â+ V̂ ≈ −~ω01

2
σ̂z. (1.51)

The reason for the minus sign (−~ω01/2) is related to the fact that in all this thesis, we take the
conventions used in quantum information (which are sometimes different than the ones used in
the quantum optic community). For us, the Bloch sphere [58] which allows representing the
state of a two-level system has its north pole being |0〉, which corresponds to the ground state
(i.e., the state of lowest energy) of the system. On the south pole, there is the state |1〉 which
corresponds to the excited state. Considering that all the matrices are written in the ordered
basis (|0〉 , |1〉), it implies that we must have H = −~ω01/2σ̂z. The figure 1.5 summarizes this
discussion.

1.1.2.5 Driving the qubit

So far, we have explained how to obtain two well-isolated energy levels in order to have a qubit.
But for an information processing task, we must be able to control it, i.e., to perform single-
qubit gate operations (and also two-qubit gate operations, but we will only briefly comment on
those in the section 1.3.2.3.

One possible way to realize single qubit gates is to couple capacitively the qubit to a voltage
source as represented in Figure 1.6.

One Lagrangian describing the dynamic represented in Figure 1.6 is:

L(φJ , φ̇J) =
1

2
Cd(Vd(t)− φ̇J)2 +

1

2
CJ φ̇

2
J − (−EJ cos(

φJ
ϕ0

)), (1.52)

where the momentum conjugated to φJ is:

pJ ≡
∂L
∂φ̇J

= (CJ + Cd)φ̇J − CdVd(t) (1.53)
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Figure 1.5: The convention for the Bloch sphere we are taking in this PhD follows the convention
from the quantum information community where the |0〉 state is at the north pole, and the |1〉
at the south pole.

Figure 1.6: Putting an extra capacitance Cd and driving it with a voltage Vd(t) allows to
implement single qubit gate operations.

The Hamiltonian can be deduced:

H ≡ pJ φ̇J − L =
p2
J

2CΣ
− EJ cos(

φJ
ϕ0

) +
Cd
CΣ

pJVd(t) (1.54)

CΣ ≡ C + Cd (1.55)
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We now promote the flux and momentum into quantum operators, imposing the canonical
commutation relation [φ̂J , p̂J ] = i~, and, up to order four in the variable φ̂J , we get:

Ĥ = Ĥ0 + Ĥd (1.56)

Ĥ0 ≡
p̂2
J

2CΣ
+
E0
J

2ϕ2
0

(φ̂J)2 −
E0
J

6ϕ4
0

(φ̂J)4 +O((φ̂J)6) (1.57)

Ĥd ≡
Cd
CΣ

p̂JVd(t). (1.58)

We recognize Ĥ0 as corresponding to the free Hamiltonian of a superconducting qubit having a
Josephson energy EJ and a charge energy EC = 2CΣ/e

2. Ĥd correspond to the interaction of
the qubit with the time-varying voltage that will perform the rotations. In order to see it more
clearly, we will express all the operators as a function of the harmonic oscillator annihilation
and creation operators defined in (1.45). Neglecting the terms higher or equal to order four in
φ̂J , we get:

Ĥ0 = ~ω0â
†â (1.59)

Ĥd(t) =
Cd
CΣ

√√√√~
2

√
CΣ

L0
J

i(â† − â)Vd(t) (1.60)

ω0 ≡
1√
L0
JCΣ

. (1.61)

Finally, if we ”cut” the Hilbert space to the two firsts energy levels, which means in this context
replacing: â→ σ̂−, â† → σ̂+ we get:

Ĥ(t) = −~ω0

2
σ̂z + ~gVd(t)σ̂y (1.62)

g ≡ Cd
CΣ

√√√√ 1

2~

√
CΣ

L0
J

(1.63)

We recognize in (1.62) the Hamiltonian of a two-level system driven classically. To see more
clearly the operation done on the qubit, we can go in the interacting picture with respect to
the free Hamiltonian −~ω0

2 σ̂z. Assuming a resonant drive: Vd(t) = V0 cos(ω0t + ψ + π/2), and
applying the rotating wave approximation [6] the Hamiltonian of the evolution reads:

ĤI(t) =
~gV0

2
~n.~̂σ, (1.64)

where
−→
σ̂ ≡ (σ̂x, σ̂y, σ̂z). It induces a rotation of the qubit along the ~n = (cos(ψ), sin(ψ), 0) axis

of the Bloch sphere at the Rabi frequency Ω = gV0: the phase in the voltage drive is selecting
the axis of rotation.

1.2 Scaling up the devices: arranging superconducting qubits
in waveguide

Up to this point, we described how a superconducting qubit can be designed and what are
the main approximations behind such construction. We also showed how it can be controlled
experimentally in order to implement gate operations. We saw that single-qubit gates are typ-
ically performed by applying an appropriate oscillating voltage on the superconducting qubit.
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However, our approach relied on two main assumptions. The first one is that we assumed that
the voltage can be applied ”instantaneously” on the qubit, i.e., there is no delay between the
moment the voltage is generated and the moment it interacts with the qubit. Unfortunately,
if we want to scale up quantum computers, it will not be possible to put the signal generation
close enough to all the qubits in order to make this assumption valid. In typical microwave
experiments, the signal propagation delay cannot be neglected [59]. The second one is that
we assumed the voltage is a classical entity. Understanding it this way doesn’t allow us to
understand phenomenons like spontaneous emission, which are due to the interaction between
a two-level system and a quantized environment composed of a continuum of modes [60]. Spon-
taneous emission, being one of the major limitations in the qubit lifetime, has to be taken into
account with the modeling in order to have an accurate description of the physics. The role of
this section is thus to have more accurate models.

1.2.1 Classical description of a waveguide

We will begin by providing the classical description of a transmission line such as a coaxial cable
or a coplanar waveguide. The typical wavelength of signals propagating into coaxial cables or
waveguides is in the cm to mm range which can be comparable or smaller than the typical
size of the circuits considered. In order to properly model the electromagnetic phenomenon,
we then have to take into account the propagation phenomenon. One model to describe an
electrical waveguide is based on a lumped-element circuit model [59] as represented on Figure
1.7. The motivation behind this model is to acknowledge the fact that to send a voltage, one
necessarily needs two lines between which the voltage difference will occur. Those metallic lines
are separated by some insulator, and because of that, a ”parasitic” capacitance will be formed,
represented by the capacitance per unit length c0 on Figure 1.7. Also, the current flowing on
those lines might generate a flux inducing a counter-acting electromotive force. This is taken
into account by considering a ”parasitic” inductance per unit length l0.

Figure 1.7: Lumped-element model for a lossless transmission line. The inductance per unit
length l0 represent the flux that might be induced by the current between the positive and
ground planes. The capacitance per unit length l0 the charge accumulation between positive
and mass line.

Now, we can apply Kirchhoff laws between x and x+ dx in order to find the equations that
current and voltage are following. We find:

V (x, t)− V (x+ dx, t) = l0dx
∂I(x, t)

∂t
(1.65)

c0dx
∂V (x+ dx, t)

∂t
= I(x, t)− I(x+ dx, t), (1.66)
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from which we deduce that telegraph equations [59]:

∂V (x, t)

∂x
= −l0

∂I(x, t)

∂t
(1.67)

∂I(x, t)

∂x
= −c0

∂V (x, t)

∂t
. (1.68)

Those equations imply that the voltage and current follow a one dimensional wave equation
with a velocity c = 1/

√
l0c0:

∂2V

∂x2
− 1

c2

∂2V

∂t2
= 0 (1.69)

∂2I

∂x2
− 1

c2

∂2I

∂t2
= 0 (1.70)

Both voltage and current can then be expressed as sum of forward and backward propagating
modes:

V (x, t) = V→(x− ct) + V←(x+ ct) (1.71)

I(x, t) = I→(x− ct) + I←(x+ ct) (1.72)

where we can decompose the waves on Fourier modes, for F ∈ {I, V }:

F→(x− ct) =
∑
ω>0

F̃→(ω)ej(ω(t−x/c)) + c.c (1.73)

F←(x+ ct) =
∑
ω>0

F̃←(ω)ej(ω(t+x/c)) + c.c (1.74)

In these equations, c.c means complex conjugate. Using the telegraph equation (1.68), we realize
that:

Ṽ�(ω) = ±Z0Ĩ�(ω) (1.75)

V�(x− ct) = ±Z0I�(x− ct) (1.76)

Z0 ≡
√
l0
c0

(1.77)

Basically, the right/left voltage moving waves have the same/opposite sign to the associated
currents up to the quantity Z0 called the impedance of the line, typically about 50Ω. The power
flow associated with the right or left moving waves satisfies [61]:

P� ≡ V�I� = ±
V 2
�

Z0
(1.78)

This result can be shown from an electromagnetic treatment of the lines (it comes from the
Poynting vector integrated on the waveguide cross-section [59]).

From this, we understand that right moving waves will be associated with a positive power
flow. More precisely, let’s assume we are at the position x. A product V→I→ > 0 represents
a power ”dissipated” to the [x,+∞] portion of the waveguide, while a negative product is a
power generated by this same part. This interpretation comes from the convention of sign for
voltage and currents as defined in Figure 1.7. The reason for this interpretation, while having
only non-dissipative elements in the lumped-element model, is that for an observer in x, a right
moving wave at this position represents a power that will be going on the [x,+∞] portion of
the waveguide and will thus be ”lost” for the observer. An opposite interpretation holds for the
left moving waves.
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Figure 1.8: Power flow in a waveguide. The waveguide can be seen as a resistor dissipating
power for the right moving waves, while it is seen as a negative resistor for the left moving ones.

1.2.2 Quantum description and coupling to a qubit

1.2.2.1 Quantization of the line

Now, we will go into the full quantum framework by considering the waveguide being quantized
interacting with a superconducting qubit.

We consider a semi infinite waveguide grounded in x = 0. Signals are being injected from
x = −∞. In x = xk = −L a superconducting qubit, capacitively coupled to the waveguide has
been put. The setup is illustrated on Figure 1.9.

Figure 1.9: A superconducting qubit is capacitively coupled to a semi-infinite waveguide. We
first describe the physics with a discretized model, where the flux variable associated to the
waveguide are indexed by integer numbers: {φi(t)}i=0,−1...−∞ before considering the continuous
version φi(t)→ φ(xi, t).

We first consider a discretized model. The Lagrangian of both the line and the supercon-
ducting qubit can be written as:

L =

−∞∑
i=−1,i 6=k

1

2
c0dxφ̇

2
i +

1

2
Cd(φ̇k − φ̇J(t))2 +

1

2
CJ(φ̇J(t))2 + EJ cos

(
φJ
ϕ0

)
−
−∞∑
i=−1

1

2l0dx
(φi − φi+1)2

(1.79)
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We deduce the canonical momentum associated to the coordinates {φJ , φ0, φ−1, ...}:

pJ =
∂L
∂φ̇J

= φ̇J(CJ + Cd)− Cdφ̇k (1.80)

pk =
∂L
∂φ̇k

= Cd(φ̇k − φ̇J) (1.81)

pi<0,i 6=k = c0dxφ̇i, (1.82)

(1.83)

and we can find the Hamiltonian:

H ≡
∑
i≤0

piφ̇i + pJ φ̇J − L

=
−∞∑

i=−1,i 6=k

1

2c0dx
p2
i +

1

2Cd
p2
k +

1

2CJ
(pk + pJ)2 − EJ cos(

φJ
ϕ0

) +
−∞∑
i=−1

1

2l0dx
(φi − φi+1)2

(1.84)

In order to take the continuum limit, we define the generalized flux and momentum density
fields as:

φ(xi, t) ≡ φi(t) (1.85)

p(xi, t) ≡
pi(t)

dx
. (1.86)

However, we will keep the momentum pk as an independent variable not included in the field
p(x, t). Assuming a low waveguide impedance Z0, and performing the continuous limit, the
Hamiltonian describing the waveguide and qubit can be shown [62] to be equivalent to:

H =

∫ 0

−∞
dx

(
1

2c0
p2(x, t) +

1

2l0
(∂xφ(x, t))2

)
+

p2
J

2(Cd + CJ)
− EJ cos(

φJ
ϕ0

)− Cd
Cd + CJ

p(−L)

c0
pJ

(1.87)

And here we can identify the Hamiltonian of the waveguide, of the superconducting qubit and
of the interaction between both:

HWaveguide =

∫ 0

−∞
dx

(
1

2c0
p2(x, 0) +

1

2l0
(∂xφ(x, 0))2

)
(1.88)

HJ =
pJ(0)2

2CΣ
− EJ cos(

φJ(0)

ϕ0
) (1.89)

Hint = −Cd
CΣ

p(−L, 0)

c0
pJ(0) (1.90)

Where we defined CΣ ≡ Cd + CJ . We notice that we evaluated all the operators at the instant
t = 0 in this expression (the Hamiltonian of a closed system being time-invariant, it will give the
appropriate dynamic). Before quantizing, we can check that the Hamiltonian of the waveguide

produces the wave equations (1.69), and (1.70). Indeed, H =
(

1
2c0
p2(x, t) + 1

2l0
(∂xφ(x, t))2

)
corresponds to the Hamiltonian density, of a free propagating field [63, 57], leading to the
equation of motion:

φ̈(x, t)− 1

c2
∂2
xφ(x, t) = 0 (1.91)
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This equation implies eqs (1.69), and (1.70) using the definitions V (x, t) = φ̇(x, t), I(x, t) =
∂xφ/l0 such that we find the results described in the previous part3.

Now, as explained in the appendix B.2.1 and [62], from the boundary condition φ̇(0, t) =
V (0, t) = 0, the field once quantized takes the expression, where we recognize stationnary modes:

φ̂(x, t) = i

√
~Z0

π

∫ +∞

0

dω√
ω

sin(
ωx

c
)
(
b̂(ω)e−iωt − b̂†(ω)eiωt

)
(1.92)

p̂(x, t) =

√
~c0

cπ

∫ +∞

0
dω
√
ω sin(

ωx

c
)
(
b̂(ω)e−iωkt − b̂†(ω)eiωkt

)
(1.93)

The operators b̂(ω) here are in principle time dependent in the Heisenberg picture (because of
the interaction with the transmon). They satisfy the bosonic commutation rules:

[̂b(ω1), b̂†(ω2)] = δ(ω1 − ω2) (1.94)

[̂b(ω1), b̂(ω2)] = [̂b†(ω1), b̂†(ω2)] = 0 (1.95)

Finally, approximating the transmon as a harmonic oscillator and performing the rotating
wave approximation [6], as shown in the appendix B.2.2, the interaction can be described as:

HWaveguide =

∫ +∞

0
dω~ωb̂†(ω)̂b(ω) (1.96)

HJ = ~ω0â
†
J âJ (1.97)

Hint =

∫ +∞

0
dω~g(ω)(âJe

jφb̂†(ω) + â†J b̂(ω)e−jφ) (1.98)

Where, here:

φ = −π/2 (1.99)

g(ω) =
Cd
CΣ

√
Z0

2πL0
J

√
ω

ω0
sin(

ωL

c
) (1.100)

(1.101)

In this section, we obtained a complete quantized description of a transmon (at this point
approximated as a harmonic oscillator) capacitively coupled to a waveguide.

1.2.2.2 Input-output relations: dynamic of the qubit at 0 temperature

Now, we are going to find the equation of motion of a driven superconducting qubit. We will
then understand the origin of the noise in single-qubit operations. From now on, we will also
remove the hats denoting the operators in order to simplify the notations.

Step 1: Approximating the Hamiltonian

Our goal is now to find the equations of motion of the qubit being driven in the waveguide.
We are also interested in finding the energetic cost in order to perform gate operations. One
common way to access such quantities is via the input-output formalism. But to get to that
point, we need to make a few approximations on the model.

3∂xφ/l0 can be seen as a definition of currents here as all the physics is described by the variable φ(x, t).
Expressing it in terms of current needs to define within this context what the current is.
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The first one is that we will approximate g ≡ g(ω) ≈ g(ω0). This is called the Markov
approximation [60]. This approximation will be valid if one considers that the populated fre-
quencies in the driving field are not spread too far away from the qubit frequency at ω0. More
precisely, if the bandwidth ∆ω of the injected signals satisfies ∆ω/ω0 � 1.

The second approximation will consist in extending the integral over frequencies down to
−∞, thus introducing ”new” bosonic operators valid on negative frequencies. Such approxi-
mation will be correct as long as the populated frequency in the driving signal is high enough
[64].

Finally, we will approximate the superconducting qubit by only considering its two first
levels. It gives us the resulting Hamiltonian:

H = HWaveguide +HJ +Hint (1.102)

HWaveguide =

∫ +∞

−∞
dω~ωb†(ω)b(ω) (1.103)

HJ = −~ω0

2
σz (1.104)

Hint = ~g(ω0)

∫ +∞

−∞
dω(σJb

†(ω)eiφ + σ†Jb(ω)e−iφ) (1.105)

Step 2: solving the dynamic

At this point, we won’t make any further approximations and we will just solve the dynamic.
First, we find the equation of motion for the field bosonic operators. In the Heisenberg picture,
we get:

ḃ(ω, t) =
1

i~
[b(ω, t), H] = −iωb(ω, t)− igσJ(t)eiφ (1.106)

This equation is a first order differential one. Postulating a solution: b(ω, t) = C(t)a−iωt, we
can find C(t) that solves the equation (this is known as the variation of constants method). We
get in the end:

b(ω, t) = b(ω, 0)e−iωt − ig
∫ t

0
σJ(t′)e−iω(t−t′)eiφdt′ (1.107)

We now make the same resolution but for a given system operator: OS(t). We have:

ȮS(t) =
1

i~
[OS , H] =

1

i~
[OS(t), HJ ]− ig(ω0)

∫ +∞

−∞
dωe−iφ[OS(t), σ†J(t)]b(ω, t) + eiφb†(ω)[OS(t), σJ(t)]

(1.108)

It finally gives us:

ȮS(t) =
1

i~
[OS(t), HJ ]− ig(ω0)

∫ +∞

−∞
dω
(
e−iφ[OS(t), σ†J(t)]b(ω, 0)e−iωt + eiφb†(ω, 0)e+iωt[OS(t), σJ(t)]

)
+ g2

∫ +∞

−∞
dω

((∫ t

0
σ†J(t′)e+iω(t−t′)dt′[OS(t), σJ(t)]

)
−
(∫ t

0
[OS(t), σ†J(t)]σJ(t′)e−iω(t−t′)dt′

))
(1.109)
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At this point, we define the input field bin(t):

bin(t) =
1√
2π

∫ +∞

−∞
dωb(ω, 0)e−iωt (1.110)

This operator physically represent the free evolution of all the bosonic operators between t = 0
and the instant t. This is why we call it the input field: as it corresponds to the evolution of
the operator as if no interaction occured, it will correspond to what has been injected in the
waveguide, thus the ”input”. Using this operator, we have:

ȮS(t) =
1

i~
[OS(t), HJ ]− ig(ω0)

√
2π
(
e−iφ[OS(t), σ†J(t)]bin(t) + eiφb†in(t)[OS(t), σJ(t)]

)
+ πg2

(
σ†J(t)[OS(t), σJ(t)]− [OS(t), σ†J(t)]σJ(t)

)
(1.111)

Step 4: recognizing Bloch equations

Finally, solving this equation for OS = σ or OS = A11 ≡ |1〉〈1|, we get:

σ̇(t) = −iω0σ − ig(ω0)
√

2πσze
−iφbin − πg2σ (1.112)

Ȧ11(t) = ig
√

2π(bin(t)†eiφσ − e−iφbin(t)σ†)− 2πg2A11(t) (1.113)

And, taking the average of those quantities, assuming a coherent state at frequency ω0 for the
drive: |αω0〉, we get4:

ρ̇10 = −iω0ρ10 − ig(ω0)αω0e
−j(ω0t+φ)(ρ00 − ρ11)− πg2ρ10 (1.114)

ρ̇11 = ig(ω0)(αω0e
j(ω0t+φ)ρ10 − αω0e

−j(ω0t+φ)ρ01)− 2πg2ρ11 (1.115)

We recognize that those equations have the same structure as the Bloch optical equations of a
two-level system in contact with a bath at 0 temperature, classically driven by a field inducing
rotation around the axis ~n = (cos(φ), sin(φ), 0) of the Bloch sphere (it is represented on the
figure 1.5), at the Rabi frequency Ω [65]:

∂ρ

∂t
=

1

i~
[HS , ρ] + γD[σ](ρ) (1.116)

D[σ](ρ) ≡
(
σρσ − 1

2
(σ†σρ+ ρσ†σ)

)
(1.117)

HS ≡ −
~ω0

2
σz +

~Ω

2

(
σeiφeiω0t + σ†e−iφe−iω0t

)
(1.118)

Indeed, such equation admit the solution:

ρ̇10 = −iω0ρ10 −
iΩ

2
e−i(φ+ω0t)(ρ00 − ρ11)− γ

2
ρ10 (1.119)

ρ̇11 =
iΩ

2

(
ρ10e

iφeiω0t − e−iφe−iω0tρ01

)
− γρ11 (1.120)

The identification gives us:

g(ω0) =

√
γ

2π
(1.121)

Ω = 2g(ω0)αω0 =

√
2γ

π
αω0 (1.122)

In the end, here, we described the equation of motion of a superconducting qubit interacting
with a continuum of bosonic modes at zero temperature and being driven by a coherent state
resonant at its frequency.

4We assume to simplify that αω0 > 0: the coherent state has ”no phase”.
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1.2.2.3 Dynamic in the presence of thermal noise

What we presented so far assumes that the only reason why qubits are noisy comes from
spontaneous emission. In practice, the field state that is realizing their evolution might contain
noise that will perturb their final states. Calling ntot the number of noisy thermal photons5,
their evolution can be modeled as [6]:

∂ρ

∂t
=

1

i~
[H, ρ] + γspntotD[σ†](ρ) + γsp(ntot + 1)D[σ](ρ) (1.123)

We see that the presence of noise in the line coupled to the qubit will induce additional relaxation
of the excited state to the ground (D[σ] is now multiplied by γsp(ntot + 1) instead of γsp), and
there is also an additional term that will excite the qubit from the ground to the excited state:
γspntot. The reason why we say that it might excite the qubit can be understood by finding
the equation of motion for the coefficients ρ10 and ρ11 associated to (1.123). We would find
that ρ̇11 in (1.120) would now contain an additional term +γspntotρ00 describing the fact that
population in the ground state might be transfered to the excited state because of the presence
of noise.

1.3 The models we use in the rest of the Ph.D.

Here, we explain how we will model the noise affecting the qubits, the power consumption
required by the gates, and we will provide the typical characteristics for the qubits and gates we
are going to consider. Because a Ph.D. is a long-term project, the models used in the section
3.3.2 of the third chapter will be very slightly different from the ones we present here, which
corresponds to the models used in the fourth and fifth chapter of this thesis. Appropriate minor
comments will be made in 3.3.2 to explain in what the physics is modeled in a slightly different
manner.

The ending goal of this Ph.D. being to have a complete description of a superconducting
quantum computer in order to have access to general trends in the power consumption of fault-
tolerant quantum computing; we will keep simple models describing the gate physics, allowing
us to access those general trends. It implies, among other things, that the only reason why
the gates will be noisy in our models will be because of the limited qubit lifetime and thermal
excitations.

1.3.1 Performance of the operations

1.3.1.1 Noise models and infidelities for the gates

From (1.123), we can, in principle, estimate the ”quantity of noise” that will be introduced
by the evolution. We will, however, slightly simplify the description6. We will consider that
the noise introduced by the different gates used can be modeled by considering that first, each

5In some cases, ntot = nBE(TQ), TQ being the qubit temperature, and nBE(TQ) the Bose einstein population
at the qubit temperature [58] but we will see in the section 4.1.3.1 that if the signals driving the gate is generated
in the laboratory, additional thermal photons might be present

6In order to have analytical results for the worst-case infidelity of the operation for an arbitrary gate duration
τ , we must slightly simplify (1.123).
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qubit evolves for a duration τ through the equation (1.124), and that the ”perfect” unitary
implementation of the gate is applied afterward7.

∂ρ

∂t
= γspntotD[σ†](ρ) + γsp(ntot + 1)D[σ](ρ) (1.124)

In sections 4.1.3.1 and 4.2.2, the noise will be quantified with the infidelity introduced by
such evolution8. In order to calculate it, we need to explain what the fidelity between quantum
states is. Let us consider that we have two quantum states. The first one is described by a
pure density matrix |ψ〉〈ψ| and the second one by a mixed one ρ. We assume that |ψ〉〈ψ| was
the ideal state we would like to have for our system, and ρ is the state that has actually been
prepared. The fidelity between ρ and |ψ〉〈ψ| is defined as:

F ≡ 〈ψ| ρ |ψ〉 . (1.125)

It is possible to show [66] that 0 ≤ F ≤ 1 where F = 1 is reached when ρ = |ψ〉〈ψ|. Because
we will be interested in evaluating the quantity of noise in a quantum state, we prefer to define
the infidelity of a quantum state as being the quantity IF ≡ 1−F (an infidelity being equal to
0 means that the two states are identical and the closer the infidelity will be to 1, the noisier ρ
will be).

Now that the definition for states has been provided, we can extend them to evolutions. Here,
we define two infidelities for the evolution (1.124). We consider first the maximum infidelity
this evolution can induce. It means that we calculate the infidelity between an arbitrary initial
state and the final state after having evolved through (1.124) during a duration τ . By varying
the initial preparation, we can find which one induces the biggest infidelity. It is the value we
consider for maximum infidelity. We will do the same calculation but for the average infidelity
(this time, we consider a uniform distribution over the Bloch sphere for the initial state, we
compute the infidelity for each of those preparations, and we consider the average). Doing the
calculation properly, we can show that the maximum and average infidelities satisfy:

max(IF ) ≡ max(1− F ) = (1 + ntot)γspτ (1.126)

IF = 1− F =
1 + 2ntot

3
γspτ (1.127)

1.3.1.2 Energetic cost to perform a gate

The equation (1.78) gave us the expression of the power of right moving waves in the classical
regime. The corresponding quantity in the quantum regime is [67, 68] (see also the appendix
A):

P = ~ω0〈b†in(t)bin(t)〉 = ~ω0〈b†in(0)bin(0)〉 (1.128)

For a coherent state |αω0〉, αω0 > 0 injected, we find:

P =
~ω0

2π
α2
ω0

(1.129)

7In the language of the quantum channels that we introduce more properly in 2.1.1, we model the total
evolution of a noisy gate that tries to implement a unitary quantum channel U as being U ◦ N , where N is the
evolution associated to (1.124) integrated for the gate duration.

8The worst-case or average infidelity of a noisy operation followed by a perfect one (i.e., unitary in this context)
being the same as the worst-case or average infidelity of the noisy operation alone, we can focus on the noisy
part of the evolution in the reasoning.
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It allows us to find the relationship between the power injected and the Rabi frequency. Using
(1.122), we find:

P =
~ω0

4γsp
Ω2 (1.130)

This relation will be central for the work that we are going to present in the next chapters.
It corresponds to the power required to inject a signal that will drive a single qubit gate as a
function of the qubit-waveguide coupling γsp and the Rabi frequency of the gate Ω. In principle,
this power could be recovered after the signal has interacted with the qubit, but we will see in
the two last chapters (for instance in section 4.1.3.1) that because the signals are attenuated,
it will not be possible. For this reason, this power will be one of the important elements that
will play a role in the energetic cost of quantum computing.

1.3.2 Parameters we will consider for the superconducting qubits

1.3.2.1 Qubit characteristics

Now, we can give some order of magnitude of the parameters involved to describe supercon-
ducting qubits. First, a typical frequency for transmon qubits can be taken as ω0/2π ≈ 6GHz
[35, 33]. Then, the coherence time of the qubits (at a temperature close to 0K, in practice
around 10mK [35]) have greatly evolved in the last years [33]. The decoherence times for trans-
mon qubits are getting very close to the millisecond. In recent experiments, decoherences times
being about 0.3ms [69] have been shown. Other types of qubits such as the fluxonium are even
passing the barrier of the millisecond [70].

In our models, we assumed so far that the only reason why qubits are noisy is because of
spontaneous emission and thermal photons, as one can see from (1.123) and (1.124). This is, of
course, an idealistic approximation: we consider that the effect of pure dephasing is negligible
compared to spontaneous emission. Under this assumption, we can estimate that our values
of γsp can typically be given by the inverse of the qubit lifetime. Considering the fact that
state-of-the-art qubits are close to the millisecond coherence time, it will allow us to consider
γsp ∼ 1kHz in our calculations.

In summary, the typical characteristics we will consider for the qubits in our models are:

• Qubit frequency: ω0/2π = 6GHz.

• Qubit-waveguide coupling: γsp = 1kHz.

1.3.2.2 Single qubit gates

There are other parameters to fix, such as the duration of the single-qubit gate τ . Single qubit
gate can have a typical duration in the 10ns range [71], even though faster gates based on
optimized pulse techniques can in principle be implemented [72]. In this thesis, we will take the
reference value of τ1qb = 25ns. The reason why we take 25ns and not 10ns is that later on,
we are going to include engineering aspects in the quantum computer, which are designed for
this typical gate duration of 25ns. The power required to implement a single qubit π-pulse will
then correspond to (1.130) where Ω = π/τ1qb. To simplify the discussions, we will consider that
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any single-qubit gate will last for τ1qb = 25ns and that they will consume the same amount of
power as a single qubit π-pulse.

In summary, the typical characteristics for the single-qubit gates we will consider in our
models are:

• Gate duration (for any single qubit gate): τ1qb = 25ns

• Power consumption of the single qubit gate: given in (1.130) with Ω = π/τ1qb (all gates
consume as much as single qubit π-pulse)

• Noise model: (1.124) integrated for the duration τ1qb = 25ns.

1.3.2.3 two qubit gates

Different ways to perform two-qubit gates exist [73]. For instance, a two-qubit gate between
qubits A and B can be implemented by tuning the frequency of a coupler qubit C. When C is
put at the appropriate frequency, A and B are having a mediated interaction through C [74, 75].
There are also schemes in which the frequencies of the qubits are unchanged. One such scheme
is the cross-resonance gate [76, 77] which allows making two qubits A and B interact by sending
a microwave pulse on qubit A at the frequency of qubit B, the interaction being mediated by a
bus. We can also cite [78, 79].

In this thesis, we will consider using in our models the cross-resonance scheme. This scheme
can, in principle, allow making two-qubit interaction between any pair of qubits connected to a
bus [76] while having fixed-frequency qubits. Those gates are typically longer than the single-
qubit gates, but as the qubits are fixed in frequency, the qubits lifetime can also be longer in
principle. In recent proposal, the gate duration was getting close to 100ns [77]. This is the
typical duration we are going to consider for cNOT gates in the rest of the thesis. We will
consider that they will induce noise on each of the two qubits involved in the dynamic in such a
way that each qubit will have a noise model described by (1.124) (integrated for τcNOT = 100ns).
At the moment this thesis is being written, the dominant source of noise for such gates does not
come from the sole presence of spontaneous emission (and thermal noise) affecting the qubits.
However, it is toward what the community is trying to tend, and we will assume it is the case in
our model. Anyway, the two qubit-gates are too noisy to be able to do fault-tolerance9 today,
so we have to make some optimistic assumptions about their performances in the future. Here
we make the ”bet” that in the near future, the fidelity of those gates will mainly be given by
the ”intrinsic” qubit lifetime. Finally, we will also model their energetic cost by assuming that
it is comparable to the cost of a single qubit π-pulse.

In summary, the typical characteristics for the single qubit gates we will consider in our
models are:

• Two-qubit gate duration (for a cNOT): τcNOT = 100ns

• Power consumption of the gate: same power than a single qubit π-pulse described in
1.3.2.2.

• Noise model: the noise for each of the two qubit involved in the gate can be modelled by
(1.124) integrated for the duration τcNOT = 100ns. The infidelity of the gate will thus be

9At least for the kind of code we will use in the rest of this thesis.
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equal to 2× IF for IF corresponding to either worst-case or average infidelity as defined
in (1.126) or (1.127)10.

1.4 Summary

In this chapter, we explained the basic principle behind the quantization of electrical circuits.
We also explained how superconducting qubits are designed, and driven, first by a classical
modelization of the driving signal, neglecting any phenomenon of propagations. Then in a
fully quantized description where both the fields and the transmon are treated as quantum
objects. In this quantum description, we explained that because the transmon is coupled to a
continuum of mode, by construction, it will experience noise known as spontaneous emission.
Finally, we provided the quantity that one needs to access in order to estimate the energetic
cost of single-qubit gate operations.

10For τ = τcNOT in those equations.
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Appendix A

Injected power

The goal is to show that the average injected power in the quantum regime satisfies:

〈Pin〉 = ~ω0〈b†inbin〉 (A.1)

bin(t) ≡ 1√
2π

∫ +∞

−∞
dω b(ω)e−iωt (A.2)

From (1.78) we know that the power of the right moving waves in the classical regime reads:

P→(x− ct) =
(V→(t− x/c))2

Z0
(A.3)

We also recall that the voltage is the derivative of the generalized flux so that the quantum
operator describing the power of the right moving waves reads:

P→(t− x/c) =
(φ̇→(t− x/c))2

Z0
(A.4)

The expression of φ̇→(t − x/c) can be found from (B.27) by only keeping the right moving
waves (i.e we decompose sin(ωx/c) in a sum of exponentials, and we keep the part of φ(x, t)
composed of exponentials of the argument ±(wt−x/c)). Applying the approximations described
in section 1.2.2.2 (Markov approximation, and extending frequency range toward −∞), we find
the expression of φ̇→(t− x/c), and by injecting it in (A.4), we have:

P→(t− x/c) = A+B (A.5)

A ≡ ~ω0

4π

∫ +∞

−∞
dω1

∫ +∞

−∞
dω2

− (b(ω1)b(ω2)e−j(ω1+ω2)(t−x/c) + b†(ω1)b†(ω2)ej(ω1+ω2)(t−x/c)) (A.6)

B ≡ ~ω0

4π

∫ +∞

−∞
dω1

∫ +∞

−∞
dω2

+ b†(ω1)b(ω2)ej(ω1−ω2)(t−x/c) + b(ω1)b†(ω2)ej(ω1−ω2)(t−x/c),

(A.7)

We have, using the commutation relation for the bosonic operators:

B = ~ω0

∫ +∞

−∞

dω1√
2π
b†(ω1)eiω1(t−x/c)

∫ +∞

−∞

dω2√
2π
b→(ω2)e−iω2(t−x/c) + ∆ (A.8)

= ~ω0b
†
in(t− x/c)bin(t− x/c) + ∆ (A.9)

45



where ∆ is a divergence which typically occurs when working with a continuum of modes1,
which can in principle be removed via renormalization techniques [80]. Thus, we won’t consider
it in the expression of power.

Assuming a coherent state injection, we would have:

〈P→〉 = 〈αω0 |A |αω0〉+ 〈αω0 |B |αω0〉 (A.10)

Where:

〈αω0 |A |αω0〉 =
~ω0

4π
(−α2

ω0
e−2iω0t − (α∗ω0

)2e2iω0t) (A.11)

If we are only interested in the average power, this term will time-average to 0. We also notice
that for a coherent state, 〈P→(t− x/c)〉 = 〈P→(0)〉

In the end, if we are interested in the time (and quantum) averaged power of the waves
injected, for monochromatic (or close to monochromatic) signals, the appropriate quantity to

consider is ~ω0〈b†in(0)bin(0)〉.

1I did not find a source properly explaining why 〈Pin〉 = ~ω0〈b†inbin〉 even though it is the correct expression
[67, 68]. I am then not entirely sure of the validity of this passage, this appendix is my own attempt to understand
how to derive properly 〈Pin〉 = ~ω0〈b†inbin〉
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Appendix B

Superconducting qubit

B.1 Superconducting qubit frequency

Here, we show how to find (1.49) and (1.50). This calculation is done by applying first order
perturbation theory [58]. Given an Hamiltonian H = H0 + W , the eigenvalues of H will
correspond to the eigenvalues of H0 up to a correction provided by W . More precisely, if |En〉
is an eigenvalue of H0 for the non degenerated eigenvalue En, in the presence of W � H0, this
eigenvalue will be modified in such a way that En → En + 〈n|W |n〉.

We apply this method here for H0 = ~ω0a
†a and V defined in (1.48). Calling |n〉 the

eigenstates of H0 of eigenvalue n~ω0, we then need to calculate 〈n|V |n〉. In order to do it, we
start by calculating (â+ â†)2 |n〉.

(â+ â†)2 |n〉 = (â+ â†)
(√
n |n− 1〉+

√
n+ 1 |n+ 1〉

)
=
(√

n(n− 1) |n− 2〉+ (2n+ 1) |n〉+
√

(n+ 1)(n+ 2) |n+ 2〉
)

(B.1)

We deduce:

〈n|V |n〉 = −EC
12
〈n| (â+ â†)4 |n〉 = −EC

12

(
n(n− 1) + (2n+ 1)2 + (n+ 1)(n+ 2)

)
(B.2)

〈n+ 1|V |n+ 1〉 − 〈n|V |n〉 = −EC(n+ 1) (B.3)

Because of this perturbation, the energy gap between two consecutive level then reads:

~ωn,n+1 = ~ω0 + (〈n+ 1|V |n+ 1〉 − 〈n|V |n〉) = ~ω0 − EC(n+ 1) (B.4)

B.2 Superconducting qubit in waveguide

B.2.1 Expression of the quantized fields

Here, we show how the expression of the field has been found. We will start by expressing the
free propagating fields without the short circuit boundary condition φ̇(0, t) = 0. And we will
then impose this boundary condition to find the resulting field. The classical solutions to the
wave equation (1.91), are:

φ(x, t) = φ→(x, t) + φ←(x, t) (B.5)

p(x, t) = p→(x, t) + p←(x, t) (B.6)
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Where φ→(x, t) (resp φ←(x, t)) represent the forward (resp backward) propagating generalized
flux waves. Same principle for p�(x, t). Their expression are, with ωk = c|k|:

φ�(x, t) =

∫ +∞

0
dk
(
φ�(k)ei(±kx−ωkt) + φ∗�(k)e−i(±kx−ωkt)

)
(B.7)

p�(x, t) = c0φ̇�(x, t) = −c0i

∫ +∞

0
dkωk

(
φ�(k)ei(±kx−ωkt) − φ∗�(k)e−i(±kx−ωkt)

)
(B.8)

But to make calculation simpler in what follows, we will express the field in the following way:

φ(x, t) =

∫ +∞

−∞
dk φ(k)ei(kx−ωkt) + φ∗(k)e−i(kx−ωkt) (B.9)

p(x, t) = c0i

∫ +∞

−∞
dk(−ωk)

(
φ(k)ei(kx−ωkt) − φ∗(k)e−i(kx−ωkt)

)
(B.10)

Where we defined: φ(k > 0) ≡ φ→(k) and φ(k < 0) ≡ φ←(−k). Thus, the positive wavector
represent forward propagating waves and the negative backward ones. Following the approach
from [61], one can check that we have the following relations:

φ(k) =
1

4π

∫ +∞

−∞
dxe−ikx(φ(x, 0) +

i

c0ωk
P (x, 0)) (B.11)

φ∗(k) =
1

4π

∫ +∞

−∞
dxe+ikx(φ(x, 0)− i

c0ωk
P (x, 0)) (B.12)

We start to quantize the free field without boundary conditions. In this case, we will promote
φ(x, t) and p(x, t) into operators imposing the commutation relation:

[φ̂(x, t), p̂(y, t)] = i~δ(x− y) (B.13)

From this, we can find the commutation relation satisfied between φ̂(k) and φ̂†(k). We have:

[φ̂(k1), φ̂†(k2)] =
1

(4π)2

∫ +∞

−∞
dx

∫ +∞

−∞
dye−ik1x+ik2y

(
−i
c0ωk2

[φ(x, 0), P (y, 0)] +
i

c0ωk1

[P (x, 0), φ(y, 0)]

)
(B.14)

=
1

(4π)2

∫ +∞

−∞
dx

∫ +∞

−∞
dy

1

c0
e−ik1x+ik2yδ(x− y)(

~
ωk1

+
~
ωk2

) (B.15)

=
1

(4π)2

∫ +∞

−∞
dx

2~
c0ωk

e−i(k1−k2)x (B.16)

=
1

(4π)2

∫ +∞

−∞
dx

2~
c0ωk

e−i(k1−k2)x (B.17)

=
~

4πc0ωk
δ(k1 − k2) (B.18)

Thus, defining the operators:

b̂k ≡
√

4πc0ωk
~

φ̂(k) (B.19)

b̂†k ≡
√

4πc0ωk
~

φ̂†(k) (B.20)

They follow the bosonic commutation relations:

[̂bk1 , b̂
†
k2

] = δ(k1 − k2) (B.21)

[̂bk1 , b̂k2 ] = [̂b†k1
, b̂†k2

] = 0 (B.22)

48



The fields can then be written as:

φ̂(x, t) =

√
~

4πc0

∫ +∞

−∞

dk
√
ωk

(
b̂ke

i(kx−ωkt) + b̂†ke
−i(kx−ωkt)

)
(B.23)

p̂(x, t) = −i
√

~c0

4π

∫ +∞

−∞
dk
√
ωk

(
b̂ke

i(kx−ωkt) − b̂†ke
−i(kx−ωkt)

)
(B.24)

Now, we want to describe the field in the semi infinite waveguide with the boundary condition

∀t ˙̂
φ(0, t) = 0 because the voltage φ̇ vanishes in x = 0. From this condition, we can find the

expression of the field:

φ̂(x, t) = i

√
~
πc0

∫ +∞

0

dk
√
ωk
sin(kx)

(
b̂ke
−iωkt − b̂†ke

iωkt
)

(B.25)

p̂(x, t) =

√
~c0

π

∫ +∞

0
dk
√
ωk sin(kx)

(
b̂ke
−iωkt + b̂†ke

iωkt
)

(B.26)

We can rewrite with the bosonic operators b̂(ω) ≡ b̂k√
c
:

φ̂(x, t) = i

√
~Z0

π

∫ +∞

0

dω√
ω
sin(

ωx

c
)
(
b̂(ω)e−iωt − b̂†(ω)eiωt

)
(B.27)

p̂(x, t) =

√
~c0

cπ

∫ +∞

0
dω
√
ω sin(

ωx

c
)
(
b̂(ω)e−iωkt + b̂†(ω)eiωkt

)
(B.28)

Up to a phase in the operator b̂(ω) (which corresponds to a choice in the origin of time), those
expressions are similar as the ones in [62]. Also, using the relations:∫ +∞

−∞
dx sin(kx) sin(k′x) = π(δ(k − k′)− δ(k + k′)) (B.29)

∫ +∞

−∞
dx sin(kx) sin(k′x) = π(δ(k − k′) + δ(k + k′)) (B.30)

Injecting (1.92) and (1.93) in (1.88), one can show that it ends up in the following Hamiltonian:

HWaveguide =

∫ +∞

0
dω ~ωb̂†(ω)̂b(ω) (B.31)

B.2.2 Waveguide-transmon interaction

Now, we can compute the expression of the waveguide-transmon coupling as a function of the
bosonic operators. We recall that we had:

Hint = −Cd
CΣ

p̂(−L, 0)

c0
p̂J(0) (B.32)

First, we linearize the transmon and approximate it as if it was an harmonic oscillator. Its
frequency would then be ω0 = 1√

L0
JCΣ

as shown in (1.61). What will play the role of the mass

will be the capacitance CΣ. Thus, we can express the momentum of the transmon as a function
of creation and annihilation operators:

pJ(0) = i

√√√√~
√

CΣ

L0
J

2
(â†J − âJ) (B.33)
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Replacing with the expression of the field (1.93), and performing the rotating wave approxi-

mation [6] which consists here in removing the terms â†J b̂
†(ω) and âJ b̂(ω), we end up with the

Hamiltonian:

Hint = i

∫ +∞

0
dω ~g(ω)

(
b̂(ω)â†J − b̂

†(ω)aJ

)
(B.34)

g(ω) ≡ Cd
CΣ

√
ω

ω0

√
Z0

2πL0
J

sin(ωL) (B.35)
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Chapter 2

Quantum error correction and
fault-tolerance

As we saw in the previous chapter, operations performed on qubits are noisy. And this is
true even if the qubits are put at zero temperature because of spontaneous emission and pure
dephasing1. It implies that the data stored on them has a limited lifetime: those qubits cannot
be used in algorithms that require too many quantum gates as, by the time the algorithm will
be over, the information contained on those qubits will be completely corrupted. Of course, in
principle, physicists could focus on improving the quality of the qubits, trying to make their
lifetime longer and longer (thus reducing the spontaneous emission, and pure dephasing rate
in the context of superconducting qubits). But this direction is full of experimental challenges
which might not be easy to solve. What we would like to have is a way to be able to implement
longer and longer algorithms without having to improve the quality of the devices each time.
A way to do it is to use quantum error correction. Typically, the strategy behind this is to
design quantum computers that, on a ”logical” level, are implementing the desired algorithm,
but ”in the background”, errors occurring on qubits are detected and corrected. With this
strategy, even if the qubits are noisy, with more and more error correction, on a logical level,
everything could be ”as if” the lifetime of the qubits was longer and longer. The cost of this
method is that it requires more qubits inside of the computer because some of them are used
to perform the error correction (and do not directly participate in the algorithm), and because
we need to encode the information in a greater number of degree of freedom than what would
be strictly necessary: some redundancy of the information is required to detect errors. But
there is overall a clear interest: no more experimental improvement in the quality of the qubits
would be necessary, the reduction of errors would have a well-defined strategy that would not
require any challenging innovation from the qubit technology23. The goal of this chapter is thus
to present the basic elements of quantum error correction we need to understand our work on
the questions of scalability of quantum computing. Indeed the major part of our work relies on
results from quantum error correction theory. After having introduced some basic elements we
need to understand this theory in section 2.1, we give some first intuitions in the section 2.2
behind the working principle of stabilizer codes. Those codes are in the same class of code as
Steane code which is the one we used in the work done during this Ph.D., and having the general

1We did not model it in the previous chapter, as we assumed that the dominant source of noise is spontaneous
emission in our models.

2But of course it might be challenging from an engineering perspective as it would need to put more and more
qubits inside of the computer.

3As explained in a few lines, the noise would also have to be below some threshold value to make this happen.
Otherwise, error correction would actually make the situation worse.
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(but simplified) picture we will give there will allow us to have an easier grasp on Steane. The
Steane code is explained in the section 2.3. In the section 2.4 we will explain why the knowledge
provided by quantum error correction is not enough to scale up a quantum computer, and why
the concepts behind fault-tolerance are required to make the quantum computer able to resist
detect and correct errors in practice. To summarize briefly: error correction shows that it is
possible to detect and correct errors ”in principle”, assuming a perfect correction procedure.
Fault-tolerance explains how to do it in practice, taking into account the fact that the correction
might also introduce errors. Fault-tolerance is needed to make error correction useful. Typically,
it is in this section that we will introduce the quantum threshold theorem that states that error
correction is only useful if the noise is below a threshold value and that if it is the case, then,
using enough physical resources, the effect of the noise can be reduced as much as desired,
without using an absurdly high number of physical resources. The fault-tolerant construction
we are going to consider is called the concatenated construction. The reason why we use
this specific construction and the Steane code is because they are both very well understood
theoretically. For instance, we know exactly the circuits allowing to implement Steane code
fault-tolerantly with this concatenated construction, and it allows us in particular to perform
analytic calculations. It is also a construction in which the quantum threshold theorem can be
formally derived. Finally, all the important numbers we need to estimate the energetic cost of
quantum computing in the next chapters: how many qubits do we need, what is the accuracy
the computer can get to as a function of this number of qubits, etc, will be deduced from the
results provided in this chapter.

This chapter does not contain any original result from this Ph.D. (apart from the exact
estimation behind the table 2.1 in 2.4.2.7, but I did not calculate myself4 those numbers), it is
here to introduce the necessary concepts.

2.1 Fundamentals of quantum error correction

The topic of error correction consists in providing algorithms that allow detecting and correct
errors occurring on qubits, those errors being caused by the noise affecting the qubits. At first
view, it is not guaranteed that it is conceptually possible to detect errors. Indeed the no-cloning
theorem [66] forbid copying a quantum state which would be of great help to encode the data
in a more robust manner. Also, measuring a quantum system can perturb it because of the
measurement postulate of quantum mechanics [81, 58]. For those reasons, it looks unlikely to
conceptually be possible to detect and correct errors occurring on quantum systems. Fortu-
nately, error correction theory shows that despite all those limitations, it is still possible to
detect and correct errors on quantum systems. Fault tolerance that we introduce in the next
section will tell us how error correction has to be implemented in practice. For instance, what
it adds to the concepts of error correction is that it acknowledges the fact that error correction
might be noisy as well. It also takes into account all the ancilla qubits that are required to be
able to implement error correction in practice, and it explains how to implement operations on
qubits in a robust (i.e., noise resilient) manner.

2.1.1 Tools allowing to describe the noise in quantum systems

Before starting, we need to understand what quantum noise is and how it is described mathe-
matically. For this purpose, we need to recall some basic tools and definitions behind quantum

4Those tables have been calculated by Jing Hao Chai.
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information theory. We already used some of them in the previous chapter, but as we now need
solid definitions, we take a step back and properly define mathematically the different objects
we need. We consider a quantum system A. The state of this quantum system can often be
described by a vector |ψA〉 (of norm 1) living in a Hilbert space HA of dimension dA. When it
is the case, we will say that the system is pure. It will be the case in the absence of classical
uncertainty or if this system is not entangled with another system. But in order to be more
general and to allow to describe systems submitted to classical uncertainty (or being subsys-
tems of entangled systems), we prefer to use a more ”general” tool called the density matrix
that we note with the letter ρ in what follows. It defines the state of this system, allowing to
take into account this ”lack of knowledge”. This tool is a matrix acting on the space HA, that
admits eigenvalues which can be interpreted as probabilities. For this reason, ρ admits positive
eigenvalues which sum up to 1. Mathematically the appropriate wording is to say that ρA is
positive semi-definite (positivity of the eigenvalues), and satisfies Tr(ρ) = 1 (they sum up to 1).

At this point, we talked about the description of quantum states. But those states might
be evolving in time because of interactions. And this evolution might introduce noise. Under
some circumstances, solely knowing its value at an instant t: ρA, it is possible to deduce its
value ρ′A at an instant t′ > t. It will typically be the case, for instance, in the absence of
initial correlations between S and any ancillary system. In such case, for any initial preparation
ρA, the final density matrix satisfies ρ′A = E(ρA), where E is some ”map”, i.e. an object that
given a density matrix returns another density matrix. In order to be physical, this map must
satisfy certain properties. Typically we must actually ensure that for any ρA, E(ρA) remains a
density matrix. Those ”physically valid” maps are called quantum channels, which is a term
coming from communication theory, and that was initially used to characterize the deformation
of a signal when it is being sent between two parties. Here we see that it is in some sense the
equivalent on a quantum level as it describes how a state of a quantum system is being modified
after some evolution. In order to be physical, E must thus satisfy the following set of axioms.

Definition 2.1.1. Quantum channel

A linear map E ∈ L(L(HA)), i.e., a linear map that takes as input a matrix in L(HA)
and gives as output another matrix living in this same space is called a quantum channel if it
satisfies:

• E is a convex-linear map on the set of density matrix, i.e: for any distribution of proba-
bilities {pi} and family of density matrices {ρi}, we have E(

∑
i piρi) =

∑
i piE(ρi).

• E is trace-preserving, i.e for any ρA, Tr(E(ρA)) = 1

• E is completely positive, i.e: for any integer n, for any ρ ∈ L(HA ⊗HBn), where HBn is
another Hilbert space of dimension n, (E ⊗ In) (ρ) is semi definite positive (i.e, it is still
a matrix having positive eigenvalues) where In represents the identity operation applied
on HBn.

The first axiom of this definition is here to ensure that E follows the postulate of quantum
mechanics: the evolution of a quantum system is linear5, thus, any mixture present in the initial
quantum state will remain in such mixture after the evolution. Indeed, a classical mixture
between a family of quantum states that we described as the family: {pi, ρi}, where pi is the
probability to have the matrix ρi in this mixture, is described by a density matrix ρ =

∑
i piρi.

The condition E(
∑

i piρi) =
∑

i piE(ρi) means that the mixture is ”preserved” through the

5It is not the case when one measures and reads the outcome, but we are not interested in those cases here.
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evolution6. The second and third axioms are here to ensure that the resulting object will still
be a density matrix. Indeed we want it to be of trace 1 (second condition) and to be semi-
definite positive (third condition) to keep the interpretation of eigenvalues as being probabilities.
But the third condition is actually more restrictive. We do not only ask the resulting density
matrix to be semi-definite positive but also that if we imagine the system of interest as being a
subsystem of a larger system, i.e., there exists a system B such that ρA = TrB(ρ) (TrB denotes
the partial trace over the system B, we can find the definition of such operation in [82]), where
ρ ∈ L(HA ⊗HB) (i.e., ρ defines the state of the composite system AB), the density matrix of
this bigger system remains positive after the evolution of ρA through E . It is a requirement for
the evolution to be physical. For instance, if we did not have this requirement, we could imagine
that if the quantum state was initially entangled with some other party, after the evolution,
some of the eigenvalues of the density matrix would become negative and we couldn’t interpret
them as probabilities anymore [83].

To summarize briefly, quantum channels are the objects that describe a class of evolution
for quantum systems. Those evolutions are the ones in which only knowing the initial state of
the system that is going to evolve; its final state can be perfectly deduced. In some sense, we
can say that they can describe evolution in which the effect of the potential noise is ”local”.
Those kinds of evolutions are the ones we are going to mainly focus on in the next chapters and
also the ones on which a major part of quantum error correction theory is based upon.

2.1.2 Conditions on the noise allowing to correct errors

Now, we can give some first insight about the very general principle behind quantum error
correction before explaining Steane code. It will give us the intuition of why (and how) it is
possible to correct errors occurring in quantum systems.

Let’s assume that we have some data encoded on a density matrix ρA = |ψA〉〈ψA| ∈ L(HA).
Our goal is to protect this data against any noise that might corrupt it. We assume that this
noise is modeled by a quantum channel E that we call here the error channel. In an ideal world,
we would like to find a quantum channel R that we call the error correction channel which
would have the following property:

∀ρ ∈ L(H), R ◦ E(ρ) = ρ (2.1)

Physically, it would mean that whatever the initial state before the noise was, it would be
possible to restore it. However, such map R cannot exist for an arbitrary E . This can be
understood intuitively: typically, if E introduces some irreversibility, E(ρ) could correspond to
different initial states. There is not enough information in E(ρ) to be able to inverse the effect
of E in general. This remark would thus also be true for classical systems. A way to solve this
issue is to make the effect of errors ”locally” invertible. Basically, what we can hope to get is
that there exists a subspace of the total Hilbert space HC ⊂ H in which:

∀ρC ∈ L(HC),R ◦ E(ρC) = ρC (2.2)

As we are going to see, such a requirement is possible. In practice, it means that one could
encode the information to protect on the (smaller) subspace HC , and error correction would
then allow to protect it. The space HC is called code space, but in the literature it is also
frequently called the the quantum code. Proceeding this way, it will be possible to detect and
then correct the errors induced by the noise that is going to perturb the quantum state.

6We emphasize on the fact that it does not implies that the entropy will remain constant through the evolution.
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Definition 2.1.2. Code space

Let HC be a subspace of H the total Hilbert space describing the quantum system on which
we wish to encode quantum information. We call this space the code space [66].

Now, we would like to have some conditions that give us necessary and sufficient conditions
the error channel E has to satisfy in order that an error correction channel R satisfying (2.2)
for some HC exists. Those conditions are called the Knill-Laflamme conditions [66], but to
understand them, we now need to define precisely what we call an error.

In the classical world, an error is an event easy to interpret: it is some operation that has
been applied in an undesired manner on the system encoding the information in such a way that
this information has been corrupted. Maybe the person running the experiment will not know if
the error occurred or not in practice, but it will be clear that either the error occurred either it
did not. In the quantum world, this concept becomes directly more subtle. Typically, because
of superpositions, we might be in a scenario in which an error ”occurred and did not occur”
at the same time. In addition to that, we can expect the errors to live in a continuous set, as
quantum states are living in continuous space (the state of a qubit, for instance, is described by
two continuous parameters). Being able to correct continuous errors might be very challenging.
Now that we have given basic intuition of the difference we might expect with classical physics,
we need a solid definition for the notion of error. Let us consider any error channel E . What we
would like to have is a given set of operators associated with E that are acting on the system
encoding the data, and we would like to refer to this set as the possible set of errors that might
be occurring.

In principle, if the system evolves in an autonomous manner (i.e., it is not being actively
measured by an experimentalist), it will follow a unitary evolution, possibly with another system
B. Assuming A was in an initial state |ψA〉, B was in an initial state |b0〉 and considering {|bk〉}
an orthonormal family for HB, the evolution reads:

UAB |ψA〉 |b0〉 =

(∑
k

|bk〉〈bk|

)
UAB

(∑
l

|bl〉〈bl|

)
|ψA〉 |b0〉 =

∑
k

Mk |ψA〉 |bk〉 (2.3)

Mk ≡ 〈bk|UAB |b0〉 , (2.4)

where we used the fact
∑

l |bl〉〈bl| = Id (Id is the identity operation). Tracing out the environ-
ment, we realize that |ψA〉〈ψA| followed the evolution:

|ψA〉〈ψA| → E(|ψA〉〈ψA|) =
∑
k

Mk|ψA〉〈ψA|M †k (2.5)

The family of operators {Mk} is being called Kraus operators. This way of describing the effect
of noise occurring on a system A by considering an extra system B (an ”environment”) is pretty
standard, and we will make use of it again in the section 2.3.3 dedicated to explain how the
error correction works with Steane code. What we just said could be generalized for any initial
density matrix ρA for A (in the case A was not pure initially, its final evolution could be found
from the same family of operators {Mk}), and we have the theorem 2.1.1 [66].

Theorem 2.1.1. Kraus decomposition of a quantum channel

A map E ∈ L(L(HA)) is a quantum channel if and only if for any ρA ∈ L(HA) it can be
written as:

E(ρA) =
K∑
k=1

MkρAM
†
k (2.6)
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Where 1 ≤ K ≤ d2
A, dA being the dimension of HA. The operators Mk ∈ L(HA) are called

Kraus operators and they satisfy:

K∑
k=1

M †kMk = I (2.7)

This family of operators {Mk} describes a set of errors that might affect our quantum system.
It is possible to show that the Kraus decomposition of a given quantum channel is not unique
[66]; different sets of errors could describe the exact same error channel. This is also a difference
with the classical world: there are infinitely many different ways to interpret the errors.

The reason why {Mk} can really be interpreted as errors can be seen from (2.3): measuring
the environment in the basis {|bk〉} would modify |ψA〉 to Mk |ψA〉 /||Mk |ψA〉 || for some k: A
would have been directly ”impacted” by the operators {Mk}.

We can now express the Knill-Laflamme conditions, which allow to give necessary and
sufficient conditions for an error correction channel R to exist.

Theorem 2.1.2. Knill-Laflamme conditions

Let HC ⊂ H be the code space. We call PC an orthogonal projector on this space. We have
the following property.

A quantum channel R allowing to correct for the errors introduced by an error channel E
(which is also a quantum channel) will exist, i.e will satisfy

∀ρC ∈ L(HC),R ◦ E(ρC) = ρC (2.8)

if and only if it is possible7 to describe the E with a set of Kraus operators {Mi} that satisfy for
all (i, j):

PCM
†
iMjPC = ciiδijPC , (2.9)

where cii are positive numbers. Those condititions are called the Knill-Laflamme conditions.
The set of operators {Mi} will be called errors of the error channel.

It may not look at first view, but what the Knill-Laflamme conditions are asking is actually
rather intuitive, and it consists in asking that the effect of two different errors would bring
a given quantum state initially in the code space to two orthogonal subspaces. Then, an
experimentalist could measure in which subspace the system went and would be able to deduce
which error occurred, making the correction possible to apply. It also asks for this measurement
to not be able to ”betray” the information that was encoded, i.e., to get any information about
what was the state |ψA〉 that had to be protected. An intuitive picture of the principle is
provided in figure 2.1.

7Infinitely many Kraus operator allowing to describe a quantum channel exist. Here, we ask that there exist
one choice that satisfies the subsequent property.
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Figure 2.1: The Knill-Laflamme conditions presented in theorem 2.1.2 express the fact that if
there exist a Kraus-decomposition {Mk} for an error channel E such that Mi |ψA〉 ⊥ Mj |ψA〉
for j 6= i and |ψA〉 initially in the code space HC , then it is possible to detect which error
occured by performing a projective measurement (and once the error is found, an appropriate
correction can be applied). In this figure, we assumed that the error M2 occured. Another
requirement of the theorem is to avoid that the measurement can access any information about
the specific state |ψA〉 that was initially prepared. The Knill-Laflamme condtions, as indicated
by the theorem, are necessary and sufficients condition for error correction.

Some additional comments

The proof of this theorem is provided in the appendix C.1. The interpretation provided in
the figure 2.1 can be found by considering a pure quantum state |ψC〉. The Knill Laflamme

conditions imply that: 〈ψC |M †iMj |ψC〉 = ciiδij : this term vanishes for two different errors
(i 6= j) which illustrates the condition that two different error bring a state in two orthogonal
subspaces. In such a case, the error correction basically consists in finding in which subspace
the system went and apply an appropriate unitary to bring it back into the code space. The
fact that this unitary always exists is shown in the proof of the theorem. However, all this
interpretation relies on a specific choice of Kraus operators. Indeed, we recall that different sets
of Kraus operators can describe the same channel, and as shown in the appendix, for another
set of Kraus operator, the Knill-Laflamme condition would actually become:

PCM
†
iMjPC = αijPC , (2.10)

with αij elements of an Hermitian matrix. In this case, the interpretation that two errors bring
the code space into two different orthogonal spaces is no longer valid as αij might not vanish for
i 6= j. But if the Kraus operators satisfy this new condition, then it is always possible to find
another equivalent set of Kraus operators (i.e. describing the same error channel) such that the
condition we gave in theorem 2.1.2 is valid, on which the interpretation is easier.

Now, even though this theorem shows that it is possible to correct for an arbitrary error
channel E , it doesn’t allow us to design a generic error correction channel R which would be
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valid for different error channels at the same time. Indeed in the proof of the theorem, we
built an error-correction channel that was a function of the error operators {Mi}. This is the
reason why we need to introduce the concept of error discretization. Basically, we will see that
if someone is able to correct for a finite set of error operators, it will be able to correct for an
error that is any linear combination of elements of this set.

2.1.3 Discretization of errors

We finish this section with a last important general result called the discretization of errors.
The Knill-Laflamme conditions gave us necessary and sufficient conditions in order to be able to
correct errors coming from an error channel. But the exact correction procedure then depends
on the particular error channel that is affecting the qubits. What would be desirable is to design
a generic procedure which would work for a whole class of error channels. The principle allowing
it is called the discretization of errors: as soon as it is possible to correct against a family of
errors {Mi}, it is possible to correct for any error that is a linear combination of elements from
this family. Thus, designing an error correction channel allowing to correct for the family {Mi}
will allow to resist against any linear combination of those errors.

Theorem 2.1.3. Discretization of errors

Let’s assume HC ⊂ H is a code space. If the Knill-Laflamme conditions are satisfied for a
set of error operators {Mi}, then they are satisfied for an arbitrary linear combination of those
operators.

The proof of this theorem is straightforward but shown in the appendix as well. In practice,
it will imply that if someone can protect against bit-flip (i.e X error) and phase-flip (i.e Z error)
occurring on a single physical qubit, it is possible to correct for an arbitrary single-qubit error.
Indeed, the single-qubit Pauli matrices form a basis for any single qubit operator, and we also
have the fact that Y = iXZ. Thus it is enough to correct for X and Z errors to be able to
correct for an arbitrary single-qubit error. Under this perspective, the error correction channel
becomes somewhat independent on the exact expression of the error channel 8.

2.2 Intuition behind stabilizer codes

Now that the general principle of quantum error correction has been provided, we are going to
focus on a subclass of codes which are called stabilizer codes. Our work is based on Steane code
which belongs in this category. However, we must keep in mind that there are actually many
different classes of quantum error correction codes. We can think about CSS codes [84, 85],
bosonic codes [50, 48], topological codes [47, 50, 46], large block codes [86, 87], etc (those
families are not necessarily exclusive from one another). But the family of stabilizer codes is
a very important one as a wide variety of codes belongs in it. It relies on what is called the
stabilizer formalism, for which we will try to give some general intuitions (we are not going
to study all the details as it is a subject in itself, we refer to [66, 88, 89] for further details).
Then, we will apply this formalism in the simplest quantum error correction code that exists:
the three-qubit bit-flip code in order to have an easy grasp of the concepts. It will also allow

8Of course, it still depends on the error channel to some extent because it is designed to correct for a set
of errors which linear combinations are able to reproduce any error of the error channel. But it won’t require
knowing the exact expression of the error channel for instance.
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us to be able to easily understand Steane code which will be presented in the section 2.3 that
follows.

2.2.1 What are stabilizers

In order to give a first basic intuition of what stabilizer codes are, we can start with explaining
how quantum states can be described with the notion of stabilizers. Let us consider the following
Bell state:

|Bell〉 =
|00〉+ |11〉√

2
(2.11)

We can notice that this state has the particularity to be an eigenstate of +1 eigenvalue for the
operators: Z1Z2 and X1X2 where here (and for all the rest of this thesis), the notation Gi where
G is any single-qubit Pauli matrix means that a Pauli operator G is applied on the qubit i. It is
also possible to show that it is actually the unique (up to an arbitrary global phase) quantum
state that is +1 eigenvalue of those two operators simultaneously. We say that Z1Z2 and X1X2

are stabilizers of the state |Bell〉, or equivalently that the state is stabilized by Z1Z2 and X1X2.
This simple example illustrates the principle behind stabilizer formalism. Instead of providing
an explicit expression of a quantum state, it is possible to define it by giving an appropriate set
of stabilizers that define this state in a unique way.

We can also stabilize spaces and not only states. We can take an example with the total
Hilbert space spanned by n = 3 physical qubits:9

Span (|000〉 , |001〉 , |010〉 , |011〉 , |100〉 , |101〉 , |110〉 , |111〉) (2.12)

Considering an arbitrary state in this vector space, it is possible to show that Z1Z2 is stabilizing
the space:

Span (|000〉 , |001〉 , |110〉 , |111〉) . (2.13)

To understand it easily, we can notice that Z1Z2 stabilizes the states where the two first qubits
have the same parity, i.e., they are both either 00 or 11 but never 10 or 01. Any other computa-
tional state must then be removed from the linear span in (2.12). We notice that the dimension
of the stabilized space has been divided by two. Considering an additional stabilizer Z2Z3 (the
two last qubits must have the same parity), the final stabilized space is:

Span (|000〉 , |111〉) (2.14)

The dimension has again been divided by two. Thus, instead of talking explicitly about the
space Span (|000〉 , |111〉), we can describe it by saying that it is the space stabilized by the list
of operators {Z1Z2, Z2Z3}. We see that each stabilizer here divided the dimension of the space
by two. The intuition behind this is that one n-Pauli operator10 (i.e., an operator built from a
tensor product of n single-qubit Pauli matrices) divides the space in half, each of the two halves
corresponding to its eigenspace having +1 or −1 eigenvalue. Thus, as 2n/2n−k = 2k, we need
n − k of those operators to reduce the dimension of the total space from 2n to 2k. Finally, we
can also add a sign −1 if necessary to the n-Pauli operator, it would then stabilize a different

9The notation Span(|u〉 , |v〉) denotes the Hilbert space containing all the vectors than can be written as
a |u〉+ b |v〉 for any a and b complex coefficients.

10We are not talking about the n-Pauli group, which is built from a tensor product of n single-qubit Pauli
matrices which can then be multiplied by −1, i or −i. We try to avoid using any notion of group theory to keep
the explanations simple.
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subspace (for instance, {−Z1Z2, Z2Z3} would stabilize Span (|100〉 , |011〉) as now −Z1Z2 only
keeps the state for which the two first qubit have different parities).

Now there are additional conditions to the sole fact to have a list of n−k n-Pauli operators.
Those extra conditions were satisfied in the previous example, but we briefly enumerate them
here. Having n − k operators is not the only condition necessary as we need the description
to not be ”redundant”. Thus we ask to have a list of n − k independent n-Pauli matrices in
the sense that it wouldn’t be possible to express one as a product of the others. For instance,
{Z1Z2, Z2Z3, Z1Z3} is not a family of independent matrices because Z1Z3 = Z1Z2Z2Z3. We also
ask for the operators that they all commute with each other; this is necessary to not stabilize a
space only composed of the null vector (as we are only dealing with n-Pauli matrix, two operators
will necessarily either commute either anti-commute, there is no other option [66]). For instance
if it appeared that two elements in this list, g and g′ anti-commuted, then for any |ψ〉 stabilized
by those operators we would have gg′ |ψ〉 = −g′g |ψ〉 and thus |ψ〉 = − |ψ〉 ⇒ |ψ〉 = 0. Finally,
any product involving elements in the list cannot be equal to −I. Otherwise, we would also
stabilizer a trivial space. This is because a product of operators stabilizing a space will stabilize
the same space. If it happens that this product that we call g satisfies g = −I we then have for
any |ψ〉 in this space g |ψ〉 = |ψ〉 = (−I) |ψ〉 which implies |ψ〉 = 0. See [66] for derivations of
all those properties.

2.2.2 Simple example of stabilizer code: the three qubit code

Now, we can give a first example of a stabilizer code: the three-qubit code that is able to correct
for a bit-flip occurring on any of the three physical qubits that are composing one logical qubit.
A code using n physical qubits means that the total Hilbert space describing the physics is 2n.
We say that it protects k < n logical qubits if the code space has dimension 2k. Indeed, in this
case, one could protect k ”qubit unit of information”, which we call logical qubits.

Here, the physics is thus occurring in the Hilbert space of dimension 23 described in (2.12).
When no error has occurred, the state to protect is in the code space. We define the code space as
being the space stabilized by the operators {Z1Z2, Z2Z3}: it corresponds to Span(|000〉 , |111〉).
If the logical qubit containing the logical information is written as a |0L〉 + b |1L〉 (we put the
index L which means ”logical” in order to describe the information that we wish to protect), it
can in practice be encoded in the physical qubits as the state a |000〉+ b |111〉. Assuming only
bit-flip noise, i.e., the error channel is composed of errors being either X1, X2 or X3, assuming
that only one physical qubit can be affected by the noise at a time, the state can, because of
that noise become either of the three possibilities below:

• X1 error: a |100〉+ b |011〉

• X2 error: a |010〉+ b |101〉

• X3 error: a |001〉+ b |110〉

The effect of the error is then to change the values of the stabilizers. For instance, if an X1 error
occurs, Z1Z2 will no longer stabilize the state, but −Z1Z2 will. By measuring the stabilizers, an
experimentalist could deduce which qubit has been impacted by an error and apply from that
an appropriate recovery. This is shown in the figure 2.2. We can notice an important property.
The fact an error changes a stabilizer in its opposite is related to the fact this error either
commutes or anti-commutes with the stabilizer (those are the only two possibilities as both the
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errors and the stabilizers are n-Pauli operators here). To see it we can notice that if a state |ψ〉 is
stabilized by g (g |ψ〉 = |ψ〉), then if an error Xi occurred, we have: Xi |ψ〉 = Xig |ψ〉 = +gXi |ψ〉
if [Xi, g] = 0 and −gXi |ψ〉 if {Xi, g} = 0.: Xi |ψ〉 is stabilized by g if Xi commutes with g and
by −g if Xi anti-commutes with g. We will make use of this property in the section 2.3.3.

Figure 2.2: Effect of an error and correction on a logical qubit state a |0L〉+ b |1L〉 encoded on
the physical qubits as a |000〉+ b |111〉. a) An error X2 affected the physical qubits composing
the logical one. It makes the state going outside of the code space. A measurement of the
stabilizers allows to find in which subspace the state has been going and to deduce from that
that the error was indeed X2. The state is then no longer stabilized by {Z1Z2, Z2Z3} but by
{−Z1Z2,−Z2Z3} as X2 anti-commuted with both Z1Z2 and Z2Z3. b) The measurement of the
stabilizers allowed to identify that the error was indeed X2. A correction can be applied by
applying X†2 and we recover the initial state a |000〉 + b |111〉, putting the system back in the
code space.

We see that the physics we are explaining here is analog to what we presented in 2.1. But it
is phrased in the language of stabilizer codes, which, as we are going to see, allows to describe
the physics in much simpler terms.

We can also wonder what happens if two errors are affecting the qubits, which is more than
what the code is designed to protect. This is represented on the figure 2.3.
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Figure 2.3: What happens if there are more errors than what the code can protect. a) An error
X1X3 affected the physical qubits composing the logical one. As this operator anti-commutes
with Z1Z2 and Z2Z3, the state is no longer stabilized by {Z1Z2, Z2Z3} but by {−Z1Z2,−Z2Z3}.
A measurement of the stabilizers will then wrongly interpret X1X3 are being an X2 error because
the code assumes by construction that a unique bit-flip error can occur at a time. b) Because

the error X1X3 was mis-interpreted as X2, the correction will apply X†2 = X2 and the state
after correction becomes X2X1X3(a |000〉 + b |111〉) = (a |111〉 + b |000〉) which corresponds to
a logical state a |1L〉+ b |0L〉: the state of the system is back in the code-space but the value of
the logical qubit is no longer the good one.

We see that the correction is then made in a wrong manner, and the state of the system
might be back in the code space, but the logical qubit has now what is called a logical error:
initially, we had a logical qubit being a |0L〉+b |1L〉, and after the error and correction, it became
a |1L〉+ b |0L〉. If the logical qubit was used in a computation, the outcome of the computation
might then be wrong. Once a logical error occurs, it is in principle not possible to recover the
initial data (excepted if, by some luck, a subsequent logical error will compensate this one).

The example of the three-qubit code is very instructive as it contains the main logic behind
the stabilizer codes. For this reason, we are now ready to introduce Steane code which is able to
correct for an arbitrary single-qubit error occurring on any physical qubit composing the logical
one.

2.3 Correcting arbitrary single qubit errors with Steane stabi-
lizer code

The Steane code is a stabilizer code that is able to protect a quantum state from an arbitrary
single-qubit error. To be able to do it, it uses 7 physical qubits that are encoding one logical
qubit.

2.3.1 The stabilizers of Steane code

The code space of the Steane code11 is the space of dimension k = 1 that is contained in the
space of dimension n = 7 stabilized by the 6 following 7-Pauli operators. We call those operators

11Actually, the definition of a code is the same as the definition of code space, the two terms are synonym:
thus Steane code is actually by definition the space that is stabilized by the stabilizers provided in (2.15).
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the stabilizers of Steane code.

g1 = X4X5X6X7

g2 = X2X3X6X7

g3 = X1X3X5X7

g4 = Z4Z5Z6Z7

g5 = Z2Z3Z6Z7

g6 = Z1Z3Z5Z7 (2.15)

We recall that to be ”stabilized” by operators means to be in the common eigenspace of eigen-
value +1 of those operators. This is not entirely obvious to see it here, but by performing
appropriate calculations, we could show that this list of stabilizers satisfy the conditions we
gave in the last paragraph of the section 2.2.1. First, they all commute together. Then, any
product involving those stabilizers cannot be equal to −I. Those two conditions ensure that
the stabilized space is not reduced to {0}. They also form an independent family: any stabilizer
cannot be written as a product of the others. Those conditions will imply that each of the sta-
bilizers participates in stabilizing a smaller subspace: each one of them ”divides” the dimension
of the Hilbert space by two. The total Hilbert space being of dimension 27, we end up with a
code space being of dimension 27/26 = 2: a unique logical qubit is being protected. Rigorous
derivations behind our claims can be found in [66].

2.3.2 Defining the logical states

At this point, the code space is well defined. We saw that 7 physical qubits are encoding one
logical qubit, and this logical qubit lives by definition in the two-dimensional code space. But
we would like to know what is now playing the role of the |0〉 and |1〉 states in the computation
which we write |0L〉 and |1L〉 to recall that they are logical qubit states. In principle, any two
orthogonal states of the code space could play this role. One possible way to define them is also
based on the stabilizer formalism. For this, we can notice that for a qubit, |0〉 can be defined as
the state stabilized by Z (and |1〉 by the state stabilized by −Z). Adopting the same philosophy,
we can first define the logical Z operators, ZL in order to, then, define the states |0L〉 and |1L〉.
Defining ZL actually follows the same logic as what we would need to define the code space: we
want to build ZL in order that ZL added to the list of stabilizers in (2.15) stabilizes a unique12

state. If the properties given in the last paragraph of 2.2.1 are satisfied for the resulting list,
then the state will necessarily be in the code space. The stabilized state will by definition be
|0L〉. We can also define |1L〉 as the state stabilized by the same list, up to the modification
ZL → −ZL. One possible choice is to consider13:

ZL ≡ Z1Z2Z3Z4Z5Z6Z7 (2.16)

From it (and the expression of the stabilizers), we can write down the expression of the logical
states, a proper calculation [66] would show that:

|0L〉 =
1√
8

(|0000000〉+ |0001111〉+ |0110011〉+ |0111100〉+ |1010101〉+ |1011010〉+ |1100110〉+ |1101001〉)

(2.17)

|1L〉 =
1√
8

(|1111111〉+ |0101010〉+ |1001100〉+ |0011001〉+ |1110000〉+ |0100101〉+ |1000011〉+ |0010110〉)

(2.18)

12Unique up to some arbitrary global phase.
13It would satisfy the conditions given in the last paragraph of 2.2.1.
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As we see, their expression is rather cumbersome. This is also why the stabilizer formalism is
used; it allows to be very economical in order to describe the quantum states. The interest in
having written them is that we see that those states are really ”not obvious”: they are highly
entangled states. But this is not a coincidence. This code is able to protect against local errors
(because it can correct errors occurring on a single physical qubit). To do it, it will encode the
information in a delocalized way, thus using highly entangled states.

Now that a computational basis for the logical state has been defined, an important question
remains: how to manipulate this logical qubit? For any given unitary that the algorithm
requires, how can we ”translate” it to the logical qubit level? The answer to this question
can easily be accessed by noticing that (i) the Pauli matrices {I,X, Y, Z} form a basis for the
operators acting on a qubit, (ii) Y = iZX. Indeed, if we are able to define the logical X
operator: XL, then any single logical qubit operation could be described using XL and ZL.
For this, we can build XL in such a way that it satisfies all the properties given in the last
paragraph of the section 2.2.1 (to make sure that XL added on the stabilizer list will stabilize
a unique quantum state), and that it anti-commutes with ZL in order to properly respect the
Pauli algebra. An operator satisfying those conditions is:

XL ≡ X1X2X3X4X5X6X7 (2.19)

And now that single logical qubit Pauli operators are defined, by using the tensor product, we
can define multi logical qubit Pauli operators, and we can finally build an arbitrary operator.
Thus, conceptually, we know how to manipulate the logical state. But in practice, the situation
is more complicated. Indeed what we need is to implement operations in a robust manner such
that we do not introduce ”too many” errors when manipulating the qubit. This is the topic of
fault tolerance that we introduce in the next pages.

2.3.3 Error detection and correction

Now that Steane code has been described and that we understand how the logical computational
states are defined, we need to understand how errors are detected and corrected. First, we recall
that Steane code is able to correct for an arbitrary14 single-qubit error affecting one physical
qubit composing the logical qubit. Typically, if two physical qubits composing the logical one
are affected by an error at the same time, it will not be possible to recover from it15. The code
is first doing the detection of the error followed by the correction. We describe those two steps
here.

2.3.3.1 Error detection: the syndrome measurement

Here, we are going to explain with a little bit more details the principle of error detection, also
called syndrome measurement. The principle is very similar to the measurement of the stabilizers
we presented for the three-qubit code in section 2.2.2, but in order to properly understand the
correction procedure and the principle of error discretization, we consider an arbitrary error
channel and explain how this correction works in practice. We will also see that even if no
correction is being applied, the simple fact to detect the error already introduces a ”partial”
correction.

14As it is able to correct for X and Z errors, it is able to correct for an arbitrary single-qubit error from the
theorem (2.1.3).

15This is not entirely true: Steane code cannot correct for errors such as X1X2 but it can correct for error like
X1Z2 for instance. Typically if two different errors are affecting two different qubits, the recovery will succeed.
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We consider an error channel E described by a family of Kraus operators {Mk}. This error
channel is affecting the state of the physical qubits encoding the logical qubit: |ψA〉. Considering
in the description the environment with which |ψA〉 will get entangled (it is a way to model
the effect of the noise as we explained in the text around (2.3)), we can describe the state
of the system+environment once the noise has acted as |Ψ〉 =

∑
kMk |ψA〉 |bk〉 (the family

of orthogonal states {|bk〉} are associated to the environment). Now, we can decompose the
Kraus operators on some n-Pauli operators {Ei} such that: Mk =

∑
i cikEi for some complex

coefficients cik. This is always possible as the n-Pauli operator form a basis on which any

operator acting on n qubits can be decomposed [66]. If we define
∣∣∣̃bi〉 =

∑
k cik |bk〉, we obtain:

|Ψ〉 =
∑
i

Ei |ψA〉
∣∣∣̃bi〉 (2.20)

At this point, we can clarify what it means to have only single physical qubit errors. It means
that any of the n-Pauli operators Ei actually contains one non-trivial Pauli operator. For
instance, it would mean that it is allowed to have Ei = X3 but not Ei = Z1Z2 as the latter
contains Pauli operators affecting two different qubits. We can also see here that the notion
of having or not having an error is less clear than with the Kraus decomposition: as the

different states {
∣∣∣̃bi〉} do not represent an orthonormal family, having an error Ei is not entirely

distinguishable from having an error Ej for instance.

Now, in order to detect the error, we have to measure all the stabilizers on the state |Ψ〉 in
(2.20). In a similar fashion as what was done in the section 2.2.2, we will make use of the that
fact Ei commutes or anti-commutes with any of the stabilizer gk of Steane code. If it commutes
with it, gk will still stabilize the state. Otherwise, −gk will. For this reason, any term Ei |ψA〉
in the sum (2.20) will, after measurement, bring the state in a subspace that will be stabilized
by ±gk for any stabilizer gk given in (2.15). By measuring the eigenvalues of the Stabilizers,
the experimentalist will then be able to deduce which error occurred and will be able to correct
it. We also notice that the syndrome measurement already performs a ”partial” correction.
Indeed, because a projective measurement is performed, once the syndrome measurement is
being performed, any overlap of the system between different eigenspaces of the stabilizers will
be destroyed. If we think about the example of the three-qubit code, the state of the system
after syndrome measurement would either be in one of the four rectangles of the figure 2.2, but
it cannot extend on different rectangles at the same time. We are going to see in the section
2.4 that this syndrome measurement will then be ”enough” in practice if classical processing is
keeping in memory the outcome result: the syndrome does the ”most important” part of the
correction.

Now we simplified a bit the story by saying that from the measurement outcome of the
stabilizers, we can directly identify which error occured16. We saw with the three-qubit code
example that if we allowed for two physical qubit errors such as X1X3 it is not possible to identify
that it is the error that occurred. The conditions we need to allow the different errors to be
corrected is that for all (i, j): EiE

†
j is either a product of the stabilizers, either anti-commutes

with at least one of the stabilizers [66]. For Steane code, if we assume that all the possible n-
Pauli errors {Ei} actually contain only one non-trivial Pauli operator, we can check that those
conditions will be satisfied (we provided those conditions for the sake of completeness).

16For the conditions on the errors given in this paragraph, different errors can in principle lead to the same
syndrome while ensuring a correction to be possible.
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2.3.3.2 Error correction:

The error correction procedure is very simple; once the syndrome has been found, the experi-
mentalist will find which error occurred, and it simply has to apply its inverse. For instance if an
error X1 occurred, the stabilizer of the state containing the error will be {g1, g2, g3, g4, g5,−g6}.
The fact that the last stabilizer changed allows the experimentalist to deduce that the error X1

occurred, and it will then apply X1 on the system to implement the correction (of course, it
works if no more than one error occurred).

2.4 Fault-tolerant quantum computing

2.4.1 Error correction is not enough: the need for fault-tolerance

In the previous section, we explained how the Steane code is constructed, and we gave the basic
intuition behind the more general formalism of Stabilizer codes. We showed that it is concep-
tually possible to detect and correct errors occurring on quantum systems. But unfortunately,
this is not enough in practice. Indeed, so far, we assumed that we had a given quantum state on
which we want the information to be preserved, and that after the noise is occurring, we can per-
fectly detect and correct for the errors it induced. This is, of course, an unrealistic assumption:
those operations will be noisy as well. Fault-tolerant quantum computing is the step further. It
explains how it is possible to implement successfully quantum error correction, acknowledging
that this is also a noisy operation by providing explicit circuit construction. Those circuits will
be at the roots of the energetic estimations we will do in the next chapters. It will also provide
us with all the theoretical tools required to understand how to scale up the level of protection:
we will see that given some conditions, the effective noise felt by the logical qubits can be put
as close to zero as desired.

To understand the issue with the sole use of error correction, let us design a simple circuit
that allows measuring all the stabilizers of the Steane code. In order to do so, we will need
the following property that allows us to measure observables easily. Its proof is given in the
appendix.

Property 2.4.1. Measuring observable having ±1 as eigenvalues

To measure an observable M (possibly acting on multiple qubits) that admits eigenvalues
±1, one can design the following circuit.

|0〉 H • H

M

Figure 2.4: The measurement in the σz basis of the ancilla qubit measures the observable M
of the system measured. The gates H are Hadamard [66] operations. The black dot represents
a controlled operation. Here we thus apply M on the system qubit (second line) if the ancilla
qubit (first line) is in the state |1〉 and we don’t apply it otherwise. The effect for superposition
of the control are deduced by the linearity of unitary transformations.

If the ancilla (top line) is being found in |1〉 after measurement, it means that the system
(bottom line) is in |−M 〉. If the ancilla is being found in |0〉 it means that the system is in
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|+M 〉. Where |±M 〉 are eigenstates associated to the eigenvalue ±1 of M .

Based on this property, we can consider measuring the stabilizers of Steane code, i.e., perform
the syndrome measurement, by using the circuit represented on the figure 2.5. The correction
is not represented, but from the measurement outcomes, one would simply have to apply on the
physical qubits the appropriate unitary to correct as we explained in the section 2.3.3. We also
take the opportunity to introduce some further definitions. The top 7 physical qubits in these
circuits are the qubits composing the logical qubits. We call them physical data qubits as they
are qubits encoding the information used by the algorithm. The bottom 6 qubits represented
are the physical ancilla qubits. They are not data qubits as they don’t directly participate in
the implemented algorithm: they are only here to implement the error correction procedure.

At first view, we could believe that we just have to implement this circuit to detect the
errors. But the issue is that each of the gates in this circuit might induce errors. It is then
not guaranteed at all that we are able to correct errors with it. It might be the opposite; it
could be possible that more errors would be introduced because all the gates required might be
noisy. As a concrete example, let us imagine that an error occurred before one of the controlled
gates. This error might propagate on the other physical data qubits involved in this gate in
such a way that a unique gate that ”failed” (we give a precise definition of gate failure in the
following section) during this implementation will induce errors occurring on multiple physical
data qubits. The sole fact to try detecting the errors will introduce more errors and actually
make the situation worse. We need robust implementation of quantum error correction for
which the explanations of the rest of this chapter are dedicated to.
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|0〉 H • H

|0〉 H • H

|0〉 H • H

|0〉 H • H

|0〉 H • H

|0〉 H • H

Figure 2.5: Syndrome measurement of Steane code. The top 7 qubits are the physical (data)
qubits, i.e., the qubit that compose the logical qubit. The top 6 below are the ancilla qubits
performing the syndrome measurement. The H gates are Hadamard gates. The gates involving
a black dot represent controlled operations. For instance, the first of those gates, i.e., the
further on the left, will apply X4X5X6X7 on the data qubits if the first ancilla is in the state
|1〉. If it is in |0〉 the identity is being applied on the data qubits. Not represented here is the
correction procedure in itself that must be applied afterward in order to correct. Based on the
property 2.4.1, this circuit measures the six stabilizers of Steane code provided in (2.15) (each
measurement outcome will directly give the eigenvalue of the associated stabilizer).

2.4.2 The principle of fault-tolerant quantum computing

One of the main ideas behind fault-tolerant quantum computing is to perform error correction
before that errors propagate ”too much”. To illustrate what we mean, we can take a look at
Figure 2.6. Let us imagine that the top physical qubit has been ”badly” manipulated in the
gate G. Then, this qubit will have what we call an error: it is not in the state it is supposed
to be. And this error might propagate as soon as a two-qubit gate involves this qubit, such as
a cNOT with another qubit. One error will induce two errors simply because of interactions.
This propagation of errors is something to avoid at all costs for the design of a robust quantum
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Figure 2.6: Each black line represents a physical qubit. The red cross represents a fault: a
position in the circuit where a gate ”failed”. The oblique red lines represent errors: physical
qubits composing the logical one that has been corrupted. If an error occurred on the top
qubit, it might propagate to the bottom qubit because of the two-qubit cNOT gate. This kind
of behavior is to avoid for a robust design.

computer because the number of errors might increase in an uncontrollable manner. Fault-
tolerant quantum computing provides an approach to design a quantum computer in a way
that errors do not propagate ”too much” before correction is applied. It is a way to design
circuits that allows keeping the situation ”under control”.

2.4.2.1 Fault and errors

The starting point is to make a clear distinction between errors and faults. For this we can still
refer to Figure 2.6. A fault (represented by a red cross on this figure) is a position in the circuit
where a gate did not operate as expected. It thus induces errors (represented by oblique red
lines) on qubits. Thus, the notion of errors is a concept related to the qubits, while the notion of
faults is a concept related to (noisy) gates. To say things simply, a fault is the reason why errors
are occurring. But to understand better we need to be more precise. Indeed, in general, all the
gates will introduce a little bit of noise on the manipulated qubits. The answer to that question
can rely upon the error discretization principle we already talked about, but in this context,
we need to add one extra layer in the description. Indeed now we do not only have noise that
is acting, but we also desire to manipulate the qubits. The issue is that both noise and gate
operation are acting ”at the same time”, there is not, at first view a well-defined ”noise” that
is acting separately from the gate. This is why we are going to introduce the concept of noise
channel of a quantum gate, which will allow us to actually ”separate” the noise introduced by a
gate from its ideal implementation. We take an example to explain it. Let’s assume that we are
implementing a quantum circuit. This circuit will, in practice, be implemented by a succession
of elementary operations that experimentalists are able to implement in the laboratory. This is
what we are going to call quantum gates. Calling N the number of (noisy) quantum gates that
there are inside the circuit, assuming that each quantum gate can be modeled by a quantum
channel, the total evolution of the circuit can be written as:

G = GN ◦ GN−1 ◦ ... ◦ G1, (2.21)
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where each of the Gi is a quantum channel17. We can define the noise channels associated with
each of those maps as the maps Ni which satisfy:

Gi = Ui ◦ Ni, (2.22)

where Ui is the ideal (unitary) operation that we tried to implement. This definition18 means
that a noisy gate can mathematically be seen as an ideal gate preceded by some noise map
(even though in the laboratory the gate and the noise are acting ”at the same time”). The
fact we have chosen to make the noise acting ”before” the gate is a matter of convention; we
could have considered that it acts ”after” by reversing the order of the composition in (2.22) (it
would change the expression of Ni). Now, to understand what it means to have a fault at some
position in the circuit, we can use again the vision we used around (2.3) in which noise acting
on a system can be modeled by considering that the system of interest is getting entangled with
some environment. We call {M i

k} the Kraus operators associated to Ni. The density matrix at
the end of the evolution: ρ′ = G(|ψ〉〈ψ|) (|ψ〉 being the initial quantum state at the beginning
of the algorithm) can be written as ρ′ = TrE(|Ψ〉〈Ψ|) where E is the environment that has been
introduced in the modeling:

|Ψ〉 =
∑

k1,...,kN

UNM
N
kN
...U1M

1
k1
|ψ〉 |εk1,...,kN 〉 , (2.23)

where {|εk1,...,kN 〉}k1,...,kN is a family of orthonormal vectors belonging in the environment E
used to purify. We can now follow the same approach we did around (2.20), and decompose
each of the Kraus operator in the n-Pauli basis family, which allows us to rewrite |Ψ〉 as:

|Ψ〉 =
∑

j1,...,jN

UNEjN ...U1Ej1 |ψ〉 |ε̃j1,...,jN 〉 , (2.24)

where each Eji is an n-Pauli operator, and where we have introduced the new family of states
of the environment: |ε̃j1,...,jN 〉 (which is not orthonormal in general).

At this point, we can properly define what we mean by ”a fault”. Let us consider a non
vanishing term in the sum (2.24) (thus when || |ε̃j1,...,jN 〉 || 6= 0). We will say that the l’th gate
in U1Ej1 ...UNEjN |ψ〉 |ε̃j1,...,jN 〉 had p faults if Ejl contains p non trivial Pauli operators in its
tensor product. For instance, if Ejl is equal to X1X2, Z1X6 or Y1Z2 it would contain two faults
with this definition. Of course, a Q-qubit gate can contain a maximum of Q faults. We notice
that we keep having some ”quantum fuzziness” about the number of faults occurring: it is
not very clear to know how many faults occurred, the state |Ψ〉 being a superposition between
different states composed of a varying number of faults. It is only for each of the terms in this
sum that the number of faults is well defined.

In the same spirit, we can also revisit the notion of errors to make the connection with
faults. An equivalent way to describe the noisy evolution is to define the quantum channel N
such that G = N ◦ (UN ◦ ... ◦ U1) (here we basically introduced the unique noise channel N
occurring after the ideal evolution of the N gates). Calling |ψ〉ideal = U1...UN |ψ〉, we can purify
the final quantum state (which is physically the same as the one in (2.24)) and decompose the
purification on the basis of n-Pauli operators as we did before. We find:

|Ψ〉 =
∑
i

Ei |ψideal〉 |ε̃i〉 , (2.25)

17In a general circuit, gates may be acting in parallel (which is mathematically described by a tensor product),
or in sequence (which is described as a composition). By taking the convention that Gi will apply identity
operation on the qubits not involved in the dynamic of the gate, we can always write the evolution of the general
circuit as (2.21)

18Because Ui is unitary, it admits an inverse; thus, there is only one map Ni satisfying (2.22), it is Ni ≡ U−1
i ◦Gi.
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where again Ei is an n-Pauli matrix, and the |ε̃i〉 belong to a family of states of some environment
that are not necessarily orthogonal between each other. Then, we can take any term inside this
sum, and we will say that the associated quantum state had p errors if the associated n-Pauli
operator contains p non-trivial Pauli operators in its tensor product. We see that the errors
are really associated with the quantum state as there is no notion of ”where in the circuit”
this n-Pauli operator occurred as opposite as what we discussed for faults. Now, surely, if no
fault occurred, no error would be in the final state. But there is, in general, no direct ”easy”
relationship between the number of faults and the number of errors at the end of the process.
One could, for instance, imagine that two consecutive faults compensate each other such that
the associated event will be associated with no error. Or, more critically, a single fault could
induce an error that would propagate into many errors. This is what would occur in Figure 2.6
if the fault associated with G is an X Pauli operator; after the cNOT, both qubits will have X
errors. We discuss the propagation of errors for different quantum gates in the appendix D.1.

In summary, we saw that faults are associated with quantum gates that did not operate as
expected. Errors are associated with quantum states and represent the fact that a quantum
state is not in the state it is supposed to be. To make a precise definition of those concepts,
we need to decompose the evolution on a basis (here Pauli operators). Once it is done, it is
possible to clearly identify a number of faults or errors only for each term within those sums.
The reason why such approaches are considered is that they will allow us to properly choose
conditions a circuit must satisfy in order to avoid a too big propagation of errors.

2.4.2.2 Avoiding errors to propagate

Now that we have precise definitions of faults and errors, we can give the principle behind
fault-tolerant construction. All the results presented here assume that the noise model behind
the different gates is local, which actually means that each quantum gate can be modeled by
a quantum channel as we already used in (2.21). Those were some of the initial assumptions
behind the quantum threshold theorem [23, 90, 91], which has then been extended to non-
Markovian noise19 [92], and to non-local, long-range correlated noise [93].

We wish to design circuits that are robust to avoid error propagation, and which implement
quantum error correction in order to protect the logical qubits. The basic idea is to replace
each gate in an algorithm by its implementation on logical qubits, followed by quantum error
correction. We call the level-0 concatenation a quantum circuit that implements an algorithm
without quantum error correction. Any gate in the level-0 concatenation will be called 0-Ga,
(for level-0 gate), whatever the exact single or two-qubit gate it is. A 0-Ga is thus implemented
on physical qubits in the exact same manner as the one described by the algorithm. We call the
level-1 concatenation (or first level of concatenation) an algorithm in which each of the physical
qubits are replaced by logical qubits, and in which each 0-Ga is replaced by what we call 1-Rec,
for level 1 rectangle20. The reason why it is the ”first” level is because such construction would
only improve the accuracy once. We will see in the following section how to increase even more
the level of protection by performing more concatenations. A 1-Rec is an entity that is acting
on the logical level and is composed of two elements. First, there is the implementation on the
logical level of the 0-Ga gate itself; we call it the 1-Ga (for level-1 gate). This entity performs on
a logical level the same operation as what the 0-Ga did (if without error correction we wanted

19To be precise, the fact that individual quantum gates can be modeled by quantum channels includes some
cases of non-Markovianity. But it does not include the cases in which the memory effect between two different
gates are not negligible. In [92], it is shown that the result of fault tolerance can be extended to this case.

20The element of language ”Ga”, ”Ec”, ”Rec”, ”exRec” that we will use in this chapter are the conventional
one used for instance in [23].
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to implement a Hadamard gate, the 1-Ga associated will implement the Hadamard gate but
now on the logical level). In the 1-Rec, the 1-Ga is then followed by error correction that
we call 1-Ec. The 1-Ec will first consist in performing the syndrome measurement, and then
applying the appropriate correction 21, see figure 2.7. In summary, a 1-Rec is then simply the
translation of a 0-Ga now on the logical level followed by error correction. On a physical level,
both 1-Ec and 1-Ga are composed of many physical gates (thus 0-Ga) that allow to perform
the appropriate operations on the logical level, as represented in the figure 2.8. To be a little
bit more precise, if the 0-Ga gate was a two-qubit gate, we actually need to implement error
correction on each of those two qubits when they are being replaced by logical ones: we would
need two 1-Ec boxes as represented on the figure 2.7.

Figure 2.7: a): A gate (here a two-qubit gate) implemented on physical qubits is called 0-
Ga. b): When performing error correction (i.e., applying the first level of concatenation), the
physical qubits are replaced by logical qubits, and the gate is replaced by a 1-Rec that is defined
as a 1-Ga followed by one 1-Ec for each logical qubit on which the 1-Ga is acting. The 1-Ga
performs the same operation as 0-Ga in terms of information processing, but it now acts on
logical qubits. The 1-Ec are performing error correction on each logical qubit after that the
gate has been applied. As 1-Ga, 1-Ec, 1-Rec are acting on a logical level, they are composed of
physical elements: physical gates (i.e. 0-Ga) that are acting on the physical qubits.

21We will see that implementing the correction is not always necessary if the experimentalist keeps track of
the errors that occurred.
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Figure 2.8: Inside a 1-Ga or a 1-Ec, many physical gates are acting on the physical qubits to
perform the appropriate logical gate (1-Ga) or error correction (1-Ec). The exact 0-Ga gates
represented are just here for the illustration: the information to understand here is that inside
1-Ga and 1-Ec there are 0-Ga elements.

Now, it is possible to provide a list of axioms [23] that, if satisfied, allow us to be certain
that the outcome of the algorithm matches the ideal (i.e., noiseless) algorithm would provide.
We will assume for simplicity that the preparation and the measurements of the logical qubits
can be done perfectly (otherwise, we would have to enter in a little bit more details). The goal
consists in demanding that (i) the faults must be sufficiently sparse inside the algorithm and (ii)
the 1-Ga, 1-Ec do not propagate errors on different physical qubits composing a given logical
one, nor create multiple errors inside a logical qubit in the case they are faulty, i.e., when they
contain a 0-Ga that had a fault. If such requirements are satisfied, then, it is possible to show
that the algorithm will be successfully simulated : i.e., its outcome will match the outcome of
the ideal algorithm.

In practice, we will ask for (i) that there is a maximum of one fault that can occur in what
we call a 1-exRec for level-1 extended rectangle (this is the last technical term we introduce).
A 1-exRec is composed of a 1-Rec in which we add the previous 1-Ec as represented by the
colored rectangles on the figure 2.9. The 1-exRec are central elements in the construction as
they represent the appropriate group of components allowing to understand why a logical gate
can be more resilient to faults and errors. The assumption of one fault maximum per 1-exRec
is our assumption of ”the faults are sufficiently sparce”. For (ii), we will ask 1-Ga and 1-Ec to
be fault-tolerant according to the two definitions that follow. In those definitions, we will say
that a logical qubit contains (or not) one error. To say that a logical qubit contains (or not)
one error means that its quantum state is ”affected” (or not) by one error (thus by a 1-Pauli
operator in the sense of the definition for errors given around (2.25)).

Definition 2.4.1. Fault-tolerant design for 1-Ga

A 1-Ga will be said to be implemented fault-tolerantly if:

• If it contains no fault, and if there are no errors for the logical qubits at its input, then
its output will contain no errors.

• If it contains no faults, and there is one error for one of the logical qubits at its input,
then the logical qubits at its ouput22 will contain one error per logical qubit maximum.

22There will have one logical qubit at its output for a one qubit logical gate, but two for a two-qubit logical
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• If there is one fault inside, and the logical qubits at its input contain no errors, then the
logical qubits at its output will contain one error per logical qubit maximum.

The first item asks that the 1-Ga does not introduce errors if no fault occurred and no errors
were initially there. The second item asks that in the case there was initially an error, the 1-Ga
does not propagate this error ”too much”, more precisely not on multiple physical qubits within
a logical qubit. What the last item asks is somehow in the same spirit with the difference that
it is now the gate that is being faulty while the input was good. It demands that the gate does
not create too many errors if only one fault occurred. We can also ask for properties that a
fault-tolerant 1-Ec should satisfy.

Definition 2.4.2. Fault-tolerant design for 1-Ec

A 1-Ec will be said to be implemented fault-tolerantly if:

• If it contains no fault, any input logical qubit having a maximum of one error will be
mapped to an output having no errors.

• If it contains one fault, for any input logical qubit having no error, the logical qubit at its
output will have one error maximum.

The first item basically asks for an error correction that ”properly does the job”: it will
detect and correct a potential error if it is not faulty23. With this axiom, we assumed implicitly
that the code considered can correct for one error maximum, which is the case for Steane code.
The second item asks to avoid that it creates errors on multiple physical qubits composing a
logical one in the case it was faulty (while having a good input). Thus it avoids that the 1-Ec
will create ”too many errors” if it is faulty.

We are now ready to understand the example represented in the figure 2.9. We assume
working with a unique logical qubit from the beginning to the end of the algorithm (this is
also a simplification in the explanations, but the principle behind it would still work for any
algorithm). The faults are still represented by the red crosses, while errors are symbolized by red
oblique lines. We assume that the first 1-exRec receives at its input a logical qubit containing no
errors. We also assume that this 1-exRec contains a fault in the first 1-Ec. As the input logical
qubit contained no errors, the output will contain one error maximum from the second item of
definition 2.4.2. The logical qubit then goes through the 1-Ga, which cannot be faulty because
of the sparse assumption. This error may thus ”remain” but will not be amplified, i.e., there will
still have a unique error on the logical qubit after the 1-Ga as a consequence of the second item
in the definition 2.4.1. The logical qubit then enters in the last 1-Ec of the first 1-exRec which
removes the errors from the first item of 2.4.2 as this 1-Ec is not faulty (because again, there
can only have one fault per 1-exRec). This 1-Ec is also part of the second 1-exRec (as they are
overlapping), and this second 1-exRec can contain one fault that we assumed to be in the 1-Ga.
This fault may induce an error on the logical qubit from the third item of definition 2.4.1 that
will be again corrected by the following 1-Ec. In the last 1-exRec we assumed that the last 1-Ec
was faulty. It creates one error on the logical qubit. But this error will then be corrected by the
following 1-Ec in the (non represented) next 1-exRec. We see that fault tolerance is basically
asking for circuit designs that avoid errors propagating in an uncontrollable manner such that
it is possible to keep the errors under control. In those examples, we saw that errors occurring
are necessarily corrected a few steps later on.

qubit gate.
23And of course not create one if there were no error initially.
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Here we did not talk about what happens on the boundaries: for the logical qubit preparation
(called 1-prep) and its measurement (called 1-measurement). Basically, the same kind of axioms
will be associated with those components, with some slight changes. For instance, we ask for
the 1-measurement to be more ”resilient” to errors and fault. As an example, we ask it to
provide a correct output even if there were an error at its input (while it was not faulty). Thus
having a unique error before the final measurement (it is what we would have in figure 2.9 if
we assumed that the logical qubit is then measured) would not be an issue. Further details and
the exact assumptions to make for the 1-preparation and 1-measurement can also be found in
[23].

Figure 2.9: example of a successful first concatenation level. The colored rectangles represent
what is called a 1-exRec, which corresponds to a 1-Ga preceded and followed by 1-Ec. The
1-exRec are overlapping: the third 1-Ec belongs in the first and second 1-exRec at the same
time. We randomly chose some faults (represented by the red crosses) occurring in a way that
there is a unique fault per 1-exRec (it is the assumption of ”the error are sparse”. As explained
in the main text, from the assumption we made on the behavior of the 1-Ec and 1-Ga, the
errors (represented by the red oblique lines) are kept under control from error correction.

2.4.2.3 Quantitative estimation of the first level of protection

Now, we can distinguish the two requirements we made. We asked that the 1-Ga, 1-Ec satisfy
some properties about error propagation. Those properties are what will constraint the circuits
that are implementing the operations. As we will see, circuits satisfying those constraints exist,
such that this assumption is fair to make. The other assumption was based on the fact the
faults are occurring in a sufficiently sparsed manner. This is not guaranteed in general, but
what can happen is that if the noise is local and weak enough, then the errors will likely be
sparse.

We are now going to estimate in a quantitative manner how much the effect of the noise can
be reduced by applying quantum error correction. Those quantitative estimations will assume
that the noise channels of the different gates can be described as probabilistic Pauli noise
(applied on each physical qubit composing the logical one). Those assumptions will remain
along with all this thesis (up to one exception in the section 3.2.3 of the next chapter). The
principle of fault-tolerance does not depend on the specific noise model for the gates (as soon as
the noise is local), but the quantitative estimations about how much error correction improves
the situation depend on it. A probabilistic Pauli noise acting on a single qubit is a noise channel
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satisfying:

N (ρ) = p0ρ+ p1XρX + p2Y ρY + p3ZρZ (2.26)

where the family {pi} correspond to probabilities, i.e
∑

i pi = 1 and ∀i, pi ≥ 0.

Defining η as being the biggest probability to have a physical gate that failed (even if we
model the noise as probabilistic Pauli, different gates can have different strength for this noise),
i.e., that it will apply at least one non-trivial (i.e., not identity) Pauli operator on the qubit(s)
that it manipulates, we can find that without error correction, an algorithm composed of NL

gates will provide a wrong answer with a probability that is upper bounded by NLη. To obtain
this, we just sum the probability that each gate fails, under the assumption η � 1, which is a
general assumption made in fault-tolerance (the noise must be low in order for error correction
to be useful).

To improve the level of protection, we can do one level of concatenation. The first concate-
nation level will have a probability to fail that is upper bounded by the probability that any
of the 1-exRec failed. We say that a 1-exRec fails if there is at least a pair of faults that is
occurring inside. The reason why looking at pair of faults is relevant can be understood from
the figure 2.9: if a unique fault occurred in a 1-exRec we found that the errors did not propagate
(and the algorithm would provide a correct answer). If a pair of faults are occurring within a
1-exRec then the situation might lead to uncorrectable errors. Calling A the number of fault
locations (i.e. the number of ”places” in which faults can occur), under the assumption η � 1,
the probability that one 1-exRec fails is then upper bounded by:

p
(1)
L (η) =

(
A

2

)
η2. (2.27)

The number A can be considered here to be equal to the number of physical gates inside a
1-exRec (it is very close to it). But strictly speaking, it is not exactly equal to it. Indeed, for
instance, the initialization of a physical qubit in |0〉 is not considered as a gate. But it is a place
where something could go wrong (a bad initialization could occur). Thus it counts as a fault
location. The difference between the number of physical gates and fault location being small,
we will assume they are the same in those explanations.

The probability that the first concatenation level fails is then simply upper bounded by

NLp
(1)
L as the number of gates the algorithm has to implement is equal to the number of 1-

exRec (because each 1-Ga is inside a unique 1-exRec). As soon as p
(1)
L < η, the error correction

would have increased the accuracy of the computation. This condition would mean that the
faults are ”sparse” enough. We understand from (2.27) and the algorithm failure probability
that the 1-exRec is the good group of components to consider when we need to think about a
logical gate. Indeed, the probability that a 1-exRec fails plays a similar role as the probability
that a physical gate failed without error correction played.

Now, this construction would work to improve protection once. What we would like is to
find a way to ”scale up” the protection and to make the algorithm able to resist against two
faults, three faults, ... k faults occurring in those exRecs. One way to do it is to ”increase” the
concatenation level, as we are now going to explain.
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2.4.2.4 Improving the protection to an arbitrary level: the principle of concate-
nations.

The principle of concatenations is one that allows to provide an arbitrarily high level of protec-
tion given the fact that the probability that a physical gate is faulty is below some threshold.
The overall principle is based on a Russian-dolls like construction. We keep the example of
an algorithm composed of NL gates, and we still assume that the faults on physical gates are
occurring with a probability η � 1. Without error correction, we ”directly” implement the
algorithm on physical qubits, and the probability that it fails can be estimated as NLη. To
improve the protection, we can do one concatenation. We replace each of the 0-Ga gates by a
1-Rec. As explained before, the probability that the first concatenation level would fail is now

NLp
(1)
L , with p

(1)
L defined in (2.27).

To increase further the level of protection, we can apply ”more” quantum error correction.
We apply the exact same recipe we already applied: we replace each of the 0-Ga contained in
the circuit, implementing the first concatenation level by a 1-Rec. This is called the second
level of concatenation. Thus if we had one physical gate at the very beginning, this gate would
have been replaced by a 1-Rec, which is composed of physical gates (this was the first level of
concatenation). And we now replace all the physical gates again inside this 1-Rec by ”new”
1-Rec (it defines a 2-Rec). This is really analog to a Russian dolls construction; the figure 2.10
shows the particular example we are presenting and the general ”Russian dolls” philosophy.

In some sense, we can say that we do ”twice” more error correction. Indeed, error correction
is implemented on level-2, but also on level-1 ”inside” this level-2. A 1-exRec (in the level-1)
will fail if a pair of physical gates are faulty. We already estimated the probability for such

event: p
(1)
L in (2.27). But we also implement error correction on level-2. And what played the

role of physical gates inside the level-1 is now being played by the 1-exRec. The construction
at level-2 will then fail if a pair of 1-exRec are failing. From this, we can find the probability
that a 2-exRec fails as being:

p
(2)
L (η) =

(
A

2

)(
p

(1)
L (η)

)2
. (2.28)

where a 2-exRec is formally defined as a 1-exRec in which all the 0-Ga have been replaced

by 1-Rec. But formally, we should really think of p
(2)
L as being the probability that a gate

implemented by the algorithm fails when two concatenations are being performed. It is the
exact analog of η when no error correction was performed.

And we can continue to do those replacements recursively. Basically, each 0-Ga in the level-
2 concatenation can be replaced again by a 1-Rec, which would give the level-3 concatenation
level. And so on up to an arbitrary level k. The level-k exRec is defined from the level-(k-1)
exRec in which each 0-Ga has been replaced by a 1-Rec. After k levels of concatenations, the
probability of having a bad level-k exRec, which is the good entity to consider if we want to

think about a protected logical gate, is upper bounded by p
(k)
L ≡

(
A
2

)
(p

(k−1)
L )2 which from a

recursive reasoning is equal to:

p
(k)
L = ηthr

(
η

ηthr

)2k

(2.29)

ηthr ≡
1(
A
2

) (2.30)

p
(k)
L is the analog of η when k concatenations have been performed. For this reason, the probabil-

ity to have an unsuccessful algorithm after k level of concatenation can then be upper bounded
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Figure 2.10: The recursive ”Russian doll” construction from 0 concatenation to 2 concatena-
tions. Initially, there are only physical gates (i.e 0-Ga) in the algorithm. They are then replaced
by logical components (more precisely, they are replaced by 1-Rec) at level-1, which introduces
new physical gates to implement the logical gates and error correction. To do the second level
of concatenation, we then replace ”again” the 0-Ga inside the first concatenation by 1-Rec. It
defines what is called a 2-Rec. In practice, for each increment of the concatenation level, the
0-Ga are replaced by 1-Rec. The 0-Ga represented inside the level-1 and the level-2 are here for
illustration purposes (they do not represent a ”real” circuit)

by:

p
(k)
unsuccessful = NLp

(k)
L (2.31)

From those equations, we understand that an arbitrary accurate computation is possible given
the fact that η < ηthr. ηthr is called the threshold and is about 10−4 for a probabilistic noise
model [23]24.

What this equation shows is that if the noise is lower than the threshold ηthr, then quantum
error correction improves the situation. But if η > ηthr it does not because ”too many” physical
components are required to implement the error correction, and the fact their probability of
failing is too big, they would degrade the situation ”more” than what quantum error correction
”improves”.

We can also comment that the interpretation of pL as being a probability of error for a logical
gate, and the exact value of the threshold would be different outside of the probabilistic fault
models we considered here [51], but the general formula (2.29), and the physical intuition about
how the effect of noise is being reduced would remain.

It is actually standard to approximate quantum noise by probabilistic noise models in the
literature [94, 95], and this is what we are going to consider in many places along this thesis.
A completely rigorous treatment of the noise here would ask us to compute a norm for the
process N , and to use this norm as what plays the role of η, but this approach, even though
more rigorous, would add complications and it would lead to a very poor upper bound of the
estimation for the occurrence of a fault for a logical gate that is unnecessarily pessimistic.

The equation (2.29) and the formula (2.31) are the central ones we are going to use in all this
thesis. It is with them that we will estimate how many concatenations have to be performed to
implement the various algorithm as a function of the algorithm size. Those formulas are also
the main ingredient and spirit that are behind the quantum threshold theorem. However, what
this theorem states is a bit more than only providing those expressions, and this is the reason
why, for the sake of completeness of this chapter, we will express it.

24This value is obtained from numerical simulations and is not strictly equal to the number of pair of fault
locations, it is a ”more accurate” numerical estimate.
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2.4.2.5 The quantum threshold theorem

The concatenated construction allows us to reduce in an effective manner the strength of the
noise. But it comes with a cost: the number of physical elements required grows with the level
of protection. What the quantum threshold theorem will tell us is that (i) the noise can be
effectively reduced as much as desired when enough error correction is being done (we already
saw it, but it formalizes slightly differently the notion of error of the algorithm), and (ii) the
number of physical components, as well as the total algorithm duration required to make this
improvement, does not grow ”too fast” as a function of the size of the algorithm we want to
implement on the quantum computer: error correction can be implemented using a ”reasonable”
amount of resources, and the algorithm will run in a ”reasonable” amount of time.

More formally, we call {pactual
i } the probability distribution of the measurement performed

on the logical qubits at the very end of the noisy (but protected by error correction) circuit, and
{pideal
i } this same distribution but for a perfect implementation of the circuit. The index i is

thus associated to a possible measurement outcome (if we have QL logical qubits, i ∈ [1, 2QL ]).
Now, we can define the error of the computation as being25:

δ ≡
∑
i

|pactual
i − pideal

i | (2.32)

In the case all the k-exRec are not faulty, we would have, for all i, pactual
i = pideal

i (because the
ideal algorithm would then be perfectly simulated). We notice that in general, pideal

i might not
be peaked, i.e., equal to a delta Kronecker if, by essence, the algorithm does not provide an
answer with certainty (it would be the case for Grover algorithm, for instance, [66]).

Then, we have26:

pactual
i = (1− p(k)

unsuccessful)p
ideal
i + p

(k)
unsuccessfulp

fail
i (2.33)

The probability of finding the outcome i in the noisy ”actual” implementation of the algorithm
is equal to the probability to find this outcome whether the implementation is successful (this
is the first term in the sum) or not (this corresponds to the second term of this sum). The
first term corresponds to the probability to have a successful algorithm and to find the outcome
i. In this case, as the algorithm was successful, this last probability is equal to pideal

i . The
second term corresponds to the probability to have an unsuccessful algorithm and to find the
outcome i. We don’t know exactly what will be the probability to find the outcome i, knowing
the algorithm is unsuccessful, but there exists some probability distribution for that that we
call pfail

i .

From those expressions, we deduce that:

δ = p
(k)
unsuccessful

∑
i

|pfail
i − pideal

i | ≤ 2p
(k)
unsuccessful ≤ NLp

(k)
L , (2.34)

where we used the fact that
∑

i |pfail
i − pideal

i | ≤ 2 (this is a general property for L1 distance
between probability distributions [23]). As, under the assumption η < ηthr, the right handside
converges to 0 for k big enough (see (2.29)), we deduce that the error δ can be put as close to
0 as desired. This is the first result of the quantum threshold theorem.

25It corresponds to the L1 distance between probability distributions [23]
26In (2.33) we use for each term the fact that P (A∩B) = P (A)P (B|A) where P denotes a probability, A and B

are two events and A|B means A knowing B. For instance for the first term, A is ”The algorithm is successful”,
and B is ”The outcome i has been found”.
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The second result is that it can be done with a ”reasonable” amount of physical resources,
and the algorithm will run for a ”reasonable” amount of time. More formally, calling d the
maximal depth of a 1-Rec, the depth of a circuit being defined as the number of timesteps the
circuit is composed of27, and l the maximum number of locations in a 1-Rec (roughly speaking,
the number of gates inside), an algorithm composed of NL locations and having a depth being
DL can be implemented with the concatenated construction with an error lower or equal to δ
with N∗L locations and a depth D∗L such that [23]:

N∗L = O(NL(log(NL))log2(l)) (2.35)

D∗L = O(DL(log(NL))log2(d)), (2.36)

where O is the ”big-O” Landau notation. For two sequences Un and Vn, Un = O(Vn) means
that |Un/Vn| ≤ C for any n bigger than some n0, for some positive constant C. Here, (2.35),
(2.36) mean that the depth and number of locations of the error-protected circuit will not grow
faster than what there is inside of the O(.).

In practice, it implies that the number of physical elements required to perform the error
correction for a fixed physical error value and a fixed accuracy to reach δ will in the worst
case grow ”a bit faster” as to how the algorithm is expected to grow (”a bit faster” because
it doesn’t grow only proportionally to NL but to NL log(NL)log2(l)), but for instance, we know
that at least the growth is not exponential. And it implies that the algorithm will run in a
”reasonable” amount of time as the depth of the error protected algorithm will, in the worst
case, grow ”a bit faster” than the depth of the algorithm to implement (”a bit faster” because
it doesn’t grow only proportionally to DL, but to DL(log(NL))log2(d) in the worst case). This
theorem is a result showing that quantum error correction can be useful in practice. But it
does not give a quantitative estimation of all the resources (physical qubits, gates of each type,
gates active in parallel, etc.) that will be required for a concrete problem for a given technology.
Determining those elements is among the main goals of the two last chapters of this thesis.

2.4.2.6 Fault-tolerant implementation of Steane code with the Steane method

Now that we explained the principle of concatenations, we need to find the concrete circuits
allowing us to implement error correction fault-tolerantly: they will allow us to perform our
detailed energetic calculations later on. Here, we will provide the exact circuits allowing to
do the first level of protection, i.e., the first level of concatenation. In practice, it means that
we will explain here how a 1-Rec can be realized with Steane code for any 0-Ga (what is
the exact quantum circuit allowing to implement it). Then, from the ”Russian dolls” recursive
construction, we will be able to access the number of physical gates of each type and the number
of physical qubits required for any concatenation level, but this will be done in the section 4.3
of the chapter 4.

The first question we must address is how we can design circuits that implement gates
fault-tolerantly, i.e., that implement 0-Ga in such a way that the errors do not propagate on
multiple physical qubits composing a logical qubit as we saw that it is a requirement to perform
concatenations (see definition 2.4.1 for the exact requirements). One way to do it is based on
transversal implementations. Let us assume that we want to apply a single qubit gate GL on
a logical qubit. We will say that the implementation of this gate is performed transversally if

27This definition only makes sense when all the physical gates have the same duration. We can make sense
of this by calling τlongest the duration of the longest physical gate that is used in the algorithm. Then, we can
consider that any gate faster than that will have to be completed by an identity operation such that the sequence
of gate+identity operation lasts for τlongest. Under this angle, the notion of timestep is well defined.
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to implement this gate, we need to apply the corresponding physical gate G on all the physical
qubits composing this logical qubit. For a two-qubit gate such as a cNOT, we will say that
the gate is implemented transversally between two logical qubits if it is realized by applying
the corresponding physical gate between the physical qubits, such that the i’th physical qubit
of the first logical qubit is interacting with the i’th physical qubit of the second logical qubit
through this physical gate28. This concept is illustrated on the figure 2.11. Transversal gates are
by construction fault-tolerant as they never make two physical qubits within the same logical
qubit interact with each other. Thus one error inside a logical qubit cannot cause two errors
within the same logical qubit after that the gate has been implemented (if the gate was not
faulty). In short, a transversal gate will be fault-tolerant with respect to the definition 2.4.1.
Unfortunately, the Eastin-Knill theorem [96] states that it is not possible to have a complete
gateset of logical operation using only transversal operations: an arbitrary algorithm can then
not be implemented only based on transversal gate implementations; we come back on that point
later. For Steane code, it is possible to implement transversally any logical Pauli operator29,
cNOT, Hadamard, the S ≡ e−i(π/4)Z gate [23]. This is why for the rest of this thesis, we will
consider using the logical gateset GL ≡ {Id,H, S,X, Y, Z, cNOT} (Id is the logical identity gate
that we anyway need). Completing this gateset with the T ≡ e−i(π/8)Z gate (which has to be
implemented through another procedure than the one we describe here), an arbitrary logical
gate can be implemented [23]30.

Figure 2.11: Top: implementation of a logical cNOT transversally (in Steane code as we assume
the logical qubit being composed of 7 physical qubits). Bottom: implementation of a logical
Hadamard transversally.

Now that the fault-tolerant implementation of 1-Ga has been explained, we need to explain
how to implement error correction (i.e., a 1-Ec) fault-tolerantly in the sense of the definition
2.4.2. There are different ways to do this, but in this Ph.D., we considered Steane’s method

28Actually the exact definition of transversal operation asks to not make two physical qubits composing a
logical qubit interact between each other. We took a little bit of freedom on this definition in the main text.

29We saw this explicitly in the previous section: XL ≡ X1X2X3X4X5X6X7 is the logical Pauli X operator for
Steane code for instance.

30More precisely, an arbitrary gate can be approximated to an arbitrary level of precision by implementing a
finite sequence of elements in GL and T . The fact that any algorithm can be implemented with this gateset also
assumes that the qubits can only be prepared in the computational basis, and that only measurements in the
computational basis can be performed.
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(not to be confused with the Steane code). This method is based on the fact that for codes in
which stabilizers are a tensor product of either only X or only Z Pauli (which is the case for
Steane code), a logical cNOT can be implemented transversally. This property can be used to
extract errors affecting the data qubits into the ancilla without destroying the encoded state
on the data qubits while avoiding an uncontrollable propagation of errors. To understand the
principle, we can look at Figure 2.12 which explains how the Z stabilizers can be measured in
a fault-tolerant manner. On this figure, we represented the 7 physical qubits composing the

Figure 2.12: The principle behind Steane method: measurement of the Z stabilizers. We as-
sumed that a logical qubit is composed of 7 physical qubits as in Steane code. a): A logical
cNOT is performed transversally, i.e. it is implemented by realizing physical cNOT between
each corresponding physical qubits composing the two logical qubits. The ancilla is prepared in
|+L〉. Because it is an eigenstate of NOT (X) operator, it won’t evolve and the transformation
is |ψL〉 |+L〉 → |ψL〉 |+L〉. b) In the presence of an error Xi on the logical qubit affecting the
control, the i’th qubit of the logical qubit affecting the target is also affected. The experimen-
talist then measures the observables Zi, i ∈ [|1, 7|] which will allow to find out the eigenvalues
of the Z stabilizers as explained in the main text.

logical data qubit on the top. A data qubit is a qubit that participates in the implemented
algorithm (as opposed to ancilla qubits which are here to perform error correction). On the
bottom, we have 7 physical qubits associated with the (logical) ancilla. The ancilla is initially
prepared in the state |+L〉 which is the logical |+〉 state. It allows to make it ”insensitive” to
the cNOT on the logical level, as explained in the figure caption. In practice, it means that
they will not get entangled with the logical data qubits. On the figure 2.12 b), we can see that
an X error affecting the i’th physical qubit of the logical data qubit is ”transferred” on the
corresponding physical qubit of the ancilla. In this sense, the ancilla will have the exact same
X errors as the data qubits. Then, one measures the observables Zi, i ∈ [|1, 7|] of the ancilla
and store the measurement outcomes in a vector z = (z1, ..., z7). From those measurements
outcomes, it could deduce the measurement outcomes of any of the Z stabilizers. For instance,
the measurement of the stabilizer Z4Z5Z6Z7 is being performed by calculating the dot product
(modulo 2) b.z with b = (0001111). Now, all this does not strictly show that this circuit is
fault-tolerant. But one could check that it is the case according to the definition 2.4.2 that we
gave (or to the axioms provided in [23]).

Here we talked about the Z-stabilizer measurements. But we can measure the X stabilizers
in a very similar way as represented on the figure 2.13.

Assuming the states |+L〉 and |0L〉 of the ancilla are ”given for free”, those circuits can
be shown to be fault-tolerant in the sense that they satisfy the axioms a 1-Ec must satisfy
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Figure 2.13: The measurement of the X stabilizers follows the same logic as for the Z ones.
We need to put the ancilla in a logical state that will not be affected by the logical cNOT,
and in such a way that the Z errors affecting the data qubits are ”replicated” in the ancilla
qubits. Because the Z errors are propagating from the target to the control as explained in the
appendix D.1, putting the cNOT as on this graph allows to detect those errors on the ancilla.
We finally measure all the observables Xi, i ∈ [|1, 7|].

[23] 31. However, to be implemented, it requires to initialize the ancilla in the states |0L〉 or
|+L〉 depending on the stabilizers to measure. No known fault-tolerant procedure to do this is
known: including directly a preparation would then lead to an uncontrollable error spreading.
For instance, the states |0L〉 and |+L〉 can be prepared by the circuit represented on the figure
2.15, where we see that if one physical gate is faulty, it might induce errors on many qubits.
One way to escape this issue is to prepare multiple ancillae and to only select those that have
been correctly prepared. It requires a verification procedure. This verification is represented by
the orange box on the figure 2.14. For instance, the |0L〉 ancilla that is required to measure the
X stabilizers (it is on the second line, we call it the X-syndrome ancilla) interacts with a logical
cNOT with another ancilla qubit called verifier, initialized as well in |0L〉. Its role is to check
if the X-syndrome ancilla contains X errors. Depending on the measurement outcome of the
Z measurement performed on the verifier, the ancilla is accepted or rejected. We won’t detail
the criteria and why exactly it ensures that the circuit is fault-tolerant, but we refer to [23] for
the details. In the case the ancilla is rejected, another ancilla is tried for until the verification
succeeds32. Once the ancilla has been verified, we enter in the green box, which performs the
syndrome measurement exactly in the way described from the previous figures 2.13 and 2.12.
Then an appropriate correction can be applied to the logical qubit. And the algorithm continues
with the next logical gate.

The figures 2.14 and 2.15 contain all the information necessary in order to know how many
qubits and gates are required to implement transversal gates when we will scale up the computer.
Indeed, this circuit allows us to go from a level-0 to level-1 simulation exactly. Then, following
the ”Russian dolls” principle of concatenation, each 0-Ga in the level-1 simulation is replaced
by a 1-Rec following the schemes described on the Figures 2.14 and 2.15. And we can perform
this recursive construction up to level-k. Strictly speaking, as some ancillae will be rejected

31Strictly speaking, we must add the correction. But the correction simply consists in applying an appropriate
X or Z operator on the physical qubits composing the logical one to put them back in the code space. Such
operation is fault-tolerant as it does not involve operation between different physical qubits composing a logical
one. The conclusion that the circuit is fault-tolerant would then remain.

32We say ”until” the verification succeeds, but because qubits have limited lifetime, all those verifications are
done ”in parallel” to not make the physical qubits decohere.
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Figure 2.14: Each line represents a logical qubit. Any gate represented here is a logical gate that
is implemented transversally. The first line represents the logical data qubit, i.e., the logical
qubit that implements a gate of the algorithm. The four bottom lines are four ancillae that
will be here to perform the error correction. The second and fourth lines are the ancillae that
participate to the X and Z syndrome measurement respectively, if they are accepted by the
verifiers ancillae, which are on the third and last lines. The green rectangle corresponds to the
syndrome measurement that we already described in the figures 2.13 and 2.12. As long as the
errors are kept in some classical memory, the correction doesn’t need to be applied if all the
gates implemented are in the set GL = {Id,H, S,X, Y, Z, cNOT}. The reason for that is related
to the concept of Pauli frame; we refer to [97, 98] and reference therein for further information.
The red box represents the 1-Rec and includes the 1-Ga followed by the 1-Ec (purple box).

by the verifiers, the total number of qubits and gates to implement will not be known exactly
as there will have a probability to have a good preparation. Actually, as discussed in the
appendix I, as the probability to be accepted is higher than to be rejected, and as this acceptance
probability is actually high, it can be reasonably agreed that the number of physical qubits and
gates required can be estimated by assuming the verification always succeeds (the number of
”extra” ancillae and gates needed will be dominated by the number of ancillae required for a
”one-shot” success). We also did not discuss how to implement the necessary non-transversal
gates, which are required to have a complete gateset. Their implementation requires a different
procedure. There are different proposals to do this, requiring a very different amount of physical
qubits and gates. Some try to implement the gates that cannot in principle be implemented
transversally by approximating them by a transversal implementation [99, 100], such that error
correction will then correct the errors of this approximation. There is also a procedure called
state injection which often relies upon magic state distillation that allows to implement those
gates [101, 102, 103]. In this thesis, we will not model the non-transversal gates; it belongs
to the list of outlooks we are considering in conclusion. However first investigations on this
question seem to indicate that including those gates in our estimation will not modify very
much our estimations. The order of magnitudes of physical components required for such gates
should not dominate the one for Clifford operation if appropriates optimization are performed.
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Figure 2.15: preparation of the |0L〉 logical state. All the lines represent physical qubits (which
regrouped, in the end, create the logical qubit |0L〉). The preparation of the |+L〉 logical state
can be done via a similar procedure where (i) the direction of all the cNOTs is being reversed (ii)
four Hadamards gates are added on the four qubits not affected by Hadamard here, right after
their initialization in |0〉, (iii) the three Hadamard of this figure are being removed. This circuit
is not fault-tolerant in the sense that a fault occurring on a given gate during the propagation
will induce an error that might propagate on all the physical qubits. This is why a verification
procedure is required, as explained in the main text. This circuit can be run in 4 timesteps
which are delimited by the blue vertical dashed lines.

2.4.2.7 Number of gates required in a 1-Rec

We now provide the explicit number of physical gates that are required in the 1-Rec of the
different gates that we can implement fault-tolerantly33. This calculation is based on an explicit
counting of the number of gates there are in the figures 2.15 (and its analog for the |+L〉
preparation, see the caption) and 2.14.

The results are presented in the table 2.1. What we refer to as a single-qubit physical
gate will either correspond to a Pauli, Hadamard, or S gate (we will consider in our energetic
calculations that all the single-qubit gates have the same cost). In order to make this counting,
we assume that we can only do measurements in the computational basis (Z-measurement):
measuring in the X basis requires applying Hadamard gates before a Z-measurement. We
also assume that qubits can only be available in their ground state |0〉 (preparing |+〉 requires
applying a Hadamard on |0〉). With those assumptions we find that we need 7× 4 + 9× 4 = 64
cNOTs: 7 × 4 for the transversal implementation of all the cNOTs represented on the figure
2.14, and 9× 4 for the preparation of the |+L〉 and |0L〉 states for the ancilla (see figure 2.15).
For the measurement gates (we call measurement gate the action of measuring a qubit), we need
7× 4 of them to measure all the ancilla. We also need single-qubit gates: 7 for the transversal
implementation of the gate at the logical data qubit, 7 × 2 Hadamard to apply before the X-
measurement (because we can only do Z-measurements), and 3× 2 + 4× 2 = 14 Hadamard for
the preparation of the ancilla states as explained in the caption of figure 2.15. It gives us 35
single-qubit gates to apply. We also need to make some qubits necessarily wait at some point.
For instance, the logical syndrome qubits have to wait for the measurement outcome of the
verifier to know if they can be injected or not: they are then doing a noisy physical identity.
We won’t go into the detail of this counting, but in the end, we would find 36 physical identity

33Assuming the verification always succeeds.
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lvl-0 cNOT lvl-0 Single lvl-0 Identity lvl-0 Measurement

lvl-1 cNOT 135 56 72 56

lvl-1 Single 64 35 36 28

lvl-1 Identity 64 28 43 28

lvl-1 Measurement 0 0 0 7

Table 2.1: Each row lists a FT logical gate and tabulates the lower level components required
for the listed gate as columns. Those level-0 components are thus 0-Ga physical gates. The
single qubit gates here are either Hadamard, Pauli or S gates. This table includes the gates
required to prepare the ancilla and verifier and assumes that the verification always succeeds
(there is no need to prepare more than one Z or X syndrome ancilla for instance). We discuss
the motivation behind this assumption in the appendix I.

gates by looking at all the places the physical qubits composing the logical ones necessarily have
to wait. In the end, doing an appropriate counting for each type of logical gate that has to
be implemented, we have access to the table 2.1 which represents for each level-1 gate (on the
line), the number of physical elements (on the column) its 1-Rec is composed of 34. We see from
this table that, as we could expect, a logical identity is the same as a logical single-qubit gate,
excepted that the transversal operation is composed of identity gates. This is why it contains
7 less single-qubit gate but 7 more identity gates than a logical single-qubit gate.

2.4.2.8 Number of timesteps for the logical gate and the ancilla

The last thing we need to access from this chapter is the number of timesteps that are required
to implement the 1-Rec. It will be a piece of information we will use in the section 4.3.2.2,
where we will estimate the number of physical qubits and the average number of gates acting
in parallel. There are actually two different possible numbers associated to the number of
timesteps a 1-Rec lasts for.

First, from the point of view of the logical data qubits, a 1-Rec is only lasting for 3 physical
timesteps: the transversal implementation of the 1-Ga, the X syndrome measurement, and
the Z syndrome measurement (as said in the caption of 2.14, we don’t need to implement the
correction if we just use the gates in GL.). After those three timesteps, the logical data qubits
are implementing the next logical gate and its associated 1-Rec.

From the point of view of the ancilla, however, things take much longer. Here we are only
interested in finding the number of timesteps of the ancilla that take the longest time to be
implemented. It corresponds to the X and the Z syndromes ancilla: both are taking a total
amount of 9 timesteps before being measured. For instance, for the X-syndrome, it takes 4
timesteps to prepare it (see 2.15), followed by 2 timestep to be verified (one cNOT, and it
then has to wait for the Z measurement outcome of the X verifier). Then in the syndrome
measurement, it is doing one cNOT with the data qubit, and as it is being measured in the
X basis, it takes one Hadamard followed by the measurement: a total of 3 timesteps here. In
conclusion, it takes 9 timesteps in total.

34To be very precise, the 1-Rec of a measurement is defined as 1-Ec followed by 1-measurement (the 1-Ec is
”before” the 1-Ga measurement gate). This is defined this way for theoretical reason to prove the threshold [23].
As we are interested in finding the number of physical elements when concatenating, the elements in this 1-Ec
would already have been counted by the gate before the measurement: taking them into account ”again” would
lead to an overcounting of the number of physical elements. This is why we remove the elements that would be in
the 1-Ec before the measurement gates, which explains why the last line of table 2.1 is composed of three zeros.
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2.5 Conclusion

In this chapter, we explained how the Steane code works (and gave intuition behind the more
general formalism of stabilizer codes). We also introduced the basics behind fault-tolerant
quantum computing through the concatenated code construction. We then provided concrete
circuits that allow to implement gates in a fault-tolerant manner. Those circuits and the
estimation of the number of physical elements inside level-1 gates (more precisely, 1-Rec) will
allow us to determine the exact number of physical gates and qubits that are required in
order to reach a targetted accuracy (thus for a given concatenation level) for a fault-tolerant
implementation of an algorithm. A general intuition that we can get from what we presented
is that the concatenated construction seems demanding in term of physical resources. Indeed,
each time a concatenation is added, the number of physical elements drastically increases. The
quantum threshold theorem 2.4.2.5 might tell us that the number of elements required does not
grow fastly with the algorithm size, but it does not give us information about the prefactors
to expect. One important criterion is also to access the number of physical qubits required,
and this estimation highly depends on the level of recycling it is possible to do, i.e., when one
qubit ancilla has finished working, when can it be reused? A poor level of recycling might,
for instance, dramatically increase the number of physical resources required. We are going to
study it in section 4.3.2.2. All those estimations are important to know in order to build a
concrete quantum computer as they might significantly impact the power consumption and the
overall feasibility of the device. We will do those estimations in the sections 4.3.2.1 and 4.3.2.2
of the fourth chapter of this thesis, and we will use them in the quantitative examples we will
treat in the section 5.4 of the last chapter of the thesis.
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Appendix C

Fundamentals of quantum error
correction

C.1 Knill-Laflamme

Here, we give the proof of the Knill-Laflamme conditions.

Proof.

Knill-Laflamme conditions are sufficient:

This proof is inspired from [66], with further details. We first prove that the Knill-Laflamme
condition is sufficient for the existence of an error correction channel. To show it, we will
explicitly construct this channel. We start by performing a polar decomposition [66] on the
operator MiPC . It allows us to know that there exists a unitary Ui satisfying:

MiPC = Ui

√
(MiPC)†MiPC =

√
ciiUiPC , (C.1)

where we made use of the Knill-Laflamme condition for the last equality. From this equation,
we see that the effect of an operator Mi on the code-space is to apply a unitary Ui (up to the
proportionality coefficient

√
cii ≥ 0). Using the fact that if P is a projector on some space H,

then for any unitary U , UPU † will be a projector on UH, we deduce that, when cii 6= 0, MiPC
has the effect of transforming any state in the code space to a state in the space having for
projector:

Pi = UiPCU
†
i (C.2)

If: cii 6= 0, we have Pi =
MiPCU

†
i√

cii
, and thus:

∀(i, j) such that cii 6= 0, cjj 6= 0 : PiPj = P †i Pj =
1

√
ciicjj

UiPCM
†
iMjPCU

†
j = δijPi (C.3)

For the cases which cii = 0, we will have MiPC = 0 and thus Pi = 0. Considering PC was an
orthogonal projector, so are Pi and Pj . This results shows that for i 6= j, Mi and Mj either
bring the codespace into orthogonal subspaces, either bring the code space to the null vector
(cases in which cii or cjj vanish, implying Pi = 0 or Pj = 0).
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From those remarks, a legitimate ”guess” of recovery operation is to: (i), perform a projective

measurement associated with the projectors {Pi} followed by (ii) the unitary operation U †i in

order to correct the error. We thus define R(ρ) ≡
∑

j U
†
jPjρPjUj . We have:

(R ◦ E)(PCρPC) =
∑
i,j

U †jPjMiPCρPCM
†
i PjUj

=
∑
i,j

ciiU
†
jPjPiUiρU

†
i P
†
i PjUj

=
∑
i

ciiU
†
i PiUiρU

†
i PiUi

=

(∑
i

cii

)
PCρPC = PCρPC (C.4)

Where we used
∑

i cii = 1 that comes from the fact that as E is trace preserving, then∑
iM

†
iMi = I, and thus

∑
i PCM

†
iMiPC = (

∑
i cii)PC ⇒

∑
i cii = 1. Thus, at this point

we showed that if the noise channel satisfies Knill-Laflamme condition, then an error correction
channel exists.

Knill-Laflamme conditions are necessary:

Let’s assume that there exists a CPTP operation R verying: ∀ρ : (R◦E)(PCρPC) = PCρPC .
Then, defining {Ri} one of its Kraus decomposition we get:

(R ◦ E)(PCρPC) =
∑
ij

RiMjPCρPCM
†
jRi = PCρPC (C.5)

The map R ◦ E admits a family of Kraus operator being {RiMj}. But it also admits a family
of Kraus operators being {PC , 0, ...0} from the right handside. As two CPTP operations are
identical iff their Kraus operator are related by some unitary transformation, we deduce that
there is some complex number cij such that RiMj = cijPC . Finally, we have:

PCM
†
i R
†
kRkMjPC = ckjc

∗
kiPC

Which implies by summing on k:

PCM
†
iMjPC =

∑
k

(ckjc
∗
ki)PC

Calling αij =
∑

k(ckjc
∗
ki), the matrix α admitting for matrix elements the αij is Hermitian, and

thus diagonalizable in an orthonormal basis. Calling u a unitary matrix that diagonalizes α, we
have:α = u.d.u†, where d is diagonal. Thus, αij =

∑
kl uikdklu

†
lj . And, we get:

PCM
†
iMjPC =

∑
kl

uikdklu
†
ljPC ⇔ PC F̃

†
mF̃nPC = cmmδmnPC . (C.6)

Where:

F̃n =
∑
j

ujnMj

cmm = dmm (C.7)

{F̃n}, as being related to the {Mj} family through a unitary transformation is thus an equivalent
set of Kraus operator describing E [66] that satisfies the Knill-Laflamme conditions which proves
the necessary condition.
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Theorem C.1.1. Discretization of errors

Let’s assume HC ⊂ H is a code space. If the Knill-Laflamme conditions are satisfied for a
set of error operators {Mi}, then they are satisfied for an arbitrary linear combination of those
operators.

Proof.

We just have to check that Knill-Laflamme condition are satisfied for any family of operators
{Ei} such that: Ei =

∑
k cikMk. We have:

PCE
†
iEjPC =

∑
kl

c∗ikcjlPCM
†
kMlPC =

∑
kl

c∗ikcjlαklPC (C.8)

Where we used for the last equality the fact that {Ei} satisfies the Knill-Laflamme condition
given in (2.10). The remaining thing to verify is that βij ≡

∑
kl c
∗
ikcjlαkl represent element of

an Hermitian matrix. And indeed, we have:

β∗ij =
∑
kl

cikc
∗
jlα
∗
kl =

∑
kl

cikc
∗
jlαlk =

∑
kl

cilc
∗
jkαkl = βji (C.9)

The Knill-Laflamme condition are thus satisfied.
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Appendix D

Fault-tolerant quantum computing

D.1 Propagation of errors through gates

We are interested in finding how the Pauli errors are ”propagating” when a gate is acting. Given
a gate U , asking this question means to find the operator AE such that UE = AEU , where E is
an n-Pauli matrix. Indeed AE will be the ”translation” on the output of the Pauli matrix that
was applied on the input. Also, using the fact: Y = iXZ, we can reason on X or Z type Pauli
error to deduce their effect on a Y error. It is possible to show the following behaviors [66]:

Gate Input Pauli error E Output error AE

cNOT

X1 X1X2

X2 X2

Z1 Z1

Z2 Z1Z2

H
X Z
Z X

X
X X
Z −Z

Y
X −X
Z −Z

Z
X −X
Z Z

Figure D.1: Error propagation for typical gates. For the cNOT, the qubit 1 is the control. The
qubit 2 is the target. E = X1 means for instance that the control qubit has been affected by
an X error before the perfect cNOT acts.
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Appendix E

Various properties

E.1 Measuring observables with ancilla

Property E.1.1. Measuring observable having ±1 as eigenvalues

To measure an observable M (possibly acting on multiple qubits) that admits eigenvalues
±1, one can design the circuit of figure 2.4.

|0〉 H • H

M

Figure E.1: The measurement in the σz basis of the ancilla qubit measures the observable M
of the system measured.

If the ancilla (top line) is being found in |1〉 it means that the system (bottom line) is in
|−M 〉. If the ancilla is being found in |0〉 it means that the system is in |+M 〉. Where |±M 〉 are
eigenstates associated to the eigenvalue ±1 of M .

Proof.

We start from |ψ〉 = |0〉 |φ〉 where |φ〉 = a |+M 〉 + b |−M 〉. After the first Hadamard, we
have:

H |ψ〉 =
1√
2

(|0〉 (a |+M 〉+ b |−M 〉) + |1〉 (a |+M 〉+ b |−M 〉)) (E.1)

We apply the controlled-M UM :

UMH |ψ〉 =
1√
2

(|0〉 (a |+M 〉+ b |−M 〉) + |1〉 (am+ |+M 〉+ bm− |−M 〉)) (E.2)

Where actually 1 = m+ = −m−. We apply the last Hadamard:

HUMH |ψ〉 =
1

2
(|0〉 (a(1 +m+) |+M 〉+ b(1 +m−) |−M 〉) + |1〉 (a(1−m+) |+M 〉+ b(1−m−) |−M 〉))

(E.3)
Now, as 1 = m+ = −m−:

HUMH |ψ〉 = a |0〉 |+M 〉+ b |1〉 |−M 〉 (E.4)
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Thus, if the measurement of the ancilla returns 1, the state of the data qubit is in |−M 〉 and
otherwise, it is in |+M 〉. The outcome probabilities are the same as if we had directly measured
the observable M of the measured system.
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Chapter 3

Fault-tolerance with a
scale-dependent noise

In the section 2.4.2.4 of the previous chapter, we saw that arbitrarily accurate quantum com-
puting is possible provided that the probability of fault per physical gate is below a threshold.
All this discussion implicitly relied on the fact that whatever the concatenation level is, the
probability that a physical gate fails is the same: the noise per physical gate is assumed to
be independent of the computer size. In practice, it implies that an operation performed on a
quantum computer composed of one physical qubit is as noisy as this same operation performed
on a physical qubit inside a quantum computer composed of millions of qubits. This is not
reflecting current experiments where the noise is often scale-dependent [27, 28, 29, 30].

Crosstalk issues [104] are a first reason for that. It is basically the fact that when more than
one qubit are inside the quantum computer, they might either interact in an undesired manner
(increasing the physical noise), either they do not interact, but an experimentalist trying to
address a specific qubit might address other ones around at the same time in an undesired
manner. What we can expect is that the greater the number of qubits there are inside the
quantum computer and the bigger the strength of the associated noise is.

A frequent scenario, which will be central in the energetic estimation of quantum computing,
is what happens for a scale-dependent noise induced by the presence of limited resources (which
could be energy, power, a limited amount of available frequencies for the qubits...). If the quality
of operations performed on physical qubits is related to a resource R that appears to be limited,
such that the more this resource is available, the better the fidelity of the operation performed
is, then, the greater the number of physical qubits there are inside of the quantum computer
and the lower the quality of those operations on physical qubits will be. This kind of behavior
will then give rise to a scale-dependent noise. One simple example of that can be the power
used for cryogenics. It might be easy to maintain a few superconducting qubits at 10mK. But
maintaining millions of qubits at this temperature might be more complicated: a limited power
for the cryostat would mean that the temperature of the qubits would have to increase the more
qubits there are. We will see that understanding the physics behind a scale-dependent noise
in this context will actually allow us to estimate the minimum amount of resources that are
required to perform a calculation.

In summary, in this chapter, we will study what happens in the presence of a scale-dependent
noise for fault-tolerance theory. We will see that the accuracy of the quantum computer will
then often be limited and that the physics behind such noise models can be related to resource
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estimation.

This chapter is the first containing original results.1

3.1 Scale-dependent noise: generalities

3.1.1 Description of the problem

We recall the expression of the probability of error of a logical gate after k concatenations that
we have shown in (2.29), in the section 2.4.2.4:

p
(k)
L (η) = ηthr

(
η

ηthr

)2k

(3.1)

Here, η is the probability of fault per physical gate, and ηthr ≈ 10−4 for probabilistic Pauli noise
[23] is called the quantum threshold2. Assuming η constant, as soon as η < ηthr, arbitrarily

accurate computation is possible. Indeed, p
(k)
L can be put as close to 0 as desired for a big

enough value of k. In this chapter, we will assume that η grows with the computer size, and
thus it will, in particular, grow with k as the more concatenations there are, the more physical
elements there are within the computer. This scenario can be treated by directly injecting the
law η(k) in (3.1). What we can expect now is the accuracy to be limited: indeed, if there exists
a concatenation level k0 such that for any k > k0, η(k0) > ηthr, then further concatenations
become necessarily counter-productive. This is what we are going to study now.

3.1.2 The general situation we consider: the noise grows with the computer
size

3.1.2.1 The hypotheses we make

To understand the problem, we can start by treating the general situation we are interested in.
Let us assume that η is an increasing function of k: the physical error grows with the computer
size (and thus with the concatenation level). If we also assume that it was below the threshold
initially, we can always rewrite it as η(k) = η0f(k), where:

(i) f(0) = 1

(ii) f is a strictly increasing function of k

(iii) η0 < ηthr

As f(0) = 1, η0 represents the probability of fault for a physical gate without concatenating.
The conditions we have put on f represent a general case of noise that increases with the size

1I realized most of the analysis and calculations presented in this chapter, excepted the section 3.2.2 which
has mainly been done by Robert Whitney.

2As explained in the lasts paragraphs of 2.4.2.4, for other noise models than Pauli the same expression would
still hold for p

(k)
L , excepted that the value of the threshold, ηthr might be different and the interpretation of p

(k)
L

as being a probability of fault might also differ, it is usually considered as being an operator norm in more general
noise models. But this fact will not change the principle of the analysis we do in this chapter.
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of the computer. We also add the fact that the physical fault probability is below the threshold

without concatenations. If it wasn’t the case, then p
(k>0)
L ≥ η0: error correction would necessary

deteriorate3 the situation.

Here, we can notice that with those hypotheses, arbitrarily accurate quantum computing
could still be possible under the condition4 ηsup ≡ supk[η(k)] < ηthr. Indeed, we would have:

p
(k)
L (η(k)) < ηthr (ηsup/ηthr)

2k where the right handside can be put arbitrarily close to 0 for a
big enough value of k. We will briefly comment about what interesting features we can still
have in this regime later on, but for the problem of resources estimations (and some kind of
crosstalks models5), we cannot expect the noise to be bounded with the computer size (or at
least to be below the threshold whatever the concatenation level is). This is why in our study,
we consider adding the following condition:

(iv) There exists a number k0 such that η(k0) ≥ η0f(k0) = ηthr.

The conditions (i)-(iv) thus consist in asking that the noise grows with the computer size, that
it was below the threshold initially (without concatenating), and that at some point, it gets
higher or equal to the threshold. All our study is mainly based on those conditions that will
physically be motivated by resource estimation later on.

3.1.2.2 The maximum accuracy of the computer is limited

The first natural conclusion we get to with our hypotheses is that the accuracy is limited because
at some point, there will exist an integer k′ such that for all k > k′, we have η(k) > ηthr. Thus
there is no point in concatenating more than k′ times, and the accuracy is limited. We call kmax

the maximum level of concatenation it is interesting to do in order to increase the accuracy. It

is defined as the integer satisfying that for all integer k, p
(kmax)
L (η(kmax)) ≤ p

(k)
L (η(k)), and if

there are different solutions for that, we only keep the lowest one. Concatenating more than
kmax times is not productive as the probability of fault of the logical gate would be higher or

equal to p
(kmax)
L (η(kmax)). In other words, kmax is the number of concatenations minimizing the

logical error probability6. Thus, p
(kmax)
L (η(kmax)) is the minimum logical error. If kmax is finite,

then the minimal logical error is finite, which would be the case with the hypotheses (i)-(iv) we
made.

In full generality, there is no easy formula to find kmax, but we can at least upper bound
it. Indeed, kmax is necessary strictly lower than the real number k0 satisfying η0f(k0) = ηthr.
Because of that, we can upper-bound kmax as:

kmax < f−1

(
ηthr

η0

)
(3.2)

But the important (and expected) message here is simply that with the hypotheses we made,
the accuracy of the quantum computer is necessarily limited.

3Or eventually it would keep the noise equal to η0.
4The sup (supremum) is the smallest upper bound which corresponds to the maximum in the case the set

{η(k)} admits a maximum.
5Crosstalk issues can also in some cases be related to a problem of limited resources if we consider the frequency

bandwidth for the qubits being the resource of interest.
6And if there exists two concatenations level satisfying this condition, kmax is defined as the lowest one
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3.1.2.3 Behavior of the maximum accuracy in different scenarios

As we just said, there is no easy formula allowing us to access kmax, and it is instructive to

understand why. What could happen in general is that p
(k)
L (η0f(k)) admits non trivial variations:

any of the curves represented on the schematic diagram 3.1 are possible. In this figure, the
probability of error for a logical gate as a function of the concatenation level is represented.
The black dotted lines represent the standard fault-tolerance theory where η(k) = η0. In this
case, as soon as η0 < ηthr, arbitrarily accurate quantum computation is possible. The solid
blue lines represent what happens in the presence of a scale-dependent noise where the noise
always increases with the size of the computer (and gets higher than ηthr at some point). The
red points on those curves are what defines kmax: the concatenation level leading to maximum
accuracy. We see that it may be useful to perform some concatenations, but at some point,
it becomes detrimental. Because of that, the accuracy the computer can get to is naturally
limited (illustrated by the fact kmax is always finite, or equivalently, by the fact the blue curves
always end up diverging).

Let us comment on the easiest examples first. The curves C2 and C3 represent the situation
where the noise was higher than the threshold initially. As η(k) is strictly increasing, concate-
nations cannot be helpful, represented by the fact that η(k) ≥ η0 on those curves. The curve C4
represents a situation in which the noise was initially below the threshold. If it increases slowly
enough, we could expect error correction to be useful at the beginning before deteriorating the
situation. It is represented here by the fact kmax = 1 on this curve. In the unfortunate case
it increases too brutally, the behavior of the curve C1 would occur. In this example, even if
η0 < ηthr, if f increases fast enough in [0, 1] such that η0f(1) > ηthr, performing one concate-

nation level would already ”come too late” and would induce p
(1)
L ≥ ηthr > η0. We are going

to see in the next section that this behavior will imply much more stringent conditions on the
quality of physical gates than with standard fault-tolerance theory.

Then, we can expect ”stranger” behaviors in principle. Sometimes (curve C6), many minima
can be present. We also see on curve C5 that it is possible that error correction degrades the
situation before improving it. Those examples might be surprising at first view: how non-trivial
variations could occur while η(k) is strictly increasing? We provide one such example in the
appendix F.
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Figure 3.1: Probability of fault for a logical gate as a function of the concatenation level. This
is a schematic diagram for pedagogic purposes. The black dotted lines represents the standard
fault-tolerance theory where η(k) = η0. The blue solid lines represent what happens in presence
of a scale-dependent noise where the noise always increases with the size of the computer (and
gets higher than ηthr at some point). The red points correspond to the maximum accuracy one
curve can get to, and the associated concatenation level is what we call kmax.

In summary, in general, the hypothesis (i)-(iv) can give rise to the behavior of any curve
represented in figure 3.1: many minima can occur, but at some point, concatenations do not
help to make the computation more accurate. However, all the physical examples we are going
to treat in the main text will correspond to either the curves C1 or C4.

3.2 Physical examples

Now that we explained what we could expect in the presence of scale-dependent noise, we
will study physically motivated examples. The main question we are interested in is how much
resources it would cost to implement an algorithm. To answer this question, we must understand
what it precisely means to ”implement” an algorithm.

If we are interested in energy or power as a resource, we can, of course, spend (almost) no
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energy or power to perform a computation. If we use superconducting qubits, it would mean,
for instance, that the qubits are not inside a cryogenic unit, and there is no energy required to
maintain them cool. But if someone does this, the answer of the algorithm will be extremely
noisy and not trustable (even with error correction as the probability of fault for the physical
gates would be higher than the threshold such that error correction wouldn’t help). The resource
is probably ”minimized” but in a manner that is not satisfying. Another approach could consist
in asking what is the amount of energy one has to spend in order to have the maximum accuracy
in the computation. But this question is not satisfying either as it would mean (among other
things) that the qubits would have to be at 0 Kelvin to minimize the amount of thermal noise.
It would require an infinite amount of energy (or power).

A good way to tackle this problem is thus to find the minimum amount of resources in order
to have an algorithm that reaches a targetted success rate, decided by the experimentalist.
Typically if the answer of the algorithm is good with a probability greater than 1/2, running
the algorithm a few times and doing some majority vote would allow the experimentalist to
know the output of the algorithm with very high fidelity. For this reason, a commonly used
target in the literature is to ask an algorithm to be successful 2/3 of the time. The concept of
finding the minimum resource under the constraint of a targetted algorithm accuracy will be at
the root of all the resources estimations we will do in this chapter and in the following.

In a second time, we will also see that there are mathematical connections between some
crosstalk models and the problem of resource estimation in the sense that both will give the same
type of scale-dependent noise. Thus, the calculations we are going to do for scale-dependent
noise from limited resources will directly be applicable to some crosstalks models.

3.2.1 Relationship between scale-dependent noise and resources estimation

Let us assume that each physical gate in the quantum computer needs some resource in order to
perform an operation such that the less this resource is available, the noisier the operation will
be. Calling R the resource those physical gates require, what can happen is that the physical
noise can be expressed as a function of this resource7: η = g(R), where g is a decreasing function
of R (the more the resource is available, the less noisy the physical gates are). From now on,
we consider that we want to perform an algorithm composed of a unique logical gate (the
generalization to any algorithm will be straightforward). Performing k levels of concatenations,
each physical gate and qubit will have been replaced by many physical gates and qubits in a
recursive manner in order to perform error correction. Then, the total amount of resources
available for the logical gate, we call it RL, will be shared among all those physical elements.
In the figure 3.2, we can see an example where the resource appears to be shared among the
physical gates. But in general, the resource might be shared on other physical elements than
the total number of gates, it can be shared on the number of gates that are active in parallel
for instance (it would be the case for the power required to drive the quantum gates), or we
could imagine a resource that is being shared on the total number of qubits. Calling N(k)
the number of physical elements on which the resource is being shared (this number increases
with k), and assuming N(0) = 1 (without concatenation a unique physical element is present,
generalizations for N(0) > 1 would be straightforward), each of those elements would receive an
amount R = RL/N(k) of the resource (assuming that the resource is being shared equally on
all the physical elements). Thus, in general, after k level of concatenations, the probability of
failure of the physical gates follows a law η(k) = g (RL/N(k)), where g is a decreasing function

7This will be the case in the examples of this chapter, but in general R and η might only be ”correlated”: η
is not necessarily a function of R.
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Figure 3.2: Example of resource being shared among physical gates. If there is a total amount
of resources RL available in the laboratory to implement a logical gate, the more concatenations
are performed and the less of this resource will be available for each physical element. If the
resource is shared among physical gates, calling Ngates(k) the number of physical gates within a
logical gate for a concatenation level k, each physical gate receive RL/Ngates(k) of this resource
after k concatenations. This figure follows the exact same principle of the figure 2.10.

of the variable R = RL/N(k). As N(k) increases with k, g is an increasing function of k: we
are in the presence of a scale-dependent noise.

To use the same notations introduced in the section 3.1.2.1, we can rewrite η(k) = η0f(k)
with η0 = g (RL) and f(k) = g (RL/N(k)) /η0. From the behavior of g, we already know that
f increases as a function of k, and f(0) = 1 by construction. In order to have the remaining
hypotheses (iii)-(iv) of 3.1.2.1 satisfied, we must have η0 < ηthr, and the fact there exist some
real number k0 such that η(k0) ≥ ηthr. It is what we can usually expect for a wide variety of
situations, and it will be the case in the following examples.

Now, we can establish the connection with resource estimation. We consider an algorithm
composed of NL logical gates. We recall from (2.31) in the section 2.4.2.4 that a way to estimate

the probability of failure of this algorithm is through the formula p
(k)
unsucessful = NLp

(k)
L (η(k)) at

first order in pL. Expressing this quantity in function of the resource available per logical gate
RL, we thus get:

p
(k)
unsucessful = NLp

(k)
L

(
η0g

(
RL
N(k)

))
(3.3)

It gives the connection between the success of the algorithm and the available resource RL
provided to each of the logical gates. What is interesting is, of course, to actually relate it
to the total amount of resource available for the entire algorithm RAlgo. For a resource that
is shared among gates, we would simply have RL = RAlgo/NL. Otherwise, the appropriate
conservation law has to be injected. But in the end, conceptually, using the appropriate resource
conservation law, we can express the probability that the algorithm fails as a function of the

resource of interest and the concatenation level, which give a law p
(k)
unsucessful(RAlgo). Then, if

someone wants to implement an algorithm in such a way that the algorithm succeeds with a
probability being at least ptarget

success, while minimizing its expense, it will have to solve the following
equation:

min
k

[RAlgo]∣∣p(k)
unsucessful(RAlgo)≤1−ptarget

success
. (3.4)
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This minimization under constraint gives the optimum level of concatenation to perform in
order to minimize the resource spend. It establishes the connection between scale-dependent
noise and resource estimation: we fix the total amount of resources available to some value
RAlgo which gives rise to a scale-dependent noise. Then, we can solve (3.4) in order to find the
minimum resource required to perform the computation. We also notice that if the accuracy

of the gates is limited (i.e., p
(k)
L is bounded), the size of the algorithms that the computer can

run successfully (i.e., with a success probability being 2/3 for instance) will be bounded as

p
(k)
unsucessful depends on NL as shown in (3.3). The maximum accuracy of the logical gates is

directly related to the maximum size of the algorithms the computer can run.

3.2.2 Noise growing proportionally with the number of physical elements

In many cases of interest and in particular, in the one we are interested in what follows, the
physical error can be expressed as η(k) = η0D

βk for some β ≥ 0 and D ≥ 0. Such expression
would come from a noise model in which the physical error is proportional to the number
of components within the computer (up to some power exponent β). Indeed, because of the
recursive (”Russian dolls”) structure of the concatenations shown in the section 2.4.2.4, the
number of elements after k concatenation typically follows a law N(k) = Dk where D is the
number of physical elements (qubits or gates) within one concatenation level8. Thus, for a noise
proportional to the number of physical elements after k concatenations, up to some power β,
we would have:

η(k) = η0N(k)β = η0D
βk (3.5)

for some D. A physical realization of such noise occurs for instance if the noise of a physical
gate follows a law αR−β where R is the resource spent to implement this gate, α ≥ 0 some
proportionality coefficient and β ≥ 0 (because the more resource, the better the physical gate
is). We would then have η(k) = g(RL/N(k)) = α(RL/N(k))−β which gives the following
scale-dependent noise:

η(k) = η0f(k) (3.6)

η0 = αR−βL (3.7)

f(k) = N(k)β = Dβk (3.8)

Such models can easily be understood analytically. For instance the maximum accuracy one
can get to with such model is straightforward to obtain. Treating k as a continuous parameter,

we find that (i) there is a unique minimum for p
(k)
L (η(k)) and (ii) it is reached for kst (st for

stationnary point) at:

kst = − 1

ln(2)
− ln(η0/ηthr)

β ln(D)
. (3.9)

Because there is a unique minimum, kmax, the concatenation level leading to the maximum

accuracy is reached for one of the two closest integers to kst. More precisely, because p
(k)
L (η(k))

admits a (unique) minimum, there exists k̃ such that p
(k̃−1)
L (η(k̃ − 1)) = p

(k̃)
L (η(k̃)). And kmax

8As we will justify more properly in the sections 4.3.2.1 and 4.3.2.2 of the next chapter, this law is actually
an approximation to the exact numbers.
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will be the lowest integer in the range [k̃ − 1, k̃], thus it satisfies:

kmax =

⌈
k̃

⌉
− 1 (3.10)

k̃ = − ln(η0D
β/ηthr)

ln(Dβ)
(3.11)

where dxe denotes the ceiling function (i.e the function that rounds to the closest higher integer).
All those different numbers are represented on figure 3.3 for more clarity. We can also plot the

Figure 3.3: p
(k)
L (η(k)) around its minimum.

maximum accuracy reachable for the logical gates: p(kmax)(η(kmax)) as a function of η0. The
graph is represented on the figure 3.4 a) with D = 291. It corresponds to a model in which the
noise grows proportionally with the number of physical gates. Indeed, D = 291 represents the
number of fault locations inside one logical cNOT (this concept has been defined in the section
2.4.2.3) [23] for one level of concatenation, which is roughly9 corresponding to the number of
physical gates in a cNOT10. We will see in the section 4.3.2.1 of the next chapter a more accurate
estimation of the number of physical gates after k concatenation, but we consider it as being a
valid approximation in order to access qualitative figures.

From this analysis, a striking behavior is occuring. We can wonder ourselves how low
should the physical fault probability of a single isolated gate, η0 be in order to make at least
one concatenation level usefull. For this, we must find for which condition we have kmax ≥ 1
which means k̃ > 1. We find that it implies:

η0 < ηthrD
−2β (3.12)

Considering D = 291, and β = 1, thus if the noise grows proportionally to the number of gates,
it would mean that η0 should be more than five orders of magnitude lower than the typical

9The curves presented in this chapter have been done based on approximate estimations for the number of
physical components. More quantitative analysis will be done in the next chapter in the section 4.3.2.1.

10The number of physical gate inside a cNOT for one concatenation level could exactly be estimated based on
the table 2.1. We would see that the number of fault locations and physical gates would be about the same order
of magnitude but different. It can be explained by a various number of technical details, but, for instance, an
initialization of a qubit in the state |0〉 is not considered as a gate, but as fault could occur there, it counts as
a fault location. Also, the calculation leading to 291 fault locations has been done in [23], and it assumes that
measurements in the σx basis can be done natively, i.e., without having to apply a Hadamard gate before doing
a σz measurement (which is not what is assumed in the counting leading to the table 2.1). But those are small
differences that will not change the general shape of the curves we are presenting.
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threshold to make error correction useful at all. The situation ηthrD
−2β < η0 < ηthr is an

example which could induce the behavior of the curve C1 that we represented on figure 3.1.
The reason behind this is that the noise grows too fastly. Even though someone could believe
error correction to be useful (because η0 < ηthr), the high number of elements required for
k = 1 and the fact the noise grows proportionally to the number of physical elements makes
error correction actually useless here.

At this point, we conceptually introduced what we need to estimate the resource a calculation
will cost. We are going to see a concrete physical example in a following section. But one could
argue that the reason behind our scale-dependent noise seems a little bit fictive. Indeed, why
would someone impose an arbitrary limitation in some resource? Actually, this could be the case
in some experiments depending on the resource, but we would like to find an example in which
it is clear that having a scale-dependent noise is inescapable. As discussed in the introduction,
some physical situations such as crosstalk, for instance, due to long-range interactions between
qubits, can induce this behavior. Luckily, the calculations we just did in this section can directly
be mapped to some of these situations.

3.2.3 Long-range correlated crosstalk

Crosstalk is a kind of noise that can occur when more than one qubit is inside a quantum
computer. We can consider two kinds of crosstalk. The first one can be described with local
noise models and is usually due to the fact that an experimentalist trying to control one given
qubit to do a single qubit gate might in an undesired manner drive other qubits than the one
initially targetted, at the same time [105, 27]. In those situations, the noise can be considered as
being local because the state of the qubits that have been manipulated in an undesired manner
will not depend on the state of other qubits in the computer. We can understand those noise
models with our approach; one has to find the law η(k) describing such situation and inject
it in (3.1). The maximum accuracy of the computer could then be found by calculating kmax.
We can also make the remark that local crosstalk models can occur experimentally because of
a limited frequency bandwidth [27]. Seeing it as a resource, it would be an example that could
enter in the general approach behind the section 3.2.1. There also exists correlated crosstalk
issues (see for instance [106, 107, 108]). In this case, because there are parasitic qubit-qubit
interactions, the state of a qubit i inside the computer might be affected by the state of a qubit
j 6= i in an undesired manner. This would lead to a noise model that is non local and for this
reason we cannot, in principle, understand its effect with (3.1) (in the first paragraph of the
section 2.4.2.2 we explained that (3.1) requires η to describe a local noise model). Here, we
will see that we can actually understand the effect of correlated crosstalk models by adapting a
little bit the calculations we already presented.

The situation we consider can be described by a total Hamiltonian H composed of two
terms:

H = HS +Hint. (3.13)

The Hamiltonian HS is the (time-dependent) Hamiltonian that implements the ideal circuit,
and Hint is a Hamiltonian making the qubits interact in an undesired manner. Here, we assume
that Hint =

∑
〈i,j〉Hij where Hij is a two-qubit Hamiltonian making the qubits i and j interact.

The sum is performed on any pair of qubits in the quantum computer. For this reason, the
noise model will correspond to a long-range11 correlated noise. Our goal here is to understand
how accurate the computer can be, given the presence of Hint.

11Because any pair of qubits can interact in principle, this model is called ”long-range”.
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We understand from this model that we are leaving the standard assumption of fault-
tolerance in which each gate can be described by a quantum channel: there are correlations
between all the qubits within the computer such that the notion of fault for a physical gate that
we used in the section 2.4.2.2 becomes ill-defined: it is not possible to ignore those correlations
to understand the dynamic. It has been shown in [93] that despite this fact, such noise models
can still be understood with standard fault-tolerance theory.

In order to treat such noise models, the approach done in [93] consists in introducing the
quantity

∆(Nqubits) = sup
i

∑
j 6=i
||Hij ||

 , (3.14)

where Nqubits is the number of physical qubits in the computer, and ||.|| is the sup-operator norm
[109, 93, 110]. ∆ depends on Nqubits because the sum involved in its definition is performed
on all the qubits within the computer. Calling t0 the duration of the longest physical gate
in the computer (which gives the duration of one timestep of error correction), ∆(Nqubits)t0
can be interpreted as an error amplitude because (∆(Nqubits)t0)2 is proportional to the loss in
fidelity of the state containing all the qubits in the computer, due to those parasitic two qubit
interactions, during this time t0, see [92] for further details.

Now, we would like to understand how fault-tolerance works in the presence of such non-local
noise. It can be done by replacing η in (3.1) by:

η = e1+1/2e
√

2∆(Nqubits)t0. (3.15)

The square root in (3.15) is only here for mathematical reasons, allowing to map a non-local
noise model on the results of fault-tolerance, which in principle applies to local noise models.

The proof behind this mathematical result is in [93]. Now, the quantity p
(k)
L = ηthr(η/ηthr)

2k has
the same interpretation than t0∆(Nqubits) of being an error amplitude. The reason is that the
principle of concatenations allows to reduce the noise in the way it has been quantified. If the
noise strength has a probabilistic interpretation (which was the case until now, as explained in

the last paragraphs of 2.4.2.4), then p
(k)
L will have this interpretation. If the noise strength has

an error amplitude interpretation, then p
(k)
L will have this same interpretation. It is something

to keep in mind when we show the results.

As explained in this paper, and as we can directly understand here, if ∆(+∞) is finite,
arbitrarily accurate quantum computing remains possible given the fact that η < ηthr for
Nqubits = +∞. Indeed it would exactly correspond to the hypothesis we made in section
3.1.2, removing (iv) (we commented right before (iv) that having a scale-dependent noise is not
an issue for arbitrarily accurate computation if it satisfies supk[η(k)] < ηthr).

Now, the quantity ∆ might have many possible behaviors as a function of Nqubits because
many two-qubit Hamiltonians Hij exist. Here, we are interested in the case in which η might
diverge and lead to a scale-dependent noise satisfying the general assumptions we made in this
chapter. It is a regime that has not been studied in [93]. More precisely, we are going to assume
that:

||Hij || = δ/rzij (3.16)

where rij is the distance between the qubits i and j, and z a positive power describing the speed
at which the interaction decreases. We will work in the regime where ∆(+∞) = +∞ which
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will give some conditions on z. Our goal is thus to determine ∆(Nqubits) which, as Nqubits is
a function of k, will give us access to the law η(k). In order to make further connections with
local noise models, we define ε = e1+1/2e

√
2, and ∆(k) such that:

t0∆(k) =
η2

thr

ε2

(
ε2t0∆(Nqubits(k))

η2
thr

)2k

. (3.17)

Then, we directly have p
(k)
L = ε

√
t0∆(k). We notice in (3.17) that t0∆(k) as a function of

t0∆(Nqubits(k)) is analog to p
(k)
L as a function of η(k) in (3.1) under the transformation ηthr →

(ηthr/ε)
2. This will be one of the reasons why the graphs a) and b) on the figure 3.4 will have

strong similarities and it is what motivated us to define ∆(k) this way.

Now, we need to evaluate ∆(Nqubits). The details of the calculations are presented in the
appendix G. Here we will just explain the very basic principle and detail the two scenarios we
are considering. First, the exact value of ∆(Nqubits) depends on the geometry on which the
qubit are spread. Here we consider two standard scenarios: in the first one, the qubits are
regularly spaced on a d = 1 dimension grid where the distance between each qubit is called a.
In the second one the qubits are positioned on a

√
Nqubits ×

√
Nqubits square lattice (with still

a lattice spacing being a). We then have two functions to evaluate: ∆z,d(Nqubits) (d being the
dimension of the lattice). It gives us the following two sums to evaluate:

∆z,d=1(Nqubits) =
2δ

az

Nqubits/2∑
j>0

1

jz
(3.18)

∆z,d=2(Nqubits) =
δ

az

√
Nqubits/2∑

i=−
√
Nqubits/2

√
Nqubits/2∑

j=−
√
N(k)/2

cij√
i2 + j2

z , (3.19)

where we defined cij such that cij = 0 iff i = j = 0. Those sums diverge for z ≤ d which is thus
the regime we are interested in. As shown in the appendix, using the fact that the number of
qubits grow with a law being approximately Nqubits(k) = QLD

k, with D = 291, QL being the
of logical qubits (which corresponds to the number of physical qubits for k = 0)12, upper and
lower bounding those sums by appropriate integrals, we find in both cases that

∆z,d(Nqubits(k)) ≈ ∆
(0)
z,dD

k(1−z/d) (3.20)

in the limit where Nqubits(k) → +∞, where the constant ∆
(0)
z,d satisfies depending on the value

of d:

∆
(0)
z<d,d=1 =

δQ1−z
L 2z

az(1− z)
(3.21)

∆
(0)
z<d,d=2 =

δ2zCzQ
1−z/2
L

az
(3.22)

with Cz = (2/(2−z))
∫ π/2
π/4 dθsin(θ)z−2. We also treated the case z = d (which gives ∆z,d(Nqubits(k))

that grows as C ln(k) for some C) in [111], but it corresponds to an additional study we prefer
to not consider here.

To summarize, here we did the following. First, we used the results from [93] which allows to
understand how non-local noise affects the accuracy of the logical gates by doing the replacement

12The number of physical qubits after k concatenations knowing that there are QL logical qubits will also be
calculated more precisely in 4.3.2.2. This ”quick estimation” used here is motivated by the principle of Russian
dolls behind fault-tolerance construction, that naturally leads to a growth close to Dk.
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(3.15), where ∆(Nqubits) is defined in (3.14). We studied the physics for those non-local noise
in the case ||Hij || is being given by the law (3.16), and in the regime ∆(+∞) = +∞ (it gives
a condition on how fast ||Hij || decreases with the distance between the qubits i and j). Then,

using the fact that p
(k)
L = ε

√
t0∆(k), and t0∆(k) given in (3.17), we can deduce the maximum

accuracy of the gates. It is represented on figure 3.4 b).

Figure 3.4: a): Lowest probability of error of a logical gate as a function of η0 for a physical
error probability η(k) = η0D

βk, corresponding to a noise growing proportionally to the number
of physical elements up to some power (it corresponds to the models treated in section 3.2.2) 13.
b): t0∆(kmax) as a function of t0∆(0) for a physical error amplitude ∆(Nqubits(k)) = ∆(0)Dβk

corresponding to the non-local long range interaction model due to crosstalk. The expressions

of ∆(0) are given in (3.21) and (3.22). This number allows to deduce p
(kmax)
L = ε

√
t0∆(kmax) (ε ≈

4.6) which has a (logical) error amplitude interpretation (it must be squared to get something
”homogeneous” to a probability of failure). Even though error correction might help to limit
correlated noise, we see that in order to be useful the noise strength must be so small that
one could already perform huge calculation without needing to use correction. In both graphs
D = 291 as 291k can be considered as being a rough approximation of the number of physical
qubits (resp physical gates) inside one logical qubit (resp logical gate). The reason why a)
and b) look similar (qualitatively, not quantitatively: the values on the axis are very different)
is, first because the physical errors t0∆(Nqubits(k)) and η(k) in a) and b) follow similar laws
as a function of k, and then, because those errors on a logical level also follow a similar law
as explained around (3.17): surprisingly the long-range correlated noise model behaves not so
differently than the resource constrained model described in 3.2.2.

In conclusion, we understand that our approach can also allow us to consider the maximum
accuracy one can get in the presence of non-local, correlated noise by doing a ”remapping” of η
as indicated in (3.15). It extends our approach to more general noise models. The example we
took in this section also illustrates the fact that scale-dependent noise models might be intrinsic
to some architecture because of ”parasitic” interactions. Surprisingly, the crosstalk model we
took gives curves that have the same qualitative features as local noise induced by resource
limitations, as explored in 3.2.2 (but the quantitative values on the axis are very different).
However, we also see that even though the long-range correlated crosstalk noise we studied can

13Strictly speaking, we represented the area between p
(k̃−1)
L and p

(k̃)
L with k̃ defined in (3.11) and the text above

(this is why there are two blue lines visible for instance). We recall that p
(kmax)
L ∈ [p

(k̃−1)
L , p

(k̃)
L ]. It would have

been possible to directly plot p
(kmax)
L but when this thesis was written the codes allowing to do such graph were

no longer available. Same explanations for the graph b).
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be reduced with error correction, the noise must be so low from the start that for all practical
purposes, error correction might not be needed in those regimes.

3.3 From scale dependence to energetic estimation of a fault-
tolerant algorithm

3.3.1 The algorithm: Quantum Fourier transform

Our goal now is to show the relationship between scale-dependent noise and resource estimation
in a concrete example in order to find the minimum resource required to implement an algorithm.
In order to be concrete, we must consider some algorithms to implement. We decided to choose
an algorithm that is (i) well documented and (ii) used as a subroutine for many quantum
algorithms. The Quantum Fourier Transform (QFT) belongs in this family. It is, for instance,
one of the subroutines used in the Shor factoring algorithm, which allows decrypting a message
encrypted with the classical RSA algorithm. The RSA algorithm allows securing messages by
using the fact that a classical computer will take a very long time to be able to factorize into
prime numbers some integer P if P is big enough [66]. The Shor algorithm will use a quantum
computer to speed up this calculation such that a factorization of this number will be found in
a reasonable amount of time. It requires, among other things, to perform a quantum Fourier
transform on N = log2(P ) qubits: this number corresponds to the number of bits required to
encode the integer P . A way to implement this algorithm is represented in the figure 3.5.

Figure 3.5: Circuit describing a quantum Fourier transform performed on N qubits. The
controlled operations are controlled rotations which are implemented as shown on figure 3.6.

Figure 3.6: The controlled Rk operations can be decomposed by two cNOT and Rk+1 operations,
where Rk is a rotation of angle π

2k
around the z axis of the Bloch sphere as defined in (3.23)

[112]

It requires to implement controlled rotation around the z axis, which requires to implement
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cNOT and Rk gates where the latter is defined as:

Rk ≡

(
1 0

0 e
i 2π

2k

)
(3.23)

This is the algorithm we will base our energetic estimation upon. We can figure out from this
algorithm that there are N(N − 1)/2 controlled rotations and N Hadamard gates. A typical
value of N we can consider is 2048, which corresponds to the quantum Fourier transform
involved in an algorithm that would decrypt a message encoded with an RSA key used today.
To simplify the discussion, and as we are interested in explaining the concepts in a simple way,
we will assume that all the controlled gates involved are cNOT gates having a probability of

failure p
(k)
L (η(k)) for k concatenations. The total number of logical gates is then of order N2,

and the probability of failure becomes:

p
(k)
unsucessful = N2p

(k)
L (η(k)) (3.24)

At this point, we need to find the function η(k). It will be given by the physical model describing
the gate that we now introduce.

3.3.2 The physical model: superconducting qubit in waveguide

To have a model of noise for the gates, we must consider a physical system. We will assume that
all the gates in the quantum computer will be as noisy as single qubit π-pulses. We will also
consider that the only reason why the evolution is noisy is because of spontaneous emission, such
that we will use the noise model described in the section 1.2.2.3 and consider that ntot = 0 in
(1.123). This is, of course, an oversimplifying assumption: different physical gates are obviously
described by different models. But we are only interested in qualitative behaviors here. This is
the reason why we will consider that all the physical gates are as noisy as single qubit π-pulses
which entirely defines our noise model.

Here, our goal will be to minimize the energy required for the pulses that are driving the
gates. For this reason, we must express the parameters behind this problem as a function
of this energy. We recall the following expressions given in the first chapter of this thesis.
The power associated to a pulse resonant at the qubit frequency ω0, for a Rabi frequency Ω
is: Pg = ~ω0Ω2/(4γsp) (see (1.130) in section 1.3.1.2). We deduce that the energy a π-pulse
contains is simply: E = Pgtπ = ~ω0πΩ/(4γsp) (we used tπ = π/Ω). It gives us the expression

of the Rabi frequency as a function of the energy contained in the pulse: we obtain Ω =
4γspE
π~ω0

.
Using this result and the fact that the evolution must be integrated for a duration tπ = π/Ω,
the dynamic is completely expressed as a function of the energy contained in the pulses. The
only remaining parameters to fix are associated with the characteristics of the qubit and their
coupling to the waveguide, basically the values of γsp and ω0. We consider for them the values
given in 1.3.2.1.

Now that the dynamic has been described and that all the parameters we need have been
provided, we must find the expression of the scale-dependent noise induced by the limited
amount of energy in the pulses. In order to catch the strength of noise induced by this evolution,
we define the map N such that:

E = U ◦ N , (3.25)

where E is the quantum channel that is associated to the master equation (1.2.2.3) (we follow
the approach described in the section 2.4.2.1). Solving the dynamic, the process N can be

109



computed. More precisely, it can be decomposed on the Pauli matrices basis such that: N (ρ) =∑
ij χijσiρσj , where the 4 × 4 matrix χ having for elements χij for i and j integers between

0 and 3 entirely describe the process. The physical gate fault probability is finally defined as
η ≡ maxi>0 χii. The reason why we consider this quantity as corresponding to the physical
gate fault probability can be seen as an approximation: in some sense, this simplification means
that we model the noise by considering that it corresponds to a probabilistic Pauli noise of
”strength”14 η. A completely rigorous treatment of the noise here would ask us to compute a
norm for the process N and to use this norm as what plays the role of η, but this approach,
even though more rigorous, would add un-necessary complication for what is here an example
of principle. Also, it would lead to a very poor upper bound of the probability of logical error
of the gate that is unnecessarily pessimistic. We can note that it is frequent in the literature to
approximate noise models by Pauli noise [94, 95].

Performing the calculations, we find that

η = χ11 =
π2

16

~ω0

E
. (3.26)

Assuming that the energy for one logical gate is being fixed to EL, we deduce that after k
concatenations, the physical fault probability becomes.

η(k) =
Dkπ2

16

~ω0

EL
(3.27)

We are in the presence of a scale-dependent noise induced by limited resources. It allows us to
estimate the minimum energy we have to spend in order to successfully run the algorithm.

3.3.3 Minimum energy to perform the QFT

On the figure 3.7, we plot in black solid lines mink[p
(k)
L (η(k))] = p

(kmax)
L (η(kmax)) as a function

of nL = EL/~ω0 (the number of photons in the pulses that are being used by the logical gate).
It corresponds to the maximum accuracy a logical gate can get to for a given photon budget
for the logical gate. This curve admits discontinuity in its derivative. They correspond to the
moment when kmax jumps from one integer value to another, as also illustrated in figure 3.8.
Typically, in the low photon regime kmax = 0 then it goes to kmax = 1 and kmax = 2. On figure

3.7 are also plotted, in gray dotted lines, the curves p
(k)
L (η(k)) in function of nL for k = 0, 1

or 2. Those curves will match p
(kmax)
L on some regime, typically when kmax will have the same

value of the k associated with a gray line. The solid black line represents the ”lower envelope”
of all the gray dotted lines. This is expected as it corresponds to the maximum accuracy, i.e.,
the lowest probability of fault as a function of the number of photons. No gray curve can thus
be below the black one, by definition. Let us go back on the question of energetics. We can
interpret further the exact meaning of the solid black line. It can actually be interpreted from
two perspectives. For a given number of photons, it allows to deduce the maximum accuracy
we can get to, as we just explained, but it also represents the minimum number of photons one
has to spend (for the logical gate) in order to reach a given accuracy target, i.e., a given value of
pkmax
L (η(kmax)). Those two different questions are actually connected. For instance, if we want

the logical gate to have a probability of failure being 10−5, we would need approximately 105

14There are three coefficients describing a single qubit Pauli noise, here everything behaves as if two of those
components where equal to 0 and the last one to η. We could also consider that η is the strength of a depolarizing
channel which would give very similar results. What is important here is that we approximate our noise channel
by a probabilistic noise model: this is the main approximation we are doing in order to be able to reason with
probabilities and to avoid using norm-based estimations.
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photons for the logical gate. And reciprocally, if we have 105 photons for the logical gate, the
maximum accuracy we can get to is a logical gate having a probability of failure being 10−5.
Now we can interpret physically what happens when kmax is changing, which corresponds to
a discontinuity in the derivative of the black curve. Reading the curve from low photon to

high photon regime, the moment when there is a change of slope for p
(kmax)
L (η(kmax)) physically

means that an extra concatenation level starts helps to minimize the energetic expenses. Let
us focus for instance on the change k = 0 → 1 occurring for n0

L ≈ 109. It could be possible
to increase the accuracy keeping k = 0 and considering nL > n0

L. It corresponds to the gray

dotted lines p
(k=0)
L . But doing so would not be smart in the sense that the accuracy could be

reduced even more by increasing the concatenation level without spending more photons.

Figure 3.7: In black solid lines: maximum accuracy one can get to for a given budget of photon

(p
(kmax)
L (η(kmax))). The gray dotted lines are associated to p

(k)
L (η(k)) for k ∈ {0, 1, 2}. The

red horizontal lines correspond to different size of QFT, associated to Shor algorithm trying to
factorize a key encoded on N bits.

Figure 3.8: Concatenation level allowing to reach the maximum accuracy, kmax, as a function
of nL.

In order to be concrete, we want to know what is the accuracy we need in order to run
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a quantum Fourier transform and to deduce from that the minimum energy we need to run
this algorithm. Assuming we want the algorithm to succeed 2/3 times, we can deduce the
fault probability each logical gate has to have. Indeed, using (3.24), we deduce that we should

have in this case: p
(k)
L = 1

3N2 . The remaining thing to know is thus the value of N . The red
horizontal lines on figure 3.7 represent the fault probability we should have in order to have a
QFT algorithm working 2/3 times properly and having N = 103, 105 or 107 qubits. To give
an idea of how big N can be in practice, for the QFT used within the Shor algorithm, the
number of qubits N required would be equal to 2048 ∼ 103 for today encryption protocols. But
let us take N = 105 for the example. Looking at the curve, we deduce that we would need a
minimum of nL = 109 photons per logical gates. Using the fact that there would have about N2

logical gates, considering ω0/2π ≈ 6GHz, the minimum total energy required would be about
E = N2~ω0nL ≈ 30µJ . This energy is very low, and it allows us to see with a concrete example
that having a scale-dependent noise is not necessarily an issue in itself. Indeed, if we assumed
that we were limited to 1J of energy, the accuracy would have been fundamentally limited, but
at a level in which huge algorithms could already be implemented. It would be interesting to
adapt such calculations to detailed models of scale-dependent noise due to limited frequency
bandwidth in order to see quantitatively if such problematics are really an issue for scalability
(and if so, what is the largest algorithm it would be possible to implement in the presence of
such noise), now that we provided a way to tackle this kind of questions.

In the end, this example illustrates the principle of resource estimation with a very simplified
model. It contains the basic ingredients we are going to use in order to estimate the energetic cost
in a more realistic manner in the following chapters: we will use this connection between noise
and resource in order to minimize the energetic expense, which seems promising to make the
quantum computer energy efficient. Now, here are some comments about the quantitative results
we obtained here. First, it would seem from our calculation that no error-correction would be
required for N = 103 (which corresponds to what would be needed for many applications such
as the Shor algorithm applied for today’s encryption protocols). The reason behind this in
our models is that (i) we only take into account the noise due to spontaneous emission, but
mainly (ii) we assume that the physical noise can be put arbitrarily close to 0 using enough
photons. Indeed, η in (3.26) converges to 0 in the limit of infinite energy. In practice, this
behavior wouldn’t occur because there are always other sources of noise that we neglect here.
For instance, in practice, superconducting qubits are not exactly two-level systems: there are
extra energy levels. Too short pulses (corresponding here to our regime where η → 0) would
induce leakage errors in the dynamic that are not caught with our model. Then, we find that
the energy required is very low. This is explained by the fact we are only taking into account
the energy contained in all the pulses that are driving the quantum gates. In practice, the
energetic cost of quantum computing for superconducting qubits will be orders of magnitudes
higher and mainly due to the cryogenic cost. In the last chapter of this thesis, we are going to
consider a complete model that will include all those cryogenic costs, allowing us to make more
realistic estimations.

3.4 Conclusion

In this chapter, we have explained what has to be expected in the presence of a scale-dependent
noise, i.e., a noise that grows with the size of the computer. Typically, the accuracy of the
computer will be limited as soon as the scale-dependent noise grows in an unbounded manner.
We provided the tools and concepts that allow estimating this accuracy. The maximum accuracy
the computer can get to is not trivial to estimate in general, but we studied what happens in
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the presence of limited resources and for long-range correlated noise models. In some of those
cases, the maximum accuracy can easily be accessed. We also showed that estimating the cost
in a resource to perform a fault-tolerant computation can be phrased as a problem of finding
the minimum resources required under the constraint of targetting a given accuracy, for a scale-
dependent noise induced by a resource limitation. Indeed, assuming a resource to be limited,
and assuming that the fewer this resource is available, the noisier the physical gates will be,
the noise will grow with the computer size from resource conservation. This vision allows us
to estimate what is the maximum accuracy the computer can get to, assuming that we have
at disposal a given amount of the resource, and reciprocally, what is the minimum resource
it costs to reach a given accuracy for a computation. We illustrated those concepts with a
light-matter interaction model based on superconducting qubits embedded into waveguides.
This example was a concrete illustration of a scale-dependent noise that is not a threat: fixing
the total amount of energy to some ”reasonable” macroscopic value induced a scale-dependent
noise forbidding the quantum threshold theorem to apply (because the probability of fault for
the physical gates grows with the concatenation level). But this maximum accuracy was large
enough for all practical purposes. Our analysis was, however, too simple to be used for realistic
estimation of the energetic cost of quantum computing: it should be understood as a first step
toward that direction which establishes first basic concepts behind this problem. Typically we
see that the key point is to relate the accuracy of the computation to the resource one wants to
estimate and minimize. The purpose of the next chapters will be to generalize our framework
and to do a more quantitative estimation of the energetic cost of quantum computing.
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Appendix F

Example of non monotonous

behaviors for p
(k)
L

It might be surprizing that if η(k) is a strictly increasing function, we can still expect multiple

minima for p
(k)
L (η(k)). To give a basic intuition, we can design a fictive but instructive situation

in which a similar behavior as on curve C5 would occur. Let us consider that η0 is very small
(i.e η0 � ηthr). If η(k) is such that it increases brutally in the range [0, 1] while satisfying

η(1) < ηthr, it could be the case that p
(1)
L (η(1)) > p

(0)
L (η(0)) = η0. But if in addition, f then

increases slowly for further concatenation levels it might exist a concatenation level k such that

p
(k)
L (η(k)) < p

(0)
L (η(0)). Indeed as an extreme scenario, if η(k ≥ 1) is almost flat, this region

would correspond to the standard fault-tolerance scenario and we will know that at some point
concatenations would help. In this case we would first see concatenation as detrimental, then as
profitable, then detrimental again. As a numerical example, we can consider what happens for
η0 = 10−8, ηthr = 10−4, f(k ≥ 1) = 103+0.21k (f(0) = 1). This function satisfies the assumption
(i)-(iv) we made, and we find numerically that the situation is degraded then improved then
degraded as a function of the concatenation levels as one can see on figure F.1. The intuitive
reason being the one we explained, f(0) = 1 but f(1) = 1000: the noise increases fastly at the
beginning (while having η(1) < ηthr). Then it increases in a much slower manner allowing to
make concatenation usefull at some point. And as η(k) increases in an unbounded manner, at

some point p
(k)
L starts to diverge.
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Figure F.1: On this figure is represented the probability of error of the logical gate after k

concatenations: p
(k)
L (η(k)) as a function of the concatenation level k for the scale-dependent

noise η(k) described in the main text. It shows that concatenations might be initially detrimental
before improving the protection and finally being detrimental again. The maximum accuracy
is reached at kmax represented by the red point.
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Appendix G

Long range correlated noise

As we are going to see, using the fact that Nqubits = QLD
k where QL is the number of logical

qubits and D is the number of physical qubits within a logical qubit for one concatenation
level, this quantity will surprisingly give rise to a scale-dependent noise η(k) = η0D

βk in the
limit of large number of physical qubits in the computer. Thus, those crosstalks models be-
have mathematically the same way as the resource constraints models we studied. The exact
expression of ∆(Nqubits) depends on the way the qubits are spread. If we assume that they are
spread on a one-dimensional lattice of regular spacing a, the sum has to be performed on a 1D
topology. Using the fact that the strongest interaction will be felt by the qubit in the center of
the computer, we get

∆z,d=1(Nqubits) =
2δ

az

Nqubits/2∑
j>0

1

jz
, (G.1)

where the 2 that multiplies δ comes from the fact that we exploited the symmetry around the
central qubit to only sum on positive values of j. On the other hand, if the qubits are spread
on a squared two-dimensional lattice of regular spacing a, we have, where cij = 0 iff i = j = 0
and cij = 1 otherwise:

∆z,d=2(Nqubits) =
δ

az

√
Nqubits/2∑

i=−
√
Nqubits/2

√
Nqubits/2∑

j=−
√
N(k)/2

cij√
i2 + j2

z . (G.2)

Both (3.19) and (3.18) are diverging for z ≥ d, where d is the dimension on which the qubits are
spread, which gives rise to a scale-dependent noise. Our goal is now to estimate ∆z,d(Nqubits(k)).
In general, its expression is complicated and involves the infinite sum we wrote, but to simplify
calculations and as fault-tolerance requires a high number of physical qubits, we will realize an
asymptotic expansion of those quantities in the limit Nqubits(k)→ +∞. We now give the main
principles behind those derivations.

First, we can focus on the one dimensional case. We define M = Nqubits/2. We need to
evaluate (3.18). It can be easily be done by bounding 1/jz by two integrals. Indeed, using the
fact that x→ 1/xz is decreasing, we have:∫ n+1

n
dx

1

xz
≤ 1

nz
≤
∫ n

n−1
dx

1

xz
(G.3)∫ M+1

2
dx

1

xz
≤

M∑
n=2

1

nz
≤
∫ M

1
dx

1

xz
(G.4)
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For z < 1, we have: ∫ M

1
dx

1

xz
∼ M1−z

1− z
(G.5)

Thus, we deduce that for large M ,

∆z,d=1 ∼
2δ

az

M∑
n=2

1

nz
∼ 2δ

az
M1−z

1− z
(G.6)

And replacing M = Nqubits(k)/2 = QLD
k/2, we find the formula used in the main text:

∆z<d,d=1 ∼
2δ

az

M∑
n=2

1

nz
∼ δ2z

az
Q1−z
L

(1− z)
Dk(1−z) (G.7)

We can also express everything in term of the variable η, we find:

η(k, d = 1, z < 1) ∼ η0(1, z < 1)Dβzk (G.8)

η0(1, z < 1) = e1+1/2e2

√
δt0Q

1−z
L

az(1− z)21−z (G.9)

β =
1− z

2
(G.10)

For the case z = d = 1, the same reasonning can be performed (the integral (G.5) giving rise
to a logarithm). And we obtain for large N(k) = QLD

k:

η(k, d = 1, z = 1) = 2e1+1/2e

√
δt0
a

√
ln

(
QLDk

2

)
(G.11)

Now, we can also perform the calculation in two dimensions. The principle is roughly the same
but some further care must be taken to be sure to have the appropriate scaling. Now considering
that M =

√
Nqubits/2, (3.19) can be expressed as:

∆z,d=2(k) =
4δ

az

(
∆̃II,z + ∆̃I,z

)
(G.12)

∆̃II,z =

M∑
n=1

M∑
m=1

1

(m2 + n2)z/2
(G.13)

∆̃I,z =

M∑
m=1

1

mz
, (G.14)

where we also used the symmetries of the problem, which explains the factor 4 in front of δ. We
also notice that ∆̃I,z has already been determined by the 1D case that we just treated. Thus,

we only need to compute ∆̃II,z. For this purpose, we can bound Unm ≡ (m2 + n2)−z/2 by two
integrals using the fact that x→ (x2 + n2)−z/2 and y → (x2 + y2)−z/2 are decreasing functions
and it gives us:∫ M+1

2
dx

∫ M+1

2
dy

1√
x2 + y2

z ≤
M∑
n=2

M∑
m=2

1√
m2 + n2z

≤
∫ M

1
dx

∫ M

1
dy

1√
x2 + y2

z (G.15)

Now, if ∆̃II,z diverges, we have ∆̃II,z ∼
∑M

n=2

∑M
m=2

1√
m2+n2z

. Thus we can focus on this

quantity to know the perturbative behavior of ∆̃II,z. This perturbative behavior will be deduced
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by the perturbative behaviors of the integrals on the left and on the right. For this reason we
now define Ia,z(M):

Ia,z(M) ≡
∫ M

a
dx

∫ M

a
dy

1√
x2 + y2

z (G.16)

Performing a change of variable to polar coordinates, this integral can be re expressed as a
function of the variables (r, θ) and the integration area is represented by the black square on
figure G.1. Using the appropriate boundaries, we have (we only show the results for z < 2 here,

Figure G.1: Area of integration associated to the integral (G.16).

the case z = 2 gives rise to a logarithmic dependence for which we will only write the result):

Ia,z(M) =

∫ π/4

arctan(a/M)
dθ

∫ M/ cos(θ)

a/ sin(θ)
dr r1−z +

∫ arctan(M/a)

π/4
dθ

∫ M/ sin(θ)

a/ cos(θ)
dr r1−z

= M2−z 2

2− z

∫ arctan(M/a)

π/4
dθ

1

sin(θ)2−z − 2
a2−z

2− z

∫ π/4

arctan(a/M)
dθ

1

sin(θ)2−z (G.17)

Both terms in this last line can diverge for large M . Indeed the first one scale as M2−z always
diverges under our assumption that z < 2, and the second one involves an improper integral
that can diverge for M → +∞. Actually, we can show that it diverges ”slower” than M2−z

such that we don’t have to take it into account for the asymptotic expressions.

To show it, we notice that there exists a constant c such that sin(θ) ≥ cθ on the range
[0, π/4], thus, as 2− z > 0, 1/ sin(θ)2−z ≤ 1/(cθ)2−z:

0 ≤
∫ π/4

arctan(a/M)
dθ

1

sin(θ)2−z ≤
1

c2−z

∫ π/4

arctan(a/M)
dθ

1

θ2−z (G.18)

If 2− z > 1, the upper bound converges. If 2− z < 1, we have:

1

c2−z

∫ π/4

arctan(a/M)
dθ

1

θ2−z ∼ ε arctan(a/M)z−1 ∼ ε′M1−z (G.19)

For some constants ε, ε′, and if 2− z = 1, we have (for some other constants ε′′, ε′′′):

1

c

∫ π/4

arctan(a/M)
dθ

1

θ
∼ ε′′ ln(arctan(a/M)) ∼ ε′′′ ln(M) (G.20)
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Thus for z ≤ 2, in all cases, we find out that
∫ π/4

arctan(a/M) dθ sin(θ)z−2 = o(M2−z), and we deduce
that:

Ia(M) ∼M2−zCz (G.21)

Cz =
2

2− z

∫ π/2

π/4
dθ

1

sin(θ)2−z . (G.22)

. Using (G.15) it implies ∆̃II,z ∼ M2−zCz. On the other hand, in the 1D case our calculation

showed that ∆̃I,z = o(M2−z) (because it will either grow as a logarithm or as a law in M1−z).
All this allow us to conclude in the end that ∆z,d=2 ∼ 4δ

22−zazCzM
2−z.

Finally, replacing M =
√
QLDk/2, we deduce:

∆z<d,d=2(k) ∼
2zδQ

1−z/2
L

az
CzD

k(1−z/2) (G.23)

η = e1+1/2e
√

2∆(k)t0 ∼ e1+1/2e

√
2t0

2zδQ
1−z/2
L

az
CzD

k(1/2−z/4) (G.24)
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Chapter 4

The energetic cost of quantum
computing: full-stack framework

In this chapter, we are going to design the general method we propose in order to do resource
estimation of quantum computing. What we call resource is in principle very general (it could
be any cost function), but we directly apply it to the problematics of energetics, more precisely,
of power consumption. The central point on which our approach is built consists of relating the
quality of the algorithm output to the power that is spent inside of the quantum computer.

We will see that, by asking to minimize the power consumption of the computer under the
constraint that the algorithm succeeds, we will have access to the minimum power consumption
required to implement successfully the algorithm as well as the optimal architecture the com-
puter and the algorithm should have in order to reach this minimum. What we mean is that we
will be able to optimize all the tunable parameters associated with the hardware (qubit tem-
perature, attenuation,...) but also the way the algorithm is implemented and the level of error
correction needed (this last item will be done in the next chapter). Our goal here is to provide
a global and unified framework that includes aspects of engineering, algorithm, quantum gate
physics, as well as the idea of optimizing this architecture to minimize power consumption.

Our method is said to be full-stack in the sense that it allows to include aspects coming
from a variety of fields such as engineering, algorithms, and quantum physics, in order to do the
energetic estimation. The problem of energetics being intrinsically transverse, such transverse
approaches are required to understand it. The concept of full-stack is very recent in the field
of quantum computing, and it consists in including in the model the different layers (”stack”)
required in a quantum computer. Such layers are sometimes identified as corresponding to the
quantum algorithm, the compiler (the software translating the algorithm in a form that can
be run on the hardware), the hardware qubit technology, the way the qubits are controlled,
etc., [113], but the general philosophy, in the end, is to have a ”multi-layer” description of
the computer in the model. We can cite the following recent work based on those approaches
[114, 115, 116]. However, the aspects of energetics or cryogenics are usually not considered in
those approaches. In order to scale up quantum computers, this is something that is important
to consider in the design, especially for superconducting qubits that must be maintained at very
low temperatures. This is what we are going to focus on.

On the topic of resource estimation, different works have also been done. In the context
of fault-tolerant quantum computing, the resources optimized are almost always the number
of physical qubits and gates required by the computation [117, 118, 119]. This is usually done
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by comparing different error-correction schemes to find the one that uses the least amount
of resources while having the best efficiency in detecting and correcting errors. Outside of
fault tolerance, the idea of relating a success to a resource (often power or energy) in order
to minimize the latter is a concept that has been recently explored in various contexts, see
[120, 121, 122, 123, 124] and references therein. But overall, the few energetic studies done
are usually focused on algorithms implemented without error correction, and where only a very
specific component of the energetic cost (typically the energy exactly required by the quantum
gates) is taken into account in the final bill. It doesn’t include the necessary global vision
required (the energy strictly required by the qubits will usually be a very small component of
the total energy needed in a quantum computer). More quantitative estimations have also been
done [125, 43], but they focus on the engineering aspects of the quantum computer without
really including algorithm considerations, and they usually do not study what happens for
fault-tolerance1 where the energetic cost will be a crucial element to take into account in the
design. More importantly, those quantitative approaches do not use any knowledge about the
noise strength in their model in order to optimize the architecture2. In the end, to assess the
energetic cost of quantum computing and make it energy efficient, having a global and optimized
vision is necessary, as a computer is, by essence, a multidisciplinary object. Our goal in this
chapter is to provide such an approach.

To understand the method, we are going to consider two simple toy examples, where no
error correction will be performed. In the first one, in section 4.1.3.1 we will find the minimum
power required to implement a single-qubit gate. This example will illustrate that there are
many ways to reach a given targeted fidelity associated with very different power consumptions.
Minimizing the power consumption under the constraint of targeting a given fidelity allows
making the gate much more energy efficient. This example is followed by the sections 4.1.2.1
and 4.1.2.2 where we will give some general properties this minimization under constraint will
usually satisfy.

The second example treated in section 4.2.2 will allow us to optimize the way an algorithm
is implemented for the same goal of minimizing the power. In some sense, we generalize here the
approach of the previous chapter as the noise will no longer have to be a function of the resource
to minimize, and because we will be able to optimize the quantum computer architecture while
performing the minimization. The method we propose can then, in principle, be applied both
in quantum algorithms using quantum error-correction (fault-tolerant quantum computing) or
not using it (however, adapting it for hybrid quantum-classical algorithms frequently used in
NISQ would require further investigations as explained in the last paragraph of 4.2.2).

We finish this chapter by explaining how to adapt our framework for fault-tolerance in the
section 4.3, where we will also do all the quantitative estimations about the number of physical
qubits and gates required for a large-scale calculation.

This chapter3 is at the end dedicated to explain the general principle and to provide simple
toy examples where it can be applied. We will also see what are the differences between
energetic estimation for algorithms implemented with or without quantum error correction. The

1When such aspects are considered, they are usually only based on a rough estimation of the number of
physical qubits without taking in consideration the physical gates for instance. In the next chapter, we will do
an ”in-depth” study that includes such components.

2Of course some aspect of noise are present, for instance in [125] the fact that the superconducting qubits
should be isolated from thermal noise is taken into account. But the qubits are forced to be at 10mK (which has
an important influence on the energetic cost), and the attenuation is forced to be at a typical value.

3In term of contribution, I realized the major part of the work presented in this chapter, excepted the sim-
ulations behind the figures 4.4, 4.3 and 4.7 that has been done by Jing Hao Chai (but I designed the examples
behind the plots).
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following chapter will consist in using this method in order to make a quantitative and detailed
energetic estimation of implementing an algorithm on a fault-tolerant quantum computer based
on superconducting qubits.

4.1 The energetic cost of quantum computing: general vision

4.1.1 Formulating the question as a minimization under constraint

The general purpose of an algorithm is to provide an answer to some computational task with
a targeted success probability considered as ”high enough”: there is no point in having a bad
answer. The probability of finding a successful answer will be related to how much some resource
an experimentalist is ready to invest in the calculation. Indeed, implementing an algorithm
successfully (in the sense that it provides an answer having a high probability of success) has
a cost. We saw examples in the previous chapter, on the figure 3.7 with the energy that we
allowed to spend in order to create the pulses driving the qubits. When we restricted too much
this energy, the accuracy of the logical gate was too low, which limited the success probability
of an implemented algorithm.

Without loss of generality, we will now assume that the resource we are interested in is the
power required to implement an algorithm. Because the power and the success probability of
the algorithm are related, and because we are interested in using the lowest amount of power in
order to make the quantum computer power efficient, the problem we are interested in solving
is then

Pmin ≡ min
δ

(P (δ))∣∣pfailure(δ)≤ptarget
failure

, (4.1)

where P is the power spent for the calculation, pfailure is the probability that the algorithm fails,
i.e that it provides a wrong answer. This equation thus consists in finding the minimum power
required to be sure that the algorithm fails less frequently than a given target. We see that
we introduced the family of parameters δ on which both pfailure and P depend (the fact it is a
family is represented by the bold notation associated to vectors). They represent the tunable
parameters that the experimentalist can vary in order to reach the minimum. A typical example
would be the qubit temperature TQ: changing it would at the same time modify the power it
costs to perform the computation (the electrical power for the cryogenic typically depends on
TQ), but the success probability as well (a too high temperature would induce a poor quality
in the answer). Thus, in general, both the probability of success and the power depend on
the family4 δ. We also see that not only the minimum power can be found performing this
minimization, but the optimum set of parameters allowing to reach this minimum, δopt will
also be found5. This approach is thus more general from what we explained in 3.2.1: here, the
failure probability doesn’t have to be a function of the power: both might be indirectly related
through the set of parameters δ.

Now, solving this problem is, in general, too complicated: it is usually not possible to know
the probability that a given algorithm fails. For this reason, what we will do is to estimate the
”quantity of noise” there is in the algorithm output. It can be done with some ”metrics”6 (the

4It is possible that one parameter in the family of parameters δ only affect the success and not the power
cost, and reciprocally.

5In general, we could expect more than one set of optimal parameters δopt minimizing the power consumption.
This is not really a problem for us, but it should be noted.

6Of course, the only thing that really matters experimentally is to have a successful algorithm. So the metric

123



worst-case infidelity or the probability of having an unsuccessful algorithm in the context of
fault tolerance would be two examples of such metrics). The equation to solve then takes the
following expression:

Pmin ≡ min
δ

(P (δ))∣∣M(δ)≤Mtarget
. (4.2)

Now, for the exact same reason as before, solving this equation would allow us to find the
minimum power required for the computer as well as the optimal family of parameters in the
architecture, allowing us to reach this minimum. This is the central equation we will use in the
last two chapters of this thesis: the problem of resource estimation of quantum computing can
be seen as a problem of minimization under constraint.

4.1.2 General properties implied by the question

Here, we will show that despite the fact (4.2) is a very general problem of minimization under
constraint, making some reasonable hypotheses on the behaviors of M and P allows to find
interesting properties.

4.1.2.1 The minimum power increases with the targetted accuracy

Let’s assume that there exists at least one parameter δj in the list of parameters δ = (δ0, δ1, ..., δn)
such that, when we increase it, the power decreases while the quantity of noise increase. Math-
ematically it means that, for any value of δ:

∂δjP (δ) < 0 (4.3)

∂δjM(δ) > 0 (4.4)

We also add the condition that for any values of δi 6=j , we have:

M(δj = δmax
j ) ≥Mtarget, (4.5)

where δmax
j is the maximum value δj can reach (it could be equal to +∞).

One example of such a parameter will often be the temperature of the qubits. If we increase
the qubit temperature, the power it costs to maintain them cool will typically decrease, but the
quantity of noise will usually increase because they will face more thermal noise. Also, typically
for qubits at ambient temperature (corresponding to δj = δmax

j ), the noise is likely to be very
high and we expect M(δj = δmax

j ) ≥ Mtarget. In summary, a parameter behaving as δj will
typically exist in relevant physical systems.

These hypotheses will imply the following two properties. First, (i) the minimum power
required such that the quantity of noise of the algorithm is equal or lower to Mtarget is the
same as the minimum power required such that the quantity of noise is equal to Mtarget, i.e.,
the following equality is true:

Pmin ≡ min(P (δ))∣∣M(δ)≤Mtarget
= min(P (δ))∣∣M(δ)=Mtarget

(4.6)

Let us do a proof by contradiction of this fact. We assume that the minimum power is found
when M < Mtarget. As ∂δjM > 0, we can increase δj for some range without violating the

that one chooses must have nice properties allowing to estimate or at least bound the probability that the
algorithm fails.
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condition M ≤ Mtarget. Doing so, we will also decrease the power as ∂δjP < 0. Thus, as
soon as M <Mtarget we do not minimize the power consumption: the minimum is necessarily
reached for M = Mtarget

7. In the same line of thoughts, we can also prove that (ii) Pmin is
a strictly decreasing function of Mtarget. To show this, let us consider two targets such that

M(1)
target <M

(2)
target. Then, as:

min(P )∣∣M≤M(2)
target

= min(P )∣∣M=M(2)
target

, (4.7)

the minimum power obtained forM <M(2)
target is necessarily bigger or equal to the one obtained

for M = M(2)
target. Because of that, as M(1)

target < M
(2)
target, we deduce that: Pmin(M(1)

target) ≥
Pmin(M(2)

target). It remains to show that they cannot be equal. We also do a proof by con-

tradiction. Let us consider a set of parameters δ such that: P (δ) = Pmin(M(1)
target), and

M(δ) = M(1)
target

8. If we increase δj until the moment M = M(2)
target, as ∂δjP < 0, it has

for effect to strictly decrease the power consumption while ensuring M = M(2)
target. Thus, the

minimum power reached for M =M(2)
target is necessarily strictly lower than the one reached for

M =M(1)
target.

In summary, here we proved the following property that we will frequently use.

Property 4.1.1. Behavior of the minimum power

If there exists at least one parameter δj in the family of parameters δ such that, for any
value of δ

∂δjP (δ) < 0 (4.8)

∂δjM(δ) > 0 (4.9)

And:

M(δj = δmax
j ) ≥Mtarget, (4.10)

where δmax
j is the maximum value δj can reach (it could be equal to +∞). Then, we have:

Pmin ≡ min(P (δ))∣∣M(δ)≤Mtarget
= min(P (δ))∣∣M(δ)=Mtarget

, (4.11)

which means that the minimum power consumption is found when we ask for an accuracy that
it is exactly equal to what we target: asking for a better accuracy is necessarily more costly. We
also have that Pmin is a strictly decreasing function of Mtarget (for the same reason).

This property properly establishes the intrinsic connection between noise and power: asking
for a better accuracy has an energetic cost. But again, this connection is true because of the
hypotheses we made on the behavior of power and metric with respect to the parameter δj . We
believe that these hypotheses will be true for many physical systems. It is certainly true for the
systems studied in the two last chapters of this thesis.

7It is possible to exactly reach that point because M(δj = δmax
j ) ≥Mtarget

8We say ”a” set of parameters and not ”the” set of parameters as the minimum power consumption could be
in principle reached for many different values of δ.
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4.1.2.2 Equivalence between minimum power for a targetted accuracy and maxi-
mum accuracy for a given power

Now, we can show that asking to minimize the power in order to reach a given accuracy is, under
a precise meaning we will clarify, equivalent to asking to find the best accuracy the computer
can get to for a given (i.e., fixed) amount of power available. This property is true as soon as
Pmin is a decreasing function ofMtarget (which will usually be the case as explained in property
4.1.1).

Those two questions are equivalent in the sense of what is represented in figure 4.1. On this
curve is represented the minimum power required to implement the algorithm as a function of
the maximum quantity of noise acceptable in its answer: Mtarget. In this case, this graph can
be read in two directions. Indeed, if we invert the meaning of the axis, i.e., we interpret it as a
curve representing a value of some quantity of noise as a function of some injected power, we
can also interpret it as the minimum quantity of noise it is possible to reach as a function of this
injected power. More precisely, let us consider any couple (M0

target, P
0 ≡ Pmin(M0

target)). By
definition of Pmin, if someone wants to have an accuracyM0

target, the minimum power required
will be P 0 ≡ Pmin(M0

target)). But reciprocally, if this person has a given amount of power P 0

available, the minimum quantity of noise it can get to (thus maximum accuracy) is M0
target.

Figure 4.1: The minimum power necessary as a function of the maximum quantity of noise
acceptable targetted, Mtarget is represented. Because this function is monotonous, the curve
can also be interpreted as the lowest quantity of noise reachable in the algorithm output (i.e
maximum accuracy possible) for a given amount of power available as explained in the main
text.

In order to show it, we consider again the couple (M0
target, P

0 ≡ Pmin(M0
target)). We now

ask: what is the maximum accuracy, i.e the lowest quantity of noise M the computer can get
to if it has at its disposal the power P 0. Necessarily, it can be at least as accurate as M0

target:
M must satisfy M ≤ M0

target. Indeed M0
target is an explicit example of target reachable for

an injected power P 0. Now it remains to prove that the strict inequality is not possible: no
better accuracy is reachable for this amount of power. This can be shown using again a proof
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by contradiction: let’s assume that we find that the best accuracy it is possible to reach for an
injected power P 0 satisfies M <M0

target. We assume that this power is reached for the family
of parameters δ = δ0. We necessarily have P 0 = P (δ0) ≥ Pmin(M): indeed P 0 amount of power
would be used to have an accuracyM, but it might be possible to use less power to reach that
accuracy. As on the other hand P 0 = Pmin(M0

target), we deduce that Pmin(M0
target) ≥ Pmin(M).

Now, this result is absurd. Indeed, asM <M0
target, and as Pmin strictly decreases as a function

of M, necessarily Pmin(M0
target) < Pmin(M).

All this shows that the curve can be read in two directions: there is an equivalence between
asking to minimize the noise for a given amount of power available and asking to minimize the
power in order to target a given quantity of noise.

4.1.3 An introductive example: energetic cost of a single-qubit gate

4.1.3.1 Description of the problem

Let us illustrate the concepts with a very simple example: we wish to minimize the power to
spend in order to implement a π-pulse on a qubit. For this, we need to specify: (i) the noise
model describing the physics, (ii) the way we quantify this noise, i.e., which metric we are going
to choose, (iii) the expression of the power we want to minimize and (iv) the list of parameters
we would like to optimize in order to minimize this power.

For (i) and (ii), we will consider that the only reason why the qubits are noisy is because of
spontaneous emission, and thermal photons in the line driving the qubits. The characteristics of
this single-qubit gate we will consider are provided in the section 1.3.2.2, and the characteristics
of the qubits are in 1.3.2.1. The metric we will use will either be the worst case or average
infidelity. We recall their expression, from the section 1.3.1.1

M = (X + Y ntot)γspτ, (4.12)

where (Xworst, Yworst) = (1, 1) and (Xavg, Yavg) = (1/3, 2/3) for worst-case infidelity and average
one respectively. The metrics are then defined. But we cannot be satisfied of those expressions
because we don’t know what ntot, which represents the number of thermal photons in the line9,
is equal to.

The value of ntot will depend on how the signals that are going to drive the qubit to make
the gates will be generated. In the case the qubit is at the temperature TQ, and if the signals are
generated at this same temperature, we would simply have: ntot = nBE(TQ) ≡ 1/(eβQ~ω0 − 1),
with βQ = 1/(kbTQ), and ω0/2π is the qubit frequency. nBE is the Bose Einstein population
for bosons of frequency ω0/2π, at temperature TQ [58]. But if the signals are generated at a
temperature TGen, then the noisy thermal photons at this temperature would affect the qubit
evolution. This is why attenuators are typically put on the driving lines. Their role is to remove
the noise (and in particular the thermal noise) coming from the higher temperature stages. An
attenuator is composed of resistive elements that will dissipate into heat any signal injected at
its input as shown on figure 4.2. If Pin is the input power before the attenuator, and Pout the
power at its output, we define the attenuation ratio by A ≡ Pin/Pout. It is possible to show [59]
that for signals generated at TGen, an attenuator put at the temperature TQ will generate an
amount of noisy photons ntot being equal to:

ntot(TQ, TGen, A) =
A− 1

A
nBE(TQ) +

nBE(TGen)

A

A�1
≈ nBE(TQ) +

nBE(TGen)

A
(4.13)

9It can actually represent any kind of noisy photons, but we are focusing on the thermal noise in this PhD.
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Let us first comment on the formula in the A � 1 regime. It means that the number of noisy
photons felt by the qubits will be equal to the number of noisy photons at the attenuator
temperature, on which we add the noisy photons coming from the higher temperature stage
but attenuated by a factor A. The noise is basically attenuated in the same way as the signals
sent. For infinite attenuation, the qubits will be entirely isolated from any thermal noise coming
from higher temperature stages. However, this cannot be the exact expression. For instance
for TQ = TGen (if everything is thermalized at TQ), we would not find ntot = nBE(TQ) with the
approximated expression. This is the reason why the exact expression is actually the one of the
left: it correctly describes the situation when TQ = TGen and A = 1 (no attenuation: everything
behave as if the qubits where thermalized at TGen), such formula is what is used to describe
the propagation of noise in microwave circuits [59]. Physically we can understand the situation
as follows: the signal generation stage can be thought of as some cavity which is thermalized
at TGen. This cavity thus emits blackbody radiation in a one-dimensional waveguide: it is
the thermal noise. Then this noise propagates in a ballistic manner in the waveguide (as a
waveguide will by construction be a good conductor for microwave frequencies, the noise won’t
be attenuated there). This noise is then dissipated inside of the attenuator and ”converted”
into phonons: this is a kind of heat that can be evacuated by cryogenics. But the attenuator,
being thermalized at TQ, also generates thermal noise that will interact with the qubits. It
corresponds to nBE(TQ).

Figure 4.2: Principle behind the attenuation. The signals are generated at a temperature TGen.
Thus, in addition to the signals there is noise at this temperature that is propagating inside
of the waveguide as represented by the noisy blue gaussian. The qubit is preceeded by an
attenuator at the temperature TQ. The attenuator will dissipate the noise before it reaches the
qubit, but it dissipates the signal in the same manner. It is the fact that the heat Q̇Att has to
be evacuated by a cryogenic unit that makes the gate energetically costly (as shown by (4.14)).

Now, in practice, the effect of the thermal noise coming from the higher temperature stages
will be reduced by the following strategy. First, the signal that must arrive on the qubit has a
well defined value: we must have Pout = Pg, where we recall from 1.3.1.2, Pg = ~ω0Ω2/(4γsp)
with Ω = π/τ1qb (τ1qb is the single-qubit gate duration, and we want to implement a π-pulse).
Then, the attenuation A is usually chosen in such a way that nBE(TGen)/A < nBE(TQ): the noise
coming from the higher temperature stage does not dominate the physics. From the knowledge
of A, the experimentalist deduces what power the generated signals should have. The general
philosophy is to generate signals of high enough amplitude such that after attenuation there is
a high signal over noise ratio while having a signal of appropriate power for the physics of the
quantum gate. At this point, we can say that the metrics we expressed are now ”well defined”
because we know what ntot is equal to as a function of the characteristics of the problem.

Now, we need to give the expression of the power (point (iii)). Here, we will be interested in
the electrical power that we need in order to remove the heat dissipated inside of the attenuators.
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We will assume that our cryogenic unit has a Carnot efficiency10. The heat dissipated per unit
time is simply equal to Pin − Pout ≈ (A − 1)Pg ≈ APg

11, the low-temperature stage on which
the heat has to be evacuated has a temperature TQ, and the high-temperature stage is basically
the laboratory at temperature 300K. Assuming that A� 1 (if it is not the case, the evolution
would be way too noisy), we get:

P (TQ, A) =
300− TQ

TQ
APg (4.14)

Finally, for our last point (iv), we specify the variables we want to optimize. It will be δ =
(TQ, A) in this first example as we will assume that TGen = 300K (the signals are generated
outside of the cryogenics here). We are now ready to solve the minimization under constraint:

Pmin ≡ min
(TQ,A)

P (TQ, A)∣∣M(TQ,A)=Mtarget
(4.15)

4.1.3.2 The competition between noise and power

We first illustrate in figure 4.3 in a concrete manner the intrinsic competition there is between
asking for low noise and low power consumption. In the rest of this thesis, we will also use
the decibel: ”dB” unit to represent the attenuation. This unit is related to the attenuation in
”natural unit”, i.e when A = Pin/Pout as:

AdB = 10 log10(A) (4.16)

For instance, a signal being attenuated of a factor 10 will correspond to 10dB. A signal atten-
uated of a factor 105 will correspond to 50dB.

10We will make further comments about the cryogenic efficiencies of realistic cryostat in the section 5.1.3.1 of
the next chapter.

11We implicitly neglect the heat that will be dissipated when the signals will ”go back”, i.e after reflection on
the qubit. Indeed, the power that would be dissipated by this reflection will be lower than (A − 1)Pg, and we
will neglect it. Furthermore, because A � 1 will typically be true, we can consider (A − 1)Pg ≈ APg. We also
neglect the heat dissipated in the attenuators by the thermal noise, which is negligible compared to APg.
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Figure 4.3: Unoptimized power consumption as a function of the attenuation and the qubit
temperature (color-plot). The cyan and white contour lines respectively represent the average
and worst case infidelity.

On this graph, we see that putting a high attenuation and a low qubit temperature induces
a high power consumption. Reciprocally a high qubit temperature and a low attenuation lead
to small power consumption. We can also see that the regions of high power consumption
correspond to regions of low noise, and regions of lower power consumption correspond to
regions where the noise is high. Indeed the contour lines have lower values in the bottom right
part of this graph which corresponds to a region of high power consumption (and higher values
in the upper left part of this graph where the power is low). It illustrates the intrinsic opposite
behavior between noise and power: in order to reach a high accuracy, one has to pay the bill!

Let us now focus on a given contour line: we wish to implement the single-qubit gate in
order to reach a targetted accuracy. The power consumption on those lines can drastically
vary. For instance, the white contour line (worst-case infidelity), which is at the bottom right
of this graph, is associated with power varying in the range (approximately) [10−3, 10−1]. It
illustrates that choosing wisely TQ and A is a key asset to potentially make important energetic
saves: there are many possible ways to reach a given accuracy, and each of those choices can be
associated to a drastically different power consumption. Of course, this example is very simple
as we only modeled the heat dissipated in the attenuators, but we see that it can potentially
lead to quantitative saves in power consumption, and we can naturally expect that it would
remain true for more complicated models12.

12In particular because more tunable parameters will be involved, the optimum choice of parameters allowing
to minimize the power consumption might be not trivial for more complicated models.
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4.1.3.3 Minimizing the power consumption

Now, we can minimize the power consumption in order to reach a given target. This is shown
on figure 4.4.

Figure 4.4: Minimum power consumption as a function of the metric target. Inset: optimum
qubit temperature TOpt

Q allowing to reach this minimum. Blue points: worst-case fidelity,
orange: average. The black line is a guide for the eye. As explained in 4.1.2.2, this curve can
also be interpreted as the minimum metric target it is possible to reach as a function of the
injected power.

We see on that graph that the minimum power is a strictly decreasing function of Mtarget

(whatever the metric we choose: worst-case or average infidelity). This is an illustration of the
property 4.1.1. Indeed in the case we study, when TQ increases, the power decreases while the
metric increases, satisfying this way the hypotheses behind the property13. We also see from the
inset how the power consumption is being decreased for a higher target: the temperature of the
qubits increases which increases the (Carnot) efficiency at which the heat is being removed. We
did not represent it here but we would also see that the optimum attenuation would decrease as
a function ofMtarget. As explained in 4.1.2.2, we can also switch the interpretation of this curve
and realize that it also represents the maximum accuracy (i.e., the minimum value of Mtarget)
it is possible to reach as a function of some injected power. Finally, this graph also illustrates
that the minimum power required depends on the metric that is used. The worst-case fidelity
as being ”more demanding” will ask for a bigger power consumption to reach a given target in
contrary to the average fidelity. To make a connection with the previous section, the minimum
power obtained forMtarget = 10−4 for the average infidelity (it is about 2.10−6) corresponds to
the minimum power we would find along the upper left cyan contour line metric line in figure
4.4.

13As a side remark, in this case, we would have the same kind of behavior for 1/A: increasing it (thus reducing
the attenuation) lowers the power but increases the amount of noise
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4.2 Establishing a full-stack framework: hardware, software,
noise, resource approach

At this point, we have shown how parameters describing the ”hardware” part of the computer
can, in principle, be optimized given the competition between noise and power (A and TQ were
the variables playing this role). But our example was about a single-qubit gate which is not very
interesting in practice: the goal of a computer is to run algorithms composed of many gates.
Furthermore, a computer is composed of much more elements than the one we described. This
is why we would like to have a full-stack model for our quantum computer. What we mean by
full-stack is that we would like in our approach of power minimization to include all the elements
coming from the engineering part of the quantum computer (the heat conduction in the cables,
the energetic cost of signal generation, the cryogenic aspects,...), from the algorithm (the shape
of the implemented algorithm has a role on the power consumption), and of course, the elements
coming from the quantum hardware (the physics of the quantum gates, the physics of quantum
noise, etc.). Our minimization under constraint will include the physical architecture of the
computer but also of the shape of the implemented algorithm through the family of parameters
δ. Because of that, we will optimize the quantum computer, from software to hardware. This
is what we mean in the title of this section by hardware, software, noise (the constraint consists
in targeting a given value for the metric quantifying the noise strength), resource (here the
resource is the power) approach. We will only consider physical qubits and gates in this section
(thus, the framework is described at this point for an algorithm implemented without quantum
error correction). We are going to adapt it at the logical level in the section 4.3.

4.2.1 Establishing the framework at the physical level

4.2.1.1 General model behind the resource (power) and the quantity of noise

Our goal here is to find a generic expression for the power function P (δ) and for the metric
M(δ) quantifying the noise. The first thing to acknowledge is that there might have a constant
energetic cost regardless of what the computer is doing, i.e., if it is running an algorithm or
not. We call it the static energetic cost. One typical example of that is heat conduction: all
the cables necessary to control the qubits will always be inside of the computer, and they will
bring heat that will have to be evacuated14 which costs electrical power for the cryogenic. Here,
we will assume that the static consumption scales proportionally with the number of (physical)
qubits QP inside the computer15. Such scaling comes from the fact that the number of cables
and amplifiers (amplifier cannot usually be shut down when not used; thus, they are within the
static consumption) is usually increasing proportionally to the total number of qubits inside the
computer. But in addition to static consumption, there are also the dynamic costs. They will
increase the power consumption in a manner that is time-dependent. The best example of that
is the power associated with signals that are being sent to the qubits: they only have to be sent
if an algorithm is running, and this power might also vary in time within an algorithm16. We

14We will see other examples of static consumption outside from heat conduction later on.
15It might not always be the case. For instance, in an architecture in which the qubits are implemented on a

2D grid, such as [126] (single-qubit gates can be controlled by sending a signal in the appropriate (line, column)
coordinate), the power would also contain a term proportional to

√
QP .

16One concrete example is the power required to remove the heat dissipated into the attenuators: this heat
will have to be evacuated only if a gate is acting on the qubits.
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have:

P = QPa+
∑
i∈G

N
(i)
P,‖b

i, (4.17)

where G describes the primitive gateset considered for the gates (it corresponds to the physical
gates on which the algorithm is decomposed). The coefficient bi represents the power it costs to
implement one physical gate of type i (the type of gate corresponds to the precise gate that is

being implement among the gateset), the term N
(i)
P,‖ is the number of gate of this type that are

activated at a given instant in the algorithm. The coefficient a in (4.17) represents the power it
costs per qubit to run the computer. From now on, we will assume that we are only interested

in the average power consumption such that N
(i)
P,‖ should be understood as an average number

of gates activated in parallel (in principle this term might be time-dependent).

We gave the expression of the power function. Now we must give the expression of the
quantity of noise introduced by the algorithm, i.e., the expression of the metric. In all that
follows, we assume that the noise level is low such that we can reason perturbatively. In order
to be suitable for theoretical calculations, one requirement that we can ask for the metric is
that from its value on each individual gate, we can bound it for the entire algorithm (this
requirement implicitly assumes that the effect of the noise is local: it is possible to define a
quantum channel for each quantum gate, and from that to find how much noise a given gate
introduces). A typical property allowing it is to ask that:

Mexact
P ≤Mbound

P ≡
∑
i∈G

N
(i)
P M

(i)
P , (4.18)

whereMexact
P is the exact quantity of noise introduced by the algorithm,M(i)

P is an estimation of

the quantity of noise introduced by the gate i andN
(i)
P is the number of i’th gate in the algorithm.

To clarify ideas, if we consider the metric being the worst case infidelity, Mexact
P would be the

infidelity of the full algorithm andM(i)
P the worst case infidelity of the i’th quantum gate in the

algorithm. The worst-case infidelity of an algorithm is always lower or equal to the sum of the

infidelity of each quantum gate [127] (we are reasonning perturbatively: M(i)
P � 1). The way

we will quantify the noise occurring in the algorithm will be based on the best estimation we
can have of Mexact

P : Mbound
P . The property (4.18) is satisfied by many metrics (in addition to

the worst-case fidelity, many different operator norms satisfy such property [127], as well as the
logical error probability17). Then, our metric will be defined asMP =Mbound

P and will satisfy:

MP =
∑
i∈G

N
(i)
P M

(i)
P . (4.19)

Finally, we assume that we can define a clock speed for the algorithm. It means that the
algorithm will be implemented in a finite sequence of primitive timesteps all of duration τ timestep

P .
In all of those steps, a unique primitive gate will be implemented per qubit (or per two qubits
if the gate is a two-qubit one). The assumption that there is a clock speed is not equivalent to
saying that the duration to implement all the gates is the same. It just means that if a primitive
gate happens to be faster than the timestep, the qubit will then follow an identity evolution until
the end of the timestep: τ timestep

P thus corresponds to the longest gate in the primitive gateset.
It allows us to define the depth DP of the algorithm as the number of timesteps between the
preparation of the qubits and their measurements. In this thesis, we took the convention of
not including the final measurements inside of the depth. This is because we will neglect the

17For the logical error probability, what we mean is that the probability for an algorithm to fail is estimated
with the sum of the probability that any logical gate fails, we recall (2.31) of the first chapter.
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final measurements in order to simplify our discussions: as they are acting ”at the boundary”
of the algorithm, they won’t contribute in a significant manner to the power consumption.18 It
doesn’t mean that we will not take into account the cost of measurement amplification: this is
usually a static consumption for which our argument doesn’t apply that we are going to model

(but this will come in the next chapter)19. Using the depth, we have, by definition of N
(i)
P,‖,

N
(i)
P = DPN

(i)
P,‖, and we can then write:

MP = DP

∑
i∈G

N
(i)
P,‖M

(i)
P (4.20)

4.2.1.2 The separate roles of hardware, software and noise in the resource estima-
tion

At this point the general models for both power and metric are defined. We can summarize the
optimization procedure for the full-stack model as what is represented on the figure 4.5.

Figure 4.5: Overall principle of minimization of the power cost. The role of the different
components participating to the energetic cost: the algorithm, the engineering part of the
computer, the noise model (and the way it is quantified) are represented in blue, purple, orange
colors respectively. They depend on two families of parameters α and β such that δ in (4.2)
satisfies δ = (α,β). The family α represents the tunable parameters in the physical architecture
of the computer. It usually represents the tunable hardware parameters (qubit temperature,
attenuation etc) but not only as the clock-speed could also be optimized and it would enter in
this family. The family β represents the tunable parameters corresponding to the manner the
algorithm is implemented. We will see an example of that in the sections 4.2.2 and 5.5.

We see there that the algorithm, the quantity of noise, and the engineering part of the
model have clearly identified roles. The algorithm characteristics are described by the functions

QP (β), N
(i)
P,‖(β), DP (β) and they will play a role both in the power and the metric. Indeed if

we increase the number of qubits or the number of gates that consume power20, it will increase
the power consumption of the computer. But it also plays a role in the metric because longer
algorithms or algorithms involving a greater amount of gates in parallel will be noisier. Then,

18The measurements will only impact the power ”over the surface” of the algorithm while all the rest of the
gates will impact it ”in the volume”: the measurement cost can be neglected as soon as the depth is ”not too
small”, which will be the case in our calculations.

19In fault-tolerance we will see in section 4.3.2.2 that while the measurement of the logical qubits will contribute
in a negligible manner to the number of gates acting in parallel, it will not be the case of the measurement of
the ancillae qubits.

20Not all gates necessarily consume power, identity gates, for instance, usually do not require any power
consumption.
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the power consumption per qubit or per gate are represented by the functions a(α) and bj(α).
Those functions will, for instance, represent the power efficiency of the cryogenic to remove the
heat, how much heat the amplifiers are dissipating, what is the power of the pulse driving the
quantum gates, etc. We can say that they represent the characteristics of the engineering aspect
behind the computer and will thus only be involved in the expression of the power function.
The quantity of noise introduced by the quantum gates will, on the other hand, only play a
role in the metric as represented by the orange color. Here, we see that each expertise required
to build a quantum computer have very well defined parameters to characterize; someone ”at
the end” has to regroup them and solve the minimization under constraint, which will provide
all the experts the optimum tunable parameters they should choose in their respective field of
expertise allowing to minimize the power consumption. What is interesting here is that even
though some components in the computer might not seem to be related at all to ”the quantum
world”, they will actually indirectly be related to it through the minimization under constraint.
For instance, if we imagine that the cables used in the computer have a very high thermal
conductivity which introduces a lot of heat in the computer, because we minimize the power
consumption, they might ”force” the qubit temperature, which has a direct influence on the
noise, to be higher21. Doing so, they will have an influence on the way the noise is acting on
the qubits (but as M = Mtarget is imposed, the net quantity of noise is fixed, and does not
depend on those cables22).

4.2.2 Example: application to the estimation of the energetic cost of an
algorithm

Now, we can design an example in which we will optimize the shape of an algorithm that is
running, in addition to the family of tunable parameters α that play a role for the metric and
the ”engineering” part of the model.

We will stay with the same example of power consumption we considered in the single-qubit
gate example of section 4.1.3.1: we will only take into account the power required to remove
the heat dissipated by the driving signals in the attenuators. It means that we will neglect any
static consumption involved in the computation.

The algorithm we are interested in implementing will only be composed of two-qubit cNOT
gates and identity gates. The cNOT will be modeled as explained in section 1.3.2.3. The metric
we will consider using will be the worst-case infidelity (the average infidelity wouldn’t satisfy
the property (4.18) [128]). The identity gates will be applied at moments where some qubits are
waiting on a physical timestep. The duration of a timestep corresponds to the duration of the
longest physical gate used in the algorithm (thus, here τ timestep

P = τcNOT = 100ns). The identity

gates will thus have a worst-case infidelity corresponding to (1.126) applied for τ timestep
P . We

assume that no power is required to apply an identity gate. The characteristics of the qubits
we will use will follow the description provided in 1.3.2.1.

21They would do it in order to reduce the impact of heat conduction: the lower the temperature of the qubit
is and the more costly it is to evacuate the heat conduction on the qubit stage (we can think about Carnot
efficiency to understand that for instance).

22For instance, if TQ is increased, a bigger attenuation on the lines might be added to compensate this increase
in TQ allowing to maintain the condition M =Mtarget.
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In in this simple example we will thus have P = QPa+N
(cNOT)
P,‖ bcNOT +N

(Id)
P,‖ b

Id with:

a = 0 (4.21)

bcNOT =
300− TQ

TQ
APg (4.22)

bId = 0, (4.23)

and MP = DP

(
N

(cNOT)
P,‖ M(cNOT)

P +N
(Id)
P,‖M

(Id)
P

)
, with:

M(Id)
P =M(cNOT)

P /2 =

(
1 + nBE(TQ) +

nBE(300)

A

)
γspτ

timestep
P . (4.24)

We recognize ntot = nBE(TQ) + nBE(300)/A in this expression. We also see that we assumed
A� 1 (as it will anyway be necessary to reachMP =Mtarget in what follows). We will ask to
have a target being Mtarget = 1/3 which implies that the fidelity of the algorithm output will
be better than 2/3 (because the metric is a pessimistic estimation: the ”real” output fidelity
will be better than the worst case one).

Now, we need to describe the algorithm which will give us access to the average number
of gates acting in parallel and DP . For this example, we will consider running the quantum
Fourier transform that we already introduced in the section 3.3.1 of the previous chapter. It
will be directly implemented on physical qubits (no error correction is being used yet). In order
to simplify the discussion, we will remove all the Hadamard gates that are required in this
algorithm (they wouldn’t change the general behavior we are going to show). The algorithm is
represented for 5 qubits on the figure 4.6. We take this example for pedagogic purposes. As
we see, there are different ways to actually implement it. Either we run the algorithm in an
”uncompressed” manner as on the figure 4.6 a), which corresponds to the maximum depth,
either we try to compress its length in such a way that the moments where qubits are waiting
is minimized (on c)). The maximum compression corresponds to a circuit implemented with
the smallest depth, where the average number of gates acting in parallel reaches its maximum.
The lowest compression corresponds to the longest depth where the average number of gates
acting in parallel reaches its minimum. One standard vision to implement algorithms is to
make them the shortest possible. Indeed doing things this way, the quantity of noise that is
introduced is then minimal. But it might not be the best way to do things in order to minimize
power consumption under the constraint of aiming a targetted fidelity. This is what is clearly
illustrated on the figure 4.7 where the minimum power consumption (minimized on TQ, A) as a
function of the algorithm depth is represented.
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Figure 4.6: a): The QFT, introduced in 3.3.1 (where Hadamard gates have been removed for
simplicity), performed on 5 qubits with no compression. The vertical dotted lines represent
the different timesteps of the circuits. On some of those timesteps, some qubits are waiting
as represented by the stars indicating the associated identity gates. Some other qubits are
participating in a two-qubit controlled-phase gate that we modeled by a cNOT in our energetic
estimation. To reduce the level of noise, we can compress the circuit. It can be done by moving
toward the left the different subcomponents represented by the colors (black, green, yellow,
and blue). The red arrow represents how to do the first level of compression represented on
b). The red, yellow, and blue subcomponents are pushed toward the left for two timesteps to
put the first red two-qubit gate inside the red dotted rectangle (removing the identity gates
that were there). b): First level of compression. The red, yellow, and blue circuits have been
pushed toward the left such that the first red two-qubit gate is done during the third timestep
in parallel of the two-qubit gate performed between the first and fourth qubit. c): Second level
of compression. The yellow subcomponent has also been pushed on the left (inside the yellow
dotted rectangle) to reduce even more the algorithm duration and, thus, the noise. No further
compressions are possible; the circuit reached the minimum depth possible.
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Figure 4.7: Minimum power (minimized on TQ, A) for a QFT implemented on 30 qubits as a

function of the depth. Inset: optimal temperature TOpt
Q as a function of the compression factor.

A non trivial optimal depth allows to minimize the power consumption.
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On this curve, we see that the minimum power consumption is reached for a non-trivial value
of the depth, neither corresponding to the minimum nor to the maximum. We also see that the
optimal qubit temperature is a decreasing function of the depth. These curves illustrate in a
very concrete manner the opposite behaviors between noise and power that we now explain.

We first explain the behavior of the temperature as shown on the inset. In order to under-
stand it, we emphasize on the fact that the total number of cNOT is fixed in the algorithm, and
it doesn’t depend on the compression. However, the number of identity gates depends on the
compression: in the low depth regime, the circuit is maximally compressed, and there are few
identity gates, while in the high depth regime, the circuit is minimally compressed, and there
are more identity gates. To understand the figure, we can rewrite the metric quantifying the

noise as MP = N
(cNOT)
P M(cNOT)

P + N
(Id)
P M(Id)

P where N
(i)
P = N

(i)
P,‖DP is the total number of

physical gates of type i. Here, N
(Id)
P is the only variable that depends on the depth (and it is

an increasing function of the depth). Because of that, in the low depth regime, there are fewer
identity gates, thus fewer places where the noise can enter in the circuit. As we know that the
minimum power is necessarily reached forMP =Mtarget, the temperature of the qubits can be
high in this regime, as shown in the inset. In the maximum depth regime, more identity gates
are present, more places where the noise can enter exist, and the temperature of the qubits
has to be lower in order to satisfy MP = Mtarget. Now, we can study the behavior of the
power. In the low depth regime, the Carnot efficiency is higher (because TQ is high from the
previous discussion), and the Carnot efficiency decreases when the depth increases (because
TQ decreases with the depth). Only reasoning with this efficiency we could believe that it is
better to implement the circuit with a smaller depth. However, the lower the depth is, the
more gates that consume power (i.e the cNOT) are acting in parallel: in the expression of the

power above (4.23) N
(cNOT)
P,‖ increases when the depth decreases. Because of that, there is more

heat dissipated in the low depth regime and less heat dissipated in the high depth regime. In
the end, we understand that competition is occurring: it is good to reduce the depth to the
benefit of a higher Carnot efficiency, but it is bad because more heat is dissipated in the at-
tenuators. On the other hand, it is bad to increase the depth as the Carnot efficiency will be
lower, but it is good because less heat will be dissipated in the attenuators. This competition
implies that a non-trivial optimal depth exists in order to minimize power consumption. This
is what is shown on the graph. This competition occurs because we ask to minimize the power
consumption under the constraint that the noise strength should be equal to a target.

In the end, this simple example illustrates that including considerations of power consump-
tion in the algorithms can lead to non-trivial behaviors resulting from a ”competition” between
noise and power. This effect is a typical example of behavior that can only be understood from a
transverse approach as it relates algorithmic consideration (the depth) to engineering ones (the
temperature of the qubit stage in the cryostat and the power consumption of this cryostat). In
general, we can expect that the way to implement algorithms can have an important impact on
power consumption, and we showed that we could, in principle, find the most energy-efficient
way to implement such algorithms.

In practice, our method can be applied for algorithms implemented without error correction,
but to say that it could be applied to NISQ algorithms is a different affirmation. Indeed, most
NISQ algorithms are variational algorithms that are ”hybrid” in the sense that they require to
implement a sequence of classical algorithms followed by a quantum algorithm (see [129, 130]
for instance). Because those kinds of algorithms are not ”single shot”, i.e., it is not a fixed and
known set of gates that are implemented on some initial quantum state, the quantity of noise
in the final density matrix might be more complicated to estimate such that what is presented
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here is not directly applicable23 (and some further investigations would be required to know to
which extent our analysis could be extended to these kinds of algorithms).

4.3 Adapting the full-stack framework for fault-tolerance

Now that the concepts have been provided for a computer not using quantum error-correction,
we would like to adapt them to fault-tolerant quantum computing. This is the role of this
section. We recall that in fault tolerance, physical qubits are regrouped together in order to
create a logical qubit. Many physical gates are also regrouped together to create error-protected
logical gates. One of the interests behind fault-tolerance construction is that this framework
allows to some extent to ignore all the technical details that are occurring on the physical
level and to do ”as if” the logical qubits and gates were exactly like physical qubits and gates,
excepted that they are less noisy. Following the same philosophy, we would like to keep the
same interpretations for the physical metric and power we had in section 4.2 and replace all the
physical quantities that appeared there, such as physical depth, number of qubits, number of
parallel gates by their logical equivalent (i.e., logical depth, number of logical qubits, number
of logical gates acting in parallel...): we wish to adapt the full-stack framework we did on the
physical level, at the logical level. We will see that with some very reasonable approximations,
it will be possible, at least for the concatenated construction we are using. In this part, we will
also do all the quantitative estimations about the number of physical qubits and gates that are
required to perform a fault-tolerant calculation.

4.3.1 Metrics at the logical level

Let us talk about the metric first. For that, we will use the tools that we already introduced:
the probability of error of a logical gate. Calling it pL, we recall that the probability of having
an algorithm that fails corresponds to the probability any of the NL logical gates fails, which is
simply NLpL (see section 2.4.2.4). Because of that, the general description we adopted for the
metric can directly be adapted to the logical level, and we have a particular case of (4.20):

ML = NLpL = DL

∑
i∈GL

N
(i)
L,‖M

(i)
L , (4.25)

where for all24 i, M(i)
L = pL, and where GL = {Id,H, S,X, Y, Z, cNOT} is the logical gateset

(the reason for this gateset is explained in the second paragraph of 2.4.2.6). Here we write

N
(i)
L,‖ instead of simply N

(i)
L,‖ to insist on the fact we are talking about the average number of

logical gates acting in parallel. We only considered an average number of gates in the previous

sections, but as in the following sections, N
(i)
L,‖ will be used to represent a number of gates acting

in parallel that does not correspond to an average, we add this ”bar” from now on, to avoid
confusions. We recall at this point that this gateset does not allow to implement an arbitrary
logical gate: an extra gate such as the T gate would be necessary. As also discussed in 2.4.2.6,
those gates require a different procedure to be implemented, which goes beyond the scope of
this Ph.D., in some sense, it means that we will approximate the energetic cost of an algorithm
by only taking into account the gates in GL it involves. In the end, we notice that the metric

23In some cases, it is believed that the noise can actually help those algorithms to converge to the good value
[131]. Because in our approach, the noise is seen as detrimental, some adaptations would be required.

24This is a standard approximation behind fault-tolerance: the logical error probability considered in the
calculations corresponds to the probability of error of the ”noisiest” logical gate: the cNOT.
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we used before is simply switched at the logical level. Everything behaves in the exact same
manner.

4.3.2 Power at the logical level

Now, we can talk about the power part of the problem. One question is to wonder if it is
possible to define it in an ”effective manner” at the logical level. Can we just replace all
the physical quantities entering in this expression with their logical counterpart and keep the
same interpretation? To answer this question, we need to find the expression of the power
(thus breaking down the fault-tolerant algorithm into its physical components) to try to then
”recognize” the logical components with the hope that it can lead to a nice expression, analog
to (4.17). The first step will thus be to estimate the number of physical components (qubits
and gates) that are required in a fault-tolerant algorithm. This is the role of this section.

4.3.2.1 Estimation of the number of physical gates acting in parallel

We explained in the section 2.4.2.6 the principle behind the construction of any of the logical
gates in the gateset GL. To briefly summarize, the ”recipe” to apply when concatenations are
performed is to replace each physical gate with a 1-Rec. A 1-Rec for a single-qubit logical
gate corresponds to the circuit represented in figure 2.14 (a cNOT will have the same kind
of structure excepted that error-correction will be implemented on the two logical qubits it is
applied on). A proper counting of the number of physical gates in this 1-Rec, for each kind of
logical gate implemented is shown again in the table 4.1.

lvl-0 cNOT lvl-0 Single lvl-0 Identity lvl-0 Measurement

lvl-1 cNOT 135 56 72 56

lvl-1 Single 64 35 36 28

lvl-1 Identity 64 28 43 28

lvl-1 Measurement 0 0 0 7

Table 4.1: Each row lists a FT logical gate and tabulates the lower level components required
for the listed gate as columns. Those level-0 components are thus 0-Ga physical gates. The
single-qubit gates here are either Hadamard, Pauli or S gates. This table includes the gates
required to prepare the ancillae and verifier and assumes that the verification always succeeds
(there is no need to prepare more than one Z or X syndrome ancilla for instance). We discuss
explain why we think it is a good assumption to make in I.

This table will allow us to deduce, based on a recursive reasoning the number of physical
qubits and gates of each type that are required for a level-k logical gate. To be precise about
what we call a level-k logical gate here, we mean the physical elements that result from a 0-
Ga that has been concatenated k times25. We assume that we have N cNOT

L , N1qb
L , N Id

L ,NMeas
L

logical cNOT, single-qubit, identity gates and measurement gates in the algorithm. We put
those elements in a vector:X0 = (N cNOT

L , N1qb
L , N Id

L , N
Meas
L )T (T means transposition). The

25The notion of logical gate is ”context dependent” as it could mean the logical implementation of the gate
without error-correction (for k = 1 it is the 1-Ga), its implementation followed by error-correction (for k = 1 it is
the 1-Rec), the appropriate set of gates that allows to define the probability of error (for k = 1 it is the 1-exRec).
Here we take the natural definition if we want to estimate the number of physical resources, which corresponds
to the resulting circuit from a 0-Ga concatenated k times (for k = 1 it would correspond to the 1-Rec).
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number of physical cNOT, single-qubit, identity and measurement gates after k concatenations
can be put in the vector: Xk = (N cNOT

P (k), N1qb
P (k), N Id

P (k), NMeas
P (k))T . Such vector satisfies

Xk = AkX0, where:

A =


135 64 64 0
56 35 28 0
72 36 43 0
56 28 28 7

 . (4.26)

Indeed, for k = 1, we just have to apply the table 4.1 to the number of gates implemented in the
algorithm: it allows us to find that X1 = AX0 which provides the number of physical gates after
the first concatenation level. For the second concatenation level, each of those physical gates
will again be replaced by a 1-Rec; thus, we just have to ”reuse” this table another time but
applied this time on X1, it gives X2 = AX1 = A2X0. The same principle applies recursively for
further concatenation levels, which explains why Xk = AkX0. In the end, from the knowledge
of the number of gates required by the algorithm, we can access the number of physical gates
required in the algorithm for an arbitrary concatenation level. We deduce that we have the
following total number of physical gates required in the algorithm:

Xk =



1
3199k(2N cNOT

L +N Id
L +N1qb

L ) + 7k

3

(
N cNOT
L −N Id

L −N
1qb
L

)
7
48199k(2N cNOT

L +N Id
L +N1qb

L ) + 7k

48

(
−14N cNOT

L − 7N Id
L + 41 N1qb

L

)
3
16199k(2N cNOT

L +N Id
L +N1qb

L ) + 7k

16

(
−6N cNOT

L + 13N Id
L − 3 N1qb

L

)
7
48199k(2N cNOT

L +N Id
L +N1qb

L ) + 7k

48

(
−14N cNOT

L − 7N Id
L + 48NMeas

L − 7N1qb
L

)


(4.27)

We notice from this expression that two numbers seem to have particular importance in this
formula: 199 and 7 (they are the only two numbers elevated to a power k). They correspond to
the two eigenvalues of the matrix A. In order to interpret their signification, let us first neglect
the term proportional to 7k. Doing this, we realize that Xk ∝ (2N cNOT

L + N Id
L + N1qb

L ). It
means that whatever the physical gate we are looking at, the exact type of gates implemented
by the algorithm does not really matter; what matters is the total number of logical gates
involved (counting twice the cNOT and removing the measurement gates at the logical level
for a reason given in a few lines). For instance, if we had implemented 1 logical identity, or 1
single-qubit logical gate (and no other gates), the number of physical components of each type
wouldn’t change. It symbolizes the fact that the fault-tolerant construction of the gates contains
a dominant part that does not really depend on the gate that is being implemented, and we
can understand that from the figure 2.14: whatever the 1-Ga has to be protected, the error-
correction structure (i.e., the 1-Ec) is the same for any of the logical gates to implement. But this
has two exceptions: first, we need two implementations of error-correction for a cNOT because
it involves two logical qubits, it explains the ×2 in front of N cNOT

L . Then, the measurement
gates will not be followed by error correction (because the information becomes classical when
qubits are being measured). It explains why NMeas

L does not appear in the term proportional to
199k: the number of logical measurement gates does not play a significant role in the number
of physical elements when concatenations are being performed. But the error correction is not
everything; there is also the transversal implementation of the gate (the 1-Ga). And this part
will differ depending on the exact logical gate we want to implement. For instance, a logical
identity gate would require 7 less single-qubit gate and 7 more identity gates to be implemented.
Those little differences are expressed by the much smaller eigenvalue 7. And we see that the
terms proportional to this eigenvalue are not the same for each physical gate (because here,
there are variations depending on the logical gates that have been implemented).
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Now, we are here interested in the average number of physical gates that are acting in
parallel. In order to access it, we need to know the average number of gates acting in parallel
for the ideal algorithm (for each type: single-qubit, identity, and two-qubit gates). Putting those

numbers in a vector X0 = (N
cNOT
L,‖ , N

1qb
L,‖ , N

Id
L,‖, N

Meas
L,‖ )T , we can deduce the total number of

physical gate inside an average algorithm logical timestep (one algorithm timestep corresponds
to the time it takes to execute any logical gate26). It naturally corresponds to (4.27) where we
replace the number of logical gates by the average number of logical gates acting in parallel
(Nx

L → N
x
L,‖ for x ∈ {cNOT, Id, 1qb,Meas}). Now, this is not exactly the average number

of physical gates that are acting in parallel. Indeed, a logical timestep is composed of a given
number of physical timesteps. More precisely, calling τ timestep

P the duration of a physical timestep
(which corresponds to the duration of the longest physical gate used in the FT construction:
we will assume it corresponds to both the duration of a cNOT and measurement gates in what
follows), we have after k concatenations a logical gate that lasts for τ timestep

L = 3kτ timestep
P .

Indeed, as explained in 2.4.2.8, the logical data qubits are going through three timesteps: the
first one corresponds to the transversal implementation of the gate, followed by two timesteps
used to perform the syndrome measurement27. Increasing the concatenation level, each of those
timesteps will again be multiplied by three. This is how we deduce τ timestep

L = 3kτ timestep
P . The

ancillae must, however, be prepared in advance: including their preparation and the moment
they can be ”plugged out”, the duration of this gate would be longer. But as explained on the
figure 4.8, the good timescale to consider to estimate the average number of gates would still
be τ timestep

L = 3kτ timestep
P .

26Some logical gates can in principle be implemented faster than others. For instance, a logical identity could
only last for two timesteps as the transversal implementation of the gate could be done instantaneously (as an
identity operation can be performed instantaneously). But as we need to keep all the qubits ”synchronized”, the
longest logical gate to execute should give the duration of a logical timestep of the algorithm (even though ”smart”
optimizations could be performed for specific algorithms in order to reduce the algorithm duration slightly).

27We recall that we assume the correction is not physically performed with our assumptions of ”keeping track”
of the syndrome with classical processing.
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Figure 4.8: Determination of the average number of physical gates acting on an average logical
timestep. On the first line of this figure are represented a sequence of three logical gates that are
composed of three physical timesteps as indicated by the three red rectangles (the transversal
implementation and the measurement of the X and Z syndromes). Those logical gates require
ancillae, which are represented on the line below by the matching colors. Between the moment
the ancillae are prepared and measured, there are more than three timesteps (we represented 6
here for simplicity, but the exact number would be different and would actually depend on the
ancilla we are looking at). However, in order to compute the average number of physical gates
acting in one logical gate, everything will behave as if those gates were actually implemented in
parallel of the 3 timesteps. Indeed, if we focus on the red logical gate, the ancillae might have
gates applied on them before (1 and 2 red boxes) and after the logical gate (6 red box), but
the preceding and following logical gates would exactly compensate those missing gates. More
precisely, this is true if we neglect the boundary of the algorithm and if we are interested in the
average number of gates acting in parallel (which is the case).

Finally, the average number of x ∈ {cNOT, Id, 1qb,Meas} physical gates in this logical
timestep is:

N
x
P,‖(k) = Nx

during τL
(k)/3k (4.28)

Where Nx
during τL

(k) is the number of x type physical gates that are inside an average logical

timestep, i.e the number of x physical gates there are assuming that N
cNOT
L,‖ , N

1qb
L,‖ , N

Id
L,‖, N

Meas
L,‖

logical gates are acting in parallel in the algorithm. We find (those numbers are simply obtained
by replacing Nx

L → N
x
L,‖ for x ∈ {cNOT, Id, 1qb} in (4.27)):

N cNOT
during τL

(k) =
1

3
199k(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) +

7k

3

(
N

cNOT
L,‖ −N Id

L,‖ −N
1qb
L,‖

)
(4.29)

N1qb
during τL

(k) =
7

48
199k(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) +

7k

48

(
−14N

cNOT
L,‖ − 7N

Id
L,‖ + 41 N

1qb
L,‖

)
(4.30)

N Id
during τL

(k) =
3

16
199k(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) +

7k

16

(
−6N

cNOT
L,‖ + 13N

Id
L,‖ − 3N

1qb
L,‖

)
(4.31)

NMeas
during τL

(k) =
7

48
199k(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) +

7k

48

(
−14N

cNOT
L,‖ − 7N

Id
L,‖ + 48N

Meas
L,‖ − 7N

1qb
L,‖

)
(4.32)

The second parenthesis present in those expressions, as associated with the eigenvalue 7, will
typically be small enough to be ignored compared to the first parenthesis associated with the
eigenvalue 199. We can justify our claim with what follows. In practice, they would be the clos-
est for k = 1 (when k increases further, the first parenthesis dominates even more). Excluding
nonphysical cases where there are only logical measurements acting in parallel (the number of
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measurements in parallel cannot dominate the other logical gates as logical qubits are manip-
ulated before being measured), a very pessimistic scenario would correspond to a case where

N
1qb
L would dominate the number of gate acting in parallel. For example in the case k = 1, if

N
1qb
L = 1 (and the other logical gates acting in parallel are present in negligible number), the

ratio of the first parenthesis divided by the second one in (4.30) would give a number close to 5.
Not taking into account the smallest eigenvalue in this very pessimistic case would imply that
we are making an error in our estimation for the number of physical gates about 20%. This is
small enough to be ignored as our purpose will be to estimate the energetic cost of running a
fault-tolerant quantum algorithm in order of magnitudes. For this reason, we will approximate
the average number of physical single, cNOT, and measurement gates by28:

N
cNOT
P,‖ (k) ≈ 1

3

(
199

3

)k
(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) (4.33)

N
1qb
P,‖ (k) ≈ 7

48

(
199

3

)k
(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) (4.34)

N
Meas
P,‖ (k) ≈ 7

48

(
199

3

)k
(2N

cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ ) (4.35)

We notice that the number of physical measurements is roughly the same as the number of
the other physical gates (actually, it is exactly equal to the number of single-qubit gates, for
instance). This is an important difference with the case where no error correction is being
performed. Indeed when no error correction is performed, it is fine to neglect the dynamic
cost associated with measurements because they only affect the boundaries of the algorithm.
Here, because error correction is being performed, measurements are performed on each logical
timestep, and their dynamic energetic cost might not be negligible (they act ”in the volume” of
the algorithm). The dynamic cost of measurement corresponds to the readout pulses that are
sent to read the qubit state as opposed to the static costs of measurement that are associated
with the amplifiers (amplifiers cannot usually be turned off when not used).

4.3.2.2 Estimation of the number of physical qubits used in the computer

The number of physical gates being estimated for a given concatenation level k, it remains to
estimate the number of physical qubits to be able to finally write down the expression of the
power. For the physical gates, we were interested in finding their average number because the
associated power consumption was of a dynamic type. For the physical qubits, we need to find
the bottleneck of the algorithm. Indeed physical qubits cannot be removed from the computer
when they are not being used, so we need to find the moment when the maximum number of
physical qubits will be required to estimate their number.

In order to do the estimation, we notice that the number of ancillae qubits dominates the
total number of physical qubits required. Indeed, as one can see from figure 2.14, for k = 1 for
instance, we would need 28 (resp 28 × 2) ancillae qubits for a single or identity (resp cNOT)
logical qubit gate29. Compared to the 7 to 14 physical data qubits, as we are only interested
in orders of magnitude, this is a fair approximation to make. Furthermore, increasing the
concatenation level would only make the number of physical ancillae qubits dominate even more.
For this reason, we will only try to estimate the number of ancillae qubits. Then, we recall that

28We don’t need to find the average number of physical identity gates as they do not consume any power with
our hypotheses.

29It assumes that the syndrome ancillae are always being accepted. As explained in the appendix I, the typical
number of ancillae rejected can be neglected compared to the total number of ancillae accepted.
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the k’th concatenation level is obtained from the k−1 level in which each physical gate has been
replaced by a 1-Rec. We can use that to estimate the number of physical qubits. We first assume
that the algorithm requires a unique logical timestep composed of (N cNOT

L,‖ , N1qb
L,‖ , N

Id
L,‖, N

Meas
L,‖ )

cNOT, single, identity and measurement logical gates acting in parallel. From this knowledge,
we can find the total number of physical gates required on the k − 1 level. Multiplying this
number by 28 for the single-qubit and identity gates and 28 × 2 for the cNOT, we deduce
the total number of ancillae qubits required. We notice that we don’t multiply measurement
gates by 28 because they do not require ancillae (because they are not followed by a quantum
error-correction procedure). It would give us access to the total number of ancillae qubits after
k concatenation, and thus roughly the total number of physical qubits. We notice that this
calculation assumes that no ancillae qubits can be recycled after k concatenation (i.e., each
physical gate in the k−1 level will need ”fresh” ancillae when replaced by a 1-Rec to implement
the k concatenation level). Both the X and Z syndrome ancillae are participating to 9 physical
timesteps as explained in 2.4.2.8. Thus, in principle, we can reuse them once they have done
those 9 timesteps. In a similar way, the verifier ancilla can be reused (even earlier because they
are used for a smaller amount of timesteps). Properly counting the number of ancillae that
could be reused would, however, be a complicated task for an arbitrary concatenation level.
Furthermore, in practice, we will mainly be interested in the first 3 concatenations levels in
the next chapter (more concatenation levels would imply an unrealistic power demand for all
practical purposes for the models used there). Because of that, the number of timesteps for
the logical gates on the k − 1 level is also equal to 9: τ timestep

L /τ timestep
P = 3k−1 = 9 which

means that anyway, the level of recycling of the syndrome ancilla qubit would be ”poor” (but
we might be able ”in principle” to recycle some of the verifier ancilla qubits, which represents
the half of the total number of ancillae, as they are used for a smaller amount of timesteps).
We assumed in the end that the ancillae qubits are not recycled within this logical gate. We
note that it can actually be seen as the way the computer is designed and not as an assumption
simplifying calculations. In summary, using (4.29),(4.30) and (4.31), we can estimate that the
total number of physical qubits required in an algorithm composed of a unique logical timestep
having (N cNOT

L,‖ , N1qb
L,‖ , N

Id
L,‖, N

Meas
L,‖ ) cNOT, single, identity and measurement logical gates acting

in parallel is QP (k) ≈ 28
199199k(2N cNOT

L,‖ +N1qb
L,‖ +N Id

L,‖).

Now, an algorithm is composed of many logical timesteps. With our assumption where
the ancillae qubits are not being recycled within a logical gate, the number of physical qubits
required is given by the moment in the algorithm where 2N cNOT

L,‖ +N1qb
L,‖ +N Id

L,‖ will be maximum

(which is in some way the ”bottleneck” in term of physical resources required). Thus, the number
of physical qubits can be written as:

QP (k) ≈ 28

199
199k max

i

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
(4.36)

where i denotes the logical timestep on which there are N cNOT
L,‖,i , N1qb

L,‖,i, N
Id
L,‖,i logical cNOT,

single-qubit and identity gates acting in parallel. However this is not exactly correct (we need
to refine one last time the calculation). In principle, for the same reason that consecutive gates
on the k − 1 level had to use fresh ancillae, we cannot use the same ancillae for consecutive
logical gates because the ancilla preparation takes longer than the duration of the logical gate
(physical ancillae within consecutive logical gates might overlap). Here, we will assume that the
ancillae used inside a logical gate can be reused (recycled) when all the ancillae of this logical
gate have finished to be used (it means that we recycle ancillae qubits inside a logical gate
only when none of those qubits are used anymore). As explained in the appendix H, modifying
QP (k)→ 4QP (k) in (4.36) would lead to an appropriate counting of such overlap. We will take
into account this coefficient, such that the number of physical qubits used after k concatenations
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is:

QP (k) ≈ 112

199
199k max

i

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
(4.37)

However, to define the power at the logical level, we would like to ”make appear” the number
of logical qubits QL. In order to do it, we can notice that we have30

max
i

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i +NMeas
L,‖,i

]
= QL, (4.38)

where NMeas
L,‖,i is the number of logical measurement gates at the timestep i. The reason be-

hind this equation can intuitively be understood from the figure 4.9. We recall that NMeas
L,‖,i

did not appear in (4.36) because measurement gates do not require ancillae, and our estima-
tion of the number of physical qubits was given by the number of ancillae (as they domi-

nate). Now, for all practical purpose we will usually have maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
≈

maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i +NMeas
L,‖,i

]
, which allows us to write:

QP (k) ≈ 112

199
199kQL, (4.39)

We explain why in a few lines. This formula does not apply for k = 0 as it is based on estimating
the total number of physical qubits from the number of ancillae qubits, and there are no ancillae
qubits when no concatenations are performed. We can understand why our approximation will
usually be valid with the following analysis. First, we call i0 the timestep on which (4.38) is
satisfied (the index satisfying the maximization). If on this timestep, NMeas

L,‖,i0 is small compared
to the other gates, then our approximation is directly valid. If not, at the logical timestep right
before (i.e for the timestep i0 − 1), all those measurement gates were either logical identity,

single-qubit or cNOT gates. It implies that 2N cNOT
L,‖,i0−1 +N1qb

L,‖,i0−1 +N Id
L,‖,i0−1 ≥ NMeas

L,‖,i0 (this is
an inequality because on the timestep i0 − 1, the measurements are replaced by other logical
gates, but qubits that were not measured in i0 might be affected by some other logical gates).

Thus, maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
≥ NMeas

L,‖,i0 . And as NMeas
L,‖,i0 was the dominant number of

gates on the timestep i0, it shows that maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
gives a good estimation

to maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i +NMeas
L,‖,i

]
, and thus that (4.39) is satisfied. In what follows,

we will always assume it to be the case as we only care about order of magnitudes estimations,
but also mainly because the examples we will consider in the next chapter will clearly satisfy
this hypothesis (it will not be an approximation but an exact result in the examples we will
take). We illustrate all this on figure 4.9 b).

30It assumes that the algorithm uses the minimal number of logical qubits it conceptually need. Indeed, this
equation means that the moment the maximum number of logical qubits are doing something ”together” is equal
to the number of logical qubits. But we could imagine inefficient implementation where this wouldn’t be true.
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Figure 4.9: a) How the number of qubits is related to the maximum number of gates acting
in parallel. On this figure, we illustrate an algorithm composed of two-qubit and identity
gates. We notice that the number of qubits required by the algorithm (here they appear

to be logical ones) is equal to maxi[2N
cNOT
L,‖,i + N1qb

L,‖,i + N Id
L,‖,i + NMeas

L,‖,i ] = 5, it happens on

the red rectangle (but also on the following timestep). b) Intuitive understanding of why

we can expect that QL ≈ maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
. The red box rectangle satisfies

2N cNOT
L,‖ +N1qb

L,‖ +N Id
L,‖+NMeas

L,‖ = QL exactly. But because the measurement gates dominate on

this timestep, and that they are identity, single or two qubit gates on the timestep before (we
assume that a qubit will never directly be measured as it would be useless for an algorithm),

the result is close to maxi

[
2N cNOT

L,‖,i +N1qb
L,‖,i +N Id

L,‖,i

]
= 4.

4.3.2.3 Expression of the power

Now, we can regroup the different things we calculated to express the power at the logical level.

On the physical level, it is a function: P = QPa+
∑

i∈GP N
(i)
P,‖b

i. Assuming that all single-qubit

gates consume the same amount of power, using (4.33), (4.34), (4.35) and (4.39), this expression
can be ”translated” at the logical level:

P = QLt(k)a+
(
b1qbu(k) + bcNOTv(k) + bMeasw(k)

)
(N

1qb
L,‖ +N

Id
L,‖ + 2N

cNOT
L,‖ ) (4.40)

t(k) ≡ 112

199
199k (4.41)

u(k) ≡ 7

48

(
199

3

)k
(4.42)

v(k) ≡ 1

3

(
199

3

)k
(4.43)

w(k) ≡ 7

48

(
199

3

)k
(4.44)

We recall that we only focused on the transversal logical gates. An algorithm would, in principle,
require other gates than cNOT, what we called single-qubit gates here (which were Hadamard
or Pauli), identity, or measurement gates. Those other gates, such as the T -gate, have to be
implemented with a completely different protocol which goes beyond the scope of this thesis.
Taking them into account would, in principle, add additional terms in this power function.
We also made an implicit assumption here: all the single-qubit physical gates will consume
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the same amount of power consumption (we did not make any distinction in our calculation
between Hadamard or Pauli gates, for instance).

All those precisions being said, we see that we were able to define the power at the logical
level with some adaptations. We have to keep in mind that each term involved in this equation
could vary from a coefficient roughly between 1 and 10 as we only estimated quantities in their
order of magnitudes (but we believe that our estimations are probably closer to the 1 than 10).
Now, we can recall the most important hypothesis that led us here. For the static consumption,
we only took into account the ancillae qubits because they give the dominant contribution to the
total number of physical qubits. We also assumed that no recycling is being performed for all
the ancillae qubits that are inside a given logical gate and that any ancilla used in a logical gate
can be reused only when all the others ancillae of this logical gate have also ”finished their job”.
We also assumed that the number of physical qubits is proportional to QL. This will be true for
some algorithms and only an approximation for some others (it depends if the moment when the
maximum number of logical qubits are involved at the same time corresponds to a moment some
logical qubits are being measured). If this happens to not be true, this approximation should
still be quite fair (see the discussions on this subject in section 4.3.2.2). For the dynamic costs,
the main assumption that we did is to neglect the ”variation” in the concatenated construction
between the different kinds of logical gates. It allowed us to have a number of physical gates

proportional to (N
1qb
L,‖ + N

Id
L,‖ + 2N

cNOT
L,‖ ). And we also did not make any distinction in the

power consumption for each type of physical single-qubit gate. Now, we believe that the most
”critical” assumptions, the ones that would change by more than 100% some of the numbers in
(4.40) are (i) the assumption that the number of physical qubits is proportional to QL (the fact
it a very good, or ”rough” approximation is algorithmic dependent), (ii) the assumptions behind
the qubits recycling (which can actually be seen as an assumption on how the computer works
rather than an approximation of the physics). The other considerations should not change our
results quantitatively.

Now, we comment on the expressions we obtained. We notice here the functions t,u,v,w.
They represent the increasing power cost of the logical elements when more and more error-
correction is being performed (because more and more physical components are there). They are
the ”translation” of the energetic cost from the logical to the physical world (where the power
is ”really” being spent). In the section 4.2.1.1, we said that we would neglect the dynamic
cost related to measurement. This was a fair assumption to do because physical measurements
only occurred on the boundary of the algorithm (and will thus have a negligible ”weight” in
terms of parallel operation compared to all the other gates occupying the ”volume” of the
algorithm). Here, as we are doing quantum error correction, physical measurements are done
”very frequently in time” (thus inside the ”volume”) to detect errors. In principle, we can no
longer neglect them31, this is why there is a cost per physical measurement gate represented by
bMeas in (4.40). We also notice that t(k)/u(k), t(k)/v(k) and t(k)/w(k) diverge in the infinite
concatenation level. This is based on our assumption that the ancillae qubits are not being
recycled within a logical gate. Because of that, the static consumption will dominate in the
k →∞ limit. In practice, we can expect that with smart recycling scenarios, those ratios would
actually converge toward some constant. We can also see that the dynamic consumption is

proportional to the total quantity (N
1qb
L,‖ + N

Id
L,‖ + 2N

cNOT
L,‖ ). It means that the exact logical

gate that is being implemented in the algorithm doesn’t matter; what matters is the average
number of logical qubits that are ”actively” participating on an information processing level. It
also allows us to notice that in the opposite of what usually happens without error correction,
logical identity gates require power consumption. The reason is that it costs energy to protect

31Actually as in practice measurement require much less dynamic power than single-qubit gate we will still be
able to neglect them, but we wanted to emphasize on this difference anyway.
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the information because of the error-correction subroutines.

4.4 Conclusion

In this chapter, we proposed a formulation for the question of the resource cost of quantum
computing. A resource is, in principle, any cost function, but here we used the power consump-
tion as our resource of interest. This formulation is based on a minimization under constraint:
we ask to minimize the power it costs to run an algorithm under the constraint that the noise
contained in its output, as quantified by some metric, is not higher than a given target chosen
by the experimentalist. It allows to indirectly assess that the success of the algorithm will be
good enough.

Formulating the question this way allows optimizing all the parameters the experimentalist
can tune in order to reach this minimum. It includes parameters related to the hardware part of
a quantum computer (qubit temperature, attenuation on the line), but also to the software part
in principle (how the algorithm is implemented). For this reason, in the section 4.2 we proposed a
full-stack framework in which the engineering, algorithmic and quantum physics parts involved
in the quantum computer are all represented. Solving the problem of minimization under
constraint, the various competition phenomenon that might be occurring, possibly between the
different fields of expertise involved in the design, are automatically taken into account, and the
most energy-efficient architecture of the computer can, in principle, be found. We illustrated it
with a concrete example in which the most energy-efficient implementation of an algorithm can
be found in the section 4.2.2. This optimal implementation could be found because we related
”at the same time” algorithmic characteristics to ”engineering” ones (here represented by the
temperature TQ which plays a role in the noise but also in the cryogenic Carnot efficiency). This
optimal implementation results from the intrinsic competition there exist between the noise and
the power: both cannot be low at the same time, which is at the heart of the physics behind
the optimization we propose.

In the section 4.1.2.1, we also saw that for some reasonable hypotheses (that we expect
to be true for many physical systems, and that are at least true for the ones we consider),
the minimum power consumption is an increasing function of the accuracy targetted for the
algorithm: the lowest the noise in the algorithm answer is desired, the more power it will cost.
We then showed in section 4.1.2.2 that under those same hypotheses, the questions of asking
the maximum accuracy one could get for a given resource and asking what is the minimum
power one has to spend in order to reach a given accuracy are mathematically equivalent.

Finally, in section 4.3, we provided the tools that are required to phrase our approach
in the context of fault-tolerant quantum computing, where both the power function and the
metric quantifying the noise could be expressed on the logical level. We also did quantitative
estimations of the number of physical qubits and gates required. The elements provided in this
section, and more generally in this chapter, will be used in the next chapter, where we will
finally try to estimate the energetic cost of a realistic full-stack model of a superconducting
quantum computer.
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Appendix H

Recycling of the ancillae on the
logical level

Here, we justify why multiplying (4.36) by 4 should give a good estimation of the number of
ancillae required after k concatenations. We recall that the hypotheses behind the calculation
are that (i) the ancillae required to implement a logical gate are not recycled within this logical
gate, and (ii) on the logical level, the recycling is done such that the physical ancillae inside a
given logical gate can only be reused when all those physical ancillae have finished their work
(i.e., they have all been finally measured).

For this, we recall that the ancillae taking the longest time to be used are the X and Z-
syndrome ancillae. For k = 1, they last for 9 physical timesteps. From now on, we only reason
with the X-syndrome ancillae as the reasoning for the Z ones would be similar. In practice,
5 physical timesteps are before the logical gate implemented, 3 in parallel (a logical gate lasts
for 3 timesteps for k = 1, there is the 1-Ga implemented then the cNOT for the X-syndrome
and the cNOT for the Z-syndrome, see figure 2.14 and 2.4.2.8), and 1 after1 which means that
the ancillae are overlapping with 4 consecutive logical gates in principle. This is represented in
the figure H.1, and this is the number we took in the main text. Now, our goal is to justify
that this ×4 multiplication is still a good estimation, even for further concatenation levels.
If we imagine concatenating another time, each of the physical gates applied on the ancillae
on those 9 physical timesteps will be protected, which means replaced by a 1-Rec, and will
involve new physical X-syndrome ancillae lasting for 9 physical timestep. This is represented
on the figure H.1. For instance, the purple dotted box of the second line corresponds to a
gate acting on the ancilla, on the first timestep in which it is being manipulated. This gate,
when protected by error-correction, will also contain X-syndrome ancillae (represented by the
third line containing 9 purple boxes), which will also be prepared 5 timesteps before the gate
protected is implemented and will be measured 1 timestep after the protected gate has finished
its implementation. Analog explanations for the dotted cyan, yellow gates acting on the level-1
ancillae, and it would be the same explanation for the level-1 gates between 4 and 9.

In the end, we can estimate that the number of timesteps required by the physical ancillae

1For the X-syndrome we must do an X measurement. But as we can only do Z measurements by hypothesis,
we must apply a Hadamard and then do a Z measurement. Looking at the circuit on the figure 2.14, we would
see that the final Z measurement is done ”after” the logical gate has finished being implemented on the data
qubits.
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Figure H.1: Estimation of an upper bound on the number of physical ancillae required in an
algorithm, taking into account the overlap of preparation with preceding and following logical
gates. On the first line, we represented the three physical timesteps composing the different blue,
red, and green logical gates (3 timesteps because k = 1 at this point: the 1-Ga is implemented
followed by the cNOT of the X-syndrome and the cNOT of the Z-syndrome, see the figure 2.14).
The second line represents the 9 physical timesteps required by the ancilla within the red logical
gate of the first line. Those ancillae actually correspond to the X-syndrome ancillae, which are
the ones lasting for the longest amount of time. 5 timesteps are occurring before the gate and
1 after (they are the reason for the potential overlap with the ancillae of the preceding and
following logical gates). Concatenating once again, each physical gate of the second line will be
replaced by a 1-Rec and will thus be error corrected, which requires ancillae. The first of those
gates (the purple dotted box on the second line) will then need ancillae, represented in purple
in the third line. They will be implemented 5 timesteps before the transversal implementation
of the gate (1-5 purple boxes, the transversal 1-Ga implementation is the 6’th box) and 1 after
the two syndromes have finished (9’th purple box). The second of those gates (cyan) also
need ancillae when protected by error-correction, which will be prepared 5 timesteps before the
transversal implementation (the cyan 6’th box), and 1 timestep after the two syndromes have
finished. Same principle for the yellow, and in principle for the rest of the level-1 gates acting
on the ancillae (the red gates from 4 to 9 on the second line). The number we need to estimate
is the number of timesteps between the moment when the ancillae used to protect the first gate
of the second line is ”injected” in the calculation and the moment when the ancillae used to
protect the last gate of the second line has finished working. More precisely, we need this analog
value for further concatenations. For k = 2, the number is equal to 5 + 3 ∗ 9 + 1 as shown in
the image, and for an arbitrary k it is expressed in (H.3).

satisfies, after k level of concatenations:

N
(k)
Timestep = 3N

(k−1)
Timestep + 6 (H.1)

N
(1)
Timestep = 9 (H.2)

For instance, for k = 2, the total number of timesteps for the ancillae is 3 times the number of
timesteps the ancillae used on the k = 1 level, on which we must add ”boundary conditions”:
the ancillae used to protect the first gate of the k = 1 level will last for 5 timesteps before this
gate, and the ancillae used to protect the last gate of the k = 1 for 1 timestep after. It gives
the additional 6 = 5 + 1. The reasoning remains when concatenating on further levels, and we
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thus have (H.1) that is satisfied. Solving this recursive relation, we obtain:

N
(k)
Timestep = 3k ∗ 4− 3 (H.3)

Using the fact that a logical gate concatenated k times lasts for 3k physical timestep, we

obtain that the X-syndrome ancilla of a given logical gate will overlap with ≈ N (k)
Timestep/3

k ≈ 4
consecutive logical gates.
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Appendix I

Energetic cost of the rejected
ancillae

Here, we justify why we neglect the number of rejected ancillae and the associated gates applied
on them. They are rejected in the case the verification failed, see figure 2.14. To say that we
neglect the number of rejected ancillae means for us that we can do the energetic estimations
assuming that the ancillae prepared are always accepted by the verifiers and that no ancillae
are required in case of a failure event. We recall that as one syndrome ancilla must necessarily
”pass” the verifier test at the moment it is needed, a given number of syndrome and verifier
ancillae must be prepared in parallel to be sure that a syndrome ancilla will be accepted ”on
the appropriate moment”1. It could, in principle, increase the cost of the physical resources
required in a significant manner.

We will first show that the average number of the extra ancillae needed in the case the
first verification fails counts for a negligible part in the total counting of ancillae. The intuitive
reason is that the ancillae will be more likely to be accepted than rejected. Because of that,
the number of extra ancillae required in case of one or multiple rejects is expected to be lower
than the number of ancillae anyway required (i.e., the number of ancillae we would need under
the assumption the verification always succeeds). But reasoning with an average is not enough
as we cannot put an average number of ancillae in a computer. Then, we will give the reasons
that allow us to think that because different logical qubits can share a common reservoir of
extra ancillae, the ”real” number of ancillae physically present in the computer in the case the
verification fails can also be neglected for our purpose of order of magnitude estimations.

I.1 The average number of extra ancillae required in case of
rejection is negligible

Let us call p the probability to reject a syndrome ancilla. The probability to have an ancilla
accepted on the n+ 1’th try is: pn(1− p).

We call ”syndrome-spot” a place where an ancilla is either accepted or rejected. At each

1What we mean is that if it happens that one syndrome ancilla is being rejected, because qubits have finite
lifetime we cannot wait the time to prepare another syndrome and verifier ancillae and to make them pass the
test: we need to be sure to have a syndrome ancilla ready to perform the syndrome measurement right when
needed, which could induce a large overhead in principle.
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syndrome-spot, the average number of extra ancillae required in case of rejection is:

N extra =
+∞∑
n=1

n× pn(1− p) (I.1)

Indeed, if the ancilla is accepted after one failure (probability p(1 − p) that it occurs), only 1
additional ancilla would have been needed, if it has been accepted after two tries (probability
p2(1 − p) that it occurs), 2 additional ancillae would have been needed etc. Using the fact∑+∞

n=0 np
n = p/(1− p)2, we deduce:

N extra =
p

1− p
≤ 1 for p ≤ 1/2 (I.2)

Thus, at each syndrome-spot, there are fewer extra ancillae required in case of rejection than the
number of ancillae that must be present under the assumption the verification always succeeds.
Actually, p is expected to be very small in practice (because physical failure rates are below the
threshold). A pessimistic estimation for p can then be taken equal to ≈ 10ηthr ≈ 10−3, which
makes N extra ≈ 10−3 � 1. Indeed, there are about ≈ 10 physical gates involved in the ancilla
preparation. Assuming that the failure probability of those gates is about ηthr (worst-case
scenario), we would have p ≈ 10ηthr being the probability that verification fails for the physical
ancilla. An implicit assumption behind this calculation is that we only did one concatenation
level (because there are different levels to consider for the ancillae when k > 1). We will consider
a more general case (and we will do a more accurate estimation) in what follows.

I.2 The overhead required in case ancillae are rejected can be
neglected

Up to this point, we reasoned with a statistical average approach. However, we do not have
an ”average” number of ancillae in the computer but a fixed value of them. Reasoning with
an average is in principle not enough because what could happen is that even if it is ”very
unlikely” to need, for instance, 10 extra ancillae on a given syndrome spot, those ancillae might
anyway be here ”in the case” this verification fails, even if it is a rare event. We need a more
accurate estimation to be sure that we can neglect the number of extra ancillae here in case the
verification fails. This is the goal of what follows. One of the strategies behind what we present
is to use a common reservoir of extra ancillae for multiple logical qubits. Because it is unlikely
that all the logical qubits would have their ancillae rejected at the same time, and given the
typical value of the probability of error of a logical gate in all the examples we will consider,
the number of ancillae in this reservoir is expected to be small compared to the number of
ancillae that would strictly be required by the logical qubits sharing this reservoir, in the case
the verification always succeeds. We would, however, like to emphasize on the fact that this
part is still a work in progress (we are not sure if what we present is entirely rigorous, we need
some further verifications), but we hope that the reader will be convinced enough by what is
already written.

For our explanations, we first consider only doing one level of concatenation; we generalize
after. We consider that a group of Q0

L ≤ QL logical qubits are sharing M extra ancillae that
constitute a reservoir used only in the rare cases the verifications are failing. We assume that
Q0
Lp � 1 (this is why Q0

L ≤ QL, we took it in order to be able to reason in a perturbative
manner in what follows). The number of syndrome spots inside those Q0

L logical qubits being
roughly equal to the number of logical qubits (up to a factor of 2), we will assume that they
are identical in what follows. If we have M < Q0

L, then we can, for our order of magnitude
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estimations, neglect those M extra ancillae against the number of ancillae that are needed
anyway in case the verification always succeeds. It would allow the calculations made in the
main text to be valid. Our goal is then to justify that M < Q0

L which requires finding M .

In order to find it, what we can do is to calculate the value of M such that the probability
that we actually needed M + 1 ancillae (i.e., we do not have enough ancillae ”in reserve”) is
lower than the probability pL that a logical gate fails. If it is the case, it would mean that
the dominant reason why a logical gate fails is not because of a lack of ancilla, and then the
calculation will succeed often enough with only having those M extra ancillae in the reservoir.

With 1 extra ancilla, the calculation can resist to one logical gate applied on one of those
Q0
L logical qubits that failed because it didn’t have enough ancillae (this extra ancilla will be

used by this logical gate). Thus, having M = 1 extra ancilla makes the probability that a logical
gate fails because not enough ancillae were in the reservoir being equal2 to the probability to
either have two different logical gates applied on two different logical qubits that failed because
they didn’t have enough ancillae, either one logical gate applied on a logical qubit that failed

twice (i.e., had two ancillae rejected) which is equal to Q0
Lp

2 +
(Q0

L
2

)
p2 ≈ (Q0

Lp)
2. If 2 extra

ancillae are being used, we can resist to two logical gates that failed because they didn’t have
enough ancillae3. Thus, the probability that a gate fails because it lacks ancilla is of order
(Q0

Lp)
3. In conclusion, with M extra ancillae, a logical gate applied on any one of those Q0

L

logical qubits will fail because not enough ancillae are in the computer with a probability that
is about (Q0

Lp)
M+1. We need to make sure that this probability is lower than the probability

of error of the logical gate that we aim, thus:

(Q0
Lp)

M+1 < pL ⇔M >
ln(pL)

ln(Q0
Lp)
− 1 (I.3)

Considering pL = 10−12 (this is the lowest probability of error we will need to have in all the
next chapter), for Q0

L = 100 (it allows us to have Q0
Lp = 10−1 which we consider being valid4

for our perturbative approach), we have, M > 11. Thus M < Q0
L, the extra ancillae do not

dominate the number of ancillae that would be required under the assumption the verification
always succeeds. The reason why is (i) because the probability of errors of the logical gate
we want is not ”too low”, (ii) different logical qubits are sharing the same reservoir of extra
ancillae, (iii) the probability that an ancilla is being rejected is actually low.

Now, this is only true for the first concatenation level. We would like to generalize to
more levels. In order to do so, we can apply this same reasoning recursively. There is about
ε = M/Q0

L ≈ 0.1 (taking M = 11) extra ancillae required per ancilla needed in the case the
verification always succeeds. The number of extra ancillae required in the reservoir after k
concatenation for k = 3 (we take this example to illustrate the calculation) is equal to the
number of extra ancillae required assuming the verification failed on either the first, second,
or third concatenation level (or if it failed on multiple levels at the same time). Following
the tree given in figure I.1, we can estimate this number of extra ancillae being equal to:
ε3 + 3ε2 + 3ε ≈ 0.3 < 1. Thus for one ancilla required under the assumption the verification
always succeeds, there is 0.3 extra ancillae required for the ”real” scenario. Thus, we can neglect
this overhead in our calculations (both from the number of ancillae and the gates that would
be applied to them). Considering that we will never do more than 5 concatenations in the
next chapter, the same reasoning can, in principle, be applied to show that we can neglect this
overhead even for 5 concatenations level (the extra number of ancillae would be ≈ 5ε < 1). We

2Actually, dominated by (because it cannot resist to more errors but those events have a much smaller
probability of occurring).

3Or to one logical gate that failed because it had two ancillae rejected.
4Again this part is constituted of quick estimations that should be reinforced.
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recall again that this part needs to be re-checked properly (we did not have the time to do all
the verifications at the moment this thesis was written).

Figure I.1: Why we can neglect the rejected ancillae even up to k = 3. The variable ε =
M/Q0

L ≈ 0.1 represents the number of extra ancillae per ancilla ”anyway required” (i.e the
number of extra ancillae here in case some verifications are failing, per ancilla that are here
under the assumption the verification always succeeds). The red line represents the situation
in which the ancillae always pass the verification (what we considered in our calculations). At
each level, there is a probability that the ancilla fail the verification. In this case, about ε ≈ 0.1
extra ancillae are required.
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Chapter 5

Full-stack approach to the energetic
cost of quantum computing:
application to superconducting qubit
quantum computer

In the previous chapter, we introduced the principle behind the energetic estimation of fault-
tolerant quantum computing. We used examples to illustrate the method but we stayed on
the level of toy models. In this chapter, we are going to go toward some more realistic models
with the hope to get some orders of magnitude of power consumption we might expect in a
fault-tolerant quantum computer1.

The quantum computer we will model will be based on superconducting qubits. Such quan-
tum computers are the ones that are currently being developed by Google (we can think about
the Sycamore processor which has been used in a recent claim of quantum supremacy [16] and
Bristlecone [132]), IBM that actually has a large number of quantum processors [17, 18]. Many
other companies are also working (or are going to work) with superconducting qubits quan-
tum computers such as Intel [19], Rigetti [20], Alice & Bob [133] but also the academic sector.
QuTech has, for instance, two small-sized superconducting quantum computers: Starmon 5
and Spin 2 [134, 135]. Among all those examples, we can say that our models are closer to
the quantum processors used by IBM. Indeed, this company mainly uses the cross-resonance
scheme [77, 136, 76, 137] in order to implement the two-qubit gates. This model of gates allows
implementing two-qubit gates between qubits that are not necessarily nearest-neighbor (this
is a requirement for the concatenated code construction) by connecting them with a quantum
bus. Also, those gates can last for 160ns [77], which is close to the 100ns of duration we took
for the two-qubit gates in our models. And finally, those gates can work with fixed-frequency
qubits which is what we are going to consider as well. See 1.3.2.3 to see how we model such
gates here.

In this chapter, we will develop a complete full-stack model for the quantum computer. It will
include the classical electronics that is necessary to either generate signals, communicate with
the laboratory, or amplify the measurement signals. We will also include the heat conduction of
all the necessary cables. We will keep considering the heat dissipated in the attenuators. The
model is detailed in the sections 5.1 and 5.2.

1In this chapter, I made the major part of the work presented.
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The minimization under constraint described in 4.2.1.2 will allow us to understand which
characteristics of a quantum computer play the most important role in its power consumption.
Between the temperature at which the qubits are, the total attenuation there is on the lines,
and the temperature at which the signals are generated, what is the most critical parameter to
optimize? Is it really necessary to put the qubits at very low temperature (i.e., close to 10mK) in
order to run a fault-tolerant calculation, and what is a low enough temperature quantitatively?
Such questions will be studied in the sections 5.4.1.2 and 5.5. In those two sections and in the
section 5.4.1.4, we will also see which elements in the computer are participating in the most
significant manner in the energetic cost: is it the dissipation in the attenuators, the electronics
generating the signals or the heat conduction? It will allow us to establish some first strategies
that seem promising in order to make quantum computing more energy efficient. In this work,
we will also estimate quantitatively how much power consumption we can hope to save with
our optimization compared to a non-optimized scenario in which ”typical” values are provided.
We will see that in regimes of high power consumption (i.e., bigger than the megawatt), our
optimization can allow saving more than two orders of magnitude in power consumption (we
discuss this in the section 5.4.1.2).

Finally, in section 5.5 we will see how the shape of the algorithm (i.e., its logical depth and
the number of logical qubits it contains) has an influence on the power consumption.

5.1 Hardware engineering model

In the section 4.3.2.3 of the previous chapter, we gave the generic expression for the power
consumption that we recall:

P = QLt(k)a+
(
b1qbu(k) + bcNOTv(k) + bMeasw(k)

)
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3

)k
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The coefficients a, b1qb, bcNOT, bMeas are characterizing the engineering aspects behind the
quantum computer. They will describe how the power will depend on the number of physical
qubits (for a), on the number of physical single, cNOT and measurement gates active in parallel
(for b1qb, bcNOT, bMeas). The coefficients t(k), u(k), v(k) and w(k) describe how the power cost
will grow as a function of the quantity of error correction (quantified by the concatenation level
k) that is being done. t(k) represents how the number of physical qubits increases with k, and
the other coefficients represent how the number of physical single, cNOT, and measurement
gates increase as a function of k. Using the terminology introduced in the section 4.2.1.1,
t(k) is scaling the static costs, i.e., the power that has to be spent whatever the algorithm
implemented is doing. The coefficients u(k), v(k) and w(k) are scaling the dynamic costs, which
depend on the logical gates implemented in the algorithm. The dynamic costs will only consume
power when quantum gates are implemented on the qubits. We see that because of the error
correction performed, the ratio of static over dynamic power consumption is fixed by the level
of concatenation. This difference between dynamic and static power is something that has to
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be taken into account as it can significantly impact the energetic bill. For instance for k = 3,
t(k)/u(k) ≈ 100: there are two orders of magnitudes more physical qubits than physical single-
qubit gates!2 But for k = 1, t(k)/v(k) ≈ 5: there are only 5 more physical qubits than two-qubit
cNOT gates for one level of concatenation, we see that the conclusions we can extract are very
dependent on the regime of parameters we are looking at. What this discussion illustrates
is that in order to properly study the energetic cost of quantum computing to then make it
energy-efficient, it is important to characterize both the static and dynamic costs as they can
be significantly different.

Now, the only thing we need to determine from the engineering model are the values of the
coefficients a, b1qb, bcNOT, bMeas, and this is what we are going to estimate now.

5.1.1 The global picture

In this chapter, we are going to follow the same philosophy as what we did in the previous
chapter: we will only consider the energetic cost required to remove the heat introduced within
the cryostat; we call it the cryogenic cost here. Thus, any energy spent outside (i.e., at 300K)
will be considered as ”free” in our estimation. The reason why we focus on the cryogenic cost
is because any power that is spent inside the cryostat is usually transformed into heat that
has to be evacuated. Then, because removing 1W of heat will cost more than 1W of work
(i.e., electricity) at cryogenic temperatures (we can think about Carnot efficiency to understand
that), focusing on the cryogenic cost would give the dominant power consumption3. Now, many
different architectures of quantum computers could exist; we need to make some choices, we
cannot be entirely general. One thing to have in mind is that a quantum computer should
be seen as a hybrid quantum/classical computer. Indeed, classical electronics is required to
generate the signals that will reach the qubit but also to manage the execution of the quantum
algorithm. For instance, it has to keep in memory all the sequence of gates that have to be
applied on the physical qubits. It must also perform some calculations that allow deducing the
value of the syndrome from the measurement outcomes. One open question is to know where it
is optimal to put the electronics, in terms of simplicity for the design but also in terms of energy
efficiency [41, 42]. Two extreme scenarios can be considered. First, we could imagine merging
all the classical electronics with the quantum core. In this scenario, the engineering would be
much more simple (as it would remove a great number of cables). It would also remove the
major part of heat conduction because we would only need one cable between 300K and the
quantum core giving the instruction about which algorithm to perform, another cable extracting
the measurement outcomes provided at the very end of the algorithm, and one cable providing
the power to the electronics4. However, classical electronics dissipates a large amount of heat,
and if we assume putting it at the qubit temperature (thus in the 10 − 100mK range), the
quantity of heat to remove would be phenomenal: it would be an inefficient architecture. The
other extreme is to put all the electronics at 300K. In this case, we face the opposite problem:
we would need to bring a large number of cables from the laboratory to the quantum core. They
would bring a very large amount of heat to evacuate, and it might not be very energy efficient
either. All this explains why there are strategies considered as being better for the scalability,
which consists in putting the electronics that is generating the signals at some intermediate
temperature between 300K and TQ (the qubit temperature). We call this temperature TGen

2We implicitly assume QL ≈ (N
1qb
L,‖ + N

Id
L,‖ + 2N

cNOT
L,‖ ) in this statement which means that all the logical

qubits are ”doing something” for all the timesteps.
3Of course if some elements at 300K consume a lot of power, they might dominate the cryogenic cost. But in

practice, we believe that the dominant power consumption will anyway be related to cryogenics.
4This is probably a little bit extreme but it is to give the idea: the number of cables required would be very

small.
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and it is typically considered being around 4K [41, 42]; the aspects of information processing
being kept at 300K. Doing this strategy, a large number of cables would be required between
TGen and TQ, but the associated temperature gradient being lower, the heat flow would be less
a problem5. Furthermore, as soon as the cable is below ≈ 10K, superconducting microwave
cables can be used, which are associated with a very low heat conduction flow [125, 43]. On the
other hand, a much smaller amount of cables would be required between 300K and TGen because
those wires would only bring digitized information about which signal should be generated for
which qubit (and those cables can be optical fibers which are insulators and thus also associated
to a low heat flow).

Outside of heat conduction and signal generation, an important question to answer is what is
the optimal qubit temperature and attenuation level that should be chosen in the architecture.
Choosing an attenuation close to TGen/TQ [138, 139] and putting the qubits at TQ = 10mK
is a choice that is usually considered. But is it necessarily the best one in terms of power
consumption? If it happened to be possible to put the qubit at some higher temperature, would
we be able to save a large amount of power consumption? All those questions are important
to answer in order to know how the computer should be designed for the very goal of reducing
power consumption, but outside of pure energetic considerations, it is also important to have
access to this information as it can be used for other practical reasons. To give an example,
different cooling technologies are associated with different temperature ranges [140, 141], and
having the information that putting the qubits close to 10mK is not strictly necessary can be
important information for the design.

In summary, here, we will consider a quantum computer where the electronics generating
the signals will be inside the cryostat, at a temperature TGen. Our goal will then be to opti-
mize this temperature along with the qubit temperature TQ, the total attenuation A, and the
concatenation level k in order to minimize the power consumption through our formulation of
minimization under constraint. We will also try to understand what are the most important
characteristics to optimize in the quantum computer and which elements are contributing to
the energetic cost in the most dominant manner.

5.1.2 The architecture we consider

Now, we give more precisely the elements we are going to consider in our energetic estimations.
As explained before, as we reason with the cryogenic cost, we have to know how much heat
they dissipate, which will tell us how much electrical power will be required to evacuate that
heat. We will then perform some approximations that will allow us to neglect some of those
costs. The architecture of the computer we consider is represented in figure 5.1, and we now
list the sources of heat dissipation it contains. We should add that this list is extrapolated
from typical quantum computer architectures (and what is planned for the near future) behind
superconducting qubit platforms, such as the computers from Google or IBM, but many of the
sources of heat dissipation given below will have analogs in other platforms.

Heat dissipation from signal attenuation: We introduced it in section 4.1.3.1. The signals
must be attenuated in order to remove the thermal noise which introduces heat.

Heat conduction in all the cables connecting to the qubits: All the cables within the
quantum computer are conducting heat. The associated heat load must also be evacuated

5Typical heat conduction models involve a heat flow proportional to T ia − T ib where Ta and Tb are the tem-
perature of the two ends of the cable, and i some positive power. Thus a low temperature gradient involves a
low amount of heat conduction.
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by the cryostat. In our model, we use conventional coaxial microwave cables for T > 10K
and superconducting cables (microstrip lines to be precise) below as they are associated
with a lower heat load; the precise model is described in appendix J.

Heat dissipation from signal generation and digitization: Generating signals has an en-
ergetic cost that is usually higher than the energy contained in the generated signal. If
the signals are generated inside of the cryogenics, the heat the electronics dissipates has to
be evacuated. It corresponds to the DAC represented on figure 5.1. We must also digitize
the readout signals in order to read them in the laboratory. It corresponds to the ADC
represented on this same figure.

Heat dissipation from signal amplification: The typical amplitude of the signals contain-
ing the measurement results about the state of the qubits is low such that the thermal
noise might be an issue when those signals are read. In order for the signals to remain
with a high signal over noise ratio, they must be amplified at low temperatures. This
process dissipates heat.

Heat dissipation for multiplexing and demultiplexing: To reduce the heat introduced
by the thermal conduction, one typical strategy is to perform multiplexing and demulti-
plexing. It consists in putting information that should be addressed to different compo-
nents into a single cable. For digital signals, it requires some electronics that will ”encode”
(multiplex) data so that a lot of information can be sent into one cable. It also requires
after to ”decode” (demultiplex) this data. The electronics performing those operations
will cost energy and thus dissipates heat. It corresponds to DEMUX-MUX on the figure
5.1.

Heat dissipation from Joule effect in DC cables: The classical electronics that is put in-
side of the cryogenic requires a DC power, provided by some cables, in order to work. If
a large amount of power has to be provided, the Joule effect induced by the resistance of
those cables might introduce heat that we will need to evacuate.
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Figure 5.1: a) Architecture of the computer our engineering model is based on. b) The simplified
model where we retain only the dominant sources of heat. The numbers (1:X) on the cables give
the level of multiplexing: it means that there are X cables per physical qubits. If (1) is written
below a cable, it means that the associated cables do not scale with the number of physical
qubits (and the associated number is typically low). Even though only one DAC and ADC per
cable are represented, there is, in principle, one per physical qubit. Below 10K, superconducting
cables, which are associated with a lower heat flow, can be used. In our model, we then ”switch”
the material of the cable when the temperature goes below 10K (a cable between 300K and
5K would then be composed of a first portion in [300K, 10K] using a conventional metallic
conductor and a portion in [10K, 5K] composed of a superconducting material, see appendix
J. The hole in b) on the amplification stage represents the fact that the X/Y cables are not
thermalized on this stage (to simplify our model as explained in the main text).

The left part of the figure 5.1 contains all the elements there are inside the computer that
are dissipating heat; they exactly correspond to the elements we listed. The right part is what
we modeled in our calculation. For reasons we are going to give, we think that the elements we
removed from the left graph (to build the right one) can be neglected in the order of magnitude
calculation that is our goal here. Here, we describe the architecture before simplification (i.e.,
the left part of the figure 5.1), we will talk about the approximations we made after.

5.1.2.1 Signal generation stage

We first focus on the stage of temperature TGen where signals are being generated. This stage
is composed of various electronics components. For the quantitative values we are going to
consider, we will consider that they are based on CMOS technology where experiments have
shown that it is possible to put them at low temperatures [42, 142]. We first recognize elements
that are called DAC (for Digital to Analog Circuits). Even though a unique DAC is represented
here, one per physical qubit will be necessary. The role of a DAC is to generate the pulses that
are going to drive the physical qubits. The way it works is that it receives digital information
describing the shape of the pulse to generate. This information will be received as a bit-
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string describing a discretized approximation of the exact envelope we wish to generate. This
approximated discretized version of the signal is generated by the electronics and filtered to
obtain a ”smooth” envelope. Finally, this envelope is multiplied with a signal being at the
qubit frequency: the local oscillator, and sent to the qubits, the pulse necessary to drive the
quantum gate has now been entirely created. To be a little bit more precise, two envelopes are
actually generated; they are then multiplied by the local oscillator and a π/2 dephased version
of the local oscillator. Those two envelopes allow making possible to control the amplitude of
the signal but also its phase, which is necessary for single-qubit operations where the phase of
the signal plays a role in the axis of rotation of the gate implemented. Also, as all qubits are
not necessarily at the same frequency, the DAC can also use the local oscillator and ”shift” its
frequency in order to create a signal having the appropriate frequency of the qubit to be driven:
it has been shown to be possible in a recent proposal [42] on which our order of magnitude of
heat dissipation will be based on. In the end, we understand why it is called a DAC: from a
digitized description of the signal, it generates an analog one corresponding to the pulse that
is going to drive the quantum gates. The ADC (Analog to Digital Circuit) does the opposite
thing. It will ”convert” the analog signals coming from the measurement outcomes of the qubits
into digital ones. Indeed, the information about the qubit state after a measurement will be
contained in a propagating analog pulse. The ADC is able to interpret the characteristics of
this pulse and convert it into digital information. There is also one ADC per physical qubit
that is required.

We also recognize one element that we call DEMUX-MUX (which means demultiplexer-
multiplexer). Its role is to (i) demultiplex the instructions coming from the laboratory about
which gate has to be performed on which qubit and to transmit this instruction to the com-
ponents that will generate the signals: the DAC. It is also (ii) multiplexing the data received
by the multiple ADC. The goal of multiplexing and demultiplexing is to reduce the number of
cables required between the laboratory and the signal generation stage.

The digital data transiting between the laboratory and the stage of temperature TGen are
propagating into optical fibers represented by the blue and pink cables on the image.

In addition to those optical fibers, we need wires containing DC voltages that power the
electronics at TGen. They correspond to the yellow cable of the figure.

There is also one cable that will contain the local oscillator signal. This signal is monochro-
matic, at the ”central” frequency of the qubits. What we mean by central frequency is that
the qubits might not all be at the exact same frequencies: this is actually something to avoid
in practice to avoid issues such as crosstalk [28, 27]. Transmons qubits can, for instance, be in
the range of frequency [3GHz, 6GHz] [35]. In this case, the central frequency would be about
4.5GHz, which would correspond to the local oscillator frequency. The DAC would use this
oscillator signal in order to generate the signals at the appropriate frequencies for all the qubits
in the considered bandwidth.

Finally, a small number of cables (that does not scale with the number of physical qubits)
is being represented under the name ”Other”. One example would be the clock signal required
by the electronics [41].

5.1.2.2 Measurement amplification

We also recognize two amplification stages in black colors: one is done at TQ with parametric
amplifiers [143], while another one is done at TAmp with HEMT amplifiers[144] based on classical
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electronics (we will call them ”classical amplifiers” in what follows). Classical amplifiers also
require a DC power cable represented in yellow. The parametric amplifiers require a microwave
signal. Those kinds of amplifiers amplify the signal while introducing a minimal amount of
noise during the process, at the limit of the fundamental quantum noise [35]. They are made
of superconducting components and do not dissipate heat by themselves. However, the pump
signal they require needs to be attenuated and introduces heat dissipation. Then, we can notice
all the microwave cables: some (”Readout In”) are used to inject the readout signal, which is
interacting with the qubit to be measured and then leaves the quantum core (”Readout Out”).
It is on this ”leaving part” that the signals are being amplified.

5.1.2.3 Driving cables

We also have the microwave cables here to inject the resonant pulses that will drive the single-
qubit gate (”X/Y drive”). In our approach, we assumed that the two-qubit gates would also be
performed by injecting appropriate signals in the X/Y drive as we consider the cross resonance
gate scheme. We refer to 1.3.2.3 and the introduction of this chapter as we already explained
there the principle of such gates. We notice the absence of ”Z” line, which corresponds to the
line where signals are usually sent to change the frequencies of the qubits. Because we assume
using the cross-resonance scheme (or a similar one that would only require to send signals on the
X/Y lines to perform two-qubit gates), we can consider that all the qubits inside the computer
are at fixed frequencies so that we don’t need such line.

5.1.2.4 Additional cryogenic stages

Finally, we notice that in addition to the three black stages doing signal generation, contain-
ing the qubits, and amplifying the signals (thus the stages ”fundamentally” required for the
computer to work), we added extra stages in blue. They are here to help evacuate in a more
progressive manner the heat dissipated into attenuators and the heat conduction. What we
mean is that if we considered an extreme scenario where we would only have the qubits and the
signal generation stage (let us forget about amplification), there would have a big attenuator at
TQ dissipating a lot of heat there. The heat conduction would also have to entirely be evacuated
at TQ. It would be very energy inefficient as the total quantity of heat to evacuate would entirely
be removed at a temperature having a very poor Carnot efficiency. It explains why we added
those ”extra” blue stages: they will help to ”benefit” from higher Carnot efficiencies: the heat
is evacuated more progressively. In practice, we will consider in what follows three additional
stages to TQ and TGen and their temperature will be determined as a function of TQ and TGen

as we explain in 5.2.3.

5.1.3 Approximations leading to our model

Now, we will make simplifications on the model represented on the left of the figure 5.1. The
simplifications we are going to do will not be valid for all the range of parameters we will
consider varying in the curves we are going to present, but they will at least be valid for the
most important points on those curves that we will mainly discuss. We will anyway provide in
this section the regime of parameters where we believe our model is physical and justify why
we think so.
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5.1.3.1 The efficiency of the cryostat is the Carnot efficiency

This assumption is very important as it will scale the full energetic study. In our model, we
assume that to remove 1W of heat at a temperature T will cost (300−T )/T of Watts of electrical
power, i.e., we assume the best possible efficiency for heat removal: Carnot efficiency.

The cryostats used in the typical quantum computing experiments of today have efficiencies
much lower than Carnot efficiency; our assumption seems unrealistic at first view. Actually,
those poor efficiencies are explained because the cryostats used in quantum computing today
are (i) of small size (i.e., they do not have to evacuate a very large amount of heat), and (ii) the
cryostats are not fully optimized: current experiments are small prototypes. The cryostat that
will have to be used in a large-scale quantum computer will have to evacuate a large amount of
heat, and it should be well optimized (in particular for this reason).

Reaching cryostat efficiencies close to the Carnot efficiency is actually reachable for large-
scale cryogenics. For instance, the cryogenic architecture used in the CERN has an efficiency
that is about 30% to Carnot, and it evacuates heat at 4K [145]. More generally, a well-designed
cryostat can be expected to have an efficiency being more than 10% of Carnot in the full
range [10mK, 300K] [146, 147, 148]. This is because an important concept for cryogenics is
the quantity of heat that has to be evacuated: there is a distinction between chip-scale and
large-scale cryostats, the latter being much more power-efficient [146, 147, 148, 140]. For those
reasons, in our calculations, we are taking a Carnot efficiency for all the stages.

5.1.3.2 We can neglect the heat conduction, and the Joule effect in all the cables
between 300K and TGen

Let us show first that the cables between the laboratory and the signal generation stage introduce
a negligible heat flow on the signal generation stage compared to the heat dissipated by the
classical electronics there (DEMUX-MUX, and DAC/ADC). In order to simplify the discussion,
we put aside the heat dissipated by DEMUX-MUX; we will consider it in a few paragraphs. The
typical values of heat dissipation per physical qubit for the DAC and ADC elements are in the
milliwatt range [41, 42], which is what we will consider here. The fact it is a consumption per
qubit (and not per active gate) is the current state of the art of electronics. It is based on the
fact that those elements will always generate a signal to a given physical qubit (and the signal
will be of zero amplitude if the qubit doesn’t have to be driven). But it could be possible in
principle to turn off the electronics when it is not being used, such that the consumption would
be related to dynamic costs. We will study the consequences of that in the section 5.4.1.4.

Now, we need to estimate if the heat flow associated with the cables going toward the
laboratory will be negligible compared to the heat this electronics dissipates. We start by
discussing the optical fiber (blue and pink data cables). We give some reference values to
keep in mind. A typical coaxial cable composed of a mixture of conventional conductor and
insulator typically conducts ∼ 1mW of heat if it is put between 0K and 300K (see appendix
J.2.3). Optical fibers (blue and pink data cables on the figure) will be composed of insulator
material so that they will conduct less heat than that. But to simplify, we will reason with this
worst-case scenario where one data cable would conduct 1mW of heat between the laboratory
and the signal generation stage. The question is then: how many of those data cables do we
need? The answer is related to how much information per unit time would have to transit in
them and how much a typical optical fiber can transmit data per unit time. We treat the first
question. Every τ fastestP = 25ns, which corresponds to the duration of the fastest physical gate
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inside the computer (in our model, they correspond to single-qubit gates, see 1.3.2), the DAC
has to generate a new signal for a physical qubit. A reasonable value is based on the fact that a
”good” pulse can be described with 16 points in time [41], where on each time we can attribute
a voltage amplitude encoded on four bits. It gives a total amount of information to describe
this pulse being 4 × 16 = 64 bits. In the end, we obtain a quantity of information for each
physical qubit that is: 64/(25ns) ≈ 2.5Gb/s. Then, a good optical fiber can convey 400Gb/s
of information [149]. It tells us that about one optical fiber can convey the information for 160
physical qubits, and it would conduct less than 1mW of heat over a temperature gradient of
[300K, 0K]. So, the heat conduction per qubit would be less than 10µW which is lower than
the typical consumption of the DAC/ADC: we can neglect it. We estimated the amount of
information ”going down” to create the pulses, but we also need to estimate the information
”going up” toward the laboratory. This will be the information associated with the measurement
outcomes. In an extremely worst-case scenario, all the physical qubits are being measured at
once. We thus get one bit of information per physical qubit to provide to the laboratory on this
timescale of 25ns. This will be negligible to what we already estimated, so the critical thing
to estimate is the information used to drive the gates rather than the information coming from
the qubits measurement.

Later on, we will also try to reduce the consumption of the DAC/ADC in order to see how
it affects the total power consumption. For this reason, we would like to see until when we can
reasonably neglect the heat conduction of the optical fibers. We believe that as soon as the
DAC/ADC wouldn’t consume more than 1µW , we could neglect the heat conduction of the
optical fibers. Typically, we can roughly consider that an optical fiber conducts ×10 less heat
than a typical microwave cable. To give closer ideas, at 300K, silicon dioxide (SiO2), which
is used in optical fibers, has a thermal conductivity of ≈ 1W/m.K [150] while the thermal
conductivity of 304 stainless steel (which is widely used for microwave cables [125]) is more
than 10W/m.K at this temperature. And the ×10 factor of difference would remain for lower
temperatures [151, 150]. And even assuming this worst-case, simply adding an extra cryogenic
stage at T ≈ (300 − TGen)/2 would drastically reduce the impact of the heat conduction from
those wires thanks to the good Carnot efficiency of this stage, such that their impact in power
consumption would be negligible compared to the power required to remove the heat dissipated
by the electronics. But we will remain with this ”safer” assumption that the electronics should
consume more than 1µW per qubit to keep our model valid.

There are now DC wires that are providing power to all the electronics. Those wires will
bring heat conduction but also introduce Joule effect. In order to understand what we mean,
let us consider the typical resistance of a 1m length cable: R = 10mΩ. We assume that the
electronics is working under the typical voltage of U = 5V . We call q̇Gen the power consumed
per physical qubit by the electronics, and NDC the number of DC wires we use. There is interest
in lowering the number of DC wires because we want to minimize heat conduction, but at the
same time, all the electronics will require a given amount of DC current in order to work. The
more DC wires are being used; the fewer Joule effect would be a problem as this current would
”spread” on more wires and reduce the heat dissipated. In a more quantitative manner, the total
Joule effect dissipated in the DC wires satisfies: PJ = NDCR(I/NDC)2 where I = q̇GenQP /U
is the current that is consumed by all the electronics (we recognize on the numerator the total
power consumed by all the electronics). What we want is PJ/QP < q̇Gen: we want the Joule
effect per qubit in those cable to not dominate the heat dissipated per qubit of all the electronics.
It gives us the relation: NDC > Rq̇Gen/U

2QP . We have Rq̇Gen/U
2 ≈ 10−6 for q̇Gen ≈ 1mW :

to have the Joule effect negligible we need more than one wire every million of physical qubits.
Considering this as being our choice, the heat conduction from the DC wire will also naturally
be negligible given the typical values of heat conduction we gave before. Thus, the heat load
associated with DC cables can be entirely neglected. And obviously, for q̇Gen = 1µW , our
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conclusion would remain (Joule effect and heat conduction would be even less a problem).

We can also naturally neglect the heat load associated with the local oscillator: there is a
unique coaxial cable for this signal. For the same reason, we can neglect the few amounts of
cables written under the name ”Other” which correspond to the clock signal, trigger, etc.

At this point, we showed that the heat conduction and Joule effect would be negligible com-
pared to the heat dissipated by the ADC and DAC as soon as it is in the ”order of magnitude”
range [1µW, 1mW ]. But, there is one last point to discuss: how much the DEMUX-MUX would
dissipate? A typical value to demultiplex or multiplex data for the optical fibers we considered
is 1pJ per bit (see [149])6. We know that we have 2.5Gb/s of information transiting per physical
qubit in order to manipulate them (the information entering in the DAC). The power required
to demultiplex the data is then about 2.5mW , which is comparable to the consumption of the
DAC/ADC. There is also a power required to multiplex the information coming from the mea-
surement outcomes after it has been digitized by the ADC. But as we already explained, the
amount of information involved will be much smaller than the one required to drive the qubits
such that the multiplexing cost would be negligible.

In the very end, we will consider q̇Gen = 5mW as a standard value. It will include the cost
of demultiplexing, multiplexing (this one is actually negligible, as we just showed), and signal
generation per physical qubit. Then, in order to make predictions about the progress in CMOS
technology, or other technologies such as adiabatic circuits [45] 7 and single flux quantum logic
[152] 8, we will make it vary, imposing q̇Gen = ε × 5mW , for ε ∈ [10−3, 100]. Those other
technologies are less mature than CMOS, but the hope is that they would consume significantly
less power. We consider ε ≥ 10−3 because it corresponds to the range of validity of our model9,
but we notice that the lower bound could also correspond to a very rough10 estimation of how
much single flux quantum logic would consume power [43].

5.1.3.3 We can neglect the energetic cost associated to parametric amplifiers

We can see in figure 5.1 b) that we also removed all the elements associated with the parametric
amplifiers. We recall that those components are made of superconducting materials and do not
dissipate heat intrinsically. However, they require a pump microwave signal (as represented
by the blue dotted line) which needs to be attenuated. The typical total attenuation required
between where the pump is being generated and the parametric amplifier is comparable to the
one that would be put on the driving lines. For this reason, assuming that the pump signal
must be activated for a duration comparable to the duration of the pulses driving the quantum
gates, it will be enough for us to compare the power of the pump signal to the typical power

6The cost depends on the optical fiber. Indeed optical fibers able to transmit more than 400Gb/s of infor-
mation do exist, but the information would be encoded in a way that may require a bigger consumption for the
multiplexing/demultiplexing tasks than the one we are considering here.

7This technology is based on reversible logic, which allows making the electronics much more energy-efficient,
putting its energy efficiency closer to the fundamental Landauer limit.

8This is a technology based on realizing classical electronics with superconducting circuits. The performance
is not equivalent to CMOS technology, but it is expected to be much more energy-efficient as superconducting
circuits are not resistive.

9Actually, it is very likely that ε could be even more reduced while keeping a physical validity for the model.
It would be the case if we consider that instead of transmitting all the waveforms of the signal to implement, we
would just transmit a few bits of information describing the gate to implement. The DAC would then read in
memory the waveform to generate. Such approaches are likely to be much more energy-efficient.

10Up to our knowledge, there is no detailed analysis of how much power would single flux quantum logic
consume for a specific task such as signal generation. The value ε = 10−3 seems, however, plausible to hope for
the future of this technology as one can see in [43].
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to drive single-qubit gates. The pump signal must typically be at least 100× bigger than the
total power of the signal it has amplified [153] (thus the signal at the output of the parametric
amplifier). We now estimate this value.

First, we will consider that measurements last for a duration being τMeas
P = 100ns (it is in

the typical range of fast readout techniques [154, 155, 153]). From this and the assumption
that the qubits can be set to different frequencies over a bandwidth of about ∆f ∼ 1GHz, we
deduce that we can, in principle, multiplex the readout signals by putting 100 of them on the
same line (we can relax a bit this number as we see later). Indeed, we can roughly estimate
that one measurement will occupy 1/100ns of spectral bandwidth (around the frequency of
the associated qubit). We deduce that we can multiplex about ∆f ∗ τMeas

P = 100 signals
on the readout measurement lines: each measurement on this line will occupy a well defined
spectral band such that the spectral resolution for the measurements will be good enough.
Also, 1GHz of bandwidth is reachable with traveling-wave parametric amplifiers [156]. Now,
one parametric amplifier will need a pump signal 100× bigger (in power) than the amplified
signal associated with 100 measurements (parametric amplifiers typically need to amplify 100
times the measurement signals [35, 156]). It now remains to estimate the power of a typical
measurement. One measurement releases one photon in the duration of the measurement,
which gives ~ω0/τ

Meas
P ≈ 10−17W . Then, using the fact that 100 of those measurements will

be amplified 100 times and that the pump signal must typically be 100 times bigger than the
resulting amplified signal, we deduce that the pump power should be about 10−11W , a value
close to what can be found experimentally [156, 157].

We need to compare this value to the typical power required to implement single and two-
qubit gates to know if we can neglect the energetic cost of the parametric amplifiers. For single-
qubit gates, we recall from section 1.3.1.2 that we have a typical power Pg ≈ ~ω0π

2/(4γspτ
2).

For the 25ns single-qubit gates we consider in our models, it gives Pg = 10−11W if γsp = 1kHz
(it will be the maximum value of γsp we are going to consider in the plots that follows, the power
Pg here is thus the lowest one to expect11). This value is comparable to the power required for
the pump signal. Thus not taking into account the pump power will not change our estimations
based on orders of magnitudes. We notice that it assumes that the pump can be turned off
when not used (because the power of the single-qubit and two-qubit gates Pg is only on when
gates are active). It is in principle possible with parametric amplifiers [158]. If not, given the
fact t(3)/(u(3) + v(3)) ≈ 30 (this is the ratio of physical qubits divided by the number of active
single and two-qubit gates12) it would mean that for γsp = 1kHz, the pump signal cannot be
neglected, and we would leave the regime of validity of our model: in this case, we should only
focus on points where γsp . 100Hz. In what follows, we will assume that the pump can be
disabled when the parametric amplifier is not used.

5.1.3.4 We can neglect the heat conduction of the remaining cables, excepted X/Y
drive, and the Joule effect for DC cables associated to classical amplifiers

The remaining cables we must study are the readout-in, readout-out, pump cables for the
parametric amplifiers, and DC cables for the classical HEMT amplifiers. All those cables, except
the DC one, will be microwave coaxial cables for T > 10K and superconducting microstrip lines
for T < 10K (see appendix J), and they will have the same physical properties. In order to
know what we can neglect, we then just have to compare the number of each type of cable used.
It is given by the quantity of multiplexing we can do.

11We also recall that we took the same typical power for the two-qubit gates, see 1.3.2.3
12For an algorithm satisfying QL ≈ (N

1qb
L,‖ +N

Id
L,‖ + 2N

cNOT
L,‖ ) which will be the case in what follows.
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The single-qubit gates are the fastest, and they will be the ”bottleneck” in terms of multiplex-
ing. Indeed, following the same reasoning as the one above, we can drive about 1GHz∗25ns = 25
qubits with a single wire; otherwise, the spectral resolution of the signals is too poor, and issues
such as crosstalk could occur.

Now, we can study the cables associated with measurements. As explained in the section
5.1.3.3, the measurements can have a greater level of multiplexing so that the associated cables
”readout in” and ”readout out” will be smaller in number. An analog justification holds for
the cables associated with the pump signal of the parametric amplifiers. Thus, we deduce that
the heat conduction associated with measurement and pump cables can entirely be neglected
compared to the heat conduction of the X/Y lines.

Finally, there are also classical amplifiers at the typical temperature of 4K. One of those
amplifiers consumes about 5mW of power [153, 158] and will amplify the signal contained in one
readout line (that measures 100 qubits), thus the amplifiers consume 50µW per physical qubit.
Those amplifiers need a DC wire to receive power. But those wires can be regrouped such that
one wire can provide power to many amplifiers. But it also induces Joule effect. Following the
same reasoning as we did for the signal generation stage, we can easily show that both the Joule
effect and heat conduction will be negligible compared to the heat dissipated by the amplifier.
Indeed it is exactly the same calculation excepted that the heat per qubit dissipated by the
amplifier would become 5mW/100 = 50µW . Replacing q̇Gen → q̇Gen/100 in the calculation we
did previously would show that we would need at least 1 wire every 108 physical qubits in order
to keep the Joule effect negligible. One wire for 108 qubits would also give totally negligible
heat conduction compared to the 50µW dissipated per qubit by the amplifiers.

Finally, in the same line of thought as what we did for the signal generation stage, we will also
assume that the power consumption of the amplifiers can be reduced such that the typical power
consumption per physical qubits on the classical amplification stage will be q̇Amp = ε ∗ 50µW ,
where ε will take different values in our plots (ε = 1 would correspond to today state of the
art).

5.1.3.5 We can neglect the heat dissipated in the attenuators for readout-in

The typical power of the signals that have to be injected to perform a measurement is much
lower than the power to drive the quantum gates. Also, the average number of measurement
gates is the same as the average number of single-qubit gates (this is represented by the values
of u(k) = w(k) in (5.1)). Thus, we can neglect the heat dissipated for the attenuators of the
readout-in lines in comparison to the attenuators of the X/Y lines.

5.1.3.6 Brief summary of approximations

In conclusion here, we believe that we have good reasons to approximate the architecture by
the model of figure 5.1 b), at the very least in the regime γsp ∈ [10Hz, 1kHz], and13 for
ε ∈ [10−3, 100], where ε is such that the heat dissipated per qubit on the signal generation stage
and classical amplification stage both satisfy q̇Gen = ε ∗ 5mW , q̇Amp = ε ∗ 50µW . Many of the
approximations we did here could actually be relaxed (nothing prevents us from taking into
consideration the heat dissipated by the pump signal for instance), but the reason we wanted

13If the travelling wave parametric amplifier cannot be turned on only when needed, then this range has to be
relaxed to roughly [10Hz, 100Hz], see the discussion in the section 5.1.3.3
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to do this study of what we can or cannot neglect in detail is also because it is instructive
in itself as it will allow us to know what are the best strategies to make quantum computing
energy-efficient.

5.1.4 Expression of the power function for our model

We are now ready to write down an explicit expression for the power consumption. Our goal is
to find the values of the coefficients a, b1qb, bcNOT, bMeas in (5.1). In order to write in a compact
way the formulas, we will call T1 ≡ TQ, TK ≡ TGen. We will consider adding K−2 intermediate
stages between T1 and TK where only heat conduction and dissipation into attenuators will
be evacuated there (those stages won’t contain any electronics). In addition to those stages
there is also the classical amplification stage at the temperature TAmp. We can write down the
expression of the power.

P =
300− TK

TK

(
q̇Gen −

1

25
q̇Cond(TK−1, TK)

)
QP

+
∑

1<i<K−1

300− Ti
Ti

(
1

25
(q̇Cond(Ti, Ti+1)− q̇Cond(Ti−1, Ti))

)
QP + (Ãi − Ãi−1)Pg

(
τ1qb
P

τ timestep
P

N
1qb
P,‖ +N

cNOT
P,‖

)

+
300− TAmp

TAmp
q̇AmpQP (5.6)

+
300− T1

T1

(
1

25
q̇Cond(Ti, Ti+1)

)
QP + (Ã1 − 1)Pg

(
τ1qb
P

τ timestep
P

N
1qb
P,‖ +N

cNOT
P,‖

)
, (5.7)

The first line represents the stage where signals are generated. Here only the heat due to signal
generation has to be evacuated. There is also heat conduction in the X/Y lines that is going to
leave this stage to go to the lower stages (but it will be negligible compared to q̇Gen). The heat
conduction per cable for the X/Y lines is represented by the function q̇Cond(Ti, Ti+1). The first
temperature is the temperature of the coldest stage (where the heat is moving toward), and the
second temperature is the one of the hottest stage. The coefficients (300− T )/T represent the
Carnot efficiency of the stage.

The second line is associated to the blue intermediate stages of figure 5.1. Their role is to
help evacuating heat conduction and dissipation into attenuators. We recognize a first term
representing the incoming and outgoing heat conduction. The second term is associated to the
heat that is dissipated into the attenuators. On this stage, the attenuation is Ai = Ãi/Ãi−1,
where Ãi =

∏i
n=1An is the total attenuation from T1 up to the stage of temperature Ti (it is

represented on figure 5.2 for more clarity). The signal before attenuation on this stage thus has
the power amplitude ÃiPg. And after being attenuated this amplitude becomes Ãi−1Pg. Thus

the total heat dissipated reads (Ãi − Ãi−1)Pg. We notice that this power is then multiplied by

τ1qb
P /τ timestep

P N
1qb
P,‖ + N

cNOT
P,‖ , where N

1qb
P,‖ and N

cNOT
P,‖ are representing the number of physical

single and two-qubit gate active in parallel. It comes from our assumption that (i) a two-qubit
gate requires the same amount of power than a single-qubit gate (ii) a single-qubit gate is only
acting for a portion of the timestep (while the cNOT last for the whole timestep). Thus the

power spent to drive the single-qubit gates must be weightened by τ1qb
P /τ timestep

P . In principle,

given the assumptions we already did we could roughly estimate that τ1qb
P /τ timestep

P N
1qb
P,‖ +

N
cNOT
P,‖ ≈ N cNOT

P,‖ , but the full formula has been considered in our models.

We notice that on the amplification stage, only the heat dissipated by the amplifiers is evac-
uated (no heat dissipated from attenuators and no heat from conduction). We considered this
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choice in our model as it simplifies the expression of the power. Thus there are no attenuators
on this stage (as already represented by figure 5.1), but the cables are also not thermalized here
(we could thermalize them, but given the fact we will anyway consider K = 5, i.e., there are
three intermediate stages between TQ and TGen, deciding to evacuate heat conduction on the
amplifier stage or not will not change significantly the power we obtain14).

Now, we can access the coefficients a, b1qb, bcNOT from (5.1). We have:

a =
300− TK

TK

(
q̇Gen −

1

25
q̇Cond(TK−1, TK)

)
+

∑
1<i<K−1

300− Ti
Ti

(
1

25
(q̇Cond(Ti, Ti+1)− q̇Cond(Ti−1, Ti))

)
+

300− TAmp

TAmp
q̇Amp

+
300− T1

T1

(
1

25
q̇Cond(Ti, Ti+1)

)
, (5.8)

b1qb =
τ1qb
P

τ timestep
P

Pg

( ∑
1<i<K−1

300− Ti
Ti

(Ãi − Ãi−1) +
300− T1

T1
(Ã1 − 1)

)
, (5.9)

bcNOT = Pg

( ∑
1<i<K−1

300− Ti
Ti

(Ãi − Ãi−1) +
300− T1

T1
(Ã1 − 1)

)
(5.10)

bMeas = 0 (5.11)

The reason why bMeas = 0 has already been explained in the section 5.1.3.5: the dissipation
in the readout-in lines is negligible compared to the one in the X/Y lines. At this point, the
engineering model has entirely been described as all the coefficients a, b1qb, bcNOT and bMeas

have been specified. The next step for us is to characterize the quantity of noise that will be
contained in the answer of the algorithm, i.e., we need to specify the metric.

5.2 Expressing the quantity of noise

5.2.1 Expression as a function of the quantity of noisy photons

As explained in the section 4.3.1 of the previous chapter, the metric ML we consider will be
the probability than any logical gate in the circuit fails. Calling pL the probability that one
logical gate fails, we thus have

ML = NLpL (5.12)

pL = ηthr

(
η

ηthr

)2k

, (5.13)

14This is actually something that we checked numerically: no quantitative differences occurred when we removed
or not the heat conduction of the cables on the signal amplification stage.
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with ηthr ≈ 10−4 for probabilistic noise (see the section 2.4.2.4 in the second chapter). The
number of logical gates NL can be deduced from the depth and the average number of logical

gate of each type that are acting in parallel: NL = DL(N
1qb
L,‖ +N

cNOT
L,‖ +N

Id
L,‖). Now, we need

to better express the physical noise. We will proceed in a similar way as the one done in the
section 3.3.2 of the third chapter of this thesis: we will consider the noise to be a probabilistic
Pauli noise of strength η = maxi χii, where χ is the χ matrix associated to the noise map N
(see also in the section 3.3.2 what motivates us to do this simplifying approximation).

We find that, if the noise map is acting for a duration τ , we have:

η =
(1 + 2n

(1)
tot)γspτ

4
, (5.14)

where n
(1)
tot is the total number of thermal photons interacting with the qubits (the exponent (1)

is associated to our numbering where TQ = T1). It is related to their temperature but also to the
temperature of all the other cryogenic stages. The duration τ we need to consider is the duration
associated with the longest physical gate: it corresponds to the physical timestep τphysical

P and

is equal to both cNOT and measurement gates. The next step is to find the expression of n
(1)
tot.

5.2.2 Expressing the noisy photons number as a function of the temperatures
and attenuations

As we now have K temperature stages where T1 = TQ and TK = TGen, we then have a family
of attenuations: {Ai}i=1,...,K−1 to put on all the stages below TK as shown on the Figure 5.2.

Our goal is to determine n
(1)
tot as a function of all those parameters.

Figure 5.2: Notations we use for attenuations and temperatures of the different stages when
having K = 4. PgÃi is the power in the cable on the stage of temperature Ti before the
attenuator.
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5.2.2.1 Total number of thermal photons at T1

In order to determine it, we use the relationship between the total number of noisy photons on
a stage of temperature Ti and the number of noisy photons on the higher temperature stage at
Ti+1. The relationship is simply [59]:

n
(i)
tot = nBE(Ti)

Ai − 1

Ai
+
n

(i+1)
tot

Ai
(5.15)

We also have the boundary condition that on the stage of temperature TK , the total amount of
noise will be given by the thermal noise at this temperature:

n
(K)
tot = nBE(TK), (5.16)

where nBE(TK) is the Bose Einstein population, defined in the section 1.2.2.3. At this point,
it is important to notice that we are making the assumption that the highest temperature
participating in the thermal noise corresponds to the temperature at which the signals are
being generated, and not 300K. However, as we can see from the figure 5.1, no cables have
been attenuated for temperatures higher than TGen. At the moment this thesis is written, we
are not entirely sure if it is a good assumption to make, and we need further investigations. If
it appears to not be valid, the model could easily be adapted. One choice would for instance
be to replace nBE(TK) by nBE(300) in (5.16). In the end, we can deduce the total number of
photons on the qubit temperature stage: using (5.15) and (5.16), we deduce:

n
(1)
tot =

K−1∑
i=1

nBE(Ti)
Ai − 1

A1...Ai
+

nBE(TK)

A1...AK−1
(5.17)

5.2.3 Reducing the number of tunable parameters

In principle, our work to determine n
(1)
tot is over and it involves the family {Ti} and {Ai} as

tunable parameters. We could imagine optimizing all of them, but this would lead to way too
many variables to consider such that the computation would not be doable. In order to simplify
the problem, we will give some ”reasonable” constraints on the attenuations and temperatures
such that the optimization will be parametrized only by the total attenuation there is on the
lines and the qubits and signal generation temperatures T1 and TK .

For the temperatures, we will ask them to be regularly spaced in order of magnitudes.
For instance, for K = 5, if T1 = 10mK and TK = 100K, we would like that the rest of
the temperature would satisfy: T2 = 100mK, T3 = 1K, T4 = 10K. This is what is usually
considered in cryostats [125], and it allows to have a temperature spreading that does not isolate
too much one stage from the other. For instance, if we assume T1 = 10mK and TK = 300K,
choosing temperature linearly in the range [T1, TK ] would isolate a lot the lowest temperature
stage where the efficiency is very poor (the closest temperature stage, T2, for K = 5, would be
at 75K for example). It would force to evacuate a large amount of heat where the efficiency
is very low, which would be extremely energy inefficient. Of course, our choice is probably not
the best; the best optimization for the intermediate stage would, for instance, depend on the
exact heat conduction model behind the cables. In the end, we can mathematically phrase our
choice; the temperatures are chosen such as:

T1≤i≤K = 10x0+(i−1)x1 , (5.18)
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where x0 and x1 are chosen by the boundary conditions T1 and TK . We deduce:

x1 = (log(TK)− log(T1))/(K − 1) (5.19)

x0 = log(T1) (5.20)

Which gives:

Ti = T1

(
TK
T1

) i−1
K−1

(5.21)

In order to reduce the number of variables used to describe the attenuations, we will consider
the following. The total attenuation A will be the parameter we will optimize. We will consider
that the attenuation on a given stage will be proportional to the ratio between the temperature
of the stage and the temperature of the closest higher stage. The motivation behind such
assumption is that in the high temperature regime (kbT � ~ω0), we have nBE(T ) ≈ kbT/~ω0.
The number of noisy photons is proportional to the temperature. Thus to make the number of
noisy photons coming from higher temperature stage negligible to the number of noisy photons
where the attenuator has been put, we should attenuate of an amount typically given by the
ratio of those temperatures (this is also what is frequently done experimentally, see [138, 139]).
Now it is not clear how much attenuation should exactly be put (exactly this ratio? Two orders
of magnitude bigger ”for safety”?). It is also not so clear as in the low temperature regime,
where the qubits are usually put, the approximation nBE(T ) ≈ kbT/~ω0 is no longer correct.
This is why we believe that optimizing the total attenuation is something that is important to
do. In the end, our choice is to consider:

Ai = ε
Ti+1

Ti
(5.22)

where ε is the proportionality coefficient that we need to determine through the constraint∏K−1
i=1 Ai = A. Now, using the fact that our temperature are chosen following (5.21), we

deduce:

Ai = A1/(K−1) (5.23)

The same value of attenuation is being put on each temperature stage. And this value is
deduced from the total attenuation value A that we are going to find. In the end, here, we gave
some reasonable constraints on the tunable parameters to optimize. Better constraints could
probably be chosen, but we will see that even with such constraints, we will be able to save
large amounts of power consumption with our optimization.

5.2.3.1 Exploiting the condition ML =Mtarget

As shown in the property 4.1.1 of the previous chapter, because increasing TQ implies that the
metric increases while the power decreases, the minimum power consumption will be obtained
when the metric satisfies ML = Mtarget. This property is useful for our purposes. Indeed we
can use it to remove one parameter from the optimization procedure, which will allow us to
speed up our simulation in a significant manner (without this, the simulations we want to do
would be a little bit too long for the laptop on which they were implemented).

Here, we have: ML = NLpL. If we want our algorithm to provide the correct answer with

a probability 1−Mtarget, n
(1)
tot must then satisfy:

n
(1)
tot = ntarget

tot ≡ 1

2

(
4ηthr

γspτ
timestep
P

(
Mtarget

ηthrNL

)2−k

− 1

)
(5.24)
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We can exploit this condition to express the total attenuation as a function of T1, TK and k.
Indeed, injecting (5.23) and (5.21) in (5.17), we find the following polynomial equation as a
function of the variable y = Ai = A1/(K−1):

(n
(1)
tot − nBE(T1))yK−1 +

K−2∑
p=1

(nBE(TK−1−p)− nBE(TK−p))y
p + nBE(TK−1)− nBE(TK) = 0,

(5.25)

where n
(1)
tot has been provided in (5.24). For K ≤ 5, there are analytic solution of this equation

for the variable y. Keeping only the physical ones (i.e y ≥ 1: the attenuation must be bigger
than one), we deduce possible values of A as a function of T1, TK and k that will allow to satisfy
ML =Mtarget. In principle, for K = 5, 4 possible values for A can be found for each values of
T1, TK and k when ML =Mtarget.

At this point, we can now solve the minimization under constraint:

Pmin ≡ min(P (δ))∣∣ML(δ)=Mtarget
, (5.26)

where δ = (T1, TK , k, A). The power function P (δ) satisfies (5.1) with the coefficients a(δ),
b1qb(δ), bcNOT(δ) ,bMeas(δ) that have been provided in (5.8), (5.9),(5.10),(5.11) and where the
values of all the temperatures and attenuations involved in this expression are related to T1 and
TK through (5.21) and (5.23). As we did not optimize the temperature of the amplification
stage, we considered TAmp = 4K for T1 < TAmp < TK , TAmp = TK if TK < 4K and TAmp = T1

if T1 > 4K. The optimization of the temperature stage would require to put in our model how
much noise is added in the measurements by amplifying at a too high temperature, this goes
beyond the scope of our study.

Finally, in practice, this optimization is being performed by a ”brute force” approach. We
will basically calculate P (δ) in a discretized grid where 10mK < T1 < 300K, T1 < TK < 300K,
k being an integer lower than 6 (the power consumption rapidly increases with k, k ≤ 6 is a good
”upper bound” for the discretization in k). For each value of the parameters, we calculate all
the possible values of A satisfying (5.25). We remove the unphysical ones, and we compute the
power for the remaining physically valid attenuation found (and for the sampling parameters
T1, TK , k). Then, we construct a list containing all the power consumptions we find with this
sampling, and we then simply find the minimum of this list numerically. It gives us access
to Pmin as well as to the optimum parameters (TOpt

1 , TOpt
K , kOpt, AOpt) allowing to reach this

minimum. In all the examples we are going to show in what follows, we verified numerically
that there is a unique well-identified minimum in the problem (the configuration space appears
to be very smooth with a unique minimum well-identified). We are now ready to study the
results.

5.3 Expressing the software part of the problem: fault-tolerant
QFT

Here, we are going to estimate the energetic cost of a fault-tolerant quantum Fourier transform
which will have the typical size of the one used within the Shor algorithm. It will thus be
composed of QL = 2048 logical qubits, and the total number of gates it requires is ≈ 20482,
which mainly contains logical two-qubit controlled phase gates. To simplify the discussion, for
our energetic estimation, we will only consider those two-qubit gates and replace each of them by
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logical cNOT gates. This is, of course, a simplifying assumption as those controlled phase gates
must be decomposed properly on the gateset that it is possible to implement fault-tolerantly
(and it will contain more than one cNOT). We discuss in the appendix M what would change
if such decomposition were taken into account.

Now, we recall that the only characteristics of the algorithm we need areQL, N
1qb
L,‖ , N

Id
L,‖, N

cNOT
L,‖ ,

and DL (or equivalently NL as DL is actually only used to find from the average number of
logical gate acting in parallel the total number of logical gates). As we already know that

NL = Q2
L = 20482, it remains for us to estimate N

cNOT
L,‖ . This estimation is intrinsically re-

lated to how we decide to implement the algorithm. Here we will not optimize the best way
to implement it; we will assume that it is implemented in the compressed manner shown in
figure 5.3 (following the same kind of approach as the one used in the previous chapter, we
could also imagine optimizing the way to implement this algorithm). The depth of this circuit
satisfies DL = 2(QL − 2) + 1 ≈ 2QL. To show it, we can notice that the first two-qubit gates
represented in red are the first occurrence of a repeating pattern occurring until the end of the
algorithm. This pattern is repeated QL− 2 times and is composed of two consecutive gates. At
the very end of the algorithm, an extra two-qubit gate must be implemented, which adds the
final +1. Thus, DL = 2(QL − 2) + 1 ≈ 2QL is the depth of this algorithm15. We deduce from

that N
cNOT
L,‖ = N cNOT

L /DL ≈ QL/2. The other logical gates (logical identity, or Hadamard that
we actually did not represent them on figure 5.3) would give a negligible contribution to the
total number of gates acting in parallel, compared to the number of two-qubit gates; this is why
we neglect them.

Figure 5.3: QFT performed on 5 qubits in a compressed way, removing the single-qubit gates,
which are present in a negligible number compared to the two-qubit controlled phase gates. The
two-qubit gates represented in red are the first occurrence of a repeating pattern occurring until
the end of the algorithm. It will help us to estimate the depth of this algorithm, as explained
in the main text.

At this point, the parameters describing the algorithm have been specified. We are now
ready to estimate the energetic cost through the procedure of minimization of the power under
the constraint of aiming a targeted accuracy.

15We recall that by convention, we do not take into account the final measurement in the depth.
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5.4 Application of the hardware-software-noise-resource frame-
work: estimation of the minimum power required to imple-
ment a QFT

5.4.1 Power consumption as a function of qubit lifetime:

5.4.1.1 Getting a general intuition

We start by considering the power consumption as a function of the lifetime of the qubits.
We will consider γ−1

sp ∈ [1ms, 100ms] which, as γ−1
sp roughly represent the qubit lifetime at 0

temperature, corresponds to a qubit lifetime being between the millisecond and the hundred
milliseconds. A qubit lifetime of one millisecond is, at the date this thesis is written, close to
what it is possible to do in the state-of-the-art superconducting qubits [33]. A higher lifetime
than that should be considered as what we could hopefully expect in the next years. We will also
consider different values for the heat dissipated by the electronics. We recall that we introduced
the parameter ε such that the heat dissipated by the electronics generating the signals and
performing multiplexing/demultiplexing dissipates q̇Gen = ε5mW of heat per physical qubits,
while the classical amplifiers are dissipating q̇Amp = ε50µW heat per physical qubit (thanks to
multiplexing, one amplifier can amplify readout signals for 100 of physical qubits). Also, strictly
speaking, our engineering model is only valid if ε ≥ 10−3 as explained in the section 5.1.3.2.
However, we still represent the points that are slightly outside of the strict range of validity of
our model, keeping in mind that they should be interpreted with some care. The results are
shown on figure 5.4.

179



Figure 5.4: Minimum power and optimum parameters allowing to reach this minimum as a
function of the qubit lifetime γ−1

sp (in seconds) for different values of heat dissipated for the
electronics represented by the different curves associated to different values of ε. The blue curve
for ε = 1, for γ−1

sp = 1ms is close to today state of the art qubit lifetime. A qubit lifetime getting
close to γ−1

sp = 10ms corresponds to an optimistic long-term vision for the qubits and ε = 10−2

a very optimistic value for the classical electronics (ε = 10−1, not represented, is probably
more plausible [41]). a) Minimum power (in Watts), b) Optimum temperature for the signal
generation stage (in Kelvin), c) Optimum attenuation level, d) Optimum qubit temperature
(in Kelvin). The vertical black dotted lines delimit the regions associated to different values for
the concatenation level.

Before explaining what is happening physically on those graphs, we can first comment that
the power consumption varies between 1W and 10MW here (as said before, we only care
about orders of magnitudes because of the approximations we did, so 80MW or 13MW for
instance, will for us be ”mapped” to 10MW in all our comments). Also, we are assuming a
Carnot efficiency for the cryogenics, which, as explained in 5.1.3.1 is likely to be between 1
and 10 times more efficient than plausible large-scale cryogenics (the power obtained should
be multiplied by a factor between 1 and 10 to get an estimation closer to a realistic but well-
designed cryostat). A first general message we can give at this point is thus that fault-tolerant
quantum computing might be demanding in terms of power consumption, and this is an aspect
that should be considered in the design. However, we emphasize on the fact we are talking
about power and not energy. This power would be consumed in a very short amount of time.
For k level of concatenations, from the discussions before the figure 4.8 we have a total duration
of the algorithm being DL ∗ τ timestep

L = DL ∗ 3k ∗ τP . It is in the millisecond range for k = 3
here (the energy required for the algorithm, when there is 10MW of power consumption would
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then be comparable to the one spent by a typical heater turned on for 10s). This is something
to keep in mind. Then, we can also notice that all the optimal parameters are greatly varying
as a function of the qubit lifetime and energetic performance of the electronics (as encoded in
the parameter ε). Typically, the temperature of the qubits varies between 10mK and 1K, the
signal generation temperature between 10K and 300K, and the attenuation between 10dB and
70dB on all those graphs. It gives us a second general message: the optimum parameter to
choose in the design are strongly dependent on the performance of the different components
used inside the computer, and enforcing the qubits to be exactly at 10mK is, for instance, not
something absolutely required (and probably not even desirable in order to make the computer
energy efficient, we will discuss this point in further details).

That being said, we can now give overall intuitions behind the behavior of those curves.
We notice that the better the qubit lifetime is, the lower the power consumption is, and the
tunable parameters TQ, TGen, k, A seem to have well-defined variations. The concatenation level
has the tendency to be reduced with better qubit lifetime and when k is constant, TQ, 1/A
and to some extent TGen are all increasing with γ−1

sp . In order to understand why we need to
recall that the minimum of power consumption such that the algorithm succeeds with at least
a targetted success rate is necessarily reached when ML =Mtarget. Let’s assume that we were
on a point of minimum power consumption, but we increased γ−1

sp for all other parameters fixed.
Because of that, ML will be modified (the quantity of noise decreases), and we will then have
ML < Mtarget, which from the property 4.1.1 in the previous chapter cannot correspond to
the point of minimum power. In order to find the minimum power consumption, the tunable
parameters TQ, A, TGen and k will be tuned to make the equalityML =Mtarget satisfied again.
The way it can do this is by either increasing TQ, 1/A, TGen or lowering the concatenation
level as such modifications are increasing the quantity of noise as one can see from (5.17) (if
we inject the expressions (5.21) and (5.23) in (5.17), we see that increasing 1/A, TQ or TGen

will increase the number of noisy photons at TQ, and thus will increaseML through (5.14) and
(5.12)). And, of course, a combination of those changes can also occur. Now, what will exactly
occur will depend on how each of those tunable parameters affect the power consumption.
The optimization will, in priority, change the parameters which possibly increase the noise
but decrease in a ”large” manner the power consumption. Let us go a little bit deeper in
the understanding. First, the parameter which will have the biggest influence on the power
consumption is clearly the concatenation level. To give ideas, the number of physical qubits for
k = 1, 2, 3 is respectively ≈ 105, 107, 1010. Reducing the concatenation level thus has a huge
impact on power consumption. But such reduction can only be made for a low enough noise.
If it is not possible to reduce the concatenation level, there are other ways to reduce the power
consumption: one can increase TQ or 1/A. This is what is happening for fixed value of k on the
curves of figure 5.4. For instance when k = 2, TQ grows with γ−1

sp between 30mK and almost
1K (for ε = 1 or 10−2). A similar behavior seems to occur for the attenuation even though it is
only really clear for ε = 10−4: the curves seem to be ”noisy” for ε = 1 or 10−2. We will comment
on why in a few paragraphs. It is also possible to adapt TGen as a function of γ−1

sp , we see for
instance that the curve for ε = 10−2 slightly varies. But the variations for this variable are
less intuitive to guess. Indeed while it is clear that increasing TQ or 1/A increases the quantity
of noise while reducing the power, for TGen the power function itself, i.e., without considering
constraining the tunable parameters by the success condition might have non-trivial variations
as a function of TGen (for all other parameter fixed). It comes from the competition between
the desire to choose TGen low in order to reduce the heat conduction and to choose it being
high (close to 300K) to increase the efficiency at which the heat dissipated by the electronics is
evacuated.

Now, we can also explain why the curves representing the attenuation are ”blurred” in the
low γ−1

sp , high ε regime. The reason is that the minimum is being found by sampling over
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the variables TQ, TGen, k, and A is found from the knowledge of those variables by calculating
the roots of the polynomial equation (5.25). Our sampling having a limited accuracy, we will
be limited in the accuracy to find those roots, but it cannot be the only explanation because
on other regimes, we use the same sampling, and the curves are much more smooth. The
additional element explaining this phenomenon is that the regime where those curves seem
blurred correspond to where the heat conduction is important (because TGen ≈ 300K), and the
heat dissipated by the electronics as well (we recall that ε affects both the signal generation
stage but also the amplifier stage at TAmp = 4K; thus even though TGen = 300K ε has an
influence). In this regime, the attenuation is not what plays a dominant role, and finding the
best attenuation is no longer critical16. For this reason, the sensitivity on the optimal value of
A will be reduced, which also participates in increasing the noise of this curve in this regime.
We will justify better that the attenuation is indeed not what plays the dominant role in this
regime in a next series of plots.

Now, we can be a little bit more precise about the behavior of the parameters when the
optimal concatenation level is changing. Basically, when the qubit lifetime gets better and
better, at some point, one can relax the level of concatenation. It is occurring for γ−1

sp ≈ 2ms
and 10ms. It drastically reduces the power consumption, but it comes with a cost: in order to
allow this change of concatenation to occur, the experimentalist will have to drastically reduce
the physical noise, which is done by reducing TQ, 1/A and (a little bit) TGen. This is what
explains the kind of ”reset” in all the tunable parameters that occur when the concatenation
level is being changed.

We can also comment that it is not obvious to have a power being reduced when the qubit
lifetime gets better. Indeed, when γ−1

sp increases, the noise is being reduced, but the coupling
between the qubit and the waveguide as well. It will have for effect (for all other parameters
fixed) to increase the quantity of power required in the pulse to drive the qubits, which would
increase the heat dissipated in the attenuators. The fact that the power is actually been reduced
with an increase of γ−1

sp shows indirectly that the behavior we just explained does not play a
big enough role, but it was important to notice it.

Now that we provided some general messages about the power consumption and gave intu-
ition about the variation of the different parameters, we are going to give messages about (i)
how much power we are saving with our optimization, (ii) what is the most ”power expensive”
between the electronics the heat conduction and the dissipation in the attenuators, and (iii)
what should be done in order to reduce the power consumption. For (iii), we can, of course,
partially answer this last question by saying that the consumption of the electronics should be
reduced and the qubit lifetime should be better, but those are ”expected” results, we would like
to give more quantitative messages, explain what should be done in priority, and how much we
can expect to save quantitatively by doing those appropriate change.

5.4.1.2 Quantitative interest of the optimization

Here, we are giving quantitative values about how much power we can hope to save with our
optimization. In order to do this, we need to consider some ”reference” situations to compare
our optimization with. We consider here two main scenarios. The first one will consist in putting
the qubits at a temperature TQ = 10mK, the signal generation at a temperature TGen = 4K,

16What we say here is not a proof, it is something that we checked numerically. Indeed when TGen is closer
to 300K, the heat conduction might increase but the heat dissipated in the attenuator as well because a greater
attenuation would be required. After numerical verifications (that we will partially see later on), we saw that
the attenuation is indeed not playing a major role in those regions.
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choosing an attenuation given by the ratio A = TGen/TQ = 400 ≈ 26dB. This choice for TGen

is motivated by recent proposals [41, 42] suggesting to put the electronics that is generating
the signals driving the qubits close to 4K, we refer to the discussion made in 5.1.1 for the
motivations behind this temperature. We choose a level of attenuation given by the ratio of
temperatures as it corresponds to what is typically put experimentally; see the section 5.1.1.
The concatenation level will then be chosen by estimating the minimum value it should have in
order to have an algorithm that will succeed at least as often as the chosen target. For instance,
ML is calculated for the specified values of TQ, TGen, A for k = 0, 1, 2.... Then the minimum
value of k allowing to have ML ≤ Mtarget is the one that will be chosen. This choice for the
concatenation level is being made in order to have the minimum number of physical qubits
required to implement the algorithm successfully. It corresponds to the ”standard way” to find
the appropriate concatenation level to use.

The second scenario we consider is basically the same excepted that the signal are generated
in the laboratory at TGen = 300K. Thus we will also have TQ = 10mK, the attenuation also
satisfies A = TGen/TQ (but it is now equal to 30000 ≈ 45dB), and the concatenation level is
also being chosen by finding its minimum value allowing to have ML ≤Mtarget. On the figure
5.5, we represent on a) the ratio between the power that would be obtained for the scenario in
which TGen = 300K compared to our optimization, thus the quantity P300K/Pmin. On b) we
plotted the ratio associated to the other scenario: P4K/Pmin.

Figure 5.5: How much power is being saved with the optimization compared to ”typical” choice
of parameters. a) Ratio between the power consumption of an unoptimized scenario where the
signals are generated at 300K divided by the optimal power consumption we found. b) Ratio
between the power consumption of an unoptimized scenario where the signals are generated at
4K divided by the optimal power consumption we found. For the unoptimized scenario, the
choice of the other parameters (TQ, k and A is described in the main text). The simulations
done here for the optimized scenario are the exact same as the ones shown in the figure 5.4.
The concatenations level written on this image and separated by the vertical black dotted lines
are the ones that correspond to the curves Pmin. The concatenation levels associated with the
curves P300K and P4K are not necessarily the same (see comments in the main text).

.

From those graphs, we see that the quantity of power that can be saved can vary between
almost nothing (a ratio slightly bigger than 1) and 4 orders of magnitudes. Let us comment
on the graph a) first. We can notice there that some values are much higher than others, close
to γ−1

sp ≈ 2ms and γ−1
sp ≈ 10ms indicating that the optimization is saving a greater amount of
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power there. They are exactly matching the moment when our optimization is changing the
value of the concatenations. What is happening there is that the optimization is saving us power
by reducing the value of the concatenation level. For instance, if we focus on the blue curve
(i.e ε = 1), for γ−1

sp ≈ 2ms, the concatenation associated to Pmin changes from k = 3 to k = 2.
On those points, P300K remains at three levels of concatenations (this cannot be understood
from the graph as we did not represent the value of the concatenation level for P300K , but we
would find that k = 3 for this curve on the two ”peaked value” around γ−1

sp = 2ms). Because
we save one level of concatenation compared to P300K , a great amount of power can be saved
as many physical qubits and gates can be removed from the computer; this explains the peaks
observed. The legitimate question to ask is then: what is our optimization doing to ”save”
this extra level of concatenation? This question can be answered by looking at the blue curve
(i.e ε = 1) on the figure 5.4 c). We see on this graph that much more attenuation than what
is usually prescribed is being put: we have about or more than 60dB where the blue curve of
figure 5.5 a) is being peaked. By putting more attenuation, the probability of error per physical
gate is reduced enough to avoid doing an extra concatenation, and it thus saves a large amount
of power. This will be the same principle for the other ”peaked values” that we can see on
either figure 5.5 a) or b) (we will not comment on them too much). Now those peaked values
are very specific; they are the ones in which the qubit lifetime (and also the characteristics of
the algorithm) are close to a critical value where the concatenation level is about to change, the
interest is thus in some sense limited to very particular scenarios. This is why we now study
the behavior outside of those peaks.

Let us focus again on the blue curve (ε = 1) of figure 5.4 a). Outside of the peaked values,
compared to the scenario P300K , we do not save much power. One of the reasons is because the
optimum temperature we found for ε = 1 is actually TGen = 300K (same temperature than for
P300K), and also because P300K and our optimum are associated to the same concatenation level
(again outside of the peaked values). The only way to save power consumption is then to tune
the attenuation and qubit temperatures appropriately. We can see on figure 5.4 c) and d) that
A ∼ 60dB and TQ ∼ 100mK which is quite different from the typical 40dB and 10mK that
are behind the curve P300K . But then, even with such different values, the power consumption
for the optimized scenario for ε = 1 is pretty similar to the one found for P300K . It allows us
to deduce that the most critical parameter to fix, outside from k, is actually TGen. A negligible
amount of power will be saved by appropriately choosing the attenuation or qubit temperature:
it is not in this specific example what will play the most significant role. In the appendix L, we
show an example in which optimizing the qubit temperature as a function of the qubit lifetime
(when the optimal concatenation is not varying) is something that is important. The remark
that wisely choosing TGen is an important requirement is also something that we can notice on
the other graph (figure 5.5 b), still for the curve where ε = 1). Forcing the signal generation
stage to be at 4K, as it is one of the solutions considered in some recent studies [42, 41] would
make us spend ×100 more power than what is necessary. If we keep in mind that for γ−1

sp = 1ms
the minimized power consumption is in the 10MW range (see the figure 5.4 a)), we see how
important fixing TGen is (otherwise we would spend power in the GW range).

Now, we mainly commented the curve where ε = 1, but we can also look at ε = 10−2, the
optimum temperature we found there is non trivial: TGen ≈ 50K as we can see from the figure
5.4 b), and we save one order of magnitude compared to the two unoptimized scenarios P300K

and P4K allowing us to remain in a consumption about 10kW instead of 100kW for γ−1
sp below

(but close) to 10ms for instance. All this illustrates that wisely choosing TGen is an important
requirement, and the optimum value for this temperature is not easy to guess in advance.

In the end, those results illustrate that considering a transversal and optimized vision,
relating the noise to the resource spent, in the design of a quantum computer can greatly
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improve the potential in terms of scalability: for γ−1
sp = 1ms, we see in our examples that we

can reduce the power consumption from the gigawatt range (which corresponds to a scenario
where the electronics is at 4K which is sometimes considered as a good choice for scalability
[41, 42]) to 10MW , making the architecture much more scalable17.

5.4.1.3 Power consumption as a function of classical electronics performances

So far, we studied the behavior as a function of the qubit lifetime for different values of the
dissipation for the electronics. Now, we wish to study the power consumption as a function of
the performance of the electronics. The graphs are represented on the figure 5.6.

Figure 5.6: How the performances of the electronics influence the overall energetic cost. The
blue, orange and green curves are associated to qubit lifetime γ−1

sp being respectively 1ms, 10ms,
100ms. The optimum concatenation level found for a curve having a given value for γ−1

sp has
been found constant (the values are written on the graph a)). a) Minimum power as a function
of ε. The black dotted line is a guide for the eye showing a dependance of the minimum power
in
√
ε. b) Optimum signal generation temperature TOpt

Gen as a function of ε.
.

First, we see two expected behaviors: the more the electronics dissipates heat, the bigger
the power consumption is (on figure 5.6 a) ), and the higher the temperature of the signal
generation stage should be (on b)). We also see that the optimal concatenation level kOpt found
by the optimization (they are written on the figure 5.6 a)) does not vary with ε. There is no
fundamental reason for that that we found, in principle, kOpt should depend on ε because both
parameters are related through the minimization under constraint. Without being rigorous, we
can understand that it is something that might be unlikely to happen. Indeed, ε does not play
a role in the expression of the metric. Then, in order to maintain the targeted accuracy, the
value of kOpt should not change. Now, this is not entirely accurate because changing ε could ”in
principle” impact in an indirect manner the noise. For instance, if we imagine that ε becomes
low enough in order to make TOpt

Gen low enough such that it removes almost entirely the influence
of the thermal noise coming from this temperature, then we could imagine that changing ε
would have an impact on the optimal concatenation level kOpt. Indeed, the noise being lower,
one level of concatenation could be removed, for instance. But we believe this behavior to be

17Of course this quantitative conclusion is associated to the concatenated code we use. For an analog regime
of parameters, for another code, we could eventually find that putting the electronics at 4K is a good choice.
This is something that would be interesting to study.
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unlikely because AOpt is also adapting accordingly to TOpt
Gen in order to keep the thermal noise

low enough. Thus it might be possible that because everything is being optimized, changing ε
would, in the end, not impact in a significant manner the thermal noise on the qubit, and thus,
not change the optimal concatenation level kOpt.

Now, we can also notice that the optimum temperature for the signal generation stage does
not depend very much on γ−1

sp for a whole set of ε (this is actually something we could already
understand from figure 5.4 b)), and we can see that the minimum power consumption grows
proportionally with the square root of the heat dissipated by the electronics. This is represented
by the fact that the slope of the various curves on figure 5.6 a) is close to a curve growing as√
ε. However, we did not find a fundamental reason why; we only noticed it to be true with our

model.

5.4.1.4 How to make the computer more energy efficient

Here, we will briefly discuss different approaches we can choose to make the computer more
energy efficient. In our discussions, we will take some degree of liberty from the strict regime
of validity of our model, and we are going to take some freedom to what is strictly doable with
today’s technology. What we are going to do first will be to remove the attenuators and assume
they can be replaced by non-dissipative, reflective filters. Basically, instead of removing the
noise based on a process that dissipates heat, we will use filters that will reflect the thermal
noise. This is not something that is frequently used in the context of quantum computing, but
such devices can, in principle, be realized. We will also assume that the electronics can be
enabled and disabled ”on-demand”. Basically, with this approach, the DAC, ADC, amplifiers,
and multiplexing/demultiplexing units are turned off when they are not required. In principle,
CMOS electronics has two components in its power consumption. One component is called static
consumption, and it corresponds to leakage currents that might be between the ground and
the positive DC voltage. Whatever the electronics is actually doing, those leakage currents are
always here, and they are inducing heat dissipation. There is another component, called dynamic
consumption (it is the same vocabulary as the one we are using for the power consumption of the
quantum computer). This one is only here when the logic states of the transistors are switching
from one value to another, and it induces currents that will dissipate heat on the switching
events. The dynamic consumption is almost constant as a function of the temperature while
the static is dominant at high temperature but rapidly decreasing with it [159]. Here, we
will assume that we can entirely neglect the static consumption such that the electronics will
strictly dissipate no heat when it is not being used. This is a possibly too idealistic scenario,
but we would like to see in this extreme scenario how knowing the fact that the number of
gates acting in parallel is different from the number of physical qubits can allow lowering the
power consumption. The results are represented on the figure 5.7. On a) is represented the
power consumption removing any heat dissipated in the attenuators, and on b) we also do not
have any attenuator, but additionally, the electronics doesn’t consume any power when it is not
being used.
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Figure 5.7: a) Minimum consumption assuming no dissipation in the attenuators, i.e., they have
been replaced by non-dissipating filters. b) Minimum consumption assuming no dissipation in
the attenuators and the electronics can be turned off dynamically when it is not being used
(and assuming that it doesn’t dissipate any heat when it is turned off).

.

Comparing the figure 5.7 a) with 5.4 a), we see that the attenuators are not the main
responsible for the power consumption of the computer. Indeed, removing them doesn’t change
the minimum power consumption very much quantitatively. We can, however, see some small
changes in the curves in the high qubit lifetime, low electronics consumption (it can be seen, for
instance, with the first points of the green curve (ε = 10−4) occurring when kOpt switches from
2 to 1). The fact that the attenuators are playing a more important role in this region makes
sense: when ε is getting lower, the dissipation from the electronics will have a lower impact on
the power consumption than the heat dissipated in attenuators for instance18. Additionally,
when the qubit lifetime is high, the coupling between the qubit and the waveguide gets lower,
so pulses of higher amplitude have to be generated (and then dissipated). On the figure 5.7
b), we can see that having the ability to turn off the electronics when it is not being used,
and assuming that when turned off, it dissipates no heat has, however, an important influence
on the power consumption. We can see, for instance, that for ε = 10−2, the consumption can
be reduced by almost two orders of magnitudes in the regime γ−1

sp is between 2ms and 10ms.
The reason why the consumption is however not reduced that much for ε = 1 is because the
power consumption of the electronics is still too high such that TOpt

Gen cannot be reduced ”too
far” from 300K (the graph is represented on the appendix K)19. It shows that the gain in power
consumption by using the fact electronics can be dynamically turned on or off might only be
effective if the electronics already dissipates a low amount of heat from the beginning. The gain
observed is then mainly due to the fact that the classical amplifiers dissipate a fewer amount of
heat.

As a conclusion here, we see with the model we considered that the attenuators are not
playing the most important role in the energetic balance. What plays the most important

18To be very precise, this is not really a proof because when the electronics dissipates a fewer amount of heat,
TOpt

Gen is likely to be colder (thus closer to TOpt
Q ). In this case, a fewer amount of attenuation would be required,

reducing as well its role in power consumption. This previous comment must then be taken with a bit of care.
However, we believe that what we said is still true on a ”qualitative” aspect because of the values we find for
TOpt

Gen in the regimes of low ε.
19To understand it simply, we can imagine that TOpt

Gen would remain at 300K with a reduction of ε. In this case,
the power consumption wouldn’t vary as evacuating heat at ambient temperature is energetically free. What is
happening here is in the same spirit (TOpt

Gen is reduced a bit but not ”that much” from 300K).
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role is the heat conduction and the heat dissipation of the electronics. Allowing to turn off
the consumption of the electronics when it is not being used is something that shows a clear
advantage in terms of power consumption, but it can only show this advantage if the electronics
consumed a low amount of power from the beginning (because otherwise, TOpt

Gen would be close
from 300K, and there wouldn’t have a big gain).

5.5 Energetic cost as a function of algorithm characteristics

In this section, we would like to study how the power consumption depends on the shape of
the algorithm that has been implemented. For this reason, we are going to study the energetic
cost of a quantum memory as a function of the number of logical qubits QL and the number
of logical timesteps (i.e., logical depth) DL. Indeed, as we are going to explain, the energetic
cost of a quantum memory characterized by QL and DL can give a good idea of the energetic
cost for any algorithm which will be based on the same number of logical qubit and depth, and
that uses all its logical qubit for all the logical timesteps (i.e., such that all the logical qubits
will for any logical timestep ”do something”). It corresponds to the figure 5.8 b) for instance
(but not to the algorithm represented on a)). In order to understand why we need to recall a
few elements.

First, as we showed in the previous chapter and as it is illustrated in (5.1), (5.12) and the
few lines of explanation following, the only characteristics of the algorithm that we need to
estimate the power consumption are N

x
L,‖ where x is the type of logical gate to implement

(x ∈ {1qb, cNOT, Id}), the logical depth DL and the number of logical qubits QL. To be
a little bit more precise, the expression of the power function P only requires to know the

quantity N
tot
L,‖ ≡ 2N

cNOT
L,‖ + N

1qb
L,‖ + N

Id
L,‖ and QL, while the metric only needs to access NL =

DL(N
cNOT
L,‖ + N

1qb
L,‖ + N

Id
L,‖). For a quantum memory, we will have N

tot
L,‖ = N

Id
L,‖ = QL: all the

logical qubits are affected by a logical identity. For an algorithm using all its logical qubit for any

timestep, we will also have N
tot
L,‖ = QL, but with this time N

tot
L,‖ = 2N

cNOT
L,‖ +N

1qb
L,‖ +N

Id
L,‖ (it is

not only composed of logical identity). Thus we see here that at least the power function would
not be modified between a quantum memory or another algorithm using all its logical qubit at
the same time. But the power function is not the only thing to consider we must also study how
the metric would change between a quantum memory and another algorithm. We recall that the
metric can be estimated asML = NLpL where NL is the total number of logical gate used in the

algorithm. For a quantum memory, we have NL = DLN
Id
L,‖ = DLQL, but for an algorithm using

all its logical qubits at all time, we have NL = DL(N
Id
L,‖+N

1qb
L,‖ +N

cNOT
L,‖ ) = DL(QL−N

cNOT
L,‖ ).

Thus, the metric will not be exactly the same for both situations. Fortunately, the mistake
we would do by considering NL ≈ DLQL for the algorithm will not be very important for all
practical purposes. Indeed, as by the assumption we made on the ”shape” of the algorithm,

we have QL = 2N
cNOT
L,‖ + N

1qb
L,‖ + N

Id
L,‖, and as we also necessarily have N

cNOT
L,‖ ≤ QL/2, we

deduce QL/2 ≤ QL − N
cNOT
L,‖ ≤ QL. The ”mistake” we would do in the estimation of ML by

considering QL −N
cNOT
L,‖ ≈ QL will only be to consider the probability that the algorithm fails

to be twice bigger as what it really is (in a worst-case scenario). This over-estimation of the
probability of failure of the algorithm by only a factor 2 is not expected to change dramatically
the energetic estimation, as we will clearly see on the figure 5.9 (excepted for some critical
points, for instance if the optimum concatenation level found with this approximation would
change under the modification QL → QL/2).
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Figure 5.8: a) An algorithm for which the energetic cost might be quite different from a quantum
memory having the same number of logical qubits and depth. The reason is that not all
logical qubits are doing something for any logical timestep: QL will be very different from

2N
cNOT
L,‖ +N

Id
L,‖+N

1qb
L,‖ . b) An algorithm for which the quantum memory approximation would

give a good idea of its consumption, this algorithm has a more ”rectangular shape” indicating
the fact that all the logical qubits are participating in the algorithm for all the timesteps. In

this example, QL = 2N
cNOT
L,‖ +N

Id
L,‖ +N

1qb
L,‖ is satisfied.

Thus, we believe that a quantum memory can give a good idea of the energetic cost of any
algorithm20 that is making use of all its logical qubit at all times. We will show this affirmation
in the following graphs. On figure 5.9 a) is represented the power cost of a quantum memory
as a function of QL and DL varying between 100 and 106 logical qubits, where γ−1

sp = 1ms and
ε = 1 (for a case where the electronics is always turned on). On b) it is the associated optimal
temperature for the qubits. The portion of those graphs having kOpt ≥ 4 is associated with a
power consumption that is beyond what would be reasonable to use (to give an idea, 1GW is
approximately the power consumption of a nuclear reactor), but we wanted to plot values on a
wide range of parameter to have intuition about how quantities are varying.

Figure 5.9: a) Minimum power consumption for a quantum memory characterized acting on QL
logical qubits for a logical depth being DL, γ−1

sp = 1ms and ε = 1. b) Optimum temperature

TOpt
Q associated to the figure a).

.

We see on those graphs that the change of concatenation level occurs for some lines of

20We recall that by any algorithm we consider an algorithm in which the energetic cost to implement the
non-transversal gate would be negligible because the study of their energetic cost goes beyond our work.
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equations NL = DLQL = C for some constant C (we recall that the graph is a log-log). We can
interpret it as corresponding to the fact that the concatenation level changes accordingly with
the size of the algorithm that is running. We also see that, for a fixed value of the concatenation
level, the power consumption does not seem to vary much with the logical depth of the algorithm.
However, it varies significantly with the number of logical qubits. For instance, on figure 5.9 a),
we can see that it would cost 1012 Watts to work with DL = 105 and QL slightly below 106 (to
remain in the region where kOpt = 4), but about 1GW for QL close to 300. The fact that the
power does not vary very much with the logical depth (for a fixed value of the concatenation
level) is not necessarily expected as when the depth increases, the error per logical gate should
be reduced, which will ask to reduce the qubit temperature (we see it clearly on the figure 5.9 b)
). Here we see that this reduction in qubit temperature is not inducing a significant variation of
power consumption in the logical depth. In some sense, this is the similar behavior that occurred
for the power as a function of γ−1

sp in the plots on figure 5.4. We saw there that when the qubit

lifetime is decreased (over a fixed value of kOpt), the temperature of the qubits decreased
accordingly to reduce the amount of thermal noise (because the qubits got noisier). But this
did not impact very significantly the power consumption, which showed indirectly that putting
the qubits at a very low temperature did not impact the power consumption significantly. Here
it is the analog discussion where the role of the qubit lifetime (or, more precisely, its inverse)
is replaced by the role of the depth. However, the fact that within a fixed concatenation level,
adapting precisely the temperature of the qubits as a function of the qubit lifetime (or as a
function of the algorithm depth) does not play an important role is a conclusion that is very
”engineering architecture” dependent. In the appendix L, we see an example (outside of the
strict regime of validity of our model, and for a poor cryogenic efficiency) in which adapting
precisely the temperature of the qubits is important and allows to make important energetic
save in regime of high power consumption.

Finally, we see that the power consumption obtained on the point QL = 2048, DL = 2QL is
close to the power consumption we found in the figure 5.4 for ε = 1 and γ−1

sp = 1ms, it is in the
10MW range. It is consistent with the fact that a quantum memory is a good approximation
to the energetic cost of an algorithm.

5.6 Conclusion

In this chapter, we proposed an engineering model describing the quantum computer. We
then used this engineering model in our method, which consists in finding the minimum power
consumption in order to have a successful answer in the algorithm, under the constraint that
the quantity of noise in this answer is below a targetted value. We applied this method in
order to find the minimum power required to implement a quantum Fourier transform that has
been energetically modeled by replacing all the controlled-phase gates inside with cNOTs. We
saw that our approach allows to potentially save orders of magnitude in power consumption in
regimes where the power consumption might be high (it can sometimes reduce the bill from the
gigawatt to the tenth of megawatt). We found that the most important parameters there were
to optimize were the concatenation level and the temperature at which the signals are generated.
Indeed, we could deduce from our examples that a well-optimized choice for the temperature of
the qubits and the total attenuation was not entirely necessary: if we had put the qubits always
at 10mK for instance, the power consumption wouldn’t be that much higher than in the regime
where our optimization suggest to put them at 100mK. We were also able to deduce from our
examples that the dissipation in the attenuators is not what plays a dominant role in the power
consumption; it is much more important to optimize the temperature at which the signals are
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being generated. We provided some possible strategies to minimize the energetic bill, which
were based on allowing to dynamically turn on and off the electronics. With such strategies,
as there is a difference between the number of physical qubits and the average number of gates
active in parallel, a large energetic save can be done. However, they can only be gained if the
electronics does not dissipate a too large amount of heat from the beginning; otherwise, the gain
wouldn’t be very important as their optimal temperature would be close to TOpt

Gen ≈ 300K. We
also justified that it is possible to estimate the energetic cost as a function of the algorithm that
is running by approximating the algorithm by a quantum memory having the same number of
logical qubits, the same depth, and making use of all its logical qubits at all time (in all rigor, the
algorithm should not have non-transversal gates as we did not model them, we could reasonably
consider that as long as it does not contain ”too much” of such gates acting in parallel, the
analyses done here could still hold, but this is clearly something to investigate further). We also
saw in appendix L that the conclusion that optimizing the temperature of the qubits properly
is not what will play a major role in the reduction of power consumption is something that is
not true in general. It is very architecture-dependent, and we designed an example illustrating
that on a regime of constant concatenation, for a low value of electronics consumption, for a
cryostat having a lower efficiency than Carnot, there is a clear interest in optimizing the qubit
temperature properly (and the attenuation): orders of magnitude of power consumption can
be saved showing the importance of connecting the aspect of noise to the aspect of energetic
through a minimization under constraint.

As a general conclusion, we see that a superconducting qubit quantum computer might
consume a large amount of power for ”close to” state-of-the-art technology. More precisely,
assuming very good qubits (lifetime about thems), state of the art CMOS electronics to generate
signals (about 5mW of heat dissipated per physical qubit), considering a cryostat based on
Carnot efficiency (this is justified for large scale cryogenics, see the discussions in 5.1.3.1), and
assuming that the fidelity of all the gates is only limited because of the qubit limited lifetime (we
recall that this is not yet the case for the two-qubit cross resonance gates, see section 1.3.2.3, it is
however toward what the field is going to, and this is the ”bet” for the future we are making21),
we find that the power consumption using Steane code and its concatenated construction would
be around 10MW for a quantum Fourier transform implemented on 2048 logical qubits. Strictly
speaking, it is the power consumption assuming that controlled-phase gates can be replaced by
cNOTs in the energetic model. In some sense, because of this approximation, it is fairer to say
that it would be the energetic cost of a quantum memory having the same size as the quantum
Fourier transform (this is because the energetic cost of a quantum memory will be close to the
energetic cost of an algorithm of similar size but not containing non-transversal gates such as
the T gate, see discussion in 5.5). While it seems to be a high power consumption, it should
be noticed that (i) this power consumption rapidly decreases with technological improvements,
as we saw with our graphs, and (ii), it should be put in comparison of the consumption of
a classical supercomputer which is in the same order of magnitude [160]. Also, if we want
to compare this power to large scientific experiments such as the CERN, it would be a lower
power consumption (when being used, the CERN consumes about 200MW of power [161]).
It shouldn’t be surprising that the first versions of fault-tolerant quantum computers would
consume a large amount of power22. Also, here we are talking about power consumption.
In terms of energy, those 10MW would be consumed during about a millisecond as briefly
explained in 5.4.1.1, which induces a low energy consumption. Finally, keeping those state-of-

21Anyway fault-tolerance with the code we used wouldn’t be possible today with the quality of the two-qubit
gates, we are forced to assume better two-qubit gates than what exist today to do our analysis. We considered
that assuming that all the gates will only be limited by the qubit lifetime is a reasonable hypothesis to make for
the future.

22Again, this conclusion of power consumption are intrinsically related to the concatenated fault-tolerant
construction. To know how the energetic cost would scale for other strategies is an open question.
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the-art values, many more optimizations could be performed than the ones we did here. For
instance, we believe that a large reduction in power consumption could be gained by optimizing
the temperatures of the amplification chain for the measurement outcomes and by considering a
better choice for the temperatures of the intermediate stages than the one we proposed in section
5.2.3. Also, more efficient recycling strategies in the ancilla used to perform error correction
could be done (see all the discussions in section 4.3.2.1).

In the very end, we believe that this work can give a first idea about the power consumption
that may be required for large-scale quantum computers, in rough order of magnitudes, at least
for concatenated codes. More accurate estimations could be done by refining the models; we
believe that the most important part for that would be to improve the accuracy of the models
describing the noise occurring during the quantum gates; here, we assumed that they are only
noisy because of spontaneous emission and thermal noise, and we approximated such noise by
a probabilistic model. This work also illustrates how important transversal optimizations tech-
niques are, especially when the resource to minimize is related to the quantity of noise contained
in the output of the algorithm. In our examples, we saw that 2 orders of magnitude of power
consumption could be saved in a regime where without optimizing, the power consumption
would be in the gigawatt range. Those approaches can then clearly improve the potential in
terms of the scalability of quantum computers.
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Appendix J

Cable models

Here we provide the models of heat conduction behind the microwave cables we use.

J.1 Fourier law

We give the basics behind the Fourier heat conduction law allowing to calculate the heat flow
in a cable. Knowing the cross section A of a cable, its length L and the thermal conductivity
λ(T ) of its constituent, we have a heat flow between T1 ≤ T2, going from the high temperature
to the low temperature stage being:

q̇(T1, T2) =
A

L

∫ T2

T1

dTλ(T ) (J.1)

In this thesis, we will take a typical length L = 20cm for all the cables considered between two
consecutive temperature stages of the cryostat. The other characteristics of the cable (i.e., the
thermal conductivity and the cross-section A) will depend on the cable considered.

J.2 The model of cable

In our model, we consider that for T > 10K, conventional microwave coaxial cables must be
used (i.e., they are composed of conventional conductors), and below, we can use microstrip
superconducting lines. We call the cables we will consider using for T > 10K conventional
coaxial, and for T < 10K superconducting microstrips. We now give their characteristics.

J.2.1 Conventional coaxial

We are going to take the typical dimension of the microwave coaxial cable called ULT-23,
provided in [162]. It is composed of a metallic conductor being SUS304. This material has
very close thermal properties to the 304SS, said 304 stainless steel, and the latter has a well-
characterized thermal conductivity in the range 4K−300K [151], so we will consider it as being
the metallic conductor1. The dimensions of this coaxial cable are the following:

1This material is anyway used in some papers such as [125] for a coaxial cable having a radius close from the
one we consider here.
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• inner conductor outer diameter: 0.2mm

• dielectric insulator outer diameter: 0.66mm

• outer conductor diameter: 0.86mm

As metals conduct more heat than insulators, and as the cross section of the insulator is compa-
rable to the one of the metal in this cable we will only model the heat conduction associated to
the stainless-steel. On the range 4K-300K its thermal conductivity λ(T ) has been characterized
[151]:

log(λSS(T )) =
8∑
i=0

ai log(T )i (J.2)

With: a0 = −1.4087, a1 = 1.3982, a2 = 0.2543, a3 = −0.6260, a4 = 0.2334, a5 = 0.4256, a6 =
−0.4658, a7 = 0.1650, a8 = −0.0199 for T ≥ 4K. Taking those values would provide λSS(T )
in W/Km units. For T < 4K, we complete this model by a linear fitting (where λSS(0K) = 0).
This is justified as in the low temperature regime the thermal conductivity of metals depends
linearly on temperature. For T1 and T2 greater than 10K, we deduce q̇(T1, T2) for this model
of wire.

J.2.2 NbTi striplines

For large-scale quantum computing, it would be inefficient to keep using the same conventional
coaxial cables in the very low-temperature regime. And also, simply because for millions to
billions of qubits, the cross-section of the microwave cables would simply be too large to connect
them on each qubit. For this reason, NbTi superconductor can be used to drive the signals.
The interest in using superconductors is that because of the absence of electrical resistivity,
a very small cross-section can be considered. Also, superconductors have the advantage of
being poor thermal conductors, which is an advantage here to reduce the energy cost. We will
consider using a model of stripline as proposed in [43]. The cross-section per single line of
NbTi superconductor used is 1.5 10−11m2 while the insulator around being Kapton is about
1.3 10−9m2.2 The thermal conductivity of such materials is (we have two different thermal
conductivity depending on the temperature range for the Kapton, this is why we have two
exponents 0 and 1 for the thermal conductivity of the Kapton λKapHN (T )):

λ0
KapHN (T ) = 4.6 ∗ 10−3T 0.56W/(K.m) (0.5K < T < 5K) (J.3)

λ1
KapHN (T ) = 2.996 ∗ 10−3 ∗ T 0.9794W/(K.m) (4K < T < 300K) (J.4)

λNbTi(T ) = 27 ∗ 10−3T 2W/(K.m) (0.05K < T < 2K) (J.5)

In the range NbTi and Kapton thermal conductivity are both defined (thus taking λKapHN (T ) =
λ0
KapHN

for the Kapton), taking into account the respective cross-section of the materials we
provided for a single line, we would see that the heat flow is dominated by the Kapton. For this
reason, we will only consider its thermal conductivity in our model. In our model, we considered
λKapHN (T < 4K) = λ0

KapHN
(T )3 and λKapHN (T ≥ 4K) = λ1

KapHN
(T ) (the discontinuity at 4K

2In [163] even smaller cross-sections than the ones we considered here have been tried and realized experimen-
tally. They showed good properties allowing them to be used in quantum computing experiments.

3It means that we extended the range of validity for the Kapton thermal conductivity below 0.5K. This is an
assumption we are making, but as the optimal temperature of the qubits found is anyway almost always bigger
than 100mK in our work, we don’t believe we would make a very big mistake with this simplification.
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because we change of law is found to be small). At this point, we know the cross-section of the
lines and their thermal conductivity, we can now compute a heat flow q̇(T1, T2) if both T1 and
T2 are below 10K.

J.2.3 Typical heat flow values

We provide typical heat flow associated with single lines/cables.

J.2.3.1 Coaxial cable model

Here we use the coaxial cable model we described (on the full range [0K, 300K]). We find:

• q̇(0K, 300K) ≈ q̇(10, 300) ≈ 4mW

• q̇(0K, 10K) ≈ 5µW

J.2.3.2 NbTi striplines

• q̇(0K, 10K) ≈ 1nW

We see that below 10K, the superconducting lines are associated with a flow ×1000 lower
than the conventional conductor (it is one of the reasons why using superconducting lines is
interesting).

J.2.4 The full cable model: mixing the two

So far, we have expressed the thermal conductivity of the two models of cables. The NbTi
striplines are used below 10K, and the conventional coaxial is used for a temperature higher
than 10K. Defining A(T ) as being the cross-section of the cable used (which depends on the
temperature used as we have two different models of cables), we have the heat flow for one cable
that is in general:

q̇(T1, T2) =
1

L

∫ T2

T1

A(T )λ(T )dT, (J.6)

where λ(T < 10K) = λKapHN (T ) and λ(T > 10K) = λSS(T ), and A(T < 10K) = 1.3 10−9m2.
A(T > 10K) is deduced by calculating the total cross-section of the metallic conductor for the
coaxial cable described there. This is what is being used in our models: this is how we consider
”switching” the model of cables at 10K.
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Appendix K

Optimal temperature T
Opt
Gen when the

electronics is dynamically enabled.

Here, we represent the curve of TOpt
Gen associated to the figure 5.7

Figure K.1: Optimal temperature TOpt
Gen as a function of the qubit lifetime for the curve repre-

sented on the figure 5.7 b). The blue, orange and green curve correspond to ε = 1, 10−2, 10−3

respectively. We see that TOpt
Gen is higher, and not very far from 300K for ε = 1 as the electronics

dissipates too much heat. This is why the reduction in power consumption when the electronics
can be dynamically turned on is not as important in this regime as when ε is lower.
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Appendix L

An example where fine-tuning of the
qubits temperature and the total
attenuation is crucial

Here we give an example in which we see that the exact value TQ and A should have in order
to minimize the power consumption is important. In the main text, we saw that, of course, the
qubit temperature cannot be too high, and the attenuation cannot be too low (otherwise the
condition ML = Mtarget would either be violated, either an extra concatenation level would
be required to compensate), but we did not see a very big interested into optimizing precisely
those values for a fixed value of kOpt. It showed us indirectly that in the regime we considered,
the heat dissipated in the attenuator (and the exact qubit temperature) did not play the most
important role in the physics as we commented in 5.4.1.4.

On the figure L.1, we can see the curves associated with an optimization in which we
replaced the Carnot efficiency by its square. The motivation behind this choice is that it can
correspond to an efficiency of cryostats that are not optimized to evacuate large quantity of
heat [148, 146]; this is the kind of efficiency we can find in some ”chip-scale” cryostats. This
new efficiency is greatly increasing the cost of removing heat at low temperatures. We see
that because of that; there is now a much more important requirement to optimize the qubit
temperature and attenuation values. Indeed, even when kOpt is being fixed to some value, the
power consumption varies significantly as a function of the qubit lifetime. This is an example
in which we see that minimizing the power consumption is not only a matter of choosing the
appropriate number of physical qubits per logical qubit (and the appropriate temperature TOpt

Gen ),
even for a fixed number of physical qubits it might be crucial to optimize the qubit temperature
and the attenuations. The value of ε we considered is, however, quite low (we reduced the
consumption of the electronics by about 6 order of magnitude compared to state of the art in
CMOS technology)1, but it could eventually correspond to other technologies such as adiabatic
computing or single flux quantum logic. In summary, this example shows that in some cases,
optimizing the qubits and attenuation temperature might be important to save quantitative
amounts of power consumption.

1In the main text, we explained that ε > 10−3 is necessary to have our model valid. But it could be possible
to increase much more the range of validity by considering that the waveform is saved in memory at the same
stage of the ADC/DAC: this would reduce by an important amount the number of cables between 300K and
TGen.
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Figure L.1: Those graph represent the minimum power consumption and associated parameters
in a case where we replaced the Carnot efficiencies appearing in (5.8),(5.9),(5.10) by their square,
i.e: (300− T )/T )→ ((300− T )/T )2. Motivation behind this choice are in the main text.

.
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Appendix M

Decomposing the QFT on an
appropriate gateset

Here, we give brief comments about what would change if we wanted to consider the exact
decomposition of the quantum Fourier transform on a gateset that it is possible to implement
with the Steane method. In practice, the controlled-phase gates would have to be decomposed on
this fault-tolerant gateset (which is composed of Pauli, H, S, T , and cNOT gates). A controlled-
phase gate can be implemented with two cNOTs and a few phase gates Rn as explained in
the third chapter, in figure 3.6, or in [112]. But this wouldn’t change in a very quantitative
manner the results because the number of logical gates would be multiplied by some small
number. However, the Rn gates must be decomposed as well (because we cannot implement
fault-tolerantly those gates with the Steane method). Using a gateset composed of H,S, Pauli
(those gates are implementable with the Steane method), and T gates (those gates require
another procedure, for instance, magic state distillation), we would only be able to approximate
the gate Rn up to some deterministic error [112]. Fortunately, as shown in [112], the number
of gates required to approximate a gate Rn grows very slowly with the accuracy desired. Also,
to give an idea, in order to reach a deterministic error lower than 10−10, about 20 gates (and
an extra logical qubit) would be required.

We did not investigate what the maximum deterministic error we could accept is (it is neces-
sary in order to precisely estimate the total number of gates required after such decomposition),
but from the results given in 5.5, it is easy to see how the power consumption would change
because of such decomposition. As the quantum Fourier transform without such decomposition
admits a number of logical qubits and a logical depth being (QL = 2048, DL = 2QL), in order to
take into account those extra gates, we would simply have to move in this graph of an appropri-
ate translation. For instance, if it appears that 10 gates are required inside a controlled-phase
gate, we would have to change DL → 10DL to deduce the power consumption of such algorithm
(we recall that as the T gates are not modeled in our work, it would be the energetic cost of
this algorithm neglecting the cost of the T gates). A detailed analysis of this decomposition
can be an outlook to consider.
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Conclusion and perspectives

In this thesis, we studied the question of the scalability of fault-tolerant quantum computing,
mainly in the context of limited resources. The first approach we considered has been described
in the third chapter. It consisted in studying what happens for fault-tolerance in the presence
of a scale-dependent noise, which frequently comes from resources constraints. We showed that
for some conditions on how the noise grows with the computer size, the maximum accuracy the
computer can get to is intrinsically limited. We provided the tools allowing to estimate this
maximum accuracy. In the case this scale-dependent noise is induced by a resource limitation, we
provided a way that allows to (i) estimate the minimum resource required allowing to implement
a fault-tolerant algorithm, (ii) estimate what is the maximum accuracy the computer can get
to for a given amount of resource available1. We saw that having a scale-dependent noise is not
necessarily an issue by itself; it depends on how fast the noise grows. It is why characterizing
this dependence is essential to assess whether an architecture is scalable or not. Those first
analyses provided a first approach to the problem of resource estimation of quantum computing
by relating the resource to minimize to the noise felt by the qubits.

In the fourth chapter of this thesis, we generalized this approach and proposed a formu-
lation for the problem of the resource cost of quantum computing. By asking to minimize a
resource used for a calculation under the constraint that the calculation succeeds with a tar-
geted probability, the entire architecture of a quantum computer can in principle be optimized,
which includes aspects coming from fault-tolerance, algorithmic, and engineering. The principle
behind this is to acknowledge that many of the elements inside a quantum computer are here in
order to make sure that the calculation succeeds, possibly in a very indirect manner. Hence, by
establishing the connection between the target accuracy and the architecture of the quantum
computer, it is possible to optimize the whole design to ensure that the algorithm will succeed
and minimize a resource at the same time.

In the last chapter, we used this method in a complete model of quantum computer based
on superconducting qubits. Our goal was to find the minimum power consumption required
to implement large-scale algorithms on at least thousands of logical qubits. In this part, we
saw that more than two orders of magnitude of power consumption can be saved in regimes
where without this optimization, the power consumption could be larger than the gigawatt. Our
work seems to indicate that despite their high overhead in the number of physical qubits per
logical qubit, the concatenated construction can reasonably be considered to create large-scale
quantum computers if optimizations of the architecture are performed. This work allowed us
to see which characteristics in the design play an important role in power consumption. For
instance, we identified that the optimal temperature of the stage generating the signals is a
critical parameter to fix if one wants to save power. In the majority of the examples, we also
saw that the dominant source of power consumption comes from the heat that has to be removed

1For (i) and (ii), the analysis is done under some hypotheses on the relationship between the noise and the
resource, given in the chapter.
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from the electronics used inside of the cryostat and the heat conduction in the cables: the heat
dissipated in the attenuators played a minor role. We have also seen that finely tuning the
temperature of the quantum core is not necessary as the power consumption does not depend
very much on this temperature. However, we also emphasized on the fact that this conclusion
might be very architecture-dependent: we gave one concrete example of that in the appendix
L where the optimal attenuation level and the optimal temperature of the qubits also played
a significant role in the power consumption if another efficiency than Carnot is considered for
the cryostat. To give first directions to take in order to make quantum computing more energy-
efficient (outside from the fact that optimization such as the one we did should be performed),
we saw that being able to turn off the electronics when it is not being used is something that
can reduce the power consumption of the computer if the heat it dissipates is not too large
(otherwise the gain would be pretty limited for reasons explained in the lines following the
figure 5.7). In the same line of thought, increasing the level at which the ancillae qubits can be
reused in the calculation, i.e., the level of recycling, seems to be another interesting approach
that could help minimize power consumption. Also, replacing attenuators with non-dissipative
filters (to isolate the qubits from thermal noise) might improve the power consumption in some
regimes. However, as we explained in the last chapter, this was not the most important thing
to optimize in the specific examples we took.

Our work seems to indicate that the power consumption required by a large-scale quantum
computer can be large, at least for superconducting qubit technologies error protected with
Steane concatenated code. In our examples, we saw that after optimization, about 10MW of
power consumption could be expected to implement some ”typical” large scale algorithm (see
the section 5.6 to understand more precisely what is the size and type of algorithm we are
talking about), considering close to state of the art values for the different elements involved in
the quantum computer (but assuming that the quality of all the gates is only limited by the qubit
lifetime2). However, it has to be compared to the consumption of a classical supercomputer: it
is in the same range of power consumption, but it would not be able to simulate the algorithms
we studied. This consumption is lower than large scientific experiments such as the CERN,
which consumes about 200MW of power. Also, those algorithms will be implemented in a very
short amount of time such that the energy required would be small (the examples in which we
find 10MW of power consumption would run in a few ms). We also noticed that the power bill
rapidly decreases with technological improvements.

As a concluding remark, our work illustrates that having an optimized vision in the design
of a quantum computer, using, for instance, the approach we are proposing, can significantly
improve the potential in terms of scalability. It also illustrates that the energetic cost of quantum
computing should be a figure of merit by itself on the scorecard of qubits technologies to assess
their potential for scalability.

Our goal is now to provide some outlooks that look promising to make quantum computing
more energy efficient. Indeed, further optimizations than the one we did could be performed,
and there are ways to increase the level of details we considered in our models.

Some possible outlooks

We can first describe possible explorations to do in the context of fault-tolerant quantum com-
puting. The first outlook to consider would be to include in the modeling the energetic cost of the
gates that we could not implement transversally through the Steane method: non-transversal

2See 5.6 to know why we took this hypothesis that we believe is reasonable for the future.
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gates such as the T gate. Indeed, in our work, the energetic cost of such gate has not been
modeled (we recall, however, that as a quantum memory does not require such gates, the en-
ergetic study done in 5.5 would be unchanged by such consideration). Including those gates in
our modeling would allow us to see if the energetic cost would be significantly different from
the one we estimated3, and it depends on the exact way such gates are implemented; many dif-
ferent proposals exist for that [101, 102, 103, 99, 100]. Then, the next logical step would be to
compare the energy efficiency of different quantum error correction code and their fault-tolerant
implementation. Indeed, all the results in the energetic estimation we obtained are very closely
connected to the fact that we used the Steane code and its concatenated fault-tolerant imple-
mentation. We could expect the quantitative estimation we did to drastically vary when other
codes are considered. Also, to make quantum error correction more energy-efficient, it would be
interesting to see if it is possible to implement it in an autonomous manner, i.e., without having
to exchange information between the classical computer that manages the quantum algorithm’s
execution the quantum core. Doing things this way, all the amplification chains would have a
significantly reduced energetic cost: the signals would only have to be amplified at the very end
of the algorithm when the final answer would be given. Another essential aspect to investigate
is the exact connectivity (i.e., with how many physical qubits one physical qubit has to interact)
required by the different fault-tolerant construction. Some first investigations4 for the concate-
nated construction we used seem to indicate that a connectivity proportional to the number of
logical qubits should be considered (the connectivity does not seem to increase with the level of
protection). Considering the quantum Fourier transform within the Shor algorithm, it would
then be about 2000 physical qubits that should be able to interact ”pairwise”. This is another
essential aspect for scalability and energetics as it can give constraints on how two-qubit gates
can be performed. This aspect is also related to frequency overcrowding issues; including them
in the modelization would be an interesting analysis to do.

In the context of quantum algorithms, we gave some intuitions about how the shape of an
algorithm can influence the energetic cost. However, there are also large amounts of energy or
power to save here. For example, in the figure 5.9 of the last chapter, we saw that the number
of logical qubits QL has a more significant influence on the power cost than the logical depth
DL. However, would that be the case if we switched to another resource such as energy? In
order to save energy, is it better to implement an algorithm in a compact way (small DL) but
with more logical qubits, or the other way around? Furthermore, how would the difference be
quantitatively? This question raises the more general question of how algorithms should be
compiled in order to make them energy, power, or more generally resource efficient (for any
resource of interest). For instance, if the non-transversal gates require a large dynamic power
consumption, algorithm compilation procedures should minimize their acting in parallel.

More globally, this work allows benchmarking the energetic cost of different kinds of quantum
computers and their associated architectures. How different would the power consumption of a
superconducting quantum computer be compared to a spin qubit one for instance? From the way
we formulated the question of the energetic cost, we now have a well-defined method allowing
to do this benchmark. Then, it could be interesting to enrich the optimizations that have been
performed. For instance, one ”bottleneck” forbidding us to save more power consumption was
that we forced the design to have an amplification stage at 4K (in order to make the thermal
noise negligible for the readout). However, it would be surprising if this temperature is precisely
the optimal one. In order to optimize this stage, we would need to have a proper modeling of how
amplifying at a higher temperature can degrade the quality of the readout-signals quantitatively
and thus increase the probability of error of the logical gates (if the measurements are too noisy

3We actually already started investigating on this question and it seems that if appropriate optimizations are
performed, the energetic cost of T gates is not likely to be much more significant than for the Clifford operations

4This study has not been explained in the chapters of this thesis, but we started investigating it.
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then the quantum error correction would be wrongly performed).

All those propositions are exciting outlooks that would deserve to be investigated further to
make quantum computing energy-efficient and naturally make it more scalable.
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Résumé en Français

Introduction

Ces dernières années, les technologies quantiques ont suscité un intérêt croissant. Ceci s’inscrit
dans le contexte de la deuxième révolution quantique qui succède à la première qui s’est produite
au siècle dernier. Lorsque les physiciens ont compris que la physique classique n’était qu’une
approximation de lois plus fondamentales décrivant notre monde: la mécanique quantique, ils
ont utilisé ces connaissances afin de concevoir de nouvelles technologies telles que les ordinateurs,
les lasers, les panneaux solaires, nous permettant d’entrer dans � l’ère de l’information �.
Tout en sachant que la mécanique quantique était nécessaire pour concevoir ces dispositifs, les
physiciens n’avaient pas vraiment eu besoin de � manipuler � les effets quantiques pour créer
de telles technologies. Ces phénomènes étaient là et ils ont été exploités � tels quels �.

Le but de la seconde révolution quantique est de dépasser cette limitation, et de concevoir
de nouveaux dispositifs dont le principe de fonctionnement se baserait sur une manipulation
intrinsèque des effets quantiques fondamentaux tels que la superposition et l’intrication [2, 3].
Cela devient possible car au cours des 20 ou 30 dernières années, des expériences montrant la
possibilité de contrôler des particules quantiques individuelles avec un haut niveau de précision
ont été démontrées expérimentalement [4, 5, 6]. La seconde révolution quantique ouvre ainsi
des possibilités d’innovations technologiques dans un large éventail de domaines. On peut
penser aux capteurs quantiques [7, 8], à la cryptographie quantique [9, 10], à la communication
quantique [11, 12], et bien sûr, ce qui est au cœur de cette thèse, l’informatique quantique.

L’objectif ultime de l’informatique quantique est de pouvoir construire des ordinateurs quan-
tiques à grande échelle, car ils auraient une puissance de calcul supérieure à celle des meilleurs
supercalculateurs actuels, pour certaines tâches de calcul. En raison de leur très grande puis-
sance de calcul, les ordinateurs quantiques pourraient impacter la souveraineté nationale et
industrielle [13]. Un exemple le montrant clairement est l’algorithme de factorisation de Shor
qui permet de factoriser un entier en nombres premiers exponentiellement plus rapidement que
le meilleur algorithme classique connu, permettant ainsi de casser le protocole de cryptage
RSA qui est actuellement utilisé dans les communications bancaires et militaires5. Une estima-
tion récente considère qu’avec un million de qubits bruités, il pourrait le faire en environ huit
heures [15] alors qu’en comparaison un supercalculateur classique pourrait prendre des millions
d’années pour le faire. Les ordinateurs quantiques existent déjà aujourd’hui, à titre d’exemple,

5L’exemple de Shor est un exemple clair de l’accélération exponentielle potentielle du temps de calcul que les
ordinateurs quantiques auraient par rapport aux superordinateurs classiques. Il faut cependant souligner qu’il
existe des méthodes de cryptographie post quantique [14] qui permettraient de transférer des données de manière
sécurisée même contre la menace des ordinateurs quantiques. De plus, alors que l’informatique quantique pourrait
constituer une menace pour les techniques de chiffrements � standard �, la cryptographie quantique fournirait
en même temps un moyen beaucoup plus sûr de transmettre des données de telle sorte que même un ordinateur
quantique ne serait pas en mesure de les déchiffrer [9].
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nous pouvons penser au processeur quantique Sycamore qui a été associé à une récente revendi-
cation de suprématie quantique par Google [16]. D’autres laboratoires ou entreprises possèdent
également des ordinateurs quantiques, on peut penser à IBM [17, 18], Intel [19], Rigetti [20]
pour donner quelques exemples. En fait, la première implémentation expérimentale d’un algo-
rithme quantique remonte à 1998 où l’algorithme de Deutsch a été implémenté sur un ordinateur
quantique à deux qubits [21]. Cependant tous ces exemples sont des ordinateurs de taille très
modeste, contenant moins d’une centaine de qubits physiques bruités. Afin d’atteindre tout
le potentiel de l’accélération quantique, il est nécessaire de faire évoluer les dispositifs pour
fabriquer des ordinateurs quantiques à grande échelle.

De nombreux défis doivent être résolus afin de faire des ordinateurs quantiques à grande
échelle une réalité. L’un des principaux problèmes est lié au fait que l’information quantique
est très fragile. Les qubits sont très sensibles au bruit ambiant qui peut modifier leur état. Si
cela se produit, la réponse fournie par l’algorithme ne serait pas fiable. La fragilité intrinsèque
de l’information quantique est considérée depuis un certain temps comme une menace réelle,
faisant penser pendant un certain temps que les ordinateurs quantiques constituent un objectif
inatteignable [22] (une partie des physiciens continue à penser que c’est le cas aujourd’hui).
Pour faire face à ce problème, des stratégies telles que la correction d’erreur quantique et la
tolérance aux fautes (� fault-tolerance �) ont été développées. Pour expliquer brièvement la
différence entre ces concepts, la correction d’erreur quantique consiste à développer des algo-
rithmes qui, s’ils sont implémentés parfaitement (c’est-à-dire si les portes appliquées sur les
qubits lors de la correction d’erreurs sont idéales) sont capables de détecter et de corriger les er-
reurs se produisant sur les qubits lors du calcul. La tolérance aux fautes prend en compte le fait
que la correction d’erreurs est malheureusement un processus bruité, et donne accès aux circuits
quantiques concrets permettant d’implémenter la correction d’erreur de telle sorte que même si
cette opération est bruitée, elle permet d’améliorer quand même la protection de l’information.
Grâce à ces protocoles, l’information quantique peut en principe être conservée assez longtemps
afin d’obtenir une réponse fiable à la fin de l’algorithme. Un théorème central garantissant
cela est le théorème du seuil quantique (quantum threshold theorem) [23, 24] qui stipule que
si le bruit par porte physique est inférieur à une valeur � seuil � fixe, alors on peut regrouper
plusieurs qubits et portes physiques pour créer ce qu’on appelle un qubit logique et une porte
logique. Ces éléments feraient, à un niveau logique, exactement la même opération que leurs
homologues physiques, à l’exception du fait qu’une correction d’erreur étant effectuée, tout se
passerait comme si les qubits étaient moins bruités. En utilisant suffisamment de ces éléments
physiques dans un élément logique, sous l’hypothèse que le bruit est inférieur à un seuil, le bruit
des qubits et des portes au niveau logique peut être réduit autant que souhaité. Le théorème du
seuil quantique était un résultat très important car il garantissait aux expérimentateurs qu’une
fois qu’ils seraient capables de créer des qubits physiques suffisamment bons et d’implémenter
des portes physiques d’une manière suffisamment bonne, aucune autre amélioration des dis-
positifs physiques (le hardware) ne serait nécessaire: la correction d’erreur quantique ferait les
améliorations restantes nécessaires pour permettre à l’ordinateur d’atteindre n’importe quel
niveau de précision dans le calcul. Pour cette raison, ce théorème a été une grande motivation
derrière le développement de technologies quantiques pour l’informatique quantique.

Cependant, il y a deux problèmes potentiels avec le théorème du seuil quantique. La première
est que, parce que la tolérance aux fautes et la correction d’erreurs nécessitent une quantité
supplémentaire de qubits et de portes physiques pour être implémentées, nous pouvons nous
attendre à avoir un nombre important de composants physiques requis. Les estimations de ce
nombre varient, mais entre des centaines de milliers et potentiellement des milliards de qubits
pourraient être nécessaires pour mettre en œuvre un algorithme tolérant aux fautes montrant
une nette suprématie quantique [25, 26, 15]. Cette remarque permet d’aborder naturellement la
question générale des ressources (énergie ou puissance par exemple) qui seraient nécessaires pour
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construire de tels ordinateurs quantiques à grande échelle. Compte tenu du nombre de qubits
nécessaires, on peut naturellement s’attendre à ce que le coût énergétique de tels ordinateurs soit
élevé. Une meilleure question à se poser serait de voir s’il est possible de concevoir des méthodes
robustes permettant de minimiser les dépenses en ressources de tels ordinateurs. Le deuxième
problème avec le théorème du seuil quantique est que les composants physiques doivent déjà
être de bonne qualité pour que la correction d’erreurs soit utile: le bruit doit être inférieur
au seuil donné par le théorème du seuil quantique, et il doit rester inférieur à cette valeur
même si l’ordinateur est composé de milliard de qubits physiques potentiellement nécessaires à
la correction d’erreur quantique. Cela peut constituer une réelle difficulté, car il est beaucoup
plus facile d’avoir un environnement bien contrôlé lorsque le nombre de qubits est faible que
lorsque un très grand nombre de qubits sont à l’intérieur de l’ordinateur. Les travaux de cette
thèse portent exactement sur ces problématiques.

Positionnement de cette thèse

Dans cette thèse, nous étudions la question de la scalabilité (i.e mise à l’échelle) de l’informatique
quantique en estimant la quantité de ressources qu’elle nécessiterait. Ce que nous appelons une
ressource est en principe très général: il peut s’agir de l’énergie, de la puissance, de la bande
passante totale en fréquence autorisée pour les qubits, etc. Maintenant que l’informatique
quantique devient une réalité, et parce que nous avons accès aux caractéristiques des premiers
prototypes d’ordinateurs quantiques, de telles estimations peuvent et doivent être effectuées afin
de concevoir la prochaine génération d’ordinateurs quantiques qui devraient être tolérants aux
fautes.

Notre objectif dans cette thèse est tout d’abord, de concevoir une approche générale qui
pourrait être utilisée afin d’estimer la taille des plus grands algorithmes qui pourraient être mis
en œuvre avec la correction d’erreur quantique, en supposant une quantité fixe de ressources
disponibles, mais aussi, réciproquement, d’estimer la quantité minimale de ressources nécessaires
pour mettre en œuvre un algorithme donné.

Bien que notre approche soit générale, nous nous concentrons ensuite sur le coût énergétique
de l’informatique quantique à grande échelle. En effet, l’énergie (ou la puissance) nécessaire au
fonctionnement d’un ordinateur quantique est à la fois une � bonne variable � pour savoir si
une architecture peut être mise à l’échelle (i.e est � scalable �) car elle englobe des critères
issus de domaines variés, mais aussi parce que le coût énergétique qui est nécessaire pour créer
des ordinateurs quantiques à grande échelle peut être important, et il est important de savoir
combien d’énergie serait nécessaire pour aider à la conception. Le critère énergétique peut être
considéré comme une donnée en soi permettant d’évaluer le potentiel de mise à l’échelle d’une
technologie.

Pour cette raison, notre objectif final est de faire une estimation détaillée de la puissance
qui serait nécessaire pour implémenter des algorithmes sur un ordinateur quantique à qubits
supraconducteur tolérant aux fautes. La raison pour laquelle nous nous concentrons sur les
qubits supraconducteurs est qu’il s’agit de l’une des technologies les plus matures utilisées pour
les ordinateurs quantiques aujourd’hui (de nombreuses valeurs expérimentales sont accessibles),
et de tels qubits nécessitent d’être maintenus à des températures très basses, ce qui peut de-
mander une grande quantité de puissance cryogénique. Nous envisageons d’utiliser le code de
correction d’erreur quantique Steane (c’est un code permettant de protéger les qubits contre
des erreurs arbitraires sur un seul qubit) ayant une implémentation tolérante aux fautes ap-
pelée la construction concaténée. La construction concaténée est un moyen d’implémenter le
code permettant d’atteindre un niveau de protection arbitrairement élevé, en supposant que
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le bruit est initialement inférieur au seuil (c’est une construction dans laquelle le théorème du
seuil quantique peut être rigoureusement démontré). La raison pour laquelle nous choisissons
un tel code et une telle construction tolérante aux fautes est que ces approches sont très bien
documentées théoriquement, nous avons accès aux circuits concrets permettant de les mettre en
œuvre, et cela nous permet d’effectuer des calculs analytiques qui sont nécessaire pour garder
notre approche simple à expliquer.

Enfin, la philosophie globale de notre travail est de concevoir des méthodes transversales per-
mettant d’estimer la quantité de ressources nécessaires en faisant intervenir des caractéristiques
issues de la correction d’erreur quantique, de l’algorithme quantique, de la physique des portes
quantiques, mais aussi de domaines plus appliqués tels que l’ingénierie, la cryogénie, etc.
L’ordinateur quantique étant un dispositif pluridisciplinaire, des approches transversales pour
sa conception sont nécessaires, notamment afin de minimiser les dépenses en ressources. Ces
méthodes sont principalement fournies dans les deux derniers chapitres de cette thèse. On ap-
pelle ces méthodes � full-stack � car chaque � stack � (� couche � en Français) de l’ordinateur
quantique sera modélisée (où pour nous une � couche � peut correspondre à la physique des
portes quantiques, l’algorithme implémenté, la construction tolérante aux fautes considérée,
etc.).

Notre travail avec plus de détails

La première question que nous étudierons est de savoir quel est le plus grand algorithme qu’il
est possible d’implémenter avec succès, en utilisant la correction d’erreur quantique en présence
d’un bruit dépendant de l’échelle (i.e � scale-dependent �). Un bruit dépendant de l’échelle
est un bruit dont la force augmente avec le nombre de composants physiques à l’intérieur de
l’ordinateur quantique, donc avec la taille de l’ordinateur. Le lien avec l’estimation de ressources
est qu’en présence d’une quantité limitée de ressources pour tout l’ordinateur, lors de la mise
à l’échelle, chacun des composants physiques de l’ordinateur recevra une quantité moindre de
cette ressource ce qui induira souvent des opérations plus bruitées. Par exemple, pour une
quantité fixe de fréquences disponibles pour les qubits, plus il y a de qubits à l’intérieur de
l’ordinateur et plus les problèmes de crosstalk (c’est-à-dire le fait de contrôler d’autres qubits,
de manière involontaire, que ceux qui sont initialement ciblés) peuvent survenir [27, 28]. De
nombreux autres exemples de bruit dépendant de l’échelle peuvent se produire et l’idée générale
est qu’il pourrait être possible de créer des qubits dans un environnement où ils subissent une
faible quantité de bruit, mais ce qui est compliqué, c’est de maintenir cet environnement à faible
bruit lorsque de plus en plus les qubits sont ajoutés [29, 30]. Avoir un bruit qui augmente en
intensité avec la taille de l’ordinateur est déjà ennuyeux en soi, mais ce qui peut être pire, c’est
que cette condition peut violer une hypothèse cruciale derrière le théorème du seuil quantique:
l’exigence que le bruit des composants physiques doit être en dessous du seuil. En effet, si
le bruit crôıt avec la taille de l’ordinateur il est possible que tout en étant inférieur au seuil
pour une petite quantité de qubits, il devienne supérieur à cette valeur lorsque tous les qubits
supplémentaires utilisés pour effectuer la correction d’erreur sont inclus. Si cela se produit,
la précision de l’ordinateur est alors intrinsèquement limitée car aucune correction d’erreur ou
seulement une petite quantité de celle-ci serait possible. Ces problèmes ont motivé le travail
présenté dans le troisième chapitre du manuscrit, où nous étudions comment maximiser la
précision des portes logiques en présence d’un bruit dépendant de l’échelle, permettant ainsi de
déduire quel serait le plus grand algorithme que l’ordinateur serait capable d’implémenter avec
succès. A partir du lien entre bruit dépendant de l’échelle et ressource limitée, nous aurons
une première approche permettant de trouver la ressource minimale requise pour implémenter
un algorithme, et réciproquement nous pourrons trouver quelle est la précision maximale que
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les portes logiques de l’ordinateur peuvent atteindre en présence d’une quantité fixe limitée de
ressources. Cependant, les approches développées dans ce chapitre ne permettent pas de traiter
le problème d’une minimisation d’une dépense en ressource dans le cas le plus général.

C’est pourquoi nous avons approfondi nos recherches afin de trouver une manière générale
de formuler le problème. La première chose à réaliser est que la question de l’estimation des
ressources de l’informatique quantique à grande échelle est une problématique qui est à la
frontière de nombreuses disciplines différentes, on ne peut pas seulement se concentrer sur le
bruit affectant les qubits physiques pour répondre à cette question. Par exemple, cela nécessite
bien sûr de modéliser la partie quantique d’un ordinateur quantique, mais aussi les aspects
de cryogénie, d’ingénierie, de processing classique, etc. Un problème récurrent est la quasi-
omniprésence de comportements contradictoires qui pourraient impacter tous ces différents do-
maines. Pour donner quelques exemples, les technologies de qubits basées sur des ions piégés
sont associées à une très longue durée de vie de qubits. Un temps de cohérence d’environ 600s
[31] a pu être atteint expérimentalement. Tout cela en ayant des portes quantiques qui peuvent
durer 100µs [31], fournissant un rapport du temps de cohérence divisé par la durée de la porte
qui peut être proche de 106, bien plus élevé que dans beaucoup d’autres technologies [33, 34]. De
ce point de vue, ils pourraient être considérés comme des candidats idéaux pour un ordinateur
quantique tolérant aux fautes, car ils seraient associés à un faible nombre de qubits physiques
par qubit logique. Mais d’un autre côté, il existe de réels défis pour rassembler de nombreux ions
dans un seul piège tout en garantissant une bonne connectivité entre les qubits, et des temps
de cohérence élevés [31] ce qui est un inconvénient évident pour la mise à l’échelle. C’est un
exemple de comportements contradictoires qui peuvent impacter différents domaines. Si nous
pensons maintenant aux qubits supraconducteurs, beaucoup d’entre eux pourraient être placés
sur une puce de petite taille de sorte qu’ils ne soient pas confrontés au problème du piège à
ions. Mais leur durée de vie n’est pas comparable à ce qu’il est possible de faire avec un piège à
ions, et ces qubits doivent typiquement être à des températures très basses, proches de 10mK
[35, 33]. En supposant qu’une puce quantique supraconductrice aurait une grande quantité de
qubits physiques, potentiellement entre des centaines de milliers et le milliard selon la taille
de l’algorithme fault-tolerant qui est censé s’exécuter, et la qualité des qubits, cela pourrait
conduire à un problème potentiel en ce qui concerne le coût énergétique. Plus généralement,
de nombreuses autres technologies ont leurs avantages et leurs inconvénients en termes de mise
à l’échelle, de coût des ressources et de niveau de maturité. Il y a l’informatique quantique
basée sur les photons (calcul quantique en optique linéaire) [36, 37], l’informatique quantique
par résonance magnétique nucléaire [38], l’informatique quantique basée sur le qubit de spin,
etc. Les qubits de spin [34] sont considérés comme de très bons candidats en terme de potentiel
de mise à l’échelle car ils peuvent bénéficier de la maturité de la technologie CMOS en terme
d’intégration [39, 40], mais cette approche de l’informatique quantique est beaucoup plus récente
et ne bénéficie pas encore de la même maturité que les qubits supraconducteurs par exemple.

Ici, nous avons principalement parlé des phénomènes de compétition qui se produisent entre
différents domaines scientifiques, mais ils peuvent également survenir au sein d’un domaine
donné. Par exemple, on pense qu’afin de pouvoir mettre à l’échelle les ordinateurs quantiques
supraconducteurs ou basés sur des qubits de spin, le contrôle électronique et la génération des
signaux qui permettront d’implémenter les portes quantiques sur les qubits devraient être placés
à l’intérieur du cryostat [41, 42, 43]. Mais il existe différentes technologies qui permettent ceci: la
technologie CMOS peut être mise à froid et est capable de générer des signaux de bonne qualité
mais elle est associée à une charge thermique plus importante que d’autres approches comme
les circuits classiques supraconducteurs [44, 43] ou le calcul adiabatique [45] (qui en retour n’ont
pas le même niveau de maturité en terme de performances). Choisir � la meilleure � technologie
n’est alors pas chose aisée. Et nous avons principalement parlé de ce qui se passe pour les aspects
� hardware �, mais au niveau � software � aussi de nombreuses solutions différentes peuvent
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également être choisies. Du côté de la correction des erreurs quantiques, par exemple, il existe de
nombreuses stratégies possibles à considérer. En pensant aux différents domaines de recherche
et stratégies pour mettre en œuvre la correction d’erreur quantique, nous pouvons donner des
exemples de correction d’erreur quantique topologique tels que le surface code [46, 47], les codes
bosoniques [48, 49, 50], les constructions concaténées [23, 51], etc. Tous les différents choix de
codes et de manière de les implémenter peuvent être associés à différents surcoûts en termes de
nombre de qubits physiques par qubit logique, et de performances dans la capacité à réduire
les erreurs. Réaliser une comparaison pour trouver quel code est le plus efficace en termes de
ressources est une tâche compliquée en raison des nombreux aspects différents qui pourraient
être analysés, et comme nous l’avons déjà dit, même si un code semble être meilleur qu’un autre
à partir d’une performance spécifique en terme de réduction du bruit, il ne sera pas forcément le
meilleur lorsque on considère l’ordinateur quantique complet (s’il a de bonnes performances en
terme de réduction de bruit mais nécessite un traitement classique très lourd, ce n’est peut-être
pas un très bon candidat). Comme on le voit, l’informatique quantique est un domaine plein
de contradictions!

Ce que cette discussion illustre est principalement le fait que des approches transversales
sont nécessaires pour comprendre les problématiques de mise à l’échelle. Elles doivent être con-
sidérées car tous les différents domaines impliqués dans la conception d’un ordinateur quantique
sont fortement interconnectées. Mais ce qui serait souhaitable, ce serait d’avoir une question
bien définie et unique à laquelle répondre qui conduirait à la conception entière de l’ordinateur
quantique. En effet, un problème est également que � trop � de choix sont possibles dans
la conception de l’ordinateur et qu’il est difficile de choisir le meilleur. Pour formuler une
� bonne � question, nous pouvons faire l’analyse suivante: même si à première vue de nom-
breux éléments de l’ordinateur quantique semblent être très éloignés du � monde quantique � (la
cryogénie ou la génération de signaux sont de bons exemples), ils y sont en fait intrinsèquement
connectés. En effet, le but ultime d’un ordinateur quantique est de fournir une réponse fiable
à un algorithme qui a été implémenté, et la conception complète de l’ordinateur quantique
est faite de telle manière que cette condition doit être vérifiée. Par exemple, la raison pour
laquelle un cryostat doit être conçu est que les qubits doivent être maintenus froids, et c’est
parce que la quantité de bruit ressentie par les qubits doit être maintenue faible afin d’avoir
une réponse réussie. Ainsi la conception d’un cryostat est indirectement liée à des aspects al-
gorithmiques. Voir le problème sous cet angle permet de voir que relier l’aspect algorithmique,
et plus précisément la probabilité que l’algorithme réussisse à toute l’ingénierie impliquée dans
la conception d’un ordinateur quantique peut donner la contrainte appropriée pour savoir com-
ment concevoir l’ordinateur. Maintenant, ne demander que de résoudre cette question pourrait
conduire à de nombreux choix dans la conception, et beaucoup d’entre eux pourraient être
déraisonnables.

Par exemple, si une conception satisfait à cette condition mais induit un ordinateur quan-
tique consommant des centaines de gigawatts, ce ne sera pas un bon choix � à toutes fins pra-
tiques �. C’est pourquoi l’étape supplémentaire est de contraindre la conception en demandant
de minimiser une ressource donnée sous la contrainte que l’algorithme fournisse une réponse cor-
recte avec une probabilité ciblée (suffisamment haute, choisie par l’expérimentateur). Prendre la
consommation d’énergie comme une ressource et formuler la question de cette manière fournira
alors les contraintes appropriées sur la conception de l’ordinateur quantique de manière à ce qu’il
implémente l’algorithme avec succès (ce qui est son objectif ultime), tout en dépensant le moins
possible pour pouvoir pour le faire (ce qui conduira à une conception � raisonnable �). Les
contraintes imposées par cette question peuvent alors directement guider les ingénieurs, physi-
ciens et informaticiens dans la manière dont ils doivent construire l’ordinateur et y implémenter
les algorithmes. Dans le troisième chapitre de cette thèse, nous fournirons les éléments con-
ceptuels nécessaires pour appliquer correctement cette méthode et dans le dernier chapitre,

210



nous allons l’utiliser dans un modèle complet d’ordinateur quantique où nous optimiserons la
quantité de correction d’erreur à effectuer, la température optimale des différents étages du
cryostat (qui contient les qubits mais aussi l’électronique générant les signaux) et le niveau
d’atténuation qui est choisi sur les câbles coaxiaux6 afin de mettre en œuvre un algorithme
quantique implémenté sur des milliers de qubits logiques, avec une probabilité de succès ciblée
suffisamment élevée. Nous verrons que des ordres de grandeur de consommation d’énergie peu-
vent être gagnés dans des régimes de consommation de puissance élevée (au delà du mégawatt)
avec ces approches, permettant d’améliorer considérablement le potentiel de mise à l’échelle de
l’architecture. Nous verrons également comment la conception de l’ordinateur dépend des car-
actéristiques de l’algorithme implémenté: il ne faut pas s’étonner que la taille de l’algorithme et
la façon dont il est implémenté puissent impacter la conception optimale de l’ordinateur (et bien
sûr son coût énergétique). Enfin, parce que nous allons trouver la puissance minimale requise
pour implémenter un algorithme, la façon dont nous formulons le problème peut permettre en
fait de définir la question du coût énergétique de l’informatique quantique.

Organisation de cette thèse

Cette thèse est organisée comme suit. Le premier chapitre est consacré à fournir les outils de
base dont nous avons besoin à propos de la théorie électrodynamique quantique des circuits
afin de comprendre comment sont exécutées les portes bruitées sur les qubits supraconducteurs
et quelle est la puissance nécessaire pour les mettre en œuvre. Nous donnons également les
valeurs de l’état de l’art pour les qubits supraconducteurs que nous envisagerons d’utiliser dans
le reste de la thèse. Le deuxième chapitre est consacré à la correction d’erreur quantique et
à la tolérance aux fautes. Nous fournissons tous les résultats théoriques nous permettant de
comprendre cette théorie. Ces deux chapitres ne contiennent aucun résultat original, ils sont
juste là pour présenter les outils nécessaires à la compréhension des trois derniers chapitres.

Le troisième chapitre est le premier à fournir des résultats provenant de cette thèse. Il
est dédié à comprendre ce qui se passe pour la tolérance aux fautes lorsque le bruit ressenti
par les qubits augmente avec le nombre de qubits: que se passe-t-il dans ce régime, et est-ce
nécessairement un problème en terme de mise à l’échelle. Dans ce chapitre, nous donnerons
également des premières intuitions sur la façon dont il est possible d’estimer la ressource mini-
male requise pour implémenter un algorithme tolérant aux fautes car avoir un bruit dépendant
de l’échelle est souvent lié à des contraintes de ressources. Le quatrième chapitre est dédié
à expliquer précisément la méthode permettant de trouver combien de ressources un calcul
nécessite. Plus précisément, nous montrerons que la puissance minimale requise, et l’architecture
optimale que devrait avoir l’ordinateur quantique pour atteindre ce minimum peuvent être
trouvées. Le dernier chapitre applique ces concepts dans un modèle complet d’ordinateur quan-
tique basé sur des qubits supraconducteurs où nous effectuons des estimations quantitatives du
coût énergétique requis pour implémenter différents types d’algorithmes à grande échelle. Nous
verrons que notre approche transversale de la question énergétique permet de réduire la consom-
mation électrique de l’ordinateur par plusieurs ordres de grandeurs, y compris dans un régime
où la consommation pourrait autrement être supérieure au gigawatt. Nous donnerons également
quelques premières intuitions sur ce qu’il est important d’optimiser pour rendre l’informatique
quantique économe en énergie. Ce travail illustre que le coût énergétique de l’informatique quan-
tique devrait être critère en soit pour évaluer le potentiel de mise à l’échelle d’une technologie
donnée.

6Il est nécessaire d’atténuer les cables coaxiaux afin de limiter le bruit thermique ressentit par les qubits
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Physique des qubits supraconducteurs

Dans toute cette thèse, les exemples physiques que nous allons considérer seront basés sur des
qubits supraconducteurs. Le premier chapitre a pour but de donner les bases de la physique
nécessaire pour comprendre les qubits supraconducteurs avant d’expliquer les raisons fonda-
mentales pour lesquels les portes quantiques sont bruitées. Nous donnons ensuite les formules
permettant de calculer le coût énergétique nécessaire pour effectuer des opérations de portes à
un qubit. Enfin, nous donnerons les caractéristiques des qubits et des portes que nous utiliserons
tout au long de cette thèse. Ce coût énergétique est un élément important que nous utiliserons
dans la suite de cette thèse de doctorat.

Un ordinateur quantique nécessite généralement des systèmes quantiques ayant des états
quantiques vivant dans un espace de Hilbert à deux dimensions: c’est ce qu’on appelle un
qubit. Idéalement, nous aimerions créer un système physique pour lequel l’état quantique vit
exactement dans un espace de Hilbert bidimensionnel. Dans le contexte des qubits supracon-
ducteurs, ce n’est pas possible. La stratégie consiste alors à créer une approximation d’un qubit.
Cela se fait souvent en considérant un sous-espace bidimensionnel d’un système physique qui
comporte un nombre bien plus grand de dimensions.

Une façon de le faire expérimentalement est de réaliser un oscillateur anharmonique. Un
oscillateur anharmonique a des niveaux d’énergie qui ne sont pas également espacés, comme
représenté à droite sur la figure 5.1, par rapport à un oscillateur harmonique (représenté à
gauche sur cette même figure). L’avantage de l’utilisation d’un tel système physique est que,
en supposant que l’état initial du système réside dans l’espace de Hilbert couvert par les deux
états propres d’énergie les plus faibles, en envoyant des signaux en résonance avec la transition
énergétique associée, le système restera dans ce sous-espace bidimensionnel. Une manière de

Figure 5.1: Image de gauche: un potentiel harmonique. Tous les niveaux sont espacés de manière
régulière. A droite: un potential anharmonique. Comme le potentiel n’est plus quadratique, les
niveaux quantiques ne sont pas également espacés.

créer un tel potentiel est de réaliser un circuit électrique constitué d’une jonction de Josephson
mise en parallèle d’un condensateur. Il est alors possible de montrer après avoir réalisé certaines
approximations et après avoir quantifié le circuit qu’au niveau électrique la physique sous jacente
correspond à celle d’un système à deux niveaux quantique: un qubit.

Afin de pouvoir le manipuler, ce qubit est usuellement couplé à un guide d’onde semi-infini.
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Une telle modélisation peut se décrire par les hamiltoniens suivants:

H = HWaveguide +HJ +Hint (5.1)

HWaveguide =

∫ +∞

−∞
dω~ωb†(ω)b(ω) (5.2)

HJ = −~ω0

2
σz (5.3)

Hint = ~g(ω0)

∫ +∞

−∞
dω(σJb

†(ω)eiφ + σ†Jb(ω)e−iφ), (5.4)

où HWaveguide est le hamiltonien décrivant le guide d’onde, HJ le Hamiltonien du qubit et Hint

l’interaction entre le qubit et le guide d’onde. Après un certain nombre d’approximations il est
possible de montrer que la dynamique du système à deux niveaux interagissant avec ce guide
d’onde vérifie

∂ρ

∂t
=

1

i~
[HS , ρ] + γspD[σ](ρ) (5.5)

D[σ](ρ) ≡
(
σρσ − 1

2
(σ†σρ+ ρσ†σ)

)
(5.6)

HS ≡ −
~ω0

2
σz +

~Ω

2

(
σeiφeiω0t + σ†e−iφe−iω0t

)
(5.7)

où ρ est la matrice densité du qubit. On constate de cette équation que le qubit suit une oscil-
lation de Rabi à la fréquence de Rabi Ω qui vérifie Ω =

√
2γsp/παω0 , et où αω0 est l’amplitude

du champ cohérent injecté dans ce guide d’onde. Cette oscillation de Rabi est amortie par de
l’émission spontanée dont le taux γsp vérifie γsp = 2πg(ω0)2. Ce que ces équations montrent
est qu’il est possible de modifier l’état du qubit en injectant un champ cohérent dans le guide
d’onde (mais ce qubit est soumis à de l’émission spontanée via le terme γspD[σ](ρ), ce qui induit
du bruit lors de son évolution). On comprends alors comment des portes à un qubit peuvent
être implémentées.

Ce que nous avons présenté jusqu’à présent suppose que la seule raison pour laquelle les
qubits sont bruités vient de l’émission spontanée. En pratique, l’état du champ qui réalise leur
évolution peut contenir du bruit qui perturbera leur état final. En appellant ntot le nombre de
photons thermiques induisant du bruit7, leur évolution peut être modélisée comme [6] :

∂ρ

∂t
=

1

i~
[H, ρ] + γspntotD[σ†](ρ) + γsp(ntot + 1)D[σ](ρ) (5.8)

On voit que la présence de bruit dans la ligne couplée au qubit va induire une relaxation
supplémentaire de l’état excité vers l’état fondamental (D[σ] est maintenant multiplié par
γsp(ntot + 1) au lieu de γsp), et il y a aussi un terme supplémentaire qui excitera le qubit
du niveau fondamental vers l’état excité: γspntot.

À ce stade il est aussi possible de calculer le coût énergétique des portes à un qubit. Il est
possible de montrer que la puissance du champ injecté dans le guide d’onde vérifie:

P =
~ω0

4γsp
Ω2. (5.9)

Enfin, ici nous avons uniquement décrit la physique des portes à un qubit mais un ordinateur
quantique nécessite aussi d’implémenter des portes à deux qubits.

7Dans certains cas, ntot = nBE(TQ), TQ étant la température du qubit, et nBE(TQ) la population de Bose
Einstein à cette température [58] mais nous verrons que si les signaux manipulant le qubit sont générés au niveau
du laboratoire (à 300K), des photons thermiques supplémentaires peuvent être présents
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Il existe différentes manières de réaliser des portes à deux qubits [73]. Par exemple, une porte
à deux qubits entre des qubits A et B peut être implémentée en réglant la fréquence d’un qubit
de couplage C. Lorsque C est mis à la fréquence appropriée, A et B ont une interaction médiée
via C [74, 75]. Il existe également des méthodes d’interactions dans lesquels les fréquences des
qubits sont fixes. Une de ces méthodes est appelée la cross-resonance [76, 77] qui permet de
faire interagir deux qubits A et B en envoyant une impulsion micro-onde sur le qubit A à la
fréquence du qubit B, l’interaction étant médiée par un bus.

Dans cette thèse, nous utilisons cette technologie de portes. Elle permet en principe perme-
ttre de faire une interaction à deux qubits entre n’importe quelle paire de qubits connectés à
un bus [76]. Ces portes sont généralement plus longues que les portes à un qubit, mais comme
les qubits sont fixes en fréquence, la durée de vie des qubits peut également être plus longue en
principe. Dans une récente proposition, la durée de la porte approchait les 100ns [77]. C’est la
durée typique que nous allons considérer pour les portes cNOT dans le reste de la thèse. Nous
considérons dans nos modèles que la seule raison pour laquelle ces portes sont bruitées est due
à l’émission spontanée et au bruit thermique. Ce n’est pas encore le cas pour l’état de l’art de
ces portes à deux qubits mais c’est ce vers quoi la communauté essaie de tendre. De toute façon
si nous voulons étudier ce qui se passe dans un régime de tolérance aux fautes, nous sommes
forcés de faire des hypothèses optimiste sur la qualité des portes à deux qubits car les portes
actuelles ont des fidélité trop faibles de telle sorte que le bruit associé est supérieur au seuil du
théorème de seuil quantique. Nous considérons que supposer que dans un futur proche le bruit
des portes à deux qubits implémentées via cross-resonance sera du même ordre de grandeur que
la durée de vie � intrinsèque � des qubits est une hypothèse raisonnable. Vis à vis du coût
énergétique, nous considérons que ces portes ont un coût énergétique comparable à celui d’un
π-pulse.

Correction d’erreur et fault-tolerance

Comme nous l’avons expliqué dans le chapitre précédent, les opérations effectuées sur les qubits
sont bruitées. Et cela est vrai même si les qubits sont mis à température nulle, à cause de
l’émission spontanée. Cela implique que les données stockées sur les qubits ont une durée de
vie limitée: ces qubits ne peuvent pas être utilisés dans des algorithmes qui nécessitent trop de
portes quantiques car au moment où l’algorithme sera terminé, les informations contenues sur
ces qubits seront complètement corrompues. Bien sûr, en principe, les physiciens pourraient se
concentrer sur l’amélioration de la qualité des qubits, en essayant de rendre leur durée de vie de
plus en plus longue (diminuant ainsi l’émission spontanée, et le taux de déphasage pur dans le
cadre des qubits supraconducteurs). Mais cette direction est pleine de défis expérimentaux qui
pourraient ne pas être faciles à résoudre. Ce que nous aimerions avoir, c’est un moyen de pouvoir
implémenter des algorithmes de plus en plus longs sans avoir à améliorer la qualité des qubits
et portes physiques à chaque fois. Une façon de le faire est d’utiliser la correction d’erreur
quantique. En règle générale, la stratégie sous-jacente consiste à concevoir des ordinateurs
quantiques qui, à un niveau � logique � implémentent l’algorithme souhaité, mais � en arrière-
plan �, les erreurs se produisant sur les qubits sont détectées et corrigées. Avec cette stratégie,
même si les qubits sont bruités, avec de plus en plus de corrections d’erreurs, sur le plan logique,
tout se passe � comme si � la durée de vie des qubits était de plus en plus longue.

Le coût de cette méthode est qu’elle nécessite plus de qubits à l’intérieur de l’ordinateur
car certains d’entre eux sont utilisés pour effectuer la correction d’erreur (et ne participent
pas directement à l’algorithme), et parce que nous devons encoder les informations dans un
plus grand nombre de degrés de liberté que ce qui serait strictement nécessaire: une certaine
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redondance des informations est nécessaire pour détecter les erreurs. Mais il y a globalement
un intérêt clair: plus aucune amélioration expérimentale de la qualité des qubits ne serait
nécessaire, la réduction des erreurs aurait une stratégie bien définie qui ne nécessiterait aucune
innovation difficile de la part de la technologie des qubits89. Dans ce chapitre, nous donnons
les connaissances théoriques de base de la correction d’erreur quantique dont nous avons besoin
pour comprendre nos travaux sur les questions du coût en ressource du calcul quantique. En
effet, la majeure partie de notre travail repose sur les résultats de la théorie de la correction
d’erreur quantique. En particulier, nous expliquons le principe des codes stabiliseurs et en
particulier le principe de fonctionnement du code Steane qui permet de corriger une erreur
arbitraire affectant un qubit physique.

Nous expliquons ensuite en quoi la correction d’erreur n’est pas suffisante pour réaliser un
ordinateur quantique et pourquoi la notion de tolérance aux fautes est requise. La correction
d’erreurs montre qu’il est possible de détecter et de corriger les erreurs � en principe �, en
supposant une procédure de correction parfaite. La tolérance aux fautes explique comment le
faire en pratique, en tenant compte du fait que la correction peut également introduire des
erreurs. C’est donc une discipline absolument nécessaire pour pouvoir réaliser un ordinateur
quantique à grande échelle: la correction d’erreur risque forcément d’introduire du bruit dans
les circuits. Nous introduisons alors le théorème du seuil quantique qui stipule que la correction
d’erreur n’est utile que si le bruit est inférieur à une valeur seuil, et si c’est le cas, la qualité des
portes logiques peut être rendue aussi bonne que désiré en utilisant suffisamment de composants
physiques (i.e qubits et portes physiques). La construction tolérante aux fautes que nous util-
isons s’appelle la construction de codes concaténé. La raison pour laquelle nous utilisons le
code Steane et cette construction concaténée est parce qu’il s’agit d’un code et d’une construc-
tion très bien compris théoriquement ce qui nous permet d’effectuer des calculs analytiques et
d’avoir accès à des circuits concrets nous permettant de réaliser nos estimations énergétiques.
Notre étude se limite cependant à l’implémentation tolérante aux fautes d’un certain nombre de
portes quantiques qui pour former un ensemble complet (permettant d’implémenter n’importe
quel algorithme) devrait être complété par une porte additionnelle (la porte T ). Cette dernière
porte doit être implémenté d’une manière différente que nous n’avons pas modélisée. Les études
menées dans les chapitres suivants sont donc en toute rigueur valable pour des algorithmes ne
nécessitant pas cette porte, telle que des mémoires quantiques, ou pour des algorithmes dans
lesquels ce type de porte est présent en quantité négligeable face aux autres portes (il est aussi
possible que l’inclusion de ce type de porte, selon la manière dont elles sont implémentées, ne
changent pas nos estimations énergétique de manière significative mais c’est une question ou-
verte qu’il faudrait creuser). Enfin, nous fournissons toutes les grandeurs importantes dont nous
avons besoin pour estimer le coût énergétique de l’informatique quantique dans les prochains
chapitres. Ces grandeurs sont le nombre de qubits et de portes physiques requise dans un niveau
de concaténation (il faut imaginer un niveau de concaténation comme un niveau de protection
face aux erreurs, en pratique plus de niveaux de concaténations sont effectués, plus la protec-
tion aux erreurs est grande, mais plus le nombre de composants physiques requis est également
grand). Elles nous permettront dans les chapitres suivants de déterminer de combien de qubits
physiques nous avons besoin, quelle est la précision que l’ordinateur peut atteindre en fonction
de ce nombre de qubits, etc.

8Mais bien sûr, cela pourrait être difficile du point de vue de l’ingénierie car il faudrait mettre de plus en plus
de qubits à l’intérieur de l’ordinateur.

9Comme expliqué précédemment et rappelé dans quelques lignes, le bruit devrait également être inférieur à
une valeur seuil pour que cela se produise. Sinon, la correction d’erreurs aggraverait la situation.
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Tolérance aux fautes en présence d’un bruit dépendant de l’échelle

Comme nous venons de l’expliquer dans le résumé du chapitre précédent, le calcul quantique
arbitrairement précis est possible à la condition que la probabilité de faute par porte physique
est inférieure à un seuil. Mais cette nécessité est implicitement basée sur le fait que quel que
soit le nombre d’éléments physiques dans l’ordinateur, la probabilité qu’une porte physique aie
une faute est la même: le bruit par porte physique est supposé indépendant de la taille de
l’ordinateur. En pratique, cela implique qu’une opération effectuée sur un ordinateur quantique
composé d’un qubit physique est aussi bruitée que cette même opération effectuée sur un qubit
physique à l’intérieur d’un ordinateur quantique composé de millions de qubits. Cela ne reflète
pas les expériences actuelles où le bruit crôıt souvent avec le nombre de qubits [27, 28, 29, 30].

Les problèmes de crosstalk [104] en sont une première raison. C’est essentiellement le fait
que lorsque plus d’un qubit sont à l’intérieur de l’ordinateur quantique, ils peuvent soit inter-
agir de manière indésirable (augmentant le bruit physique), soit ils n’interagissent pas mais
un expérimentateur essayant de modifier l’état d’un qubit spécifique risque de modifier l’état
d’autres qubits autour en même temps, d’une manière indésirable. Ce à quoi nous pouvons
nous attendre, c’est que plus il y a de qubits à l’intérieur de l’ordinateur quantique et plus la
quantité de bruit est grande, c’est ce qu’on appelle un bruit dépendant de l’échelle.

Un scénario fréquent, qui est central dans nos premières approches au problème d’estimation
énergétique, est ce qui se passe pour un bruit dépendant de l’échelle induit par la présence
de ressources limitées (qui peuvent être de l’énergie, de la puissance, une quantité limitée de
fréquences disponibles pour les qubits... ). Si la qualité des opérations effectuées sur les qubits
physiques est liée à une ressource R, de sorte que moins cette ressource est disponible, moins
bonne est la fidélité de l’opération effectuée, alors, si cette ressource est présente en quantité
limitée, plus il y a de qubits à l’intérieur de l’ordinateur quantique et plus la qualité de ces
opérations sur les qubits physiques sera faible (à cause du fait que comme la ressource sera
partagée, il y en aura moins par composant physique le plus de composants il y a). Ce type de
comportement donnera alors naissance à un bruit dépendant de l’échelle. Un exemple simple
de cela peut être la puissance utilisée pour la cryogénie. Il est peut-être facile de maintenir
quelques qubits supraconducteurs à 10 milliKelvins, mais maintenir des millions de qubits à
cette température peut être plus compliqué: une puissance limitée pour le cryostat signifierait
que la température des qubits devrait augmenter d’autant plus qu’il y a de qubits induisant
un bruit qui augmente avec la taille de l’ordinateur: c’est un bruit dépendant de l’échelle. La
compréhension de la physique derrière un bruit dépendant de l’échelle permet en fait d’estimer
la ressource minimale requise pour effectuer un calcul. C’est ce que nous étudions dans ce
chapitre.

En résumé, dans ce chapitre, nous étudions quelle est la taille maximum d’un algorithme
qu’il est possible d’implémenter en présence d’un bruit dépendant de l’échelle, pour différents
modèles de bruits. Nous nous intéressons notamment au bruit lié à une présence de ressource
limitée pour implémenter un calcul, ainsi qu’au bruit lié à des problématiques de crosstalk. Dans
le cadre d’un bruit induit par une présence limitée de ressources, nous estimons aussi quelle est
la quantité minimale de ressource requise pour pouvoir implémenter un algorithme d’une taille
donnée. Nous appliquons en particulier cette approche dans un exemple à but pédagogique où
nous estimons l’énergie minimale requise dans les signaux controllant les qubits, dans le but
d’implémenter une transformée de Fourier quantique. Ceci nous donne une première approche
permettant d’étudier le coût énergétique du calcul quantique que nous généralisons dans le
chapitre suivant.
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Coût énergétique du calcul quantique: approche full-stack

Dans ce chapitre, nous concevons la méthode générale que nous proposons pour faire l’estimation
des ressources de l’informatique quantique. Ce que nous appelons ressource est en principe très
général (ce pourrait être n’importe quelle fonction coût), mais nous l’appliquons directement à
la problématique de l’énergétique. Le point central sur lequel repose notre approche consiste à
relier la qualité de la réponse donnée par l’algorithme à la puissance qui est dépensée à l’intérieur
de l’ordinateur quantique.

Nous montrons qu’en demandant de minimiser la consommation en puissance de l’ordinateur
sous la contrainte que l’algorithme réussisse, nous avons accès à la consommation en puissance
minimale requise pour implémenter avec succès l’algorithme ainsi que l’architecture optimale
que l’ordinateur et l’algorithme doivent avoir pour atteindre ce minimum. Ceci signifie que
nous pouvons optimiser tous les paramètres � modifiables � associés au hardware (température
des qubits, niveaux d’atténuations sur les lignes,...) mais aussi la façon dont l’algorithme est
implémenté, et le niveau de correction d’erreur nécessaire. Dans ce chapitre, nous fournissons
un cadre global et unifié qui inclut des aspects d’ingénierie, d’algorithmique, de physique des
portes quantiques ainsi que l’idée de faire une optimisation de cette architecture pour minimiser
la consommation d’énergie.

Notre méthode est dite full-stack dans le sens où elle permet d’inclure des aspects provenant
d’une variété de domaines tels que l’ingénierie, les algorithmes et la physique quantique, afin de
faire l’estimation énergétique. Le problème de l’énergétique étant intrinsèquement transversal,
de telles approches transversales sont nécessaires pour le comprendre. Le concept de full-stack
est très récent dans le domaine de l’informatique quantique et il consiste à inclure dans le modèle
les différentes couches (� stack �) requises dans un ordinateur quantique. De telles couches sont
parfois identifiées comme correspondant à l’algorithme quantique, au compilateur (le logiciel
traduisant l’algorithme sous une forme pouvant être exécutée sur le matériel), à la technologie
des qubits, à la manière dont les qubits sont contrôlés, etc [113], mais la philosophie générale au
final est d’avoir une description � multicouche � de l’ordinateur dans le modèle. Nous pouvons
citer les travaux récents suivants basés sur ces approches [114, 115, 116]. Cependant, les aspects
énergétiques ou cryogéniques ne sont généralement pas pris en compte dans ces approches. Afin
de faire évoluer les ordinateurs quantiques, c’est quelque chose qu’il est important de prendre
en compte dans la conception, en particulier pour les qubits supraconducteurs qui doivent être
maintenus à des températures très basses. C’est ce sur quoi nous allons nous concentrer.

Sur le thème de l’estimation des ressources, différents travaux ont également été réalisés.
Dans le contexte de l’informatique quantique tolérante aux fautes, les ressources optimisées sont
presque toujours le nombre de qubits et de portes physiques requis par le calcul [117, 118, 119].
Cela se fait généralement en comparant différentes manières de faire de la correction d’erreurs
pour trouver celle qui utilise le moins de ressources tout en ayant la meilleure efficacité dans
la détection et la correction des erreurs. En dehors de la tolérance aux fautes, l’idée de lier un
succès à une ressource (souvent la puissance ou l’énergie), afin de minimiser cette dernière est
un concept qui a été récemment exploré dans divers contextes, voir [120, 121, 122, 123, 124] et
les références qui s’y trouvent. Mais globalement, les quelques études énergétiques réalisées se
concentrent généralement sur des algorithmes mis en œuvre sans correction d’erreur, et où seule
une composante très spécifique du coût énergétique (typiquement l’énergie exactement requise
par les portes quantiques) est prise en compte dans la facture finale. Elles n’incluent pas la
vision globale nécessaire requise (l’énergie strictement requise par les qubits sera généralement
une très petite composante de l’énergie totale nécessaire dans un ordinateur quantique). Des
estimations plus quantitatives ont également été effectuées [125, 43], mais elles se concentrent sur
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des aspects d’ingénierie derrière l’ordinateur quantique sans vraiment inclure de considérations
algorithmiques, et elles n’étudient généralement pas ce qui se passe pour la tolérance aux fautes10

où le coût énergétique sera un élément crucial à prendre en compte dans la conception. Plus
important encore, ces approches quantitatives n’utilisent aucune connaissance sur la quantité
de bruit auquel sont soumis les qubits dans leur modèle afin d’optimiser l’architecture. Au final,
pour évaluer le coût énergétique de l’informatique quantique, et le rendre économe en énergie,
il est nécessaire d’avoir une vision globale et optimisée, l’ordinateur étant par essence un objet
pluridisciplinaire. C’est une telle approche que nous proposons dans ce chapitre.

Nous implémentons cette méthode avec deux exemples pédagogiques, où aucune correction
d’erreur n’est réalisée. Dans le premier, nous trouvons la puissance minimale requise pour
implémenter une unique porte à un qubit. Cet exemple illustre le fait qu’il existe de nombreuses
façons d’atteindre une fidélité ciblée associées à des consommations d’énergie très différentes.
Minimiser la consommation électrique sous la contrainte de viser une fidélité donnée permet de
rendre la porte beaucoup plus économe en énergie.

Dans le second exemple, nous optimisons la façon dont un algorithme est implémenté dans
le même but de minimiser la dépense en puissance. Dans un certain sens, nous généralisons
ici les approches du chapitre précédent car le bruit n’aura plus à être fonction de la ressource
à minimiser, et parce que nous optimisons l’architecture de l’ordinateur quantique tout en
effectuant la minimisation. La méthode que nous proposons peut alors en principe être appliquée
à la fois dans des algorithmes quantiques utilisant la correction d’erreur quantique (informatique
quantique tolérante aux fautes), ou qui ne l’utilisent pas.

Nous terminons ce chapitre en expliquant comment adapter notre approche pour le calcul
tolérant aux fautes basé sur le code Steane et son implémentation en code concaténé, et nous
faisons également toutes les estimations quantitatives sur le nombre de qubits physiques et de
portes nécessaires pour un calcul à grande échelle.

Application de l’approche full-stack au coût énergétique d’un
ordinateur quantique basé sur des qubits supraconducteurs

Dans le chapitre précédent, nous avons présenté le principe permettant d’étudier le coût énergétique
du calcul quantique. Nous avons utilisé des exemples pour illustrer la méthode mais nous
sommes restés au niveau de modèles pédagogiques implémentés sans correction d’erreur. Dans
ce chapitre, nous nous orientons vers des modèles plus réalistes afin d’obtenir des ordres de
grandeur de consommation d’énergie auxquels on pourrait s’attendre dans un ordinateur quan-
tique tolérant aux fautes. Notre but est de réaliser une analyse détaillée du coup énergétique.

L’ordinateur quantique que nous modélisons est basé sur des qubits supraconducteurs. De
tels ordinateurs quantiques sont ceux qui sont actuellement développés par Google (on peut
penser au processeur Sycamore qui a été utilisé dans une récente affirmation de suprématie
quantique [16] et Bristlecone [132]), IBM qui dispose de nombreux processeurs quantiques [17,
18]. D’autres entreprises travaillent également (ou comptent travailler) avec des ordinateurs
quantiques basés sur des qubits supraconducteurs. On peut penser à Intel [19], Rigetti [20], Alice
& Bob [133] mais aussi le secteur académique. QuTech possède par exemple deux ordinateurs
quantiques supraconducteurs de petite taille: Starmon 5 et Spin 2 [134, 135]. Parmi tous ces

10Quand de tels aspects sont considérés, ils ne sont généralement basés que sur une estimation approximative
du nombre de qubits physiques, sans prendre en considération les portes physiques par exemple. Dans le chapitre
qui suit, nous avons réalisés une étude � approfondie � qui inclut de tels composants.
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exemples, on peut dire que nos modèles sont plus proches des processeurs quantiques utilisés
par IBM. En effet, cette société utilise principalement la technologie � cross-resonance � pour
réaliser ses portes à deux qubits [77, 136, 76, 137]. Ce modèle de porte permet d’implémenter des
portes à deux qubits entre des qubits qui ne sont pas forcément plus proches voisins (c’est une
exigence pour pouvoir implémenter des codes concaténés), en les connectant à un bus quantique.
De plus, la durée typique de ces portes (de l’ordre de 100ns) est la durée des portes à deux
qubits que nous avons prises dans nos modèles. Et enfin, ces portes peuvent fonctionner avec
des qubits à fréquence fixe, ce que nous allons également considérer.

Dans ce chapitre, nous développons un modèle full-stack complet pour l’ordinateur quan-
tique. Il comprend l’ensemble des éléments nécessaires pour réaliser un ordinateur quantique
basé sur des qubits supraconducteurs (et qui jouent un rôle dans le bilan énergétique), c’est à
dire l’électronique classique nécessaire soit pour générer des signaux, soit pour communiquer
avec le laboratoire, soit pour amplifier les signaux de mesure. Nous incluons également la con-
duction thermique de tous les câbles nécessaires. Notre modèle inclue aussi la dissipation des
signaux dans les atténuateurs, qui sont nécessaires pour isoler thermiquement les qubits de la
température à laquelle les signaux sont générés. Nous appliquons ce modèle à des estimations
du coût énergétique requis pour implémenter un calcul tolérant aux fautes sur un algorithme
composé de milliers de qubits logiques.

Notre formulation du problème basée sur le fait de trouver la puissance minimale requise
sous la contrainte d’implémenter un algorithme avec un taux de succès cible nous permet de
comprendre quelles caractéristiques d’un ordinateur quantique jouent le rôle le plus important
dans sa consommation en puissance. Entre la température à laquelle se trouvent les qubits,
l’atténuation totale qu’il y a sur les lignes, et la température à laquelle les signaux sont générés,
quel est le paramètre le plus critique à optimiser ? Est-il vraiment nécessaire de mettre les qubits
à très basse température (i.e. proche de 10mK) pour faire un calcul fault-tolerant, et qu’est-ce
qu’une température suffisamment basse quantitativement ? En pratique, nous constatons que
les paramètres les plus importants à optimiser sont le niveau de concaténation et la température
à laquelle les signaux sont générés. En effet, il est possible de déduire de nos exemples qu’un
choix bien optimisé pour la température des qubits et l’atténuation totale n’est pas tout à fait
nécessaire: si nous avions mis les qubits toujours à 10mK par exemple, la consommation en
puissance ne serait pas beaucoup plus élevé que dans le régime où notre optimisation suggère de
les mettre à 100mK. Nous avons également pu déduire de nos exemples que la dissipation dans
les atténuateurs n’est pas ce qui joue un rôle dominant dans la consommation en puissance.

Nous étudions aussi quelles caractéristiques technologiques doivent être améliorées en pri-
orité. En dehors de la durée de vie des qubits, notre travail indique qu’il y a un réel intérêt à
réduire la dissipation énergétique de l’électronique utilisée pour générer les signaux ou ampli-
fier les signaux de mesures, mais seulement si la consommation initiale est suffisamment faible.
Notre étude indique aussi qu’il y a un réel intérêt à pouvoir utiliser l’électronique � sur de-
mande �, c’est à dire uniquement quand des portes quantiques sont actives. En effet le nombre
de qubits physiques dans l’ordinateur peut être différents de plusieurs ordres de grandeurs par
rapport au nombre moyen de porte physiques actives en parallèle.

Pour terminer, nous étudions comment la forme de l’algorithme (c’est-à-dire sa profondeur
logique et le nombre de qubits logiques qu’il contient) a une influence sur la consommation en
puissance du calcul.
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Conclusion

Dans cette thèse, nous avons étudié la question de la mise à l’échelle de l’informatique quantique
tolérante aux fautes, principalement dans un contexte de ressources limitées. La première
approche de ce problème, étudiée dans le troisième chapitre, a consisté à étudier ce qui se passe
pour la tolérance aux fautes en présence d’un bruit dépendant de l’échelle, qui est fréquemment
induit en raison de ressources limitées. Nous avons montré que pour certaines conditions sur la
façon dont le bruit augmente avec la taille de l’ordinateur, la précision maximale que l’ordinateur
peut atteindre est intrinsèquement limitée. Nous avons fourni des outils permettant d’estimer
cette précision maximale, et dans le cas où ce bruit dépendant de l’échelle est induit par une
limitation de ressource, nous avons fourni une méthode qui permet (i) d’estimer la ressource
minimale requise permettant de mettre en œuvre un algorithme tolérant aux fautes, (ii) estimer
quelle est la précision maximale que l’ordinateur peut atteindre pour une quantité donnée
de ressource disponible11. Nous avons vu qu’avoir un bruit dépendant de l’échelle n’est pas
nécessairement un problème en soi, cela dépend vraiment de la vitesse avec laquelle le bruit
crôıt avec la taille de l’ordinateur, et c’est pourquoi caractériser cette dépendance est important
pour évaluer si une architecture peut être mise à l’échelle ou non. Ces premières analyses
ont fourni une première approche au problème d’estimation de ressources de l’informatique
quantique en établissant un lien entre la ressource à minimiser et le bruit ressenti par les qubits.

Dans le quatrième chapitre de cette thèse, nous avons généralisé cette approche et nous
avons proposé une formulation pour le problème de l’estimation du coût en ressources de
l’informatique quantique. En demandant de minimiser une ressource utilisée pour un cal-
cul sous la contrainte que le calcul réussisse avec une probabilité cible, toute l’architecture
d’un ordinateur quantique peut en principe être optimisée, ce qui inclut des aspects issus de
la tolérance aux fautes, de l’algorithmique et de l’ingénierie. Le principe sous-jacent est de
réaliser que de nombreux éléments à l’intérieur d’un ordinateur quantique sont présents afin de
s’assurer que le calcul réussit, peut-être de manière très indirecte. Sur la base de cette constata-
tion, en établissant le lien entre la précision que l’on vise pour la réponse de l’algorithme et
l’architecture de l’ordinateur quantique, il est possible d’optimiser la conception de l’ordinateur
afin de s’assurer que l’algorithme soit implémenté avec succès tout en minimisant le coût en une
ressource par la même occasion.

Dans le dernier chapitre, nous avons ensuite utilisé cette méthode dans un modèle complet
d’ordinateur quantique basé sur des qubits supraconducteurs où notre objectif était de trouver
la consommation en puissance minimale requise pour implémenter des algorithmes utilisant au
moins des milliers de qubits logiques. Dans cette partie, nous avons vu que plus de deux or-
dres de grandeurs de consommation de puissances peuvent être économisés dans des régimes où
sans cette optimisation, la consommation électrique pourrait être supérieure au gigawatt. Nos
travaux semblent indiquer que malgré le nombre important de qubits physiques par qubit logique
requis par la construction concaténée, si des optimisations dans l’architecture sont effectuées,
une telle construction peut raisonnablement être considérée pour réaliser des ordinateurs quan-
tiques tolérants aux fautes. Ce travail nous a permis de voir quelles caractéristiques dans la
conception jouent un rôle important dans la consommation d’énergie. Par exemple, nous avons
identifié que la température optimale de l’étage qui génère les signaux est un paramètre cri-
tique à fixer si on veut économiser de l’énergie. Nous avons également vu dans la plupart des
exemples que nous avons considérés que la source dominante de consommation de puissance
provient de la chaleur qu’il faut évacuer de l’électronique utilisée à l’intérieur du cryostat, et
de la conduction thermique dans les câbles: la chaleur dissipée dans les atténuateurs joue un

11Pour (i) et (ii), l’analyse est effectuée sous certaines hypothèses sur la relation entre le bruit et la ressource,
donnée dans le chapitre.
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rôle mineur. Nous avons également constaté qu’un réglage fin de la température du cœur quan-
tique n’est pas nécessaire car la consommation électrique ne dépend pas beaucoup de cette
température. Mais nous avons également insisté sur le fait que cette conclusion pouvait être
très dépendante de l’architecture: nous en avons donné un exemple concret dans l’annexe L
où le niveau d’atténuation optimal et la température optimale des qubits ont également joué
un rôle très important dans la consommation électrique, si un autre rendement que Carnot
est envisagé pour le cryostat. Pour donner des premières orientations à prendre pour rendre
l’informatique quantique plus économe en énergie (en dehors du fait qu’une optimisation comme
celle que nous avons faite doit être effectuée), nous avons vu que pouvoir éteindre l’électronique
lorsqu’elle n’est pas utilisée est quelque chose qui peut grandement améliorer la consommation
électrique de l’ordinateur si la chaleur qu’il dissipe n’est pas trop importante (sinon le gain
serait assez limité pour les raisons expliquées dans les lignes qui suivent la figure 5.7). Dans
le même ordre d’idées, augmenter le niveau auquel les qubits ancillaire (c’est à dire ceux qui
aident à réaliser la correction d’erreur mais qui ne participent pas � directement � au calcul)
peuvent être réutilisés dans le calcul, c’est-à-dire leur niveau de recyclage, semble être une autre
approche intéressante qui pourrait aider à minimiser la consommation de puissance. Aussi, pou-
voir remplacer les atténuateurs par des filtres non dissipatifs (afin d’isoler les qubits du bruit
thermique) est quelque chose qui pourrait améliorer la consommation d’énergie dans certains
régimes (mais ce n’était pas ce qui était le chose la plus importante à optimiser avec les exemples
spécifiques que nous avons pris).

Nos travaux semblent indiquer que la consommation électrique requise par un ordinateur
quantique à grande échelle peut être importante, du moins pour les technologies à base de
qubits supraconducteurs et pour une construction tolérante aux fautes basée sur le code Steane
concaténé. Dans nos exemples, nous avons vu que après optimisation, environ 10MW de con-
sommation de puissance pourraient être attendus pour implémenter un algorithme � typique � à
grande échelle, en considérant des valeurs proches de l’état de l’art pour les différents éléments
impliqués dans l’ordinateur quantique. Cependant elle est à mettre en comparaison avec la
consommation d’un supercalculateur classique qui se situe dans la même gamme de consomma-
tion électrique, et cette consommation est inférieure à celle de grandes expériences scientifiques
comme le CERN qui consomme environ 200MW d’énergie [161]. De plus, ces algorithmes seront
en fait implémentés dans un laps de temps très court de sorte que l’énergie requise serait en
fait très faible (les exemples dans lesquels nous trouvons 10MW de consommation électrique
fonctionneraient en quelques ms). Nous avons également remarqué que le coût en puissance
diminue rapidement avec les améliorations technologiques qu’il est possible d’espérer.

En guise de conclusion, notre travail illustre qu’avoir une vision optimisée dans la concep-
tion d’un ordinateur quantique, en utilisant par exemple l’approche que nous proposons, est
quelque chose qui peut grandement améliorer le potentiel en terme de mise à l’échelle. Il illustre
également que le coût énergétique de l’informatique quantique devrait être un critère en soit
pour évaluer son potentiel en terme de mise à l’échelle.

Quelques pistes à investiguer pour le futur

On peut tout d’abord décrire les explorations possibles à faire dans le cadre de l’informatique
quantique tolérante aux fautes. La première perspective à envisager serait d’inclure dans
la modélisation le coût énergétique des portes que nous n’avons pas pu modéliser, comme
la porte T . En effet, dans notre travail, le coût énergétique d’une telle porte n’a pas été
modélisé (on rappelle cependant qu’une mémoire quantique ne nécessitant pas de telles portes,
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l’étude énergétique faite dans 5.5 serait inchangée par une telle considération12). L’inclusion
de ces portes dans notre modélisation nous permettrait de voir si le coût énergétique serait
significativement différent de celui que nous avons estimé, et cela dépend de la manière ex-
acte dont ces portes sont mises en œuvre, de nombreuses propositions différentes existent
pour les implémenter [101, 102, 103, 99, 100]. Ensuite, la prochaine étape logique serait de
comparer l’efficacité énergétique de différents codes de correction d’erreur quantique et leur
implémentation tolérante aux fautes. En effet, toutes les estimations quantitatives du coût
énergétique que nous avons obtenus sont très étroitement liés au fait que nous avons utilisé
le code Steane et son implémentation concaténée. Nous pourrions nous attendre à ce que
l’estimation quantitative que nous avons faite varie considérablement lorsque d’autres codes sont
pris en compte. Aussi, afin de rendre la correction d’erreur quantique plus économe en énergie, il
serait intéressant de voir s’il est possible de l’implémenter de manière autonome, c’est-à-dire sans
avoir à échanger d’informations entre l’ordinateur classique qui gère l’exécution de l’algorithme
quantique, et le cœur quantique. En procédant ainsi, toute la châıne d’amplification aurait un
coût énergétique fortement réduit, et potentiellement négligeable: les signaux n’auraient qu’à
être amplifiés à la toute fin de l’algorithme lorsque la réponse finale serait donnée. Un autre
aspect important à étudier est la connectivité exacte requise par les différentes constructions
tolérantes aux fautes. Quelques premières investigations13 pour la construction concaténée que
nous avons utilisée semble indiquer qu’une connectivité proportionnelle au nombre de qubits
logiques devrait être considérée (la connectivité ne semble pas augmenter avec le niveau de
protection).

Dans le cadre des algorithmes quantiques, nous avons donné quelques intuitions sur la façon
dont la forme d’un algorithme peut avoir une influence sur le coût énergétique, mais il y a
aussi une quantité importante d’énergie ou de puissance à économiser dans la manière dont
l’algorithme est implémenté. Il s’agit d’une étude qu’il serait intéressant de mener.

De manière plus globale, ce travail permet de comparer le coût énergétique de différents
types d’ordinateurs quantiques et de leurs architectures associées. À quel point la consommation
d’énergie d’un ordinateur quantique supraconducteur serait-elle différente de celle d’un ordina-
teur quantique basé sur des qubits de spin par exemple. De la façon dont nous avons formulé la
question du coût énergétique, nous avons maintenant une question bien définie permettant de
faire cette comparaison. Ensuite, il pourrait être intéressant d’enrichir les optimisations qui ont
été effectuées. Par exemple, un � goulot d’étranglement � nous interdisant d’économiser plus
d’énergie était que nous avons forcé la conception à avoir un étage d’amplification à 4K (afin
de rendre le bruit thermique négligeable pour la lecture). Mais il serait surprenant que cette
température soit exactement la meilleure. Afin d’optimiser cette température, nous aurions
besoin d’avoir une bonne modélisation de la façon dont l’amplification à une température plus
élevée peut dégrader quantitativement la qualité des signaux de lecture, et ainsi augmenter la
probabilité d’erreur des portes logiques (si la mesure est trop bruyant alors la correction d’erreur
quantique serait mal appliquée).

Toutes ces propositions font partie des perspectives intéressantes qui mériteraient d’être
approfondies pour rendre l’informatique quantique efficace en énergie et qui augmenterait na-
turellement son potentiel de mise à l’échelle.

12En outre, même si on considère un algorithme nécessitant ces portes, en l’implémentant de telle sorte que
le nombre de T gate actives en parallèle soit petit face au nombre des autres portes, par exemple en ajoutant
des identités logiques permettant de diminuer le nombre de T gate par unité de temps, nos analyses resteraient
valides

13Cette étude n’a pas été expliquée dans les chapitres de cette thèse, mais nous avons commencé à l’étudier.
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[76] J. M. Chow, A. D. Córcoles, J. M. Gambetta, C. Rigetti, B. R. Johnson, J. A. Smolin, J. R.
Rozen, G. A. Keefe, M. B. Rothwell, M. B. Ketchen, et al., “Simple all-microwave entan-
gling gate for fixed-frequency superconducting qubits,” Physical review letters, vol. 107,
no. 8, p. 080502, 2011.

[77] S. Sheldon, E. Magesan, J. M. Chow, and J. M. Gambetta, “Procedure for systemati-
cally tuning up cross-talk in the cross-resonance gate,” Physical Review A, vol. 93, no. 6,
p. 060302, 2016.

[78] P. Bertet, C. Harmans, and J. Mooij, “Parametric coupling for superconducting qubits,”
Physical Review B, vol. 73, no. 6, p. 064512, 2006.

227



[79] D. C. McKay, S. Filipp, A. Mezzacapo, E. Magesan, J. M. Chow, and J. M. Gambetta,
“Universal gate for fixed-frequency qubits via a tunable bus,” Physical Review Applied,
vol. 6, no. 6, p. 064007, 2016.

[80] M. D. Schwartz, Quantum field theory and the standard model. Cambridge University
Press, 2014.

[81] J. Preskill, “Lecture notes for physics 229: Quantum information and computation,”
California Institute of Technology, vol. 16, p. 10, 1998.

[82] C. Cohen-Tannoudji, B. Diu, and F. Laloë, Mécanique quantique-Tome 3. EDP sciences,
2021.

[83] H.-P. Breuer, F. Petruccione, et al., The theory of open quantum systems. Oxford Uni-
versity Press on Demand, 2002.

[84] A. R. Calderbank and P. W. Shor, “Good quantum error-correcting codes exist,” Physical
Review A, vol. 54, no. 2, p. 1098, 1996.

[85] A. Steane, “Multiple-particle interference and quantum error correction,” Proceedings of
the Royal Society of London. Series A: Mathematical, Physical and Engineering Sciences,
vol. 452, no. 1954, pp. 2551–2577, 1996.

[86] Y.-C. Zheng, C.-Y. Lai, and T. A. Brun, “Efficient preparation of large-block-code an-
cilla states for fault-tolerant quantum computation,” Physical Review A, vol. 97, no. 3,
p. 032331, 2018.

[87] T. A. Brun, Y.-C. Zheng, K.-C. Hsu, J. Job, and C.-Y. Lai, “Teleportation-based
fault-tolerant quantum computation in multi-qubit large block codes,” arXiv preprint
arXiv:1504.03913, 2015.

[88] D. Gottesman, Stabilizer codes and quantum error correction. California Institute of
Technology, 1997.

[89] D. Gottesman, “An introduction to quantum error correction and fault-tolerant quantum
computation,” in Quantum information science and its contributions to mathematics,
Proceedings of Symposia in Applied Mathematics, vol. 68, pp. 13–58, 2010.

[90] E. Knill, R. Laflamme, and W. H. Zurek, “Resilient quantum computation: error models
and thresholds,” Proceedings of the Royal Society of London. Series A: Mathematical,
Physical and Engineering Sciences, vol. 454, no. 1969, pp. 365–384, 1998.

[91] J. Preskill, “Reliable quantum computers,” Proceedings of the Royal Society of London.
Series A: Mathematical, Physical and Engineering Sciences, vol. 454, no. 1969, pp. 385–
410, 1998.

[92] B. M. Terhal and G. Burkard, “Fault-tolerant quantum computation for local non-
markovian noise,” Physical Review A, vol. 71, no. 1, p. 012336, 2005.

[93] D. Aharonov, A. Kitaev, and J. Preskill, “Fault-tolerant quantum computation with long-
range correlated noise,” Physical review letters, vol. 96, no. 5, p. 050504, 2006.

[94] A. Jayashankar, M. D. H. Long, H. K. Ng, and P. Mandayam, “Achieving fault tolerance
against amplitude-damping noise,” arXiv preprint arXiv:2107.05485, 2021.

[95] S. J. Beale, J. J. Wallman, M. Gutiérrez, K. R. Brown, and R. Laflamme, “Quantum error
correction decoheres noise,” Physical review letters, vol. 121, no. 19, p. 190501, 2018.

228



[96] B. Eastin and E. Knill, “Restrictions on transversal encoded quantum gate sets,” Physical
review letters, vol. 102, no. 11, p. 110502, 2009.

[97] E. Knill, “Quantum computing with realistically noisy devices,” Nature, vol. 434, no. 7029,
pp. 39–44, 2005.

[98] L. Riesebos, X. Fu, S. Varsamopoulos, C. G. Almudever, and K. Bertels, “Pauli frames for
quantum computer architectures,” in Proceedings of the 54th Annual Design Automation
Conference 2017, pp. 1–6, 2017.

[99] Y. Yang, Y. Mo, J. M. Renes, G. Chiribella, and M. P. Woods, “Covariant quantum error
correcting codes via reference frames,” arXiv preprint arXiv:2007.09154, 2020.

[100] A. Paetznick and B. W. Reichardt, “Universal fault-tolerant quantum computation with
only transversal gates and error correction,” Physical review letters, vol. 111, no. 9,
p. 090505, 2013.

[101] C. Chamberland and K. Noh, “Very low overhead fault-tolerant magic state preparation
using redundant ancilla encoding and flag qubits,” npj Quantum Information, vol. 6, no. 1,
pp. 1–12, 2020.

[102] D. Litinski, “Magic state distillation: Not as costly as you think,” Quantum, vol. 3, p. 205,
2019.

[103] S. Bravyi and A. Kitaev, “Universal quantum computation with ideal clifford gates and
noisy ancillas,” Physical Review A, vol. 71, no. 2, p. 022316, 2005.

[104] C. Piltz, T. Sriarunothai, A. Varón, and C. Wunderlich, “A trapped-ion-based quantum
byte with 10- 5 next-neighbour cross-talk,” Nature communications, vol. 5, no. 1, pp. 1–10,
2014.

[105] I. Heinz and G. Burkard, “Crosstalk analysis for single-qubit and two-qubit gates in spin
qubit arrays,” arXiv preprint arXiv:2105.10221, 2021.

[106] D. C. McKay, S. Sheldon, J. A. Smolin, J. M. Chow, and J. M. Gambetta, “Three-qubit
randomized benchmarking,” Physical review letters, vol. 122, no. 20, p. 200502, 2019.
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