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Résumé

Le centre azote-lacune est un défaut de spin du diamant constitué d’un atome d’azote
et d’une lacune de carbone dans deux positions adjacentes du réseau cristallin. Il existe
dans deux états de charge: l’état neutre (NV0), qui a un spin 1/2, et l’état négatif
(NV−), qui a un spin 1. Dans le présent manuscrit nous nous intéressons uniquement
au centre NV− qui possède de remarquables propriétés optiques dépendant du spin et
que nous appelons dorénavant centre NV par soucis de simplicité. En effet, suite à une
excitation optique par un laser émettant dans le vert (532 nm), le centre NV émet de la
photoluminescence dans le rouge dont l’intensité dépend de l’état de spin du système:
elle est plus élevée quand le centre NV est dans l’état de spin ms = 0 (état brillant)
que lorsqu’il est dans les états de spin ms = ±1 (états sombres). De plus, le pompage
optique du centre NV permet la polarisation de son spin électronique dans l’état de spin
ms = 0 et donc l’initialisation du système.
L’état de spin du centre NV peut être manipulé par un champ magnétique radiofréquence
(RF) en résonance avec l’une des deux transitions de spin autorisées (ms = 0→ ms =
−1 ou ms = 0 → ms = +1). La fréquence de résonance de ces transitions peut être
manipulée par un champ magnétique statique (effet Zeeman).
La possibilité d’initialiser et lire optiquement l’état de spin du centre NV ainsi que sa
manipulation par un champ magnétique, font de ce défaut du diamant une piste promet-
teuse pour les applications en information quantique ou comme capteur quantique.

Dans le présent manuscrit, deux applications pour l’analyse de champs radiofréquence
(RF) basées sur un ensemble de centres NV dans le diamant sont étudiées: un anal-
yseur de spectre radiofréquence ainsi qu’une technique de microscopie à champ large
pour l’imagerie en champ proche du rayonnement émis par des dispositifs RF.

L’analyse spectrale RF en temps réel à large bande est un sujet d’intérêt pour
de nombreux domaines technologiques tels que la communication, la médecine et la
navigation. Les réseaux radio cognitifs, l’analyse de la compatibilité électromagné-
tique (EMC), les radars, les communications sans fil, etc, sont quelques-unes des nom-
breuses applications qui requièrent une détection spectrale en temps réel sur une large
bande de fréquences (plusieurs dizaines de GHz). La solution commerciale actuellement
disponible est l’analyseur de spectre à transformée de Fourier (FFT) où le signal RF
est numérisé par un convertisseur analogique-numérique (ADC) et puis traité par une
analyse de Fourier au moyen d’un FPGA. Cette solution permet l’analyse spectrale sur
une bande spectrale instantanée de quelque centaine de MHz et elle est essentiellement
limité par la vitesse d’échantillonnage et la puissance nécessaire à ses composants élec-
troniques. Pour surmonter la limite imposée par l’électronique et donc analyser, en
temps réel, une bande de fréquences plus large (dizaines de GHz), nous proposons une
approche alternative basée sur l’utilisation des centres NV du diamant à température
ambiante.

L’imagerie en champ proche RF est un outil important pour l’étude et l’analyse du
fonctionnement de dispositifs RF. La petite taille de ceux-ci exige des techniques qui
offrent à la fois une sensibilité magnétique élevée et une excellente résolution spatiale.
Une solution à ce problème est offerte par les SQUIDs (superconducting quantum in-
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terference devices) à balayage, qui permettent la mesure des champs RF avec une haute
sensibilité ( fT/Hz1/2 à basse fréquence proche du continu) et une résolution spatiale
de l’ordre de quelques micromètre. Toutefois, la sensibilité de SQUIDs se dégrade rapi-
dement avec l’augmentation de la fréquence et, en plus, ils nécessitent de travailler à
température cryogénique. Dans les années récentes, une approche basée sur les oscilla-
tions de Rabi des systèmes atomiques a été proposée et démontrée avec les atomes froid,
les cellules à vapeur atomique et les centres NV afin d’effectuer des mesures directes
de l’amplitude du champ RF sans nécessité d’une calibration. Dans ce manuscrit nous
étudions, à l’aide de simulations, le comportement d’un ensemble de centres NV quand
il est utilisé pour l’imagerie en champ proche du rayonnement émis par des dispositifs
RF. Par rapport aux SQUIDs, cette technique fonctionne à température ambiante, ne
nécessite pas de balayage du capteur ni de l’échantillon et peut atteindre une résolution
spatiale inferieure au micromètre.

Le manuscrit est organisé comme suit. Le premier chapitre expose les propriétés
des centres NV du diamant ainsi que les motivations des deux applications basées sur
celles-ci. En particulier, les solutions existantes et l’état de l’art des techniques pour
l’analyse spectrale RF et l’imagerie en champ proche RF sont passées en revue.

Dans le deuxième chapitre, nous présentons un montage expérimental permettant
la détection optique en champ large de la résonance de spin des centres NV et nous
l’utilisons pour étudier les principales propriétés de ce défaut du diamant. Cette
technique, appelée ODMR (optically detected magnetic resonance), consiste à suivre
l’intensité de photoluminescence du centre NV en faisant varier la fréquence d’un champ
RF qui lui est appliqué. Une réduction de photoluminescence correspond à une transi-
tion du centre NV de l’état de spinms = 0, l’état brillant, à l’un des deux états sombres,
ms = ±1, et permet de mesurer la fréquence de résonance du système. A l’aide de la
technique ODMR, les résonances de spin électronique des centres NV sont détectées sur
une large bande de fréquences (plus de 10 GHz) et différents phénomènes sont étudiés: le
comportement d’un ensemble de centres NV auquel on applique un champ magnétique
statique, les propriétés de polarisation de la photoluminescence émise par les centres NV
et comment elles peuvent être exploitées pour reconnaître les orientations des centres
NV dans le diamant, et la polarisation du spin nucléaire de l’azote des centres NV sur
une large gamme de fréquences (plus de 2 GHz).

Le troisième chapitre est consacré à la mise en œuvre d’un analyseur de spectre
RF basé sur un ensemble de centres NV et à l’étude des principales caractéristiques
physiques d’un ensemble de centres NV considéré comme un détecteur radiofréquence.
Le principe de l’analyse spectrale avec un ensemble de centres NV repose sur l’encodage
spatial de leurs fréquences de résonance par un gradient de champ magnétique statique.
La photoluminescence de l’ensemble des centres NV est mesurée par une caméra. Etant
donné la distribution du champ magnétique statique, chaque pixel de la caméra image
des centres NV dont la fréquence de résonance est connue. Quand le signal RF à analyser
est envoyé en proximité du diamant, une réduction de photoluminescence est détectée
par les pixels qui imagent les centres NV en résonance avec les composantes spectrales
du signal. En regardant la position de ces pixels il est donc possible de mesurer le
spectre du signal RF. Nous avons mis en œuvre une architecture expérimentale qui
permet une analyse spectrale RF en temps réel sur une gamme de fréquence accordable
(10 MHz – 25 GHz), une largeur de bande jusqu’à 4 GHz, une résolution en fréquence
jusqu’à 1 MHz et une résolution temporelle allant jusqu’à la milliseconde. La mise en
place de ce dispositif a nécessité une analyse du comportement d’un ensemble de centres
NV sous fort gradient de champ magnétique (plusieurs dizaines de Tesla par mètre) qui
est aussi détaillée dans le chapitre.

Le quatrième et dernier chapitre traite de l’imagerie en champ large des champs RF
basée sur un ensemble de centres NV. Deux techniques sont proposées. La première
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est basée sur l’élargissement en puissance RF de la résonance de spin des centres NV
et la seconde utilise la détection en champ large des oscillations de Rabi des centres
NV. Ces deux techniques ont permis de reconstruire le champ proche radiofréquence
émis par une antenne boucle. La première technique nécessite une calibration pour
retrouver l’amplitude du champ RF alors que la seconde permet sa mesure directe. La
détection en champ large des oscillations de Rabi des centres NV a été étudiée à la
fois expérimentalement et par des simulations. Cette technique a permis de mesurer
des amplitudes de champ magnétique dans la gamme [10 µT ; 100 µT] et d’avoir une
mesure précise de la distribution du champ RF produit par l’antenne avec une résolution
spatiale de l’ordre du micromètre sur une zone d’environ 350 µm. Afin d’expliquer la
forme asymétrique des oscillations de Rabi observées expérimentalement, nous avons
modélisé le comportement du centre NV pendant la séquence d’impulsions utilisée pour
le piloter. Nous avons tenu compte du fait que la lecture de l’état de spin est effectuée
par un système d’imagerie champ large et non par une photodiode, comme c’est le cas,
le plus souvent, dans la littérature. Les résultats des simulations, en accord avec les
résultats expérimentaux, permettent ainsi d’avoir une meilleure compréhension de la
polarisation optique et de la lecture du spin du centre NV pendant la séquence. Plus
généralement, le modèle peut être utilisé pour étudier la dynamique d’un ensemble de
centres NV en présence de séquences complexes d’impulsions laser ou micro-onde, ce
qui ouvre des perspectives intéressantes en ce qui concerne les applications des centres
NV en régime impulsionnel.

En conclusion, dans ce travail de thèse nous avons employé un ensemble de centres
NV pour réaliser deux applications pour l’analyse de signaux RF qui répondent à des
besoins concrets de la communauté des radiofréquences et qui, étant donné leur compac-
ité et simplicité d’utilisation, montrent un réel potentiel de développement avancé. De
plus, l’étude approfondie de ces techniques a permis de mieux comprendre le comporte-
ment des centres NV dans des conditions de fonctionnement rarement explorées (fort
champs magnétique, fort gradient de champ magnétique, imagerie en champ large des
centres NV en régime impulsionnel) et de développer des outils de travail qui ouvrent
des perspectives nouvelles et intéressantes dans le domaine de la magnétométrie et de
l’analyse des signaux RF.
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Introduction

The first quantum revolution gave us new rules that govern physical reality. The second
quantum revolution will take these rules and use them to develop new technologies.
With these words, J. P. Dowling and G. J. Milburn started almost twenty years ago
a very positive review paper on the opportunities and potential of quantum technolo-
gies [1]. Since then, many steps have been taken towards the realization of real-world
quantum technologies. In this manuscript we are interested in one branch of quantum
technology, which is quantum sensing.
In strict analogy and inspired by the DiVincenzo criteria for quantum computation [2],
Degen et al. [3] defined four criteria to consider a quantum system eligible for quantum
sensing:

• The system has quantized and resolvable energy levels

• The system can be initialized in a well-defined state and its state can be readout

• The system can be coherently manipulated

• The system interacts with the physical quantity to be detected and the interaction
induces a state transition of the system or a shift in the system’s energy levels.

The nitrogen-vacancy (NV) center in diamond, fulfilling these criteria, is a good candi-
date to become a building block of the second quantum revolution.

The NV center is a spin-defect in diamond consisting of a nitrogen atom and a
carbon vacancy in two adjacent positions of the diamond lattice. It is a solid-state
spin defect that can work at room temperature and an extremely photostable single
photon source with remarkable spin-dependent optical properties. The opportunity to
optically polarize and optically readout its electronic spin, together with the incredible
development and mastering of its fabrication techniques, make this defect suitable for
various applications such as magnetometers [4], gyroscopes [5], thermometers [6], high-
pressure sensors [7], electrometers [8], etc. At present, some companies already offer on
the market ready-to-use devices based on NV centers.

In the present manuscript, two applications involving an ensemble of NV centers in
diamond are investigated: a radio frequency (RF) spectrum analyzer and a widefield
imaging technique of the RF radiation emitted in near field by microwave devices. Con-
sidering the fast development of RF-based technologies, both applications find a real
interest and offer new opportunities for several and various domains such as telecom-
munications, medicine, science, space, radars, etc. [9].

At present, the principal and most common solution for the real-time spectral anal-
ysis of microwave (MW) signals is the electronic FFT spectrum analyzer [10]. Like
several electronic signal analysers, its performances are finally limited by the electronic
nature of its components (the so-called electronic bottleneck). For this reason, several
photonics-based approaches have been developed in the last decades to the point that
a new research field called microwave photonics has been developed [11]. The general
idea behind photonics-based RF spectrum analyzers is to transpose a MW signal in

1



the optical domain and then process it to retrieve the spectral information. Here we
propose a new method [12] which exploits the quantum spin properties of electrons
to directly detect MW signals with neither analog-to-digital conversions nor optical
processing modules.

Concerning the widefield imaging of the radiation emitted in the near-field by RF
devices, the present solutions essentially consist in electric scanning probes, which tend
to perturb the measurement, or SQUIDs, which require cryogenic working temperature
and are not suitable for high frequency fields. Here we investigate a different approach,
inspired by previous works both with NV centers [13] and other atomic sensors [14],
which exploits the widefield detection of the Rabi oscillations of an ensemble of NV
centers to retrieve directly the amplitude of the RF field, at room temperature and in
a non-invasive way.

The two applications proposed in this manuscript give the opportunity to investi-
gate the properties of an ensemble of NV centers and to carry out a more general anal-
ysis whose results may contribute not only to the improvement of the two techniques
proposed in this manuscript but also to the development of new NV centers-based ap-
plications.

Outline of the thesis

The thesis consists of four chapters.
In the first chapter, the physics of the NV center in diamond, its properties and its

applications are introduced and some diamond and NV centers fabrication techniques
are described. The available solutions and the state-of-the-art for both RF spectral
analysis and near field imaging of RF radiation are reviewed; the motivations and the
general ideas behind each of the two applications considered in this manuscript are
detailed and discussed.

In the second chapter, the spin resonances of an ensemble of NV centers are inves-
tigated both theoretically, introducing the Hamiltonian formalism, and experimentally.
The experimental set-up, the acquisition procedure and the signal processing used to
optically detect the NV center resonance frequencies in the continuous wave regime are
detailed. Several phenomena are investigated such as the behaviour of an ensemble of
NV centers under a static magnetic field, the polarization properties of the NV cen-
ter photoluminescence and how they can be exploited to characterize the NV centers
orientations, and the NV’s nitrogen nuclear spin polarization.

The third chapter is dedicated to the implementation of a real-time RF spectrum
analyzer based on an ensemble of NV centers. The main physical features of NV centers
considered as MW detectors are investigated, an experimental architecture is proposed
and its performances are studied.

The fourth and last chapter deals with the widefield imaging of the RF field am-
plitude based on an ensemble of NV centers. Two techniques are proposed. The first
one is based on the RF power broadening of the NV center spin resonances in contin-
uous pumping regime while the second one is based on the widefield detection of NV
centers Rabi oscillations in pulsed regime. The experimental set-up and the acquisition
procedure used to drive Rabi oscillations in an ensemble of NV centers and to detect
them using a widefield imaging system is described. It is then compared to the more
classical procedure implemented when an avalanche photodiode (APD) is employed as
detector. A model to simulate the widefield detection of NV centers Rabi oscillations
is proposed and exploited to have a better insight of the NV centers dynamics during
the pulse sequence. Finally optically detected magnetic resonance (ODMR) spectrum
of an ensemble of NV centers is measured in pulsed regime using a widefield detec-
tion scheme and the technique is compared to the classical pulsed-ODMR acquisition
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procedure performed when APDs are used as detectors.
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Chapter 1

Nitrogen-vacancy center and its
applications

1.1 The diamond

Diamond is a crystalline allotropic form of carbon. Carbon is a chemical element be-
longing to the IV group of the periodic table of elements. Its electron configuration is
1s22s22p2 and thus the valence shell is half-filled by four valence electrons. In diamond,
carbon atoms are covalently bonded by means of sp3 orbitals, forming a tetrahedral
structure. Carbon bonds are oriented, according to the crystallographic notation, along
the crystallographic directions {111}, {11− 1}, {1− 11}, {1− 1− 1} (fig. 1.1a).
The lattice structure and the strength of the chemical bonds make diamond a mate-
rial with extraordinary and interesting properties: it is the hardest material existing in
nature, it has an extremely high thermal conductivity and it is a good electrical insula-
tor. The energy band structure of diamond is characterized by an energy gap of 5.5 eV
and thus diamond is transparent in the visible region of the electromagnetic spectrum.
These features make diamond an attractive material for several applications in various
fields: electronics, thermal management, high-pressure physics, optics, etc. [15].
Diamond properties (both optical, mechanical and electrical) can be altered by the pres-
ence of defects. Among the hundreds of existing diamond defects [16], in the framework
of this thesis we are interested in the so-called colour centers and, more specifically, in
one of them: the nitrogen-vacancy center, which is considered a very promising tool
for quantum sensing applications. Colour centers are defects in which one or more un-
paired electrons occupy a lattice vacancy [17]. The presence of this kind of defect alters
the diamond electronic band structure adding discrete energy levels in the bandgap.
The energy gap between these new energy levels falls in the visible part of the electro-
magnetic spectrum making diamond not transparent anymore, and that is why these
defects are called colour centers. Before introducing the nitrogen-vacancy center and its
properties (section 1.2), it is interesting to say a few words on the different techniques
to synthesize diamonds.

1.1.1 Synthetic diamond growing techniques

The attractive properties of diamond and its defects have led to further development
and improvement of diamond fabrication techniques.

The first technique implemented to synthesise diamond was the high-pressure high-
temperature (HPHT) synthesis [18]. Miming the natural formation process, diamond
is synthesized using carbon-containing materials (e.g. graphite) that are exposed to
high temperature (1500 ◦C) and high pressure (> 5 GPa), where diamond is the most
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(a) (b)

Figure 1.1: (a) Diamond unit cell. Carbon atoms, represented by black spheres, are
arranged in a tetrahedral lattice. In grey the sp3 bonds oriented along the four diamond
crystallographic axis {111}, {11− 1}, {1− 11}, {1− 1− 1}. (b) Pressure-temperature
phase diagram of carbon showing the different formation regimes. Figure taken from
[19].

favourable allotropic form of carbon (fig. 1.1b).
A second technique to synthesize diamond is based on chemical vapour deposition

(CVD) [19, 20]. In this case, the synthesis happens at low pressure and high tem-
perature (1000 ◦C), under thermodynamic conditions that would favour the graphite
formation (fig. 1.1b). Diamond is thus produced exploiting the kinetics and not the
thermodynamics of the synthesis. During the CVD process, a hydrocarbon gas source
(usually methane plus hydrogen) is injected into a reaction chamber where a diamond
substrate was previously included. The gas is then transformed in plasma to activate
the deposition, layer by layer, of carbon atoms on the diamond substrate. CVD growth
enables a better control of diamond impurities at the cost of a longer and more complex
procedure with respect to the HPHT method.

A third technique is the detonation of carbon-based materials. During the deto-
nation high pressure and high temperature are reached thus enabling the formation of
diamond [21]. This technique is largely used for the synthesis of nano-size diamond
crystals which are extremely appealing for biomedical applications. In fact, the inert-
ness and bio-compatible nature of diamond, in addition to its optical and mechanical
properties, make nano-diamonds superior to any other nano-material for biomedical
applications [22].

1.2 The nitrogen-vacancy center

The nitrogen-vacancy (NV) center consists of a nitrogen atom and a carbon vacancy in
two adjacent positions of the diamond lattice. It has a C3V symmetry1 with respect to
the axis connecting the nitrogen and the vacancy lattice positions, usually called NV
center axis [23].
According to the geometry of the diamond lattice, the NV center axis can be oriented
along one of the four diamond crystallographic axis ({111}, {11−1}, {1−11}, {1−1−1}).
NV centers oriented along the same crystallographic axis are usually said to belong to
the same NV centers family.
NV centers exist in two stable charge states: the neutral charge state (NV 0) and the
negative charge state (NV −) (fig. 1.2a and ????. NV 0 has five valence electrons: the

1The system is invariant under rotation of 2π/3 around its axis
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Figure 1.2: (a) NV center in the diamond lattice. The blue sphere represents a nitrogen
atom, the white sphere a carbon vacancy and the black spheres the carbon atoms. (b)
Photoluminescence spectra of the NV 0 (blue) and the NV − (red).

three valence electrons of the three carbon atoms surrounding the vacancy and the two
unpaired valence electrons of the nitrogen atom. The ground state spin of the system
is equal to 1/2 [26]. NV − has six valence electrons, two of which forming a lone pair,
which induces a total spin equals to 1.
The two charge states present a different absorption and emission spectrum enabling
their optical identification. The emission spectra of NV 0 and NV − are reported in
fig. 1.2b. They both are characterised by a large phonon band. The NV 0 zero phonon
line (ZPL), which is the spectral line associated to an optical transition not mediated by
the lattice phonons, is at 575 nm. The NV − ZPL is at 637 nm. In this manuscript we
are interested in the negatively charged NV center, which from now on will be simply
called NV center. In fact, differently from NV 0, NV − shows remarkable spin-dependent
optical properties which make it apt to sensing applications.

The orbitals structure and the energy levels of the NV center can be deduced using a
group theory approach [23, 27, 28] and ab-initio calculations based on density functional
theory (DFT) [29, 30, 31]. Without entering into the details of the calculation, we just
report here the main results for an NV center at room temperature (fig. 1.3). Due to the
C3V symmetry of the defect, the NV center axis forms an intrinsic spin quantization axis.
Both ground state and excited state are spin triplets (|ms = 0,±1〉). The ground state
(excited state) zero-field splitting 2 (ZFS) between the |0〉 state and the two degenerate
|±1〉 states is equal to 2.87 GHz (1.42 GHz). The degeneracy between the |±1〉 can
be removed by applying a static magnetic field (Zeeman effect). The metastable state
consists of three singlet states, two of which are degenerate. The energy gap between the
singlet states is 1042 nm [32, 33], in the infrared region of the electromagnetic spectrum.
This transition can be exploited for sensing protocol [34, 35], but it is out of the scope
of this manuscript. Therefore the structure of the metastable state is neglected and it
is approximated to a single energy level [36].

1.2.1 Spin dependent optical properties: optical spin polarization and optical spin
readout

The NV center presents spin-dependent optical properties which make possible the
optical polarization and the optical readout of its spin state. The optical cycle of the
NV center is depicted in fig. 1.3. At room temperature, the three ground state spin

2The Energy gap between the |0〉 level and the two degenerate |±1〉 levels when no external static
field is applied
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Figure 1.3: NV center energy level diagram. The ground state triplet and the excited
state triplet are represented by grey blocks to take into account the coupling with
the lattice mediated by phonons. At zero static magnetic field, the |±1〉 states are
degenerate. The degeneracy can be removed applying a static magnetic field. The green
arrows represent the optical excitation process. The red arrows and the black dashed
arrows respectively represent the radiative decay process (the frequency reported, 637
nm corresponds to the ZPL) and the inter-system crossing through the metastable
state. The decay processes are usually mediated by phonons (white dashed arrow). The
metastable state consists of three singlet states, two of which are degenerate, separated
by an energy gap of 1042 nm (light green arrow). Since the infrared (IR) transition
between the metastable states is not considered in this manuscript, the metastable
states are grouped in a single metastable state to simplify the NV center dynamics
description.

Transition Transition rate (µs−1)

k31 = k42 64.9

k35 10.6

k45 80

k51 2.6

k52 3

Figure 1.4: Room temperature NV center transition rates. Since the behaviour of the
|±1〉 states is the same, the NV center energy structure is approximate to a five-level
system (left). The transition rate from the i level to the j level is denoted as kij and
reported in the table (right). The values are taken from [36].
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(b)

Figure 1.5: Schematic of the NV center optical cycle assuming that the NV centers are
initially in |0〉 (a) and in |±1〉 (b). An ensemble of four NV centers is considered. Each
NV center is represented by a black circle. The green arrow represents the laser optical
pumping, the red lines represent photons. The schematic is inspired by [38].

levels are equally populated due to thermal excitation. The NV center is excited from
the ground state to the excited state by a non-resonant laser excitation. Usually a
532 nm optical pumping is used in order to efficiently excite the NV center and reduce
the probability of photo-ionization [37].
Once the NV center is excited, two decay processes are possible: a radiative spin-
conserving process and a non-radiative inter-system crossing (ISC) process through the
metastable state. According to the transition rates reported in fig. 1.4, the probability
to undergo an ISC process when the NV center is in |±1〉 (k45) is higher than the
probability to follow the same path when the NV center is in |0〉 (k35). As a consequence,
the NV center emits more photoluminescence when it is in |0〉 than when it is in |±1〉,
allowing the optical readout of its spin state. The |0〉 state is usually called bright
state and the |±1〉 states are called dark states. It is important to stress that even if
the |±1〉 states are called dark states, they are still photoluminescent states, but their
photoluminescence (PL) rate is lower than the PL rate of the NV center when it is
in the |0〉 state. The transition rate from the metastable state to the ground state is
almost spin-independent (k51/k52 = 1.15). Therefore, since the passage through the
metastable state is more probable when the NV center is in |±1〉 than when it is in |0〉
(k45/k35 = 7.6), after some optical cycles the NV center results polarized in |0〉.

A schematic of the NV center optical cycle is represented in fig. 1.5. In order to
graphically represent more than one optical cycle, an ensemble of four NV centers (each
circle represents an NV center) is considered. In fig. 1.5a all the NV centers are initially
in |0〉. Once excited by the laser (green arrow), they preferentially decay through a
radiative process, emitting therefore four photons (red arrows). In fig. 1.5b all the
NV centers are initially in |+1〉 or |−1〉. Once excited, they have almost the same
probability to undergo a radiative de-excitation process or an ISC process. Therefore
only two photons will be emitted. The other two NV centers in the metastable state
have the same probability to decay in |0〉 or |±1〉. Therefore, at the end of the optical
cycle, a part of NV centers initially in |±1〉 is in |0〉. This simple scheme explains both
the optical spin readout process and the optical polarization process.
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Figure 1.6: NV center ground state ODMR spectrum without (left) and with (right) an
external static magnetic field applied.

1.2.2 Optical detection of the NV center magnetic resonances

The NV center spin state can be manipulated by means of a radiofrequency (RF) or
microwave (MW) field 3. According to the magnetic-dipole selection rules [39], transi-
tions are possible between states which verify the condition: ∆ms = ±1, where ∆ms

is the difference between the spin quantum number of the initial and final state. Thus,
for NV centers, two RF spin transitions are allowed: |0〉 → |+1〉 and |0〉 → |−1〉. Due
to the spin-dependent optical properties of the NV centers, these two transitions can be
optically detected. The optical detection of the electron spin resonance (ESR) is called
ODMR (optically detected magnetic resonance). The simplest ODMR experiment con-
sists in monitoring the PL emitted by the NV centers while the frequency of a RF field
is swept. When the RF field is on resonance with the NV center spin transition, the NV
center initially polarized in |0〉 moves to |±1〉 and therefore a drop of PL is observed.
Figure 1.6 shows the ground state ODMR spectrum of an NV center without and with
an external static magnetic field. In the first case, the two spin transitions are degen-
erate in correspondence of the ground state ZFS (2.87 GHz). In the second case, two
resonance peaks are visible. When the static magnetic field (B) is applied along the NV
center axis, the two resonance frequencies are

ν± = |D ± γB| (1.1)

where γ is the NV center gyromagnetic ratio (28 GHz/T) and D is the ground state
zero-field splitting. Therefore, simply measuring the frequency distance (∆f) between
the two resonance peaks (∆f = 2γB) it is possible to retrieve the amplitude of the
static magnetic field and therefore operate NV centers as magnetometers.
The amplitude of the ODMR peaks with respect to the baseline is called ODMR contrast
and it is defined as:

C =
PLOFF − PLON

PLOFF
(1.2)

where PLOFF is the NV center PL intensity when it is off resonance with the RF field
and PLON is the NV center PL intensity when it is on resonance with the RF field.

3In this text the appellations RF and MW are used almost interchangeably to denote a frequency
range from 1MHz to approximately 30 GHz.
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The Zeeman interaction between a spin-system and a static magnetic field is de-
scribed by the well known Zeeman Hamiltonian:

H = hγ ~B · ~S (1.3)

where γ is the gyromagnetic ratio of the system (in Hz/T) and ~S = (Sx, Sy, Sz) is the
spin operator4. Taking into account the ground state zero-field splitting (D = 2.87 GHz)
of the NV center, the Hamiltonian of an NV center interacting with a static magnetic
field can be written, in first approximation, as:

H = h(DS2
z + γ ~B · ~S) (1.4)

where z is the NV center axis and γ = 28 GHz/T is the NV center gyromagnetic
ratio. A more detailed discussion about the NV center Hamiltonian and the Zeeman
interaction is developed in chapter 2. Here it is interesting to observe that, for low static
magnetic field and using a secular approximation, the only component that affects the
Zeeman interaction is the one parallel to the NV center axis. Therefore eq. (1.1) can be
generalized to

ν± = |D ± γBNV | (1.5)

where BNV is the magnetic field component parallel to the NV axis.
This discussion about the Zeeman interaction is useful to understand the ODMR spec-
trum of an ensemble of NV centers homogeneously oriented along the four diamond
crystallographic axis. Applying a static magnetic field B to the NV centers ensemble,
each NV center family undergoes a different Zeeman shift because of the different pro-
jection of the magnetic field along the NV center family axis. Thus the ODMR spectrum
of an ensemble of NV centers shows eight ODMR peaks, two for each NV center family.
The contrast for each peak is now defined as:

Ci =
PLi(RFOFF )− PLi(RFON )∑4

i=1 PLi(RFOFF )
(1.6)

where the subscripts i = [1, 4] identify the NV center family. The ODMR of an ensemble
of NV centers is the subject of chapter 2.

1.2.3 Coherent control of a two-level system

The NV center can be considered as a two-level system when only one of the two spin
transitions is considered: |0〉 → |−1〉 or |0〉 → |+1〉. This approximation is quite rea-
sonable under certain hypothesis. Indeed, applying a static magnetic field well oriented
along the NV center quantization axis, it is possible to sufficiently shift the |−1〉 and
|+1〉 ground state sublevels and thus address only one of the two NV center ground
state transitions (secular approximation). The interaction between the NV center and
the RF field can be studied in a very general way considering a generic two-level sys-
tem. As an example we discuss now the case of spin-1/2 system driven by an external
oscillating field.
The Hamiltonian of the system has the general form :

H = ~(ω0Sz + 2πγ ~B · ~S) (1.7)

4We define: Sx = 1√
2

0 1 0
1 0 1
0 1 0

 ; Sy = 1√
2i

 0 1 0
−1 0 1
0 −1 0

; Sz =

1 0 0
0 0 0
0 0 −1

.
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where ω0 is the Larmor angular frequency of the system, ~S is the spin operator, Sx, Sy,
Sz are the 1/2 spin projection operator along x,y,z (where z is the spin quantization
axis and x and y are arbitrarily chosen to obtain a Cartesian coordinate system), ~B
is the driving oscillating magnetic field and γ is the gyromagnetic ratio expressed in
Hz/T. We remind here the 1/2 spin operators:

Sx =
1

2

(
0 1
1 0

)
Sy =

1

2i

(
0 1
−1 0

)
Sz =

1

2

(
1 0
0 −1

)
(1.8)

According to eq. (1.7), the magnetic field component along the spin quantization axis
does not contribute to the level transition but only affects the energy of the two levels.
Therefore, Bz is set to zero and, without losing of generality [39], the oscillating magnetic
field is assumed to be circularly polarized in the xy plane:

B = B1 (cos (ωt) ~x+ sin (ωt) ~y) . (1.9)

Developing the scalar product of eq. (1.7), we obtain:

H = ~ω0Sz + ~ΩR (cos(ωt)Sx + sin(ωt)Sy) (1.10)

where
ΩR = 2πγB1 (1.11)

is called Rabi angular frequency. Considering as a basis the eigenvectors of the Sz

operator, which are denoted as |+〉 =

(
1
0

)
and |−〉 =

(
0
1

)
, the matrix representation

of H is:

H =
~
2

(
ω0 ΩRe

−iωt

ΩRe
iωt −ω0

)
(1.12)

The state vector of the system at a generic instant of time (t) has the general form:

|ψ(t)〉 = c+(t) |+〉+ c−(t) |−〉 (1.13)

where the time-dependent coefficients c+(t) and c−(t) can be evaluated solving the
Schrödinger equation for the system [39]. Assuming the system is initially in |+〉 (that
is |ψ(0)〉 = |+〉), it is interesting to evaluate the probability to find the system in the
state |−〉 at a generic instant of time (t) and for a generic angular frequency (ω) of the
driving field. This probability is given by [39]:

P (t, ω) = | 〈−|ψ(t)〉 |2 =
Ω2
R

Ω2
R + (∆ω)2

sin2

(√
Ω2
R + (∆ω)2

t

2

)
(1.14)

where ∆ω = ω − ω0 is the detuning between the angular frequency of the driving field
and the Larmor frequency of the system. According to eq. (1.14), the probability to
find the system in |−〉 oscillates at frequency Ω∗R =

√
Ω2
R + (∆ω)2. These oscillations

are known as Rabi oscillations and Ω∗R is called generalized Rabi angular frequency .
When the driving system is on resonance with the two-level system (∆ω = 0 and
Ω∗R = ΩR), eq. (1.14) becomes:

P (t, ω0) = sin2

(
ΩR ·

t

2

)
(1.15)

In this case, the probability to find the system in |−〉 oscillates between 0 and 1 or, in
other words, the system oscillates between the |+〉 and the |−〉 states at the Rabi angular
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frequency (fig. 1.8a). The shortest driving field pulse which enables to completely reverse
the spin of the system (P (t, ω0) = 1) has duration t = π

ΩR
and it is called π pulse.

When the driving field is detuned with respect to the resonance frequency of the system,
the probability to find the system in |−〉 oscillates at a higher angular frequency, the
generalized Rabi angular frequency, without never being equal to 1 (fig. 1.8a). The
maximum probability of finding the system in |−〉 is:

P (t =
π

Ω∗R
, ω) =

Ω2
R

Ω2
R + (∆ω)2

< 1. (1.16)

and therefore a complete spin-inversion is impossible.
Looking at the dependence of the probability from the detuning (eq. (1.14)) it is possible
to recognise the phenomenon of resonance. The spectral lineshape of the resonance is
a Lorentzian with a full width at half maximum (FWHM) proportional to the Rabi
frequency. This proportionality is called power broadening effect.

Moving now to the NV center, according to (eq. (1.4)), the interaction with a RF
field (BRF = B (cos(ωt) + sin(ωt))) circularly polarized in a plane perpendicular to the
NV center axis (z) is given by

H = 2π~DS2
z + 2π~(BDC

z · Sz) + 2π~γB (cos(ωt)Sx + sin(ωt)Sy) (1.17)

where D is the NV center ZFS expressed in Hz, BDC
z is a static magnetic field aligned

to the NV center axis and ~S is the spin-1 operator whose components are defined as
[40]:

Sx =
1√
2

0 1 0
1 0 1
0 1 0

 Sy =
1√
2i

 0 1 0
−1 0 1
0 −1 0

 Sz =

1 0 0
0 0 0
0 0 −1

 (1.18)

The static magnetic field (BDC
z ) removes the degeneracy between the |+1〉 and |−1〉

states. Defining ω1 and ω2 as the two NV center resonance frequencies (|0〉 → |+1〉 and
|0〉 → |−1〉 respectively), the Hamiltonian of the system can be written as:

H = ~

 ω1
2πγ√

2
Be−iωt 0

2πγ√
2
Be+iωt 0 2πγ√

2
Be−iωt

0 2πγ√
2
Be+iωt ω2

 (1.19)

As discussed at the beginning of this paragraph, we can limit our discussion to only
one NV center transition (for example |0〉 → |+1〉), and therefore we can rewrite the
Hamiltonian of the system as:

H = ~

(
ω1

2πγ√
2
Be−iωt

2πγ√
2
Be+iωt 0

)
(1.20)

Comparing this Hamiltonian to eq. (1.12), we can define the angular Rabi frequency of
the system as:

ΩR =
√

2 · 2πγB (1.21)

which differs from the angular Rabi frequency defined for a 1/2-spin system (eq. (1.11))
by a factor of

√
2. Redefining the zero of the energy axis at the middle of the energy

gap between the |0〉 and the |+1〉 levels, eq. (1.20) reads exactly as eq. (1.12). Therefore
we can use the results achieved for a spin-1/2 system to study the behaviour of an NV
center interacting with a RF field. Considering the |0〉 → |−1〉 transition and a RF field
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clockwise circularly polarized leads to the same result.
Another interesting case concerns a RF field which is linearly polarized in a plane
perpendicular to the NV axis. It can always be written as the sum of a clockwise and
anti-clockwise components:

B = B0cos(ωt)~x =
B0

2
(cos(ωt)− sin(ωt)) +

B0

2
(cos(ωt) + sin(ωt)) (1.22)

Since the NV center transitions are driven by the circularly polarized components of
the RF field, whose amplitudes are Bc = B0

2 , the Rabi angular frequency (eq. (1.21))
associated with each of the two NV center transitions is related to the amplitude of the
linear polarized field by the equation [43]:

ΩR =
√

2 · 2πγBc =

√
2

2
· 2πγB0 (1.23)

1.2.4 Relaxation processes and Bloch equations

A real quantum system (e.g. the NV center), differently from the simple model described
above, interacts with its environment. As a result of these interactions, (also called
relaxation processes) the system loses its coherence. The characteristic time scale of
the spin relaxation processes fixes an upper bound for the characteristic time of quantum
manipulations and measurements.
The two main spin-relaxation processes are the spin-lattice (or longitudinal) relaxation
process, whose characteristic time is denoted as T1, and the spin-spin (or transverse)
relaxation process, whose characteristic times are denoted as T2 and T∗2. The spin-
lattice relaxation process accounts for the interaction between the NV center spin and
the lattice phonons whose effect is to restore the thermodynamic equilibrium. Typical
T1 times for NV centers are of the order of some ms. The spin-spin relaxation process
accounts for the interaction between the NV center spin and the other spins which
surround it (paramagnetic environment). Therefore the T2 time strongly depends on
the diamond quality. Indeed, the higher is the number of paramagnetic impurities (e.g.
14N, 13C,...), the lower is T2. T∗2 characterizes the inhomogeneous relaxation processes
of an ensemble of quantum systems. It accounts both for the different environment
surrounding each quantum system and for any other source of decoherence such as
spatial inhomogeneity of the electromagnetic field, temperature fluctuations, etc.
The relaxation processes depend on the NV center environment and therefore on the
diamond and NV center fabrication technique (see section 1.4). In fig. 1.7 typical values
of T2 and T∗2 for NV center obtained under different growing conditions are reported.
As explained in section 1.1, diamonds grown using the HPHT technique usually present
more impurities than CVD diamonds. For this reason, NV centers embedded in HPHT
diamonds have a lower coherence time. In the case of CVD diamonds, one way to
improve the coherence time is to prefer the 12C carbon isotope (nuclear spin equal
to 0) to the 13C carbon isotope (nuclear spin equals to 1/2) in order to reduce the
spin-impurity in the material.

Adding the relaxation phenomena to the mathematical model described in the pre-
vious paragraph leads to the well known Bloch equations for a closed two-level system.
The relaxation phenomena are taken into account using the formalism of the Lindbald
equation [45], according to which the time evolution of the density matrix can be written
as:

d%

dt
=

1

i~
[H, %] +

{
d%

dt

}
relaxation

(1.24)
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Figure 1.7: Typical relaxation time for NV centers embedded in diamonds grown by
using different techniques and under different conditions. NV centers are represented
by blue arrows, 13C by grey arrows and other paramagnetic impurities by red arrows.
Image taken from [44].

where H is the Hamiltonian in eq. (1.10), % is the density matrix of the system

% =

(
%00 %01

%10 %11

)
(1.25)

and
{
d%
dt

}
relaxation

is the contribution of the relaxation processes which is defined as:

{
d%

dt

}
relaxation

=

(
Γ1(%11 − %00) −Γ2

−Γ2 −Γ1(%11 − %00)

)
(1.26)

where Γ1 = 1/T1 and Γ2 = 1/T2 are the spin-lattice and spin-spin relaxation rates. Γ1

brings the system to the thermodynamic equilibrium (%11 = %00), while Γ2 tends to
suppress the quantum coherence (%01 = %10 = 0).
Replacing eq. (1.10) and eq. (1.26) in eq. (1.24), it results [46]:

d%11

dt
= i

(
ΩR

2

(
%10e

iωt − %01e
−iωt)− Γ1 (%11 − %00)

)
(1.27a)

d%00

dt
= −d%11

dt
(1.27b)

d%01

dt
= iω0%01 − i

ΩR

2
eiωt (%11 − %00)− Γ2%01e

−iωt (1.27c)

d%10

dt
= −d%

∗
01

dt
(1.27d)

In order to make the coefficients of the Bloch equations time-independent, we define:

%′10 = %10e
iωt (1.28a)

%′01 = %10e
−iωt (1.28b)

%′00 = %00 (1.28c)
%′11 = %11 (1.28d)
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Using these new variables, eq. (1.27) become:

d%′11

dt
= i

ΩR

2

(
%′10 − %′01

)
− Γ1

(
%′11 − %′00

)
(1.29a)

d%′00

dt
= −d%

′
11

dt
(1.29b)

d%′01

dt
= −i∆ω%′01 − i

ΩR

2

(
%′11 − %′00

)
− Γ2%

′
01 (1.29c)

d%′10

dt
= −d%

′∗
01

dt
(1.29d)

Using the density matrix property (%′01 = %
′∗
10) and removing the superscript from the

density matrix elements (%′ij = %ij), it is possible to write:

d%11

dt
= Γ1 (%00 − %11) + ΩR= [%01] (1.30a)

d%00

dt
= −Γ1 (%00 − %11)− ΩR= [%01] (1.30b)

d= [%01]

dt
= −ΩR

2
(%11 − %00)− Γ2= [%01]−∆ω<%01 (1.30c)

d< [%01]

dt
= +∆ω=%01 − Γ2<%01 (1.30d)

where < [%01] and = [%01] are respectively the real and imaginary part of %01 [47].
The effect of the relaxation processes are shown in fig. 1.8, where the Rabi oscillations

for a non-dissipative and a dissipative system are compared.

1.2.5 Modelling the NV center as a two-level system

In the previous paragraph both the dynamics of an isolated two-level system interacting
with an oscillating driving field (section 1.2.3) and the effect of the interaction between
the system and its environment (section 1.2.4) have been discussed. Now, we report
a model that, using the Lindbald formalism, describes a dissipative two-level system
under optical pumping [48]. This model is useful to describe the NV center behaviour
under continuous optical pumping. For this reason, the two levels of the model are
called |0〉 and |1〉 and it is assumed that the |0〉 level corresponds to the |ms = 0〉 NV
center ground state sublevel, and |1〉 to the |ms = +1〉 or |ms = −1〉 NV center ground
state sublevel.
The optical pumping influences the spin dynamics in two different ways. First, it tends
to polarize the system in |0〉. This contribution is taken into account adding a transition
from |1〉 to |0〉. Since the pumping process is a saturation process, the transition rate
related to the optical polarization process is written in the form:

ΓP = Γ∞P
s

1 + s
(1.31)

where s is the optical pumping saturation parameter and it is defined as the ratio
between the laser power used to polarize the NV center during the experiment and
the NV center optical saturation power: s = Popt/Psat. Γ∞P is the polarization rate at
saturation and is related to the lifetime of the metastable state (≈ 200 ns) (fig. 1.4).
Thus Γ∞P is set to 5 · 106 s−1.
Second, the optical pumping, exciting the NV center from the ground state to the
excited state, acts as a source of decoherence. The decoherence rate (Γc) induced by
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(a) (b)

Figure 1.8: Rabi oscillations of a two-level system without considering (a) and consid-
ering (b) the relaxation processes. P is the probability of finding the system in |−〉
assuming it was initially in |+〉. Both for (a) and (b), starting from the top, the case
of no detuning, a detuning equal to the Rabi angular frequency and a detuning equal
to twice the Rabi angular frequency is considered. (b) For the simulation it is assumed
Γ2 = ΩR/20 >> Γ1.
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the optical pumping is also modelled as a saturation law:

Γc = Γ∞c
s

1 + s
(1.32)

In this case, the decoherence rate at saturation (Γ∞c ) is related to the excited state
lifetime (13 ns) (fig. 1.4) and it is set to 8 · 107 s−1.

Taking into account these two relaxation rates, the Bloch equations of the system
become:

d%11

dt
= i

ΩR

2
(%10 − %01)− Γ1 (%11 − %00)− Γp%11 (1.33a)

d%00

dt
= −d%11

dt
(1.33b)

d%01

dt
= −i∆ω%01 − i

ΩR

2
(%11 − %00)− (Γ2 + Γc)%01 (1.33c)

d%10

dt
= −d%

∗
01

dt
(1.33d)

This model can now be employed to study the continuous-wave optically detected
magnetic resonance (CW-ODMR) spectrum of an NV center. In the CW-ODMR spec-
troscopy the laser and the RF field are always on. This is equivalent to considering the
steady-state solution (%st) of the system in eq. (1.33). The NV center PL rate for a
given value of detuning between the RF field and the NV resonance frequency (that is
nothing more than the CW-ODMR spectrum) is given by:

R(∆ω) = PL0%
st
00(∆ω) + PL1%

st
11(∆ω) (1.34)

where PL0 and PL1 are the PL rate of the NV center when it is respectively in |0〉 and
|±1〉 state and %st11 and %st00 are the steady-state solutions of the Bloch equations.
A complete discussion of this model and the outbuildings calculations can be found
in [44]. Here we are interested in reporting the expression for the contrast and the
linewidth of the CW-ODMR spectrum in the case of a saturation parameter s > 0.02,
that is the common working regime of NV centers. Under this approximation (s > 0.02),
the intrinsic relaxation processes are neglected with respect to the pumping relaxation
processes (Γ1 << Γp and Γ2 << Γc). The ODMR linewidth (FWHM of the spectrum)
results:

∆ν =
Γ∞c
π

√(
s

s+ 1

)2

+
Ω2
R

Γ∞p Γ∞c
(1.35)

and the contrast results:

C = Θ
Ω2
R

Ω2
R + Γ∞p Γ∞c

(
s
s+1

)2 (1.36)

where Θ = PL0−PL1
2PL0

.

Concerning the ODMR linewidth, it is possible to observe both the well-known RF
power broadening effect and an additional broadening contribution due to the optical
pumping. Concerning the contrast, it depends both on the RF power and on the laser
power. It follows a saturation law with respect to the RF power and, in the limit

Γ∞p Γ∞c

(
s
s+1

)2
>> Ω2

R it scales linearly with the RF power.
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Figure 1.9: Schematic of a swept-tuned spectrum analyzer. The signal to be detected
(input signal) is firstly attenuated to fall in the working area of preselector filters, which
cut off all the frequency components outside the frequency band set for the analysis.
A local oscillator, whose frequency can be swept, downconverts the input signal. The
downconverted signal is then filtered by a very fine intermediate filter and finally its
amplitude is detected by an envelope detector and displayed. The amplitude detection
is done at the central frequency of the intermediate filter with the frequency resolution
of the filter. Scanning the frequency of the local oscillator over a proper frequency
range, the input signal is analysed over the desired bandwidth. Image taken from [66]

1.3 NV centers applications

In the last decades, NV centers have been an attractive tool for the quantum information
and the quantum sensing community. Its spin-dependent optical properties, the long
coherence time, the room-temperature working point, the single-photon source nature,
the excellent photostability and the atomic size make this defect an extremely good
quantum sensor for magnetic, electric and temperature fields and a very promising qubit.
Several applications exploiting single NV centers and NV centers ensemble in both
nanodiamonds or bulk crystals have been proposed, implemented and commercialized
[49] [50] in several different domains such as neuroscience and biosensing ([51] [52] [53]),
high-pressure physics ([7] [54] [55]), geology ([56] [57]), condensed matter physics ([58]
[59] [60]), quantum information [61] [62], quantum computing ([63] [64] [65]), etc.

In this manuscript, two NV center applications are proposed and investigated: a
radiofrequency spectrum analyzer and a widefield imaging system to map the near field
microwave radiation emitted by a RF device.

1.3.1 Radiofrequency spectral analysis using an ensemble of NV centers

The real-time detection and the broadband spectral analysis of microwave signals is a
subject of interest for many technological domains such as communication, medicine and
navigation. Cognitive radio networks, electromagnetic compatibility (EMC) analysis,
radars, wireless communications, etc. are some of the many applications that require a
real-time spectral detection over a broad frequency band (tens of GHz) [9].

At present, the principal and most common solutions to measure RF spectra are
electronic spectrum analyzers. They are essentially grouped in two categories: the
swept-tuned spectrum analyzers [66] and the fast Fourier transform (FFT) spectrum
analyzers [10].
The swept-tuned spectrum analyzer is a heterodyne spectrum analyzer (fig. 1.9). A
frequency-sweeping local oscillator downconverts the MW signal we want to detect in
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Figure 1.10: Schematic of an FFT spectrum analyzer. The input signal (IF) is digital-
ized by an ADC and downconverted in the digital baseband of the spectrum analyzer.
An FPGA computes the FFT of the digitalized signal which is then displayed. Image
taken from [10].

the frequency band of a very narrow filter (intermediate filter), which sets the frequency
resolution of the spectrum analyzer. The frequency of the local oscillator is swept over
the desired bandwidth and an envelope detector measures the amplitude of the signal
at the output of the intermediate filter. This method enables to acquire spectra with a
high frequency resolution (given by the intermediate filter) over a wide frequency band
(given by the frequency range over which the frequency of the local oscillator is swept).
However, due to the sweeping of the local oscillator, fast-changing signals or signals
shorter than the time needed by the local oscillator to cover the entire bandwidth
may be lost. In order to overcome this problem, an FFT-based approach is used to
simultaneously detect all the frequencies in the frequency bandwidth; from now on we
will refer to this property saying that the device has a 100% probability of intercept
(POI).

In an FFT spectrum analyzer the MW signal is digitalized by an analog-to-digital
(ADC) converter and then processed through a Fourier analysis using an FPGA (fig. 1.10).
The sampling of the signal and the FFT calculation are made in parallel in order not
to lose any signal because of dead times. However, since both the ADC conversion and
the FFT calculation are based on electronic devices, the performances of FFT spectrum
analyzers are strictly related to the performances of the electronic components. In par-
ticular, when a large number of channels combined with a large dynamics are necessary,
the sampling rate and the power consumption of the ADCs constitute a limitation to
the improvement and the use of this kind of electronic spectrum analyzers which are
thus typically limited to a real-time analysis over several hundreds of MHz.

The need for large bandwidth and large dynamics can be provided by analog solu-
tions. In the last decades new photonics-based approaches for the microwave spectral
analysis have been proposed [11, 68]. The general idea behind these approaches is to
transpose the MW signal into the optical domain and then use optics to process it and
retrieve its spectrum (fig. 1.11). The main advantages of optics with respect to elec-
tronics are the larger real-time bandwidth and frequency range, the reduction of losses
especially at high MW frequencies and the immunity to electromagnetic interference
during the measurement process.
Several photonics-based techniques have been proposed for many and different mi-
crowave applications: frequency scanning spectrum analyzer [69], instantaneous fre-
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Figure 1.11: Schematic of a microwave photonics device. An optical signal is modulated
by the RF signal by means of an electro-optical modulator. The optical signal is then
processed and analysed by means of optical modules in order to retrieve the required
information about the RF signal. Image taken from [67].

quency measurements [70], Doppler frequency shift measurements [71], angle of ar-
rival measurements [72], etc. In this manuscript, particular attention is given to the
photonics-based real-time spectrum analyzers. They are also called photonics-based
MW channelizers since the general idea behind their working principle is to first trans-
pose the MW signal in the optical domain and then divide the optical signal in several
channels. Each channel is associated to a MW bandwidth, which corresponds to the
frequency resolution of the photonics-based MW channelizer, and for each channel the
amplitude of the MW signal is measured with high sensitivity.
An example of this technique is the MW spectral analysis based on the spectral hole
burning in rare-earth ion-doped crystals at cryogenic temperature [73]. Rare-earth ion-
doped crystals are characterized by several hosting defects which, shifting the resonance
lines of the rare-earth atoms, are responsible of the broad inhomogeneous absorption
spectrum of the material. Pumping the crystal on resonance with one of the rare-earth
atoms transition, it is possible to saturate the transition thus creating (burning) a hole
in the absorption spectrum of the crystal. This technique is called spectral hole burn-
ing (SHB). The depth of the hole depends on the pumping power while the linewidth
depends on the homogeneous spectral linewidth of the rare-earth atoms which, at cryo-
genic temperature, can be smaller than 1 MHz. Spatially modulating the pump, it is
possible to engrave a Bragg diffraction grating in the crystal. Once the Bragg diffraction
grating is engraved for a given frequency, a probe beam at that frequency propagating
in the material will be deflected according to the Bragg diffraction rules. Engraving
different Bragg gratings for different frequencies, the SHB material works as an optical
spectrum analyzer, where the spectral information is encoded in the angle of diffraction
of the incident beam. The number of channels of the spectrum analyzer depends on the
number of holes burned in the absorption spectrum of the material.

Once the SHB material has been prepared to work as an optical spectrum analyzer,
it can be exploited for the MW spectral analysis after having transposed the MW signal
into the optical domain (fig. 1.12).
This technique enables to reach an instantaneous real-time bandwidth of several tens
of GHz, a large dynamic range (> 50 dB) and a frequency resolution of hundreds of
kHz at cryogenic temperatures. [75]. However, although cooling technique has made
impressive progress with closed cryocoolers now available, there is a need for comple-
mentary solutions that are compact, work at room temperature and require low power
consumption, in particular for onboard components.

One possible technique investigated in this manuscript involves exploiting the spin
properties of NV centers to directly detect MW signals without analog-to-digital conver-
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Figure 1.12: Schematic of the experimental set-up proposed in [74] for the spectral
analysis of MW signal based on the SHB in rare-earth ion-doped crystals. A monochro-
matic laser is modulated by the RF signal whose information is then coded in the laser
sidebands. The signal beam is then sent on a rare-earth ion doped crystal where, pre-
viously, several Bragg gratings were engraved using the SHB. In this architecture the
Bragg gratings are created exploiting the interference between two programming beams.
The different spectral components of the signal beam, passing through the crystal, are
diffracted in different directions. A widefield detector is used to detect the optical
spectrum of the signal which enables to retrieve the spectral components of the RF
field.
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(a) (b)

(c) (d)

(e)

Figure 1.13: Schematic of the experimental set-up for the NV center-based spectral
analysis. Four different cases are represented: (a) no signal resonant with the NV
centers, (b-c) monochromatic RF signal resonant with NV centers, (d) complex RF
signal resonant with NV centers. (e) Spatial encoding of the NV center resonance
frequencies. NV centers located in different position undergo a different Zeeman shift
and thus resonate at different frequencies.
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sions or optical processing modules. The working principle of the MW spectral analysis
based on an ensemble of NV centers relies on the spatial encoding of the NV centers
resonance frequencies by means of a controlled magnetic field gradient. The schematic
is reported in fig. 1.13. A continuous-wave pumping laser polarises the ensemble of NV
centers embedded in the diamond in the |0〉 state (bright state). The PL emitted by the
NV centers is collected by means of an imaging system and detected by a camera. The
resonance frequencies of the NV centers are spatially controlled through a controlled
static magnetic field gradient. NV centers located at different positions undergo a dif-
ferent Zeeman shift and resonate at different MW frequencies. The MW signal to be
analysed is sent on the diamond through an antenna. If no component of the MW signal
is resonant with any NV center, the PL intensity is equally distributed over the entire
diamond area. If some components of the MW signal are resonant with NV centers,
a drop of the PL intensity is detected on the camera in correspondence of the pixels
which image the NV centers resonant with the MW signal. Due to the correspondence
between the pixel position and the NV center resonance frequency, the spectral com-
ponents of the signal are measured instantaneously, simultaneously and without any
signal processing, by taking a picture of the diamond.
The proof of principle of the RF spectral analysis using an ensemble of NV centers has
been demonstrated by Chipaux et al. [12]. In this manuscript (chapter 3) we investigate
the main physical features of NV centers considered as MW detectors in order to extend
the frequency range, the spectral resolution, the power detection threshold and the time
resolution of the spectral analysis.

1.3.2 Imaging of MW field using an ensemble of NV centers

Mapping the near-field microwave radiation generated by an electromagnetic device is
something of interest for several scientific domains from classical engineering to quantum
technologies. Function and failure analysis [76], materials characterization [77, 78],
quality assurance of integrated circuits [79] , devices characterization [80], comparison
with the simulation and debugging are some of the several applications which need
to measure, with high spatial resolution and high sensitivity, the spatial distribution
of a RF field. In our particular case, the imaging of RF radiation is a useful tool to
characterize the source of the RF field which is used to manipulate the NV centers spin.

The most classical way to study the performance of a RF device is by measuring the
scattering parameters using a vector analyser [81]. The scattering parameters contain
information about the global transmission and global reflection properties of the device
under test (DUT) and thus this method of analysis, really useful to study the perfor-
mances of microwave emitters, receivers and antennas in the far-field regime, is less
efficient for near-field analysis, where instead of the global reflection and transmission
performance of the device, the interest is in the local distribution of the MW field.
In the last decades, several electronic techniques have been developed [82, 83] to study
the near-field properties of RF devices. The more intuitive of them consists in scanning
an antenna close to the DUT [84] . According to the shape of the antenna, and after
a proper calibration, both the electric and the magnetic field can be measured. The
spatial resolution depends on the size of the antenna and it can reach the order of tens
of µm. By properly engineering the antenna, broadband (20 GHz [85]) measurements
are possible. The main drawback of this kind of system is the need of approaching the
antenna close to the DUT, risking coupling effects between the two.
Another interesting technique is based on scanning superconducting quantum interfer-
ence devices (SQUIDs). SQUIDs are extremely interesting because of their extremely
high sensitivity ( fT√

Hz
for dc-SQUID [86]) and µm spatial resolution. Although SQUIDs-

based detection of MW fields up to 200 GHz has been demonstrated [87, 88], their per-
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formance fast deteriorate for frequencies above about 200 MHz [89]. Moreover, SQUIDs
working temperature (typically 77 K) limits their application to electromagnetic devices
which are resistant at those temperatures.
A different approach to mapping microwave fields consists in atomic sensors. Different
platforms have been investigated in the last years: vapor cells [90], ultracold atoms [14]
and NV centers [91]. The common idea behind the different platforms is to exploit the
Rabi oscillations induced by the interaction between the atomic system and the elec-
tromagnetic field to retrieve the amplitude of the electric or magnetic field. The main
advantage of this method is that it does not require any calibration procedure since
the Rabi frequency is related to the amplitude of the electromagnetic field by physical
constants well-known with a high level of accuracy. In this regard, it has been proposed
to use Rabi oscillations as an alternative microwave power standard to the classical
calorimeters [92, 93].
Two main techniques have been investigated to measure the RF radiation emitted by a
RF device in the near-file region using an atomic sensor. The first consists in scanning
an atomic sensor in the proximity of the DUT and, for each point of the scan, measuring
the amplitude of the MW field [94]. The second, which is the one investigated in this
manuscript, consists in the widefield detection of an ensemble of atomic sensors (in our
case NV centers) which are close to the DUT [13]. Interestingly, several of the works
about the implementation of an atomic sensor for microwave field mapping were driven
by the need to find a method to characterize the RF chain of an atom-based experimen-
tal set-up [95]. Our work is moved by the same motivation as well. This aspect confirms
the need for new and alternative techniques to measure with high spatial resolution and
high sensitivity the near-field MW radiation generated by electromagnetic devices.

The working principle of the widefield imaging of a MW field using an ensemble of NV
centers

Solving the NV center rate equations (see chapter 4), it is possible to obtain the time
evolution of the NV center PL assuming it is initially polarized in |0〉 or |±1〉. The
results are reported in fig. 1.14a. As expected, the PL intensity depends on the NV
center spin state until the steady-state condition is reached and, independently from
its initial state, the system is polarized in |0〉. The difference between the PL emitted
when the NV center is in |0〉 and |±1〉 (yellow curve of fig. 1.14a) has a maximum for a
given laser pulse duration and then decreases till to be equal to zero when the system
reaches the steady-state condition.
Looking at this plot, we can understand the classical pulse scheme used for the detec-
tion of the NV center Rabi oscillations (fig. 1.14b). A first laser pulse polarizes the NV
center in |0〉. After a waiting time of approximately 1 µs which enables a complete
decay of the metastable state, a MW pulse of duration τ is applied to manipulate the
NV center spin. Finally a second laser pulse is used to readout the spin state of the
system. The PL detection is performed by means of an avalanche photo-diode (APD).
In order to optimize the contrast, the APD is open for a small time (usually some
hundreds of ns) at the beginning of the laser pulse (fig. 1.14b). It is open again, for
the same amount of time, just before the end of the laser pulse, when the NV center is
completely polarized, to take a reference signal. The contrast is then calculated as the
ratio between the difference of PL collected at the beginning and the end of the laser
pulse, and the reference signal. This procedure is repeated several times to increase the
SNR of the measurement. Repeating the experiment for different MW pulse durations
allows retrieving Rabi oscillations.
Using this acquisition procedure, a scanning diamond cantilever with a single NV center
at its apex has been employed to map the MW near-field of an electromagnetic device,

25



(a) (b)

(c)

Figure 1.14: Imaging of MW field amplitude using a scanning NV center. (a) Time
dependent PL intensity emitted by an NV center initially in |0〉 (blue) and |±1〉 (orange).
The origin of the time scale corresponds to the moment the laser is turned on. The
yellow curve is the difference between the blue and the orange plot. (b) Pulse sequence
for the detection of Rabi oscillations using an avalanche photodiode. (c) Map of the
RF near-field emitted by a RF device realized using a single NV center at the apex
of a diamond cantilever. The results are compared to the simulations showing a good
agreement. The work is reported in [94].
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(a)

(b)

Figure 1.15: Widefield imaging of MW field amplitude using an ensemble of NV centers.
(a) Pulse sequence for the detection of Rabi oscillations using a camera as detector. (b)
Map of the RF near-field emitted by a RF device realized using a widefield microscope
and an ensemble of NV centers. On the left the experimental setup and on the right
the experimental results. Images from [13].

as shown in fig. 1.14c [94].

In order to avoid the NV center scanning, a widefield imaging system and an en-
semble of NV centers can be employed to map the RF field radiated by a RF device
[96, 97]. Since in this case a camera is used instead of an APD, the acquisition proce-
dure needs to be changed to take into account the characteristic time of the detector.
The acquisition procedure proposed by [13] is reported in fig. 1.15a. During a single
exposure of the camera, several laser pulses and MW pulses are sent on a diamond
containing an ensemble of NV centers. The same procedure is then repeated with the
MW field turned off to acquire a reference image. Repeating this procedure for different
MW pulse durations, the Rabi oscillations of NV centers located in different positions
are simultaneously measured enabling the mapping of the MW field (fig. 1.15b).
In chapter 4, the acquisition procedure for the widefield detection of Rabi oscillations
is detailed with the help of simulations and some preliminary results concerning the
mapping of a MW field using our experimental set-up are presented.

1.4 NV center fabrication

The development of NV center-based applications is strictly related to the advancement
of NV centers fabrication processes. In fact, each application requires specific perfor-
mance from both the diamond and NV centers: some applications are based on single
NV center, some on large and dense NV centers ensemble, some need low concentrations
of paramagnetic impurities, etc... Several efforts have been made in order to be able
to engineer both the concentration, the orientation, the position and the paramagnetic
environment of NV centers. The main techniques devoted to the fabrication of NV
centers are discussed in this paragraph [98].
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A first approach to creating NV centers is by irradiating a diamond sample with
an ion or electron beam. The irradiation process creates vacancies inside the diamond
lattice. A subsequent annealing process (≈ 850 K) enhances the movement of vacan-
cies in the diamond sample until they are trapped by nitrogen atoms. Since the NV
bond is energetically favourable with respect to a nitrogen atom and a carbon vacancy
far apart, the NV center which has been created is stable. The irradiation method is
usually performed on diamond samples rich in nitrogen atoms, in order to reach high
NV centers concentrations [99].
A second method to control the NV centers formation consists in implanting nitrogen
atoms in diamond samples which have a very low intrinsic nitrogen concentration. The
nitrogen atoms are implanted by means of a N+ ion beam and then an annealing process
enables the localized formation of NV centers. In this way it is possible to control, care-
fully choosing the implantation parameters, both the position and the concentration of
the NV centers [100]
A third method consists in doping diamond with nitrogen atoms during the CVD
growth. In this case, nitrogen-containing gases are injected into the vacuum cham-
ber during the diamond CVD growth. Engineering the CVD parameters and the gases
used during the growth of the sample, it is possible to control both the NV centers
concentration in the diamond (from a single NV to a high density ensemble) [101] [102]
and its paramagnetic environment, for example using 12C instead of carbon 13C isotope.

Another interesting point concerning the formation of NV centers is the opportunity
to control their orientation during the growth process [103]. As a general rule, during
a CVD process, the NV center formation is favourable for NV centers oriented along
the growth direction and it is adverse for NV centers laying in the growth plane. The
growth direction is defined by diamond substrate properties. For instance, in samples
grown on [111]-oriented substrates, it has been demonstrated a preferential orientation
along the growing direction of 99% [104]. However, this kind of sample presents a high
level of nitrogen impurity. For diamond sampled grown on [110]-oriented substrates
[105], NV centers oriented along the [111] and [1 − 11] directions (the two directions
pointing out of the [110] plane) represent almost the 100% of the NV concentration, and
therefore the sample shows a 50% of preferential orientation. To overcome the high level
of nitrogen impurity of [111]-oriented diamonds and at the same time to preserve a high
level of preferential orientation, CVD diamond films have been grown on [113]-oriented
substrates showing a preferential orientation of 73% [106].
The main interest in diamond samples presenting preferential orientation is for NV
center applications that use only one NV center family, as it is, for example, for the
spectral analysis of RF field. In fact, in this way, it is possible to naturally suppress the
PL emitted by NV centers belonging to families different from the one we are interested
in and thus reduce the background noise and increase the contrast (eq. (1.6)) of the
measurement.
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Chapter 2

Widefield ODMR of an ensemble of NV
centers in diamond

The aim of this chapter is to investigate the spin resonances of an ensemble of NV
centers under different static magnetic field conditions. This is a preliminary and fun-
damental step for the two NV center-based applications proposed in this manuscript: a
RF spectrum analyzer (chapter 3) and the widefield imaging of RF fields (chapter 4).
In fact, both of these applications exploit the NV center electron spin resonances to
sense the RF field and measure its properties.
The technique adopted to analyse the NV center magnetic resonances is the CW-ODMR
technique (or simply ODMR), whose working principle has already been explained in
the previous chapter (section 1.2.2). In this chapter we present the experimental setup
(section 2.1) and the acquisition procedure (section 2.2) implemented to measure the
ODMR spectrum of an ensemble of nitrogen-vacancy centers. In section 2.3, the ODMR
technique is used to characterize the diamond sample used all along this manuscript. A
theoretical analysis of the NV center spectrum is conducted in section 2.4, where the
general Hamiltonian of the NV center is discussed. A particular attention is given to the
interaction between the NV center and both the static magnetic field (section 2.5) and
the nitrogen nuclear spin (section 2.6). Two main effects are illustrated: the level anti-
crossing at the NV center ground state and excited state, and the optical polarization
of the NV’s nitrogen nuclear spin. In particular it is shown that the optical polarization
of the nitrogen nuclear spin is possible, with a sufficiently high efficiency, over a large
range of magnetic field amplitude (section 2.7). Finally, the CW-ODMR spectrum of
an ensemble of NV centers is measured over a large frequency range (several GHz) to
investigate both the NV ground state and the NV excited state spin resonances (sec-
tion 2.8). These measurements show an unknown positive-contrasted resonance line, to
our knowledge never reported in literature, that is discussed at the end of the chapter.

2.1 The experimental setup

The schematic of the experimental set-up is reported in fig. 2.1. The NV centers are
optically excited by means of a 532 nm continuous wave laser beam which is focused,
with a waist of (38±3) µm, into the diamond plate. The photoluminescence is collected
by an optical microscope objective (20x, 0.33 NA) and focused by means of a 75 mm
lens on a commercial CMOS camera (UI-5240CP-M, IDS). A band-pass filter (FF01-
697/75, Semrock) is interposed between the objective and the lens in order to suppress
the diffracted laser light and reduce the photoluminescence of the NV 0 (fig. 2.2). A
polarizer mounted after the microscope objective makes the imaging system sensitive to
the polarization of the emitted photoluminescence (section 2.1.6). The RF signal used
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Figure 2.1: Experimental set-up. The diamond is pumped by a green laser as near
as possible to the 110 top facet, which is the focal plane of the imaging system used
to collect the NVs PL. The inset shows the top view of the diamond. The magnet is
aligned with one of the NV centers families laying in the [110] plane. A homemade loop
antenna brings the RF signal generated by a RF generator close to the diamond surface.

to drive the spin transitions of the NV centers is generated by a RF signal generator and
carried close to the diamond by a homemade loop antenna (section 2.1.2). Neodymium
magnets are employed to generate the static magnetic field which, through the Zeeman
interaction, shifts the NV resonance frequencies (section 2.1.3).
The different components of the experimental system are detailed in the following para-
graphs.

2.1.1 The diamond sample

The diamond is a commercially available 4.5 x 4.5 x 0.5 mm3 single-crystal, CVD
diamond plate (elementsix [107]). The nitrogen concentration is lower than 1 ppm
(10−6) and approximately the 0.1% of nitrogen atoms are naturally converted in NV
centers, whose concentration is, therefore, of some ppb (10−9) .
The two main faces of the diamond plate are [100] planes and the four lateral facets
are [110] planes. The orientation of the four NV centers families with respect to these
crystallographic planes is reported in fig. 2.3. A plane [110] is characterized by two
in-plane families forming an angle of 109◦ with each other and two out-of-plane families
symmetrically tilted by 54◦ with respect to the plane [110]. A [100] plane is characterized
by four out-of-plane NV centers families tilted by 35◦ with respect to the [100] axis.
The diamond is glued on a goniometric stage with one of the four [110] facets in the
focal plane of the microscope objective. This facet is also called, from now on, the top
facet and it is the facet from which the PL is collected. The laser beam is focused into
the diamond plate parallel to and as close as possible to the [110] top facet (fig. 2.1).
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Figure 2.2: Bandpass filter. The laser (green curve), the NV 0 PL (blue curve) and NV −

PL (red curve) spectra are superposed on the same plot. The white region corresponds
to the frequency bandpass of the filter which, thus, completely suppress the laser light
and partially suppress the NV 0 PL.

Figure 2.3: Diamond crystallographic planes. On the left, the diamond lattice: the
black spheres represent carbon atoms, the blue sphere represents the nitrogen and the
white sphere represents the carbon vacancy. In red and green an example of [110] and
[100] planes. On the right, the NV center orientations with respect to the diamond
crystallographic plane. The black circles define the in-plane bonds, the grey triangles
represent the chemical bonds pointing outside the plane of the page, the striped triangles
represent the out-of-plane chemical bonds pointing inside the plane of the page.
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2.1.2 The RF antenna

The RF antenna is a homemade 1 mm-diameter loop antenna realized short-circuiting
a coaxial cable with a copper wire. The magnetic field (BMW) generated by the short-
circuit current is focused at the center of the loop and it is oriented perpendicularly
to the plane of the antenna. The amplitude of the magnetic field, which is almost
homogeneous inside the loop, can be mathematically calculated using the Bio-Savart
law:

BMW =
µ0IMW

2R
(2.1)

where IMW is the current flowing in the loop, µ0 is the vacuum permeability and R is
the radius of the loop 1.
According to eq. (2.1), the smaller the radius of the loop is, the stronger the magnetic
field generated at the center of the antenna is. Outside the loop, in the plane of the
antenna, the magnetic field decreases approximately like ∝ 1/(`-R), where ` is the
distance from the center of the antenna. In order to work with an intense homogeneous
magnetic field, the diamond area useful for sensing applications is the one inside the
loop. We find a 1 mm-diameter loop antenna a good compromise between the strength
of the magnetic field eq. (2.1) and the size of the sensing area.
The Bio-Savart law also allows calculating the magnetic field along the rotation axis of
the loop antenna, at a given distance r from its center; it results:

BMW (r) =
µ0IMWR

2

2(R2 + r2)3/2
(2.2)

Since the magnetic field amplitude decreases when the distance from the plane of the
antenna increases (r), we place the antenna in contact with the diamond so that r is
of the order of the depth of focus of the microscope objective (≈ 10µm), and therefore
small compared to the radius of the antenna. As a consequence, eq. (2.1) is a good
approximation for the magnetic field felt by the NV centers in the sensing area (r<<R).
As discussed in section 1.2.3 the NV spin transitions are induced by the RF magnetic
field components perpendicular to the NV axis and thus the experimental configuration
adopted optimizes the coupling between the RF field and the two NV center families
laying in the [110] plane parallel to the diamond top facets.

2.1.3 The static magnetic field source

The static magnetic field sources are permanent Neodymium magnets (NdFeB). They
are the strongest room-temperature permanent magnets commercially available, with a
remanent magnetization of approximately 1.3 T. Depending on the shape and the size
of the magnet, magnetic fields of the order of 1 T can be reached close to the magnet
surface.
In this manuscript we will essentially consider three magnetic architectures: a single
cylindrical magnet (radius 6 mm, height 6 mm), a single spherical magnet (radius 6.3
mm) and two cylindrical magnets (radius 6 mm, height 6 mm) with the opposite poles
facing each other. For each architecture, the flux density, the longitudinal (Bz) and
the transverse (Br) magnetic field components along the magnetization axis (z) are
calculated using the software femm [108] and the results are reported in fig. 2.4. For
all of the three configurations, the transverse magnetic field component is zero along

1The Bio-Savart law is valid for a continuous current. However, since the size of the loop (R≈
0.5 mm) is small compared to the wavelength of the RF radiation employed (ν = 3 GHz→ λ = 10 cm)
we assume that the Bio-Savart law is a good approximation to evaluate the magnetic field generated
by the current flowing in the loop
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(a) (b) (c)

Figure 2.4: Magnets configurations. (a) Single cylindrical magnet. (b) Single spherical
magnet. (c) two cylindrical magnets. The flux density of the three magnetic archi-
tectures is simulated using the finite element methods performed by the free software
femm ([108]). The three architectures are axisymmetric with respect to the magnet
magnetization axis, which is the vertical axis of the color map. The amplitude of the flux
density is reported in the colormaps and the direction of the magnetic field is indicated
by the contour plot. On the left of each map, both the longitudinal and the transverse
component of the magnetic field along the magnetization axis (d) are plotted.

the magnetization axis, but not in the other spatial positions, as shown by the contour
plots. The longitudinal magnetic field component follows a decreasing behaviour for a
single-magnet configuration and a U-shape behaviour for the two-magnet configuration.
The main difference between the single-magnet and the two-magnet (or more generally
several magnets) configuration is that in the first case the magnetic field amplitude and
the magnetic field gradient are strictly related, while in the second case they can be
tuned almost independently changing the magnets relative positions. For example, in
the two-magnet configuration, a zero magnetic field gradient along the magnetization
axis is achieved at the center of the two magnets, regardless of the magnetic field
amplitude (section 2.7). The magnetic field gradient plays a key role in the application
of NV centers for the RF spectral analysis and its contributions to the ODMR spectrum
are discussed in chapter 3.
The magnets are mounted on three axis translation stages in order to fine control their
position and their orientation with respect to the NV centers families. In particular,
using this assembly, one can easily align the magnet magnetization axis along one of
the two NV center families laying in the [110] plane and preserve the alignment while
the magnet is translated along its magnetization axis (section 3.2).

2.1.4 The CMOS camera

The camera is a CMOS camera with a 1280×1024 pixel resolution. The physical pixel
size is 5.30 µm× 5.30 µm which, considering the magnification (8×) and the depth of
field (6 µm) of the imaging system, corresponds to a diamond area of 0.66 µm × 0.66 µm
and a diamond volume of 2.6 µm3. Therefore, considering the NV center concentration
in the diamond sample, some hundreds of NV centers are imaged per pixel.
In the full-frame image acquired by the camera (fig. 2.5a) the diamond, the antenna
and the laser beam are clearly visible. The diamond area useful for sensing is limited
by the beam waist in the y direction and the size of the antenna in the x direction.
Therefore, after having used the full frame of the camera to place the antenna at the
contact of the diamond, the area of interest (AOI) of the camera is set to the useful area
for sensing. A picture of the AOI is reported in fig. 2.5b. We can clearly observe on the
image the presence of some striations that are more photoluminescent than the rest of
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(a) (b)

Figure 2.5: Comparison between the full-frame image (a), useful for the alignment
procedure, and the AOI image (b), useful for sensing. In (a) the diamond is the light
grey rectangle on focus. The laser beam is the white line at the center of the diamond.
On the right-bottom corner it is visible the shadow of the spherical magnet. The black
quasi-circular shape is the antenna, which is placed at the contact of the diamond and
thus it is in focus as well. The red rectangle defines the camera AOI useful for sensing
applications.

the diamond. We attribute this effect to an inhomogeneous NV center concentration
within the sample.

2.1.5 The signal-to-noise ratio

Any imaging system is affected by some common sources of noise [109, 110]. They are
usually grouped into two classes: temporal noise sources and spatial noise sources.
The three main sources of temporal noise are dark current of the camera, readout noise
of the camera and photon shot-noise. The first two noise sources are related to the
camera while the third is related to the PL source.
Dark current is the signal obtained on the camera pixels in absence of photons and is
caused by thermally generated electrons in the silicon structure of the camera sensor.
Readout noise is the electrical noise related to the internal analog-to-digital conversion
process of the camera. Photon shot-noise is the intrinsic limit of a photon-collecting
system and it is caused by the intrinsic Poissonian distribution of the emitted photons.
As the number of photons collected by the camera in a single exposure increases, photon
shot-noise becomes the dominant source of noise for the imaging system. The signature
of photon shot-noise is in the signal-to-noise ratio (SNR) of the measurement. Indeed,
for an emission process governed by a poissionian distribution of mean value µ = α
and variance σ2 = µ = α, the SNR of a photon counting measurement is given by
SNR = µ/σ =

√
α. In the specific case of NV centers PL, the mean value of photons

emitted in a time interval T (the integration time of the detector) is given by α = RT ,
where R is the NV photoluminescence rate; thus the SNR of the measurement is equal
to SNR =

√
RT and scales as the square root of the integration time of the camera.

The SNR2 versus the exposure time of the camera is reported in fig. 2.6a. The measure-
ment consisted in acquiring 100 pictures for each exposure time; the SNR is evaluated,
pixel by pixel, as the ratio between the mean value and the standard deviation of the
PL of the 100 acquisitions. In fig. 2.6a the results for one pixel are reported. They
show that the system is essentially shot-noise limited until the camera starts saturat-
ing. Since the system is shot-noise limited, a useful technique to increase the SNR is to
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(e) (f)

Figure 2.6: SNR. (a) PL and SNR for different camera exposure times. (b) PL temporal
variance versus the number of acquisitions. (c) SNR versus the number of pixels. (d)
PL spatial distribution of the pixels summed in (c). (e-f) Linear correlation coefficient
maps.
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increase the integration time of the measurements, or equivalently, to sum the signal of
several consecutive acquisitions. This is shown in fig. 2.6b, where the temporal variance
of the PL versus the number of acquisitions is reported. The measurement consisted in
acquiring, for M times (cycles), N images. The variance is evaluated among the different
cycles after having summed the signal over the first Nacq measurements of each cycle:

σ2(Nacq) =

∑M
i=1

(∑Nacq

j=1 PL(i, j)−
∑M

i=1

∑Nacq
j=1 PL(i,j)

M

)
M

(2.3)

As expected, the variance scales linearly with the number of acquisitions confirming
that the system is shot-noise limited. The pixel dependence of the variance, which can
be observed in fig. 2.6b, is caused by the spatial noise of the measurement.
The spatial noise has both an intrinsic contribution from the camera and a contribution
from the light source. The former is caused by the inhomogeneity of the pixels dark cur-
rent and of the pixels photo-response. However, we did not investigate these parameters
since, in our case, the main source of spatial noise is clearly the inhomogeneity of the PL
source (fig. 2.5). This inhomogeneity is caused by both a spatial-dependent NV center
concentration in the diamond sample (the PL striations of fig. 2.5) and the gaussian
distribution of the laser intensity, which results in different pumping conditions for NV
centers differently located along the direction perpendicular to the beam propagation
axis (y axis in fig. 2.5).
This inhomogeneity limits the improvement of the SNR achievable by integrating the
signal from several pixels of the camera, which is one of the main advantages of a wide-
field imaging system. In fact, for a set of N uncorrelated pixels with the same PL
temporal distribution P(µ, σ), where µ is the mean value of the distribution and σ2 its
variance, the signal integrated over the ensemble of pixels has mean value µN = µ and
variance σ2

N = σ2/N . In this ideal case, the SNR scales proportionally to the square
root of the number of pixels: SNR = µN√

σN
∝
√
N .

In our case, the SNR scales linearly with the square root of the number of pixels only
when the sum is limited at around 50 pixels (fig. 2.6c). In fig. 2.6c the SNR has been
evaluated as the ratio between the temporal average and the standard deviation of
the PL summed over concentric squares of pixels of increasing side. To figure out the
behaviour of the SNR with the number of pixels, the temporal average of each pixel
considered in fig. 2.6c is plotted in fig. 2.6d and the variance of these values is calcu-
lated. It is approximately 8000 counts and corresponds to the PL spatial noise. This
value must be compared to the PL temporal noise of each pixel, which, assuming to be
shot-noise limited, corresponds to the PL temporal average (≈ 4000 counts). Since the
spatial noise is higher than the temporal noise, the hypothesis of considering the PL
temporal distribution identical for all pixels is false. As a consequence, the SNR does
not scale linearly with the square root of the number of pixels.
The second hypothesis necessary to state that the SNR scales linearly with the square
root of the number of pixels is that pixels are not correlated. This hypothesis is in-
vestigated by looking at the correlation maps of the PL temporal distribution for the
different pixels of the camera (fig. 2.6f and fig. 2.6e). In fig. 2.6e each point P (i, j) of
the map is the Pearson’s linear correlation coefficient (rij) between the temporal signal
acquired at two different pixel positions (xi and xj) after a sum over ten rows of pixels
in the y direction:

rij =

∑tend
t=t0

(
PLi(t)− PLi

) (
PLj(t)− PLj

)
[∑tend

t=t0

(
PLi(t)− PLi

)2∑tend
t=t0

(
PLj(t)− PLj

)2] 1
2

(2.4)
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where:

PLi =

y0+10∑
y=y0

PL(xi, y) (2.5)

and PLi is the temporal mean of PLi. PLj and PLj are defined in the same way
considering the pixel position (xj). Figure 2.6f shows the Pearson’s linear correlation
coefficient for different y positions after a sum over 30 rows in the x direction. The
values of the linear correlation coefficient (r»0) indicates that the pixels are correlated
and therefore our initial hypothesis was false.
Although the SNR does not increase linearly with the square root of the number of
pixels, there is still a SNR improvement in integrating over multiple pixels, and for this
reason we will use this procedure several times in the following of this dissertation.

2.1.6 The Polarizer

The NV center radiative emission process is governed by two electric dipoles laying
in the plane perpendicular to the NV center axis [111, 112]. Each dipole emits an
electromagnetic field whose expression, in the far field region [113], is:

~E(~r) =
E0

r
e−iωt+ikr(~n× ~p)× ~n (2.6)

where, assuming as the origin of the reference frame the center of the dipole (fig. 2.7), ~n
is a unit vector along the vector position direction ~r, ~p is a unit vector along the electric
dipole moment direction and E0, k and ω are respectively the amplitude, the wave vector
and the angular frequency of the electric field. Two different cases are considered: ~n ⊥ ~p
and ~n ‖ ~p. In the first case, that is when we are looking in a direction perpendicular to
the dipole axis, the amplitude of the electric field is maximal (|(~n × ~p) × ~n| = 1) and
the electric field is polarized along the dipole axis ((~n× ~p)× ~n = ~p). In the second case
the electric field is null.

At room temperature, the two NV center dipoles are coupled and both can emit
independently of the one that is excited. For this reason, one can discuss the polarization
of the emitted PL without considering the polarization of the laser2. In our experimental
configuration, the two NV families laying in the [110] plane are perpendicular to the
optical axis (here defined as z). We consider one of these two families and define its NV
center axis as the x axis. ~d1 and ~d2 are the two electric dipoles associated with the NV
center and they lay in the yz plane. According to eq. (2.6), the electric field emitted by
the NV center along the optical axis z is given by:

~E ∝ (~z × ~d1)× ~z + (~z × ~d2)× ~z (2.7)

Considering the first dipole, but the discussion is identical for the second, the cross
product ~z× ~d1 is a vector along the x axis and thus the cross product (~z× ~d1)×~z is a vector
along the y axis. As a consequence, assuming that only the light propagating along the
optical axis is detected by the camera, photons emitted by NV centers oriented in a
plane perpendicular to the optical axis are polarized perpendicularly to the NV center
axis. Therefore, using a polarizer in our imaging system, it is possible to completely
suppress the PL emitted by one of the two NV families laying in the [110] plane. This
is not the case for the two families that do not lay in the [110] plane, because the PL
they emit along the optical axis is not completely polarized in the [110] plane (fig. 2.8).

These observations illustrate that a polarizer in the PL detection chain is a useful
2Since the interaction between the laser and the NV center is mediated by the same two dipoles,

also the NV center pumping process depends on the polarization of the laser light.
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(a) (b)

Figure 2.7: Far field electromagnetic field emitted by an oscillating dipole. The images
are taken from [113]. The dipole is simply represented by a positive and a negative
electric charge along the dipole axis p. Since the dipole emission is symmetric with
respect to the dipole axis (p), the reference frame reported in this figure represents a
generic plane containing the dipole. (a) Direction of the electric field for different radial
direction (n). (b) Relative amplitude of the electric field for different radial direction.
It is maximum in the direction perpendicular to the dipole axis and it is null in the
direction parallel to the dipole axis.

tool to increase the ODMR contrast of some NV center families. In fact, according to
eq. (1.6), the contrast of an NV center family depends not only on the ratio between
the PL emission rate when the NV center is on resonance and out of resonance, as it
is for a single NV center, but also on the PL of the other families. Therefore, properly
orienting the polarizer, it is possible to reduce the PL of some families to increase the
contrast of some others (fig. 2.8).
This is advantageous for NV center applications which exploit only one NV center
family, such as the two applications proposed in this manuscript: RF spectral analysis
and imaging of the MW field amplitude.

2.2 The ODMR acquisition procedure

The continuous wave ODMR acquisition procedure consists in sweeping the frequency
of the RF field while the camera detects, for each frequency, the PL emitted by the NV
centers. During the acquisition, the laser and the RF field are always on (fig. 2.9a).
The RF frequency (f) is scanned in a range [fmin; fmax] with a frequency resolution of
∆f , which results in Nseq = (fmax − fmin)/∆f frequency steps (fig. 2.9b). In order to
increase the SNR of the measurement, the frequency ramp is repeated Ncycle times; for
each frequency step, the signal acquired by the camera is summed to the signal acquired
during the previous ramps at the same frequency (fig. 2.9b). A theoretically equivalent
procedure is to take Ncycle images for each frequency (f) and sweep the frequency only
once. However, the latter procedure is more sensitive to PL fluctuations, which in the
former are averaged throughout the acquisition.

During the acquisition, the data are stocked in a three dimensional matrix of size
[w, h,Ncycle], where w and h are respectively the width and the height of the camera
AOI (fig. 2.9c). The data can be extracted in four different ways:

• as a photoluminescence map in the x-y plane at a given frequency position (f),
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(a) (b)

(c) (d)

Figure 2.8: Contrast variation of the four NV center families turning the polarizer angle.
The measurement is realized using a classical confocal set-up. The optical excitation
and the optical readout are realized through the [110] diamond facet. The orientation
of the investigated NV centers family with respect to the [110] plane from which the
PL is collected is reported in the wedge-dash diagrams on the top of each plot. Solid
lines represent in-plane bonds; dashed lines represent bonds pointing outside the plane,
towards the viewer; wedge-shaped lines represent bonds pointing inside the plane.(a)-
(d) are the contrast of the two NV center families laying in the [110] plane. Rotating the
polarizer axis it is possible to completely suppress their contrast. (b-c) are the contrast
of the two NV center families which do not lay in the [110] plane.
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Figure 2.9: CW-ODMR acquisition procedure. (a) The laser and the RF field are always
on. The camera acquires one image per frequency during each frequency sweep. (b)
During the acquisition the frequency ramp is repeated several times and one picture
per frequency is acquired for each ramp. (c) The data are stocked in a 3D matrix. For
each frequency, the signal consists in a 2D matrix obtained by summing all the images
taken at that frequency during the measurement.

to retrieve the spatial position of the NV centers resonating at f ;

• as a photoluminescence map in the x-f plane to retrieve a 2D ODMR spectrum
at a given y position;

• as a photoluminescence map in the y-f plane to retrieve a 2D ODMR spectrum
at a given x position;

• as a photoluminescence spectrum at a given pixel (x-y) position.

As an example, we report the ODMR spectrum acquired when no static magnetic
field is applied (fig. 2.10). Figure 2.10a shows the PL map in the x-y plane when the MW
field is off resonance (top) and on resonance (down) with the NV centers spin transition.
We can clearly observe the position of the laser beam and, as already shown in fig. 2.5,
the PL striations. Although at first glance there is no difference between the two images,
looking closely at the colour bar it is possible to observe a higher level of PL for the
image taken with the RF field out of resonance. However, since the difference in the
PL level is small compared to the PL fluctuations due to the striations, no immediate
difference is visible when comparing the two images. Figures 2.10b and 2.10c show
respectively the 2D ODMR spectrum in the x-f and y-f planes. In both cases we can
guess the presence of a resonance line around 2.87 GHz characterized by a drop of PL.
Since in absence of a static magnetic field all the NV centers resonate at the same
frequency, the resonance line in the x-f and y-f plane is a vertical line perpendicular to
the frequency axis. Finally, fig. 2.10d shows a single pixel ODMR spectrum where the
spin resonance at 2.87 GHz is easily identifiable.
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Figure 2.10: Raw data for a zero field CW-ODMR measurement. The nominal power of
the RF field is 25dBm. (a) xy plane at f = 2.7GHz (top) and at f = 2.87GHz(down).
(b) yf plane at x = 400. (c) xf plane at y = 50, at the center of the laser beam. (d)
Single pixel spectrum at x = 400 and y = 50
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The bad visibility of the resonance line in the y-f and x-f plane is mainly due to the
PL striations and it can be overcome by normalizing the data with respect to the PL
acquired by the camera when the NV centers are out of resonance with the RF field or,
equivalently, when no RF field is applied. Two different procedures are possible.
The first is a simple normalization procedure performed at the end of the measurement;
it consists in dividing each single-pixel spectrum by the value of its baseline. This
procedure does not alter the acquisition process described before.
The second procedure consists in acquiring for each image with the RF on (signal image),
a reference image with the RF field off which is then subtracted to the signal image.
The advantage of the second procedure is both the suppression of the noise whose
temporal scale is shorter than the time needed to complete a frequency scan (laser
fluctuation, light fluctuation due to mechanical vibrations,...) and the suppression of
the dark current and readout current of the camera. Moreover, summing over several
cycles, the spectra acquired at the different cycles are equally weighted even in the
case of laser power fluctuations, while this is not the case of the first normalization
procedure. The drawback of the second procedure is that it requires a longer acquisition
time (twice the time required using the first acquisition procedure) and, in the case of
a shot-noise limited measurement, the noise of the measurement is doubled. Assuming
the laser intensity is sufficiently stable and the dark current and readout current of
the camera are negligible with respect to the photon shot-noise, in this manuscript the
first normalization method is preferred to the second one. Moreover, it is less time-
consuming.

In practice, the normalization procedure has been implemented dividing the data
matrix (D) for the mean value of the PL in the first m and the last m steps of the
frequency ramp, checking that all the NV centers in the AOI are out of resonance for
those frequency values. The normalized data matrix (N) can be written as:

Nxyf =
2m ∗Dxyf∑f=fmin+m∆f

f=fmin
Dxyf +

∑f=fmax

f=fmax−m∆f Dxyf

(2.8)

and it is directly related to the ODMR contrast (eq. (1.6)) by the formula:

Cxyf = 1−Nxyf (2.9)

The results of the normalization process are shown in fig. 2.11. The normalized PL in
the x-y plane when the RF field is set to f=2.87 GHz (fig. 2.11a bottom), compared
to the one acquired out of resonance (fig. 2.11a top), clearly shows the presence of NV
centers resonating at that frequency. In the PL map acquired out of resonance the PL
striations are not visible anymore, while this is not the case for the PL map at 2.87
GHz, which shows a pixel-dependent contrast. This phenomenon is attributed to an
unexpected presence of an NV centers preferential orientation in the sample and it will
be better investigated in section 2.3. The visibility in the x-f and y-f plane (figs. 2.11b
and 2.11c) is extremely better than the one obtained without the normalization and a
very well contrasted resonance line is visible. The spectrum at a given pixel position is
not modified by the normalization fig. 2.11d. However, in the case of a sum over many
pixels to increase the SNR of the measurement, the normalization procedure allows
equally weighting the spectra acquired by different pixels.
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Figure 2.11: Normalized data for a zero field CW-ODMR measurement. The nominal
power of the RF field is 25dBm. (a) xy plane at f = 2.7 GHz (top) and at f = 2.87
GHz (down). (b) yf plane at x = 400. (c) xf plane at y = 50, at the center of the laser
beam. (d) Single pixel spectrum at x = 400 and y = 50
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2.3 Sample characterization under a low static magnetic field

In the previous section the ODMR of an ensemble of NV centers in absence of any
static magnetic field has been investigated. The four NV center families resonated at
the same frequency and the two NV center ground state spin transitions were degenerate.
In order to remove both the degeneracy between the two ground state spin transitions
and the degeneracy between the four NV center families, a low static magnetic field is
applied in proximity of the diamond. According to eq. (1.5), the ground state resonance
frequencies for each NV center family are:

f0→±1 = D ± γB cosϑ (2.10)

Where ϑ is the angle between the static magnetic field and the NV center axis. If
ϑ is different for the four NV center families, as it is in our case, the NV center en-
semble presents eight spin resonance frequencies3, two for each NV center orientation,
symmetrically placed with respect to D=2.87 GHz (fig. 2.12).

Differently from fig. 2.11, the ODMR lines in the x-f and y-f plane (fig. 2.12b) are
tilted with respect to the frequency axis. This is the signature of a magnetic field gra-
dient along the x and y axes which induces NV centers located in different positions to
resonate at different frequencies. This property is the key idea of a spectrum analyzer
based on an ensemble of NV centers and will be discussed in chapter 3.
To simplify the discussion, in this paragraph the NV center families are named A,B,C,D
starting from the one that resonates at the lowest frequency and moving toward 2.87
GHz. Figure 2.12c shows the ODMR spectrum acquired by two different pixels, whose
positions are reported on fig. 2.12a. As expected, the eight resonance lines and the
dependence of the resonance frequency on the diamond position are well visible. How-
ever, depending on the pixel position, the ratio of the contrast of the four families
changes. This unexpected effect is also visible in the x-f and y-f plane, where the con-
trast of the ODMR lines is not homogeneous over the entire image. The dependence of
the contrast on the position is investigated in the x-y plane by looking at the images
acquired when the RF field is resonant with each of the different NV center families
(figs. 2.12d to 2.12g). Comparing these images with the PL image acquired out off
resonance (fig. 2.12a), families C and D show a better contrast in correspondence of PL
striations, while it is the contrary for families A and B. According to the definition of
contrast of one NV center family in an ensemble of NV centers (eq. (1.6)), the contrast
inhomogeneity may be due to a localized preferential orientation.

The preferential orientation can be explained considering the diamond growing pro-
cess. The sample used in this manuscript is grown along a {100} axis and then cut
along four [110] perpendicular planes (fig. 2.13). Although no preferential orientation is
expected for diamonds grown along the [100] direction (section 1.4), during the growing
process it is possible that, due to some interstitial defects, the growing axis changes and
becomes the 110 axis [114]. Under this growing condition, NV centers will be preferen-
tially oriented along crystallographic directions which do not lay in the growing plane
(pink plane in fig. 2.13). As a consequence, the [110] facet we are investigating (the
green plane in fig. 2.13) shows a preferential orientation for one family laying in the
plane and one family pointing out of the plane.

To figure out which ODMR line corresponds to each NV family, the polarization of
the emitted photoluminescence is analysed with the help of the polarizer, as discussed
in section 2.1.6. The ODMR spectra are acquired for different angles of the polarizer
axis (fig. 2.14). By turning the polarizer axis, it is possible to suppress the contrast of
family C (α = 70◦ ± 10◦) and family A (α = 135◦ ± 10◦), but not the one of families B

3We are considering only the NV center ground state spin resonances.
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Figure 2.12: Low static magnetic field CW-ODMR measurement. (a) xy plane raw
data. (b) xf and yf planes normalized data. (c) Single pixel ODMR spectra. The
position of the pixel is defined by the position of the coloured circles in the xy plane
(a). These positions are chosen in order to be at the same y position but at a different
x position, in the first case on a dark PL striation and in the second case on a bright PL
striation. (d-g) xy plane normalized data when the RF field is on resonance with the
NV center family indicated in the right bottom corner of each image. The families are
named A − B − C −D starting from the one which resonates at the lowest frequency
and moving toward the center of the spectrum.
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Figure 2.13: Growing process and preferential orientation. The blue spheres represent
carbon atoms, while the red lines are the chemical bonds along the [111] crystallographic
axis. The blue plane is a [100] plane, the pink and the green plane are two different
[110] planes.

and D. Therefore A and C are the two NV center families laying on the [110] plane from
which the PL is collected. This result is in agreement with the previous explanation
about the preferential orientation in the diamond sample: the families which show a
preferential orientation in a certain diamond area are either families A and B or families
C and D, i.e., one in-plane and one out-of-plane family with respect to the diamond top
facet.
Regarding the two NV center applications discussed in this manuscript, the presence

of PL striations and localized preferential orientation limits the performance of the
experimental set-up but not at all the explanation of the proof of principle, the real
purpose of this thesis. Therefore, considering the explanation that the drop of contrast
is detected due to spatial-dependent preferential orientation as sufficient, the nature of
this effect is not investigated further.
In the next sections the interaction between a static magnetic field and an ensemble
of NV centers is investigated both mathematically, looking at the Hamiltonian of the
system, and experimentally, using the experimental set-up, the acquisition procedure
and the normalization method described until now in this chapter.

2.4 Hamiltonian of an ensemble of NV centers

At room temperature, the ground state and the excited state Hamiltonian of an NV
center interacting with a static magnetic field have the same general expression, which
is [115]:

H = h
(
DS2

z + E(S2
x + S2

y) + γ ~B~S + γN ~B~I + ~IA~S +QNI
2
z

)
(2.11)

~S and ~I are respectively the NV center electron spin operator and the NV center’s ni-
trogen nuclear spin operator. Depending on the nitrogen isotope present in the sample,
I=1 in the case of 14N and I=1/2 in the case of 15N. Since the sample considered in this
manuscript contains 14N, only the case I=1 will be considered from now on.
In the absence of any external static magnetic field, given the NV center C3V symmetry,
the NV center axis is the most natural spin quantization axis, here denoted with z. The
x and y axis are arbitrarily chosen in order to obtain a Cartesian coordinate system.
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Figure 2.14: ODMR spectra in the xf plane acquired for different angles of the polarizer
axis, reported as the title of each subplot. The zero is arbitrarily chosen. The signal is
summed over 20 pixels along y in order to increase the SNR.
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Sx, Sy, Sz and Ix, Iy, Iz are thus the components of the electronic and nuclear spin oper-
ators along these axis. The eigenvector of [S2, Sz] and [I2, Iz] are respectively denoted
by |ms = 0,±1〉, |mi = 0,±1〉, where ms and mi are the electronic and nuclear spin
quantum numbers. According to the spin sum rules, the phase space of the system de-
scribed by eq. (2.11) is the Hilbert space which results from the tensor product between
the NV center electronic spin phase space and the nitrogen nuclear spin phase space. A
basis of this new Hilbert space is |ms〉 ⊗ |mi〉 that in the following will be abbreviated
as |ms,mi〉. Since the spin-dependent optical properties of the NV center are related
only to its electronic spin, in the following we will use the notation (|0〉 , |+1〉 , |−1〉)
to refer to the spin states manifolds characterized by electronic spin quantum numbers
ms = 0,±1.

The first two terms of eq. (2.11) constitute the zero field NV center Hamiltonian.
D=2.87 GHz (D=1.42 GHz) is the ground state (excited state) axial zero field splitting
and it corresponds to the energy gap between the |ms = 0〉 state and the two degenerate
|ms = ±1〉 states when no external field is applied. In the following, we will use the
notation DGS and DES to identify the zero field splitting frequency at the ground state
and the excited state. If the subscript is omitted, we refer to the ground state zero field
splitting. E is the non axial zero field term and it depends on the diamond lattice strain.
It is sample dependent and since in CVD bulk diamonds it is usually of the order of
hundreds of kHz, it is usually negligible compared to other interactions. Its contribution
to the NV center energy levels structure consists in removing the degeneracy between
the |ms = −1〉 and |ms = +1〉 state in absence of static magnetic field. A complete
discussion about the effect of the strain on the NV center energy levels can be found in
[116].

The third and the fourth terms of eq. (2.11) are related to the Zeeman interaction
between the magnetic field and the electronic and nuclear spins; γN = 3 MHz/T and
γ = 28 GHz/T are respectively the nuclear and electronic gyromagnetic ratios. Due to
the very small value of γN with respect to γ, the Zeeman shift of the nuclear spin levels
is usually neglected. The interaction between a static magnetic field and the NV center
electronic spin is the subject of section 2.5.

The last two terms of eq. (2.11) account for the hyperfine coupling between the
NV center electronic spin and the NV center’s nitrogen nuclear spin [117]. A is the
hyperfine tensor and QN = −5 MHz is the electric quadrupolar interaction term4 [118].
The hyperfine tensor A is diagonal in the |ms,mi〉 basis. Denoting the hyperfine ten-
sor components parallel and perpendicular to the NV center axis as A‖ and A⊥, and
introducing the raising and lowering spin operators I± = Ix±jI−√

2
and S± = Sx±jS−√

2
, the

hyperfine Hamiltonian can be written as:

Hhyp = h
(
QNI

2
z + ~IA~S

)
= h

(
QNI

2
z +A‖SzIz +A⊥(I+S− + I−S+)

)
(2.12)

For the ground state, it results A‖ = −2.3 MHz and A⊥ = 2.1 MHz, while for the excited
state A‖ = −40 MHz and A⊥ = −23 MHz [119]. The main contribution of the first two
terms of the hyperfine interaction consists in removing the degeneracy between energy
levels having the same electronic spin but different nuclear spin (fig. 2.15). The last
two terms, which are the transverse components of the hyperfine interaction, couple
energy states with the same total angular momentum (mj = mI + ms) and nuclear
and electronic spin such that ∆ms = −∆mI . They have a main role in the optical
polarization of the nitrogen nuclear spin which is discussed from a theoretical point of
view in section 2.6 and from an experimental point of view in section 2.7.

4This term is null for nuclear spin I ≤ 1/2, namely for the 15N nitrogen isotope
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Figure 2.15: Ground state NV center hyperfine structure. On the left, the fine structure
whose levels are labelled using the notation |ms〉. On the right, the hyperfine structure
whose levels are labelled using the notation |ms,mi〉.

2.5 The Zeeman interaction

The Zeeman interaction between an NV center and a static magnetic field can be stud-
ied, in first approximation, neglecting the contribution of the nuclear spin (γN << γ)
and considering only the interaction between the magnetic field and the electron spin
of the NV center. The Hamiltonian of the system is:

H = h(DS2
z + ~B~S) = h(DS2

z +BzSz +BxSx) (2.13)

where the x axis is chosen parallel to the magnetic field component perpendicular to
the NV axis, so that ~B = (Bx, 0, Bz).

The eigenvalues of the ground state Hamiltonian are numerically evaluated and
plotted in fig. 2.16a for four different cases:

• a magnetic field perfectly aligned with the NV center axis (Bx = By = 0);

• a magnetic field slightly misaligned (2◦) with respect to the NV axis;

• a magnetic field highly misaligned (71◦) with respect to the NV axis;

• a magnetic field perpendicular to the NV axis.

The reason why an angle of 71◦ (or equivalently of 109◦) has been chosen for the
simulation is that when the static magnetic field is well aligned with one NV center
family, the other three NV families form an angle of this amplitude with respect to
the static magnetic field (see section 2.8). The color of each data point of fig. 2.16 is
expressed in the RGB scale, defining the components of the RGB three-dimensional
vector as:

R = | 〈+1|ψ〉 |2;G = | 〈0|ψ〉 |2;B = | 〈−1|ψ〉 |2 (2.14)

where |ψ〉 is the state vector of the system and |0,±1〉 are the [Sz, S
2] eigenstates.

Using this color scale, the plot contains also information about the eigenvectors of the
system. In fact, a red point means that the system eigenstate associated with that
eigenvalue is |+1〉, a green point means that the system eigenstate associated with that
eigenvalue is |0〉 and a blue point means that the system eigenstate associated with that
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(a)

(b)

Figure 2.16: Zeeman effect. (a) The eigenvalues of the Zeeman Hamiltonian are evalu-
ated for four different angles between the NV center axis and the static magnetic field.
The angles are reported in the title of each subplot. (b) Zoom in proximity of the level
crossing for a well-aligned static magnetic field and for a static magnetic field tilted of
2◦ with respect to the NV center axis. In the second case the level crossing is avoided.
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eigenvalue is |−1〉.
In the case of a magnetic field parallel to the NV center axis, the eigenvectors of the
system are the eigenvectors of the spin operator Sz, for any value of static magnetic
field. Moreover, for a magnetic field value B=D/γ5 the energy of the |−1〉 state equals
the energy of the |0〉 state and the two levels become degenerate. This phenomenon is
known as level crossing.
For a magnetic field slightly misaligned with respect to the NV center axis, the level
crossing is avoided due to the coupling between the |−1〉 and the |0〉 state by means
of the transverse component of the Zeeman Hamiltonian (the last term of eq. (2.13)).
This phenomenon is known as level anticrossing and it is a well-known phenomenon
of two-level systems [39]. The ground state level anticrossing (GSLAC) is achieved
at B ≈ DGS

γ ≈ 102 mT while the excited state levels anticrossing (ESLAC) at B ≈
DES
γ ≈ 51 mT. Assuming that the coupling between the |0〉 state and the |+1〉 state

is negligible with respect to the energy gap of the transition (Bx << D/γ + Bz), the
|+1〉 state is an eigenvector of the system. Therefore we can discuss the effect of the
transverse component of the static magnetic field considering the NV center as a two-
level system [|0〉 , |−1〉]. The Hamiltonian of this system, in the matrix representation
of basis |0〉 = [1; 0] and |1〉 = [0; 1] is:

H = h

[
0 γBx

γBx D − γBz

]
(2.15)

The eigenvalues of eq. (2.15), in frequency unity, are:

E1,2 =
D − γBz ±

√
(D − γBz)2 + 4(γBx)2

2
(2.16)

and the eigenvectors are:

|+〉 = cos(ϑ/2) |0〉+ sin(ϑ/2) |−1〉 (2.17)

|−〉 = sin(ϑ/2) |0〉+ cos(ϑ/2) |−1〉 (2.18)

where
tan(ϑ) =

2γBx
γBx −D

(2.19)

In eqs. (2.16) to (2.18) we found mathematically the same results plotted in fig. 2.16a.
When Bx=0, the eigenvectors of the system are the Sz eigenvectors and the energy
levels are degenerate for B=D/γ. When Bx 6= 0, the two eigenvectors are a linear com-
bination of |0〉 and |−1〉 and their eigenvalues are never degenerate, giving rise to a level
anticrossing, that is an energy gap (|E2-E1|) between the eigenvalues. The amplitude
of the energy gap depends on the transverse component of the static magnetic field
(fig. 2.16b).
When Bx is comparable with D/γ+ Bz, as it is in the case of a magnetic field tilted
of 71◦ or 90◦ with respect to the NV center axis, the |+1〉 state is not an eigenstate
of the system anymore. In this case the previous approximation is not valid and the
eigenstates of the system are a linear combination of the three Sz eigenstates as shown
by the colour scale of fig. 2.16a.
The mixing of the Sz eigenstates has two main consequences: a drop of PL and a drop of
the ODMR contrast with respect to the system whose eigenstates are the Sz eigenstates
[120]. This effect is shown in section 2.8.

5In the simulation we considered the NV center gournd state zero field splitting, that is D=2.87
GHz
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Since according to eq. (2.16) the energy gap and the levels mixing at the level anti-
crossing depend on the angle between the static magnetic field and the NV axis (fig. 2.17a),
both the drop of contrast and the amplitude of the energy gap can be exploited to prop-
erly align the static magnetic field to the NV center axis. As an example, we show the
NV ODMR spectra near the GSLAC in the case of a well aligned (fig. 2.17b) and a
slightly misaligned (fig. 2.17c) static magnetic field. Both the decrease in contrast and
the increase in the energy gap are visible when comparing the two spectra.

It is important to notice that, even for a well aligned static magnetic field, the NV
center level crossing is avoided because of the coupling between the |0〉 and the |−1〉
states induced by the lattice strain or other residual traverse fields eq. (2.11). In this
case, the energy gap at the level anti-crossing becomes comparable with the strength
of the hyperfine coupling and therefore the contribution of the nuclear spin cannot be
neglected anymore, as explained in the next paragraph.

2.6 All optical polarization of the nitrogen nuclear spin: theory

The all optical polarization of the NV’s nitrogen nuclear spin (also called dynamic hyper-
polarization or dynamic polarization or simply DNP) has been firstly investigated for a
single NV center in [121].
At room temperature, according to the Boltzmann distribution, the three hyperfine
levels associated with each electron spin level are equally populated (fig. 2.15). Close
to level anti-crossing, where the Zeeman shift compensates for the zero-field splitting,
the hyperfine interaction, in combination with the optical polarization of the NV center
electron spin, induces the polarization of the nuclear spin.
In this paragraph we describe the DNP in proximity of the ESLAC. However a similar
argument can be used to explain the DNP in proximity of the GSLAC. Moreover in this
paragraph the subscript GS and ES will be used to identify respectively the NV center
ground state and the NV center excited state.
The excited state NV center Hamiltonian under a well aligned static magnetic field is:

H = h
(
DesS

2
z + γBzSz +QNI

2
z +A‖SzIz +A⊥(I+S− + I−S+)

)
(2.20)

The strain term and the nuclear spin Zeeman interaction are neglected because small
with respect to the hyperfine interaction terms. The last term of the eq. (2.20),that is
the transverse component of the hyperfine interaction, is usually neglected when the en-
ergy gap between the |ms = 0,mi〉ES and |ms = −1,mi〉ES state is larger with respect
to A⊥; in that case the eigenstates of the system are |ms,mi〉ES . However, in proximity
of the ESLAC, the energy gap between the |ms = 0,mi〉ES and |ms = −1,mi〉ES tends
to zero, and the transverse component of the hyperfine interaction cannot be neglected
anymore. The transverse component of the hyperfine interaction is however still neg-
ligible between the |ms = 0〉ES and |ms = +1〉ES manifolds, and therefore, as already
done in the previous paragraph, we limit our discussion only to the |ms = 0〉ES and
|ms = −1〉ES manifolds.
Using the formalism of lowering and rising operators6, it easy to observe that the trans-
verse component of the hyperfine interaction couples the energy states which have same
total angular momentum (mj = mI + ms) and nuclear and electronic spin such that
∆ms = −∆mI : |0,−1〉ES is coupled with |−1, 0〉ES and |−1,+1〉ES is coupled with
|0, 0〉ES . The state |−1,−1〉ES is not coupled to any other state by the hyperfine in-

6〈mj |S−|mk〉 6= 0 if k=j+1.
〈mj |S+|mk〉 6= 0 if k=j-1.
〈mj |Sz|mk〉 6= 0 if k=j. Where mj and mk are the NV center spin quantum number. The same rules
are valid for I±
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(a)

(b) (c)

Figure 2.17: ODMR spectra at the GSLAC in the case of a well aligned and misaligned
static magnetic field. (a) Resonance frequency of the |0〉GS → |−1〉GS transition in
proximity of the GSLAC for different angles of misalignement. The small plot inside
the main plot is a zoom in proximity of the GSLAC. The GSLAC is easy to recognize
looking at the slope variation of the resonance line. (b) ODMR spectrum in the xf plane
at the GSLAC in the case of a well-aligned static magnetic field. The lowest detectable
frequency is of the order of some MHz. (c) ODMR spectrum in the xf plane at the
GSLAC in the case of a misaligned static magnetic field. The lower detectable frequency
is of the order of 50MHz. The ODMR contrast is better at the top of the image than
at the bottom because the static magnetic field is better aligned with the NV centers
placed around x = 200 than the NV centers placed around x = 600. This is caused
by the non-homogeneous spatial distribution of the static magnetic field generated by
the spherical magnet. Since at the GSLAC the system is extremely sensitive to the
magnetic field alignment, even a small angle of misalignment can drastically reduce the
ODMR contrast.
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(a) ESLAC (b) GSLAC

Figure 2.18: All optical nuclear spin polarization at the ESLAC (a) and the GSLAC (b).
The energy levels are named using the notation |ms,mI〉. The red arrows represent the
spin conserving transitions between the ground state and the excited state, that is both
the optical excitation and the radiative decay. The grey dashed arrows represent the
ISC decay process, which therefore preserves the nuclear spin changing the electronic
spin. The green arrows link the states which are coupled by the hyperfine interaction
and therefore represent the possible spin flip-flop transitions. Image inspired by [121].

teraction while the state |0,+1〉ES is coupled with |+1, 0〉ES but the strength of the
coupling (≈ 23 MHz) is negligible with respect to the energy gap between the two states
(≈ 4 GHz) 7.
The excited state decay rate (≈ 80 MHz) is comparable with the strength of the trans-
verse hyperfine coupling (≈ 40 MHz). When the NV center is in the excited state,
an electron-nuclear spin flip-flop can occur, which is a transition between energy levels
that are coupled by the hyperfine interaction. This mechanism and how it generates the
polarization of the nitrogen nuclear spin is depicted in fig. 2.18a. An NV center initially
in the |0,−1〉GS state is optically excited by a spin preserving transition in |0,−1〉ES .
By means of the hyperfine coupling, the NV center can flip in |−1, 0〉ES and decay in
the |0, 0〉GS state through an ISC process. Comparing this state to the initial state
(|0,−1〉GS) the nuclear spin of the nitrogen changed. Repeating the same argument,
it is possible for the NV center initially in |0, 0〉GS to decay in |0,+1〉GS state. Since
the |0,+1〉ES is not coupled with any other state by the hyperfine interaction, once
the nuclear spin is in the |mI = 1〉 state, it will remain in this state. Since the nuclear
spin relaxation time (T1) is extremely large with respect to the NV center optical cycle
duration, the ensemble of NV centers is polarized in |mI = 1〉 state after some optical
cycles.
The same polarization process is possible at the GSLAC (fig. 2.18b). The main difference
between the nuclear polarization at the GSLAC and the ESLAC is the strength of the
hyperfine coupling, which is lower at the ground state AGS‖ = −2.16 MHz AGS⊥ = −2.70

MHz than at the excited state AGS‖ = −40 MHz AGS⊥ = 23 MHz. Therefore we can
expect the nuclear spin polarization to be more sensitive to the transverse magnetic

7this approximation falls in the more general case of the secular approximation, where the coupling
between two systems is neglected when the time constant of the coupling are much more slower than
the characteristic time of the system
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field and the strain field at the GSLAC than at the ESLAC [117].

In [121] it has been demonstrated that, even for magnetic fields lower than the
one required for the ESLAC, the nitrogen nuclear spin is partially polarized. In the
next section, we experimentally investigate the DNP of an ensemble of NV centers for
static magnetic fields up to 200mT, showing that the nitrogen nuclear spin is partially
polarized over the entire magnetic field range.

2.7 All optical polarization of the nitrogen nuclear spin: experiment

The nuclear spin optical polarization is investigated using the experimental set-up de-
scribed in section 2.1 and two cylindrical magnets as magnetic field source. The magnets
are placed equidistant from the diamond and aligned with one of the two NV center fam-
ilies laying on the top [110] diamond facet (fig. 2.19b). Using this magnetic architecture,
the magnetic field is almost homogeneous inside the AOI. A comparison between the
single-magnet and the two-magnet configuration is reported in fig. 2.19. We can clearly
observe that in the two-magnet configuration the magnetic field gradient is weaker than
in the single magnet configuration and almost all the NV centers resonate at the same
frequency, allowing the sum over several pixels to increase the SNR of the measurement.
Changing the magnet-diamond distance while preserving the symmetry of the magnets
with respect to the center of the diamond AOI, it is possible to tune the static magnetic
field amplitude preserving a low magnetic field gradient (section 2.1.3).

The experimental signature of the nuclear spin polarization is in the hyperfine struc-
ture of the NV center. When the nuclear spin is not polarized, the three hyperfine levels
are equally populated and three equally contrasted hyperfine peaks are visible on the
ODMR spectrum (fig. 2.20a). On the contrary, when the nuclear spin is completely
polarized, only one of the three hyperfine peaks is visible on the ODMR spectrum
(fig. 2.20b).
In this thesis, the nuclear spin polarization is investigated for different values of static
magnetic field, from 51 mT (ESLAC) to 200 mT; the upper limit is due to the impossi-
bility of approaching the magnets without touching the diamond. Some of the spectra
acquired are reported in fig. 2.21.
As a consequence of the level anti-crossing, before the GSLAC the most contrasted peak
is the one at the highest frequency, while after the GSLAC it is the one at the lowest
frequency.

In order to quantify the nuclear spin polarization, the spectra are fitted by a fit
function defined as the weighted sum of three Lorentzians, frequency shifted of AGS‖ =
2.14 MHz:

f(ν) = w1 ∗
a2

a2 + (ν − b−AGS‖ )2
+w0 ∗

a2

a2 + (ν − b)2
+w−1 ∗

a2

a2 + (ν − b+AGS‖ )2
+ c

(2.21)
The degree of polarization is calculated, according to [122], as:

P =

∑
I mI ∗ wI∑

I mI
(2.22)

The results are reported in fig. 2.22, where the detuning corresponds to the energy
difference, in frequency units, between the |0〉GS and the |−1〉GS energy levels. We
can observe that the hyperfine polarization is preserved after the ESLAC (Detuning =
−1.42 GHz) over the entire frequency range investigated. It is, as expected, highest
near the level anti-crossing (better than 80% both at the ESLAC and GSLAC) and
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(a) (b)

(c) (d)

(e) (f)

Figure 2.19: Comparison between the single-magnet and the two-magnet configuration.
(a) Schematic of the single-magnet architecture with a spherical magnet. (b) Schematic
of the two-magnet architecture with two cylindrical magnets facing each other and
placed equidistant from the diamond. (c) ODMR spectra in the xf plane for the single-
magnet architecture. (d) ODMR spectra in the xf plane for the two-magnet architecture.
The different slope of the ODMR line in (c) and (d) shows that in the first case the
magnetic field gradient is stronger than in the second case, where it is almost negligible.
(e) ODMR spectra in the xy plane for the single-magnet architecture. (f) ODMR
spectra in the xy plane for the two-magnets architecture. As effect of the magnetic field
gradient, in (e) only a small number of pixels resonate at the same frequency; in (f)
almost all the pixels resonate at the same frequency
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(a) Low field (b) ESLAC

Figure 2.20: Comparison between the ODMR spectra acquired under a low static mag-
netic field (a) and at the ESLAC (b). In the first case the three peaks of the NV center
hyperfine structure are well visible. In the second case only one peak of the hyperfine
structure is visible. This is the signature of the polarization of the nitrogen nuclear
spin.

however better than 50% over the entire frequency range.
Previous works showed that the degree of polarization is extremely sensitive to the

alignment of the static magnetic field and that even a small misalignment can depolarize
the system. This effect has been investigated at the ESLAC by voluntarily misaligning
the magnets with respect to the NV center axis. They have been displaced in the plane
perpendicularly to the NV center axis in opposite directions one with respect to the
other (inset fig. 2.22b). The degree of polarization for different angles of misalignment
is reported in (fig. 2.22b) and shows that even small angles of misalignment induce a
loss of nuclear spin polarization.
This effect must be taken into account in the analysis of the experimental results con-
cerning the degree of polarization (fig. 2.22a). In fact, our way to tune the NV center
resonance frequency is to translate the two magnets simultaneously and in the same
direction. This procedure does not ensure to strictly preserve the same alignment over
the entire frequency range investigated because the magnets’ magnetization axis may
not exactly be the translation axis of the translation stages used to displace the magnets
(section 3.2.1). Therefore it is possible that the values of the degree of polarization re-
ported in eq. (2.22) underestimate the real degree of polarization, which may be better
than the one measured. A deeper study about the dynamic polarization of the nitrogen
nuclear spin in an ensemble of NV center has been conducted by Bausaite et al. [122]
using an electromagnet and evaluating the degree of polarization of the |0〉 → |+1〉
transition. Their results confirm our experimental observations and in particular the
strong sensitivity of the polarization to the magnetic field alignment.

One point to note is the dependence of the ODMR linewidth on the static mag-
netic field amplitude. In fig. 2.21 we can observe that the ODMR line increases as the
static magnetic field amplitude increases. This effect is caused by mechanical vibra-
tions of the experimental set-up that induce an additional magnetic field gradient in
the measurement. In fact, although the magnetic field gradient generated by the two
magnets is weak at the center of the AOI, mechanical vibrations of the magnets can
induce magnetic field fluctuations of the same order of magnitude as in a single-magnet
configuration. In this case, NV centers still all resonate at the same frequency, but this
one fluctuates throughout the measurement, broadening the ODMR line (section 3.5).
As described in section 2.1, the magnetic field gradient along the magnetization axis of
a cylindrical magnet increases with the amplitude of the static magnetic field, therefore
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(a) 37 mT (b) 51 mT

(c) 80 mT (d) 102 mT

(e) 135 mT (f) 167 mT

Figure 2.21: Dynamic hyper-polarization. The spectra acquired for different values of
magnetic field show that the nuclear spin of the NV centers is polarized, with an effi-
ciency that depends on the value of the static magnetic field. The magnetic field values
are reported in the caption of each sub-figure. They are simply evaluated reversing
eq. (2.10).
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(a) (b)

Figure 2.22: Degree of the nuclear spin polarization for different values of static magnetic
field (a) and different angles between the static magnetic field and the NV axis (b). (a)
The frequency axis is defined considering the 0 at the GSLAC. (b) The measurement is
done at the ESLAC. The angle is changed displacing the two magnets perpendicularly
to their magnetization axis in opposite direction. After having arbitrarily fixed the
zero, the angle is evaluated as the arctangent of the ratio of the displacement to the
distance between the magnet and the diamond. This distance is the magnet-diamond
distance necessary to have a magnetic field of 51 mT along the magnet magnetization
axis when the two magnets are well-aligned. 51 mT is the amplitude of the static
magnetic field at the ESLAC. Therefore the measurements of the angle may be affected
by some errors that are difficult to estimate. For this reason, instead of the absolute
value, it is interesting to consider the order of magnitude. Thee degree of polarization
starts decreasing for angles of misalignment smaller than 1 degree.
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a larger FWHM is observed for higher static magnetic field. In order to suppress this
source of broadening, it is necessary to implement a different and more stable magnetic
architecture (e.g. bigger magnets, electromagnets...).

In this paragraph we demonstrated the opportunity to optically polarize the NV
center nuclear spin over a large frequency range using a simple and compact room-
temperature system. The DNP of the nuclear spin is interesting for the two NV center
applications presented in this manuscript. As it will be described in chapter 3, the
frequency resolution of a RF spectrum analyzer based on an ensemble of NV centers is
related to the linewidth of the ODMR spectrum. Therefore, nuclear spin polarization
is advantageous to increase the frequency resolution of the spectrum analyzer because
it suppresses or partially suppresses two of the three hyperfine peaks. Concerning the
widefield imaging of the RF field amplitude (chapter 4), the DNP makes the NV center
a real two-level system (|0,+1〉 , |−1,+1〉). Consequently, the Rabi oscillations protocol
is easier to implement.

2.8 Widefield broadband ODMR of an ensemble of NV centers

A comprehensive knowledge of the spin resonance spectrum of an ensemble of NV centers
is of relevant importance for the application of NV centers to the RF spectral analysis.
For this reason, in this paragraph, we investigate the ODMR spectra of an ensemble of
NV centers over a broad frequency range (several GHz).
The experimental set-up is the one described in section 2.1. The static magnetic field is
generated by the spherical magnet and aligned with one of the two NV center families
laying on the [110] diamond top facet. The other three NV center families are tilted of
71◦ with respect to the static magnetic field and therefore undergo the same Zeeman
shift (section 2.5).

The 2D normalized spectra in the xf plane for three different values of the static
magnetic field are reported in figs. 2.23 to 2.25. The magnetic field increases along the x
direction. In order to improve the SNR of the measurement the PL signal is integrated
along the direction perpendicular to the laser beam. For each 2D spectrum the data
are displayed using two different colour scales to bring out the less contrasted resonance
lines.

In the three cases, the two most contrasted lines corresponds to the |0〉GS → |−1〉GS
and (lower frequency) and the |0〉GS → |+1〉GS (higher frequency) transitions. The dif-
ference in contrast between these two resonance lines is caused by the transmission
efficiency of the RF chain, which works better at low frequency than at high frequency
(section 3.6). According to section 2.5, before the GSLAC (figs. 2.23a and 2.23b), in-
creasing the static magnetic field, the |0〉GS → |−1〉GS resonance frequency decreases
while the |0〉GS → |+1〉GS resonance frequency increases. After the GSLAC (figs. 2.25a
and 2.25b), increasing the static magnetic field, both the |0〉GS → |−1〉GS and the
|0〉GS → |+1〉GS resonance frequencies increase. For a magnetic field of 102mT (Fig-
ures 2.24a and 2.24b), the ground state level anticrossing is well visible and easily
identifiable by the changing in the slope of the |0〉GS → |−1〉GS resonance line.

The frequency gap between the |0〉GS → |+1〉GS and the |0〉GS → |−1〉GS transitions
gives information about the state of the alignment between the static magnetic field and
the NV centers axis. In fact, in the case of a perfectly aligned static magnetic field,
from eq. (2.10) it results:

∆f = f0→+1 + f0→−1 = 2D = 5.74GHz if B < 102mT (2.23)

∆f = f0→+1 − f0→−1 = 2D = 5.74GHz if B > 102mT (2.24)
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(a)

(b)

Figure 2.23: Large frequency scan at B≈ 80 mT. (a) and (b) show the same data
using a different color scale. For this reason, the resonance lines in (b) seem much
broader than the respective resonance lines in (a). (b) A and B correspond to the
|0〉GS → |−1〉GS transition excited by the MW generator harmonics. C is the |0〉GS →
|+1〉GS transition. E and G correspond to the |0〉GS → |−1〉GS transition excited by
the generator harmonics. L is the |0〉GS → |+1〉GS . D and H are the |0〉ES → |−1〉ES
and |0〉ES → |+1〉ES transitions. I ad M are the transitions associated with the not
aligned NV center families. F is the unknown positive contrasted line.

(a)

(b)

Figure 2.24: Large frequency scan at B ≈ 102 mT. (a) and (b) show the same data using
a different color scale. For this reason the resonance lines in (b) seems much broader than
the respective resonance lines in (a). (b) A and E are the |0〉GS → |−1〉GS and |0〉GS →
|+1〉GS transitions. B and D are the |0〉ES → |−1〉ES and |0〉ES → |+1〉ES transitions.
The thin lines near D and F (really hard to see) are the transitions associated with the
not aligned NV center families. C is the unknown positive contrasted line. Near C and
around 2 GHz it is possible to observe the |0〉GS → |+1〉GS transition excited by the
MW generator harmonics.

61



(a)

(b)

Figure 2.25: Large frequency scan at B ≈ 140 mT. (a) and (b) show the same data using
a different color scale. For this reason, the resonance lines in (b) seem much broader
than the respective resonance lines in (a). (b) A and F are the |0〉GS → |−1〉GS and
|0〉GS → |+1〉GS transitions. B is the |0〉ES → |−1〉ES transition. D (very difficult to
see) and E are the transitions associated with the not-aligned NV center families. C is
the unknown positive contrasted line.

Magnetic field (mT) Frequency gap (GHz)

80 ∆f = f0→+1 + f0→−1 = 5.74

102 ∆f = f0→+1 + f0→−1 = 5.74

140 ∆f = f0→+1 − f0→−1 = 5.35

Table 2.1: Frequency gap between the NV center ground state resonance transitions.

The frequency gaps (∆f) for the three different measurements are reported in Table 2.1
and show that the system is well aligned in the first two cases (B=80 mT and B=102
mT) and a little bit misaligned in the last case (B=140 mT).
The angle of misalignment can be estimated by solving the Hamiltonian of a single NV
center interacting with a static magnetic field tilted of ϑ with respect the to NV axis.
The ∆f at the frequency of the f0→−1 transition is reported in fig. 2.26. According to
this simple simulation, the angle of misalignment is approximately 8◦. This method,
even if does not permit to reconstruct the spatial direction of the static magnetic field, is
a useful tool to have an idea about the status of the alignment. The detailed procedure
to measure the 3D vector magnetic field using an ensemble of NV centers is described
in [123].
The large resonance lines visible in the xf spectra are the ODMR lines of the NV center
excited state. Their resonance frequencies are reported in Table 2.2. They are shifted
of approximately 1.45 GHz with respect to the respective spin transitions at the ground
state, according to the difference in the zero field splitting term between the ground
state and the excited state. Due to the short lifetime of the excited state (≈ 13 ns),
the excited state transitions resonance lines are less contrasted than the ground state
transitions resonance lines and have a larger FWHM. In figs. 2.24a and 2.25a only one
of the two excited state transitions is clearly visible, the |0〉ES → |−1〉ES transition.
The low contrast of the resonance peak as well as the frequency dependent performance
of the RF chain, make difficult the detection of the |0〉ES → |+1〉ES transition which
can nevertheless be guessed carefully looking at the right frequency position.
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Figure 2.26: Frequency gap between the f0→−1 and the f0→+1 transition for different
angles between the NV center axis and the static magnetic field when f0→−1 ≈ 1 GHz .

Magnetic field (mT) f0→+1(GHz) f0→−1(GHz)

80 0.84 3.67

102 4.19 1.35

140 5.23 2.33

Table 2.2: Excited state frequency transition for the well-aligned NV center family. For
B = 80mT the frequencies are evaluated at x=400. For B = 102mT and B = 140mT
the frequencies are evaluated at x=100.

The several thin resonance lines visible on the xf spectra (for example at 2.6 GHz
and 1.8 GHz in fig. 2.23b) do not correspond to any NV center resonance frequency.
They are the ODMR lines of NV centers transitions exited by the harmonics of the
MW generator at the frequencies reported on the spectra. For example, considering
fig. 2.23b, the resonance lines at 2.6 GHz and 1.8 GHz result from the excitation of
the |0〉GS → |+1〉GS transition at 5.2 GHz by respectively the first and the second
harmonics of the MW generator. For this reason, their slope is respectively twice and
three times the slope of the main NV center resonance line, and, by the way, this is
the signature they are the NV center resonance lines excited by the harmonics of the
generator. The effect of the harmonics of the RF generator is visible, on the same figure,
for both the ground state and excited state |0〉 → |−1〉 transition, and in fig. 2.24b for
the |0〉GS → |−1〉GS transition.

Another interesting class of magnetic resonances which is possible to observe on the
large scan images are the ground state transitions of the three non-aligned NV center
families. They are very little contrasted because of the strong transverse component of
the static magnetic field with respect to the NV center axis. The resonance frequencies
are reported in Table 2.3. The slope of the resonance lines associated with these tran-
sitions differs from the slope of the resonance line associated with the transitions of the
well aligned family because under strong transverse field the Zeeman shift is not linear
anymore (section 2.5). In the last configuration (fig. 2.25b) it is possible to observe two
lines associated with the |0〉GS → |−1〉GS transition because, due to the misalignment
between the static magnetic field and the main NV center family, the other three NV
center families do not undergo the same Zeeman shift.

The last line we want to report is the positive-contrasted line which is possible to
observe in the three configurations and whose nature is, at the moment, still unknown.
In the next paragraph some additional measurements and their results are discussed in
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Magnetic field (mT) f0→+1(GHz) f0→−1(GHz)

80 3.75 5.42

102 4.19 6.34

140 [4.72; 5.23] not detectable

Table 2.3: Not-aligned NV center families. For B = 80mT the frequencies are evaluated
at x=400. For B = 102mT and B = 140mT the frequencies are evaluated at x=100.

order to acquire some information about this line.
Finally, it is interesting to notice that the widefield imaging mode and the presence

of a magnetic field gradient considerably help the detection and the identification of
the NV centers resonance lines. In fact, the slope of the resonance lines is a useful
tool to recognize the NV center transitions since it enables to visualize the evolution
of the energy levels with respect to the magnetic field amplitude and, moreover, it is
a hint to distinguish the presence of a resonance from noise. For example, both the
identification of the resonance frequencies of the NV center families not aligned with
the static magnetic field, and the contribution of the MW generator harmonics to the
NV centers excitation, have been realized exploiting the slope of the resonance lines.
They would have been probably harder to identify using a confocal system, which does
not allow an immediate visualization of the dependence of the NV centers resonance
frequencies on the static magnetic field.

2.8.1 A positive-contrasted unknown line

The positive-contrasted line displayed in the previous section has, according to our
knowledge, never been reported in the literature. Out first hypothesis to explain this
line was a phenomenon of dark resonance [124] between the three ground state levels. In
order to verify this hypothesis and better understand the behaviour of this line, several
measurements have been conducted and the main experimental observations are here
discussed.

• The frequency position of the positive-contrasted line depends on the strength of
the static magnetic field, as observed in the previous section. Since its slope in
the xf ODRM spectra is the same as the NV center resonance lines slope, we can
assume that the gyromagnetic ratio associated with this positive line is similar to
the NV center gyromagnetic ratio, which is, in first approximation, the electron
gyromagnetic ratio.

• The positive-contrasted line in not homogeneously contrasted (figs. 2.23 to 2.25)
and its contrast is higher on diamond regions where striations are present.

• The contrast of the positive-contrasted line depends both on the MW power
(fig. 2.27b) and the laser power (fig. 2.27a), suggesting that the line is associ-
ated with an optically detectable process of magnetic resonance.

• Misaligning the static magnetic field with respect to the NV center axis, the
positive-contrasted line is still visible, while this is not the case for the resonance
lines associated with the NV center |0〉GS → |±1〉GS transitions, as displayed in
fig. 2.28. The contrast of the |0〉GS → |±1〉GS resonance lines are reduced by the
magnetic field component perpendicular to the NV center axis, while the contrast
of the positive-contrasted line is almost unchanged. Looking at the frequency gap
between the |0〉GS → |±1〉GS transitions, we can roughly estimate that the angle
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(a) (b)

Figure 2.27: Frequency scan around the positive contrasted line for different laser powers
(a) and MW nominal powers (b). Both the laser powers and the MW powers are
reported in the title of each subplot.

between the static magnetic field and the NV center axis is of approximately 25◦.
According to this angle, the frequency position of the positive-contrasted line is
equal to f = γB, where γ is the gyromagnetic ratio of the NV center and B is the
amplitude of the static magnetic field.

• The contrast of the positive-contrasted line is independent of the angle of the
polarizer axis.

• No remarkable difference has been observed neither in the PL spectra of the
sample nor in the ODMR spectra using a bandpass optical filter which allows the
collection of the NV 0 PL.

The measurements presented in this paragraph, and in particular the fact that no
difference is observed turning the polarizer axis, suggest that this resonance line is
probably not related to the well aligned NV center family, ruling out our hypothesis
of dark resonance. Other possible hypotheses may concern diamond defects other than
the NV center, which a more sensitive PL spectral analysis could detect, or an effect
related to the presence of PL striations or something related to the three not-aligned
NV families. At the moment, we do not have an explanation for this positive-contrasted
line and further experiments need to be conducted in order to understand its physical
nature. Moreover, it is interesting to observe that NV centers based experiments usually
do not explore such large frequency range. That can explain why there is no report of
this line in the literature.
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Figure 2.28: Frequency scan in proximity of the positive contrasted line when the static
magnetic field is misaligned with respect to the axis of the NV center family which
shows the strongest Zeeman shift.

2.9 Conclusion and perspectives

In this chapter, we studied the interaction between an ensemble of NV centers and a
static magnetic field from both a theoretical and experimental point of view. We in-
troduced the NV center Hamiltonian and used this formalism to investigate the effects
of a static magnetic field on the NV center energy structure. We discussed the energy
level anticrossing and the role it plays, together with the hyperfine interaction, in the
NV DNP. We described the experimental setup and the acquisition procedure to detect
the ODMR of an ensemble of NV centers over a broad frequency range. We obtained
three main results.
First, we showed the interest in using a polarizer in the PL imaging system. In par-
ticular, we demonstrated the opportunity to identify the NV centers families and their
eventual preferential orientation looking at the polarization of the emitted PL. More-
over, we showed the opportunity to increase the ODMR contrast properly orienting the
direction of the polarizer axis. This result is of great interest for the two NV center
applications proposed in this manuscript since, in both cases, only one of the four possi-
ble NV center orientations is exploited. More generally, several NV center applications
may benefit of these results to increase the ODMR contrast and thus the magnetic field
sensitivity.
Second, we demonstrated the opportunity to optically polarize the NV’s nitrogen nu-
clear spin of an ensemble of NV centers over a large frequency range (more than 4 GHz
for each NV center transition) with a high polarization efficiency: better than 80% in
proximity of the GSLAC and ESLAC and however better than 50% over the entire
frequency range. This result is interesting for the two applications presented in this
manuscript because by suppressing the hyperfine structure of the NV center we reduce
the ODMR spectral linewidth, which now consists in a single peak, and make easier the
spin manipulation of the system, which now behaves as a true two-level system.
Third, we demonstrated the great advantage of working with a widefield imaging system
and a magnetic field gradient. In fact, they make possible the visualization of the NV
centers energy levels under a static magnetic field and help to identify the several NV
center spin resonances that can be detected, with a high spectral resolution, scanning
a broad frequency range. In particular, using this technique we managed to detect a
positive-contrasted line whose physical origin is, at the moment, still unknown.

This chapter opens up two perspectives. The first concerns the opportunity to
improve the ODMR detection using a polarizer not only in the imaging system but also
in the excitation one. The second concerns the positive-contrasted line, for which new
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experiments are needed to figure out its physical nature.
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Chapter 3

Radiofrequency spectrum analyzer based
on an ensemble of nitrogen-vacancy centers

The fast development of radiofrequency-based technologies increases the need for com-
pact, low consumption, broadband and real-time RF spectrum analyzers (section 1.3.1).
To overcome the electronic bottleneck encountered by electronic solutions, which lim-
its the real-time bandwidth to hundreds of MHz, we propose a new approach that
exploits the quantum properties of NV centers in diamond. The general idea behind
the RF spectral analysis based on an ensemble of NV centers has been introduced in
section 1.3.1 and it is shortly summarized in section 3.1, where the first experimental
architecture employed for its proof of principle is also presented. In section 3.2, a new
experimental architecture is proposed to investigate the main physical features of NV
centers considered as MW detectors. After having discussed the calibration procedure of
the system (section 3.3), its key parameters are investigated: frequency range and real-
team bandwidth (section 3.4), frequency resolution (section 3.5), dynamic range and
power detection threshold (section 3.6), and temporal resolution (section 3.7). Finally,
in section 3.8, we propose an architecture based on a heterodyne technique to remove
frequency ambiguities from the NV center based RF spectral analysis and extend the
frequency range of the system.

3.1 The proof of principle

3.1.1 The general idea

The working principle of a RF spectrum analyzer based on an ensemble of NV centers
relies on the spatial encoding of the NV centers resonance frequencies by means of a
controlled magnetic field gradient (section 1.3.1).
The schematic of the principle is reported in fig. 3.1. The NV centers are continuously
pumped by a green laser and their PL is continuously detected by a widefield imaging
system. A controlled static magnetic field gradient induces a different Zeeman shift on
NV centers located in different positions of the diamond (fig. 3.1b). In this way, it is
established a correspondence between the spatial position of the NV centers and the RF
frequencies at which they resonate. The RF signal to be detected is sent close to the
diamond by means of RF chain. Exploiting the spatial encoding of the RF frequencies,
the spectral components of the signal are retrieved by looking at the diamond areas
where a drop of PL is detected.
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(a)

(b)

(c)

Figure 3.1: Working principle of a spectrum analyzer based on an ensemble of NV
centers. (a) Scheme of principle. A green laser continuously pumps the diamond which
contains an ensemble of NV centers. The PL emitted by the NV centers is continuously
collected by a camera. A magnetic field source induces a static magnetic field which
spatially encodes the NV center resonance frequencies. The signal to be detected is
sent in proximity of the NV centers by means of a RF antenna. The PL collected
by the camera is, in absence of any RF field, uniformly distributed on the image. If
RF components of the signal are on resonance with some NV centers embedded in the
diamond, a drop of PL is detected on the image. By observing the pixel positions where
a drop of PL is detected, the spectrum of the RF field is retrieved. (b) The magnetic
field gradient induces a spatial dependent Zeeman shift of the NV center resonance
frequencies. (c) Frequencies shift due to the Zeeman interaction between the NV center
and the static magnetic field.
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(a) Experimental Set-Up (b) Four magnets architecture (c) Spatial encoding of the RF
frequencies

Figure 3.2: Proof of principle of RF spectral analysis using an ensemble of NV centers.
(a) Experimental architecture employed for the proof of principle [12]. A green laser
is focused into the diamond through a 110 facet. The beam propagation axis is the x
axis. The PL is collected by means of an imaging system from the diamond 100 face.
The imaging system is composed of a microscope objective, a filter to suppress the laser
diffracted light and the NV 0 PL, and a CMOS camera. The static magnetic field is
aligned along one of the NV centers families (x′ axis), that is 35◦ tilted with respect to
the x axis. The RF signal is brought in proximity of the NV centers by means of a loop
wire employed as antenna. (b) Four-magnet architecture to generate a magnetic field
gradient along the x′ axis. The small square on the left of the image is the diamond. (c)
ODMR of an ensemble of NV centers in the x-f plane. The RF frequencies are spatially
encoded in the diamond by means of a magnetic field gradient along the x axis. The
colour scale represents the normalized PL level.

3.1.2 The four magnets architecture

The proof of principle of RF spectral analysis based on an ensemble of NV centers was
provided by Chipaux et al. [12] using the experimental architecture shown in fig. 3.2
and it is the object of a patent [125]. The diamond employed was the same described
in section 2.1.1, a CVD, optical grade diamond plate with two [100] main faces and
four [110] facets. The NV center concentration is of some ppb and it results a good
compromise between the sensitivity of the device, which scales with the square root
of the number of NV centers [123], and its spectral resolution, which depends on the
NV center intrinsics linewidth and is usually better at low NV center concentrations
(section 1.2). The laser beam is focused on the diamond through one of the four [110]
facets and the PL is collected from a [100] face by means of a CMOS camera. The four
NV centers families are thus tilted of 35◦ with respect to the focal plane (section 2.1.1),
which is the [100] face from which the PL is collected. In this experimental architecture,
the static magnetic field gradient is generated by four rectangular neodymium magnets
(6 × 5 × 2) mm3 placed at the corners of a square of side 8 mm (fig. 3.2b). This
geometry, inspired by the cold atom magneto-optical traps, generates a homogeneous
static magnetic field gradient along the square’s medians , x’ and y’ axis in fig. 3.2.
The static magnetic field is aligned with one of the four NV centers families tilting
the magnets in order to have an angle of 35◦ between the x’ axis and the laser beam
propagation axis (x axis in fig. 3.2a ).
The spatial encoding of the RF frequencies along the x axis is reported on fig. 3.2c.
Using this four-magnet experimental architecture, the RF spectral analysis based on
an ensemble of NV centers has been demonstrated over a bandwidth of 700 MHz at a
central frequency of 2.2 GHz.
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One of the main purposes of this thesis is to increase the RF frequency range of the
spectral analysis based on an ensemble of NV centers. That can be achieved by increas-
ing the static magnetic field seen by the NV centers in order to increase their resonance
frequencies (fig. 3.1c). Using the four-magnet experimental architecture described be-
fore (fig. 3.2b), the magnetic field can be increased by approaching the magnets to the
diamond while preserving the overall symmetry of the system. This procedure, however,
is experimentally hard to realize because four magnets need to be displaced, with high
accuracy (to preserve the alignment), in a plane tilted of 35◦ with respect to the optical
table. In addition, since the strongest magnetic field generated by this magnetic archi-
tecture is close to the surface of the magnets, the physical size of the diamond limits,
at a certain point, the possibility of approaching the magnets to the sensing diamond
area, thus limiting the maximum static magnetic field applicable to the NV centers.

In order to overcome these experimental difficulties and investigate the behaviour
of an ensemble of NV centers under strong static magnetic fields, in this manuscript a
new experimental single-magnet architecture is proposed for the spectral analysis of RF
signals based on an ensemble of NV centers.
The feasibility of the NV CW-ODMR under strong static magnetic fields has been
investigated and demonstrated by [126, 127] using a confocal system and a homogeneous
static magnetic field of some Tesla. In this manuscript, the ensemble of NV centers is
instead investigated under strong static magnetic fields and magnetic field gradients
using a widefield imaging system.

3.2 Single-magnet architecture

The single-magnet experimental architecture has already been described in section 2.1.
In this paragraph, we want to emphasizes the advantages of having a single magnet
architecture and the experimental procedure to align the static magnetic field to one of
the NV center families.

Compared to the four-magnet architecture, the single-magnet architecture is easier
to handle and more compact. The main drawback is the impossibility of controlling,
simultaneously, the amplitude and the gradient of the static magnetic field, which are
strictly related (section 2.1.3). The static magnetic field generated by a single magnet
depends on the magnet features: material (neodymium in our case), shape and size. As
an example, the mathematical expressions of the magnetic field generated by a spherical
and a cylindrical magnet along their magnetization axis are reported:

BSphere =
2

3
BR

R3

(R+ d)3
(3.1)

BCylinder =
BR
2

(
H + d√

R2 + (H + d)2
− d√

R2 + d2

)
(3.2)

where BR is the remanent magnetization (1.3 T for neodymium), R is the radius of the
sphere and of the cylinder, H is the height of the cylinder and d the distance from the
magnet surface along the magnet magnetization axis.
The magnetic field along the magnetization axis of magnets having different shapes

and sizes are plotted in fig. 3.3. Independently of the radius of the sphere, the static
magnetic field at the surface (d = 0) of spherical magnets is equal to 2

3BR and it is

stronger than the one generated at the surface of cylindrical magnets BR
2

(
H√

R2+H2

)
.

Therefore, a spherical magnet is preferred in our experimental architecture in order to
achieve a stronger static magnetic field. It must be noticed that the static magnetic
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Figure 3.3: Static magnetic field generated by magnets of different shape and size. Left:
magnetic field profile along the magnet magnetization axis for three different spherical
magnets whose radii are reported in the legend of the figure. Center and right: magnetic
field profile along the magnet magnetization axis of different cylindrical magnets whose
radii and heights are reported, in this order and separated by a semicolon, in the legend
of the figures.

Figure 3.4: Zeeman shift of the NV center resonance frequencies (|0〉 → |−1〉 in red,
|0〉 → |+1〉 in blue) at different distances from the surface of a spherical magnet of
radius 6.35 mm. The distance is evaluated along the magnet magnetization axis. The
resonance frequencies are calculated considering the Zeeman shift (eq. (1.5)) induced
by the static magnetic field generated by the spherical magnet (eq. (3.1)).
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(a) (b)

Figure 3.5: Magnetic architecture. (a) The magnet is glued on an L-shaped optical
post assembly which is then fixed on a three-axis translation stage. (b) The diamond is
placed on a goniometric stage. The diamond top facet is a [110] facet. The NV centers
orientations with respect to this facet, the laser beam and the RF antenna are also
reported. The three coloured arrows represent the translation axis of the stage (blue
arrow), the magnet magnetization axis, which is the optical post axis (green arrow),
and the NV centers axis (red arrow).

field generated by a spherical magnet is less homogeneous than the one generated by
a cylindrical magnet (section 2.1.3). However, this is not a limitation if a sphere of
sufficiently large radius is chosen. In our particular case, we chose a spherical magnet
of radius 6.35 mm, which is one order of magnitude larger than the diamond sensing
area. The ground state NV center resonance frequencies at different distances from the
surface of the magnet are plotted in (fig. 3.4). Tuning the diamond-magnet distance, it
is possible to shift the NV center resonance frequencies up to 27 GHz.
To preserve a good ODMR contrast and avoid the quenching of the NV PL (section 2.5),
the magnetic field needs to be aligned with the NV center axis. In addition, the align-
ment needs to be preserved while the magnet is moved close to or further away from
the diamond to tune the NV center resonance frequencies.

3.2.1 Alignment procedure

The alignment procedure is realized with the help of a three-axis translation stage
which is used to fine control the spatial position of the magnet. A schematic of the
experimental setup is reported in fig. 3.5. The magnet is glued on an L-shaped optical
post assembly which is then fixed on a three-axis translation stage. The optical post
(green arrow in fig. 3.5) is aligned by eye to one axis of the translation stage (blue arrow)
and this one is then coarsely aligned, always by eye considering geometric arguments, to
one NV center family (red arrow). After this preliminary alignment, a finer alignment
is performed in three steps:

• at low static magnetic field

• at the ESLAC

• at the GSLAC

At low static magnetic field, the transverse component of the static magnetic field
is negligible with respect to the NV center ground state zero field splitting (D = 2.87
GHz) and therefore, independently of their orientation, the four NV center families show
a good contrast (section 2.3). When the static magnetic field is well aligned with one
NV center family, the other threes are equivalently oriented with respect to it and hence
undergo the same Zeeman shift. Therefore the alignment procedure at low field consists
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(a) Mis-aligned static magnetic field (b) Aligned static magnetic field

Figure 3.6: Far field alignment procedure. (a) The static magnetic field is not completely
aligned with respect to one NV center family. The four NV families undergo a different
Zeeman shift and eight ODMR lines, two for each NV centers family, are visible in the
x-f plane (section 2.3). (b) The static magnetic field is aligned to one NV centers family.
The three not-aligned families undergo the same Zeeman shift and therefore only four
ODMR lines are visible in the x-f plane, two for the aligned family and two for the three
not-aligned families. The ODMR lines associated with the well-aligned family are those
which undergo the stronger Zeeman shift.

in changing the magnet position until the CW-ODMR lines of the three non-aligned
families are superposed (fig. 3.6).
Increasing the static magnetic field, this alignment procedure is not efficient because
the three not-aligned families are difficult to detect (section 2.8) due to the decrease of
the contrast induced by the transverse component of the static magnetic field.

The alignment procedure at the level anticrossing is based on the contrast decrease
induced by the spin state mixing both at the ground state (GSLAC) and the excited
state (ESLAC) (section 2.5). Hence, the magnet is displaced until the contrast of the
ODMR line is maximized (fig. 3.7). At the GSLAC a second criteria to improve the
alignment consists in minimizing the energy gap in correspondence of the level anti-
crossing (fig. 3.7d) (section 2.5).

It is important to observe that, after having performed the alignment procedure at
low static magnetic field, a new fine alignment is required in proximity of the ESLAC.
The same happens at the GSLAC after having performed the alignment procedure at the
ESLAC. That means that the alignment between the NV centers and the static magnetic
field is slightly lost during the translation of the magnet. This is understandable looking
at the experimental setup in fig. 3.5. During the alignment procedure, the magnetic
field is aligned with respect to the NV center axis. However, since the magnetic field
generated by a spherical magnet in proximity of the pole has, in first approximation,
a radial distribution, it is possible that the NV center is well aligned with the static
magnetic field but not with the magnet magnetization axis. Moreover, the magnet is
translated along the translation stage axis that may not exactly be parallel to the optical
post and therefore to the magnet magnetization axis. These sources of misalignment
cause, during magnet translation, a small loss of alignment that is most noticeable
near the level anti-crossing, where the system is more sensitive to it section 2.7. For
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(a) ESLAC misaligned (b) ESLAC aligned

(c) GSLAC misaligned (d) GSLAC aligned

Figure 3.7: Alignment procedure at the level anti-crossing. (a-b) ODMR spectrum of
the ground state |0〉 → |−1〉 transition in proximity of the ESLAC in case of misaligned
(a) and aligned (b) static magnetic field. At the ESLAC the gorund state |0〉 → |−1〉
transition is resonant at 1.45 GHz. In case of a misaligned magnetic field, the loss of
contrast makes impossible the detection of the |0〉 → |−1〉 transition also for resonance
frequencies hundreds of MHz lower or higher than 1.45 GHz. Since at the ESLAC
the system is extremely sensitive to magnetic field alignment (section 2.7), in (b) the
resonance line is very well visible at 1.42 GHz but not at 1.5 GHz. This happens
because the static magnetic field is better aligned with the NV centers at the bottom
of the image (x = 900) than with those at the top. (c-d) ODMR spectra of the ground
state |0〉 → |−1〉 transition in proximity of the GSLAC respectively when the magnet is
misaligned (c) and well aligned (d) with the NV centers axis. The misalignment causes
a reduction in contrast and an increase in the energy gap at the level anti-crossing,
which is 50 MHz in (c) and less than 5 MHz in (d). The additional ODMR lines are
due to the harmonics of the RF generator (section 2.8).
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those reasons, all three alignment procedures are usually required while the magnet is
translated toward the diamond. Further increasing the static magnetic field, namely
for magnetic field stronger than the one required for the GSLAC, the system becomes
less sensitive to small angles of misalignment. In this case, according to our experience,
improving the alignment does not result in a real improvement of the contrast (this is
true for small angles of misalignment, of the order of some degrees). Anyway, using the
procedure described in section 2.8, that is checking that the frequency gap between the
|0〉 → |−1〉 and the |0〉 → |+1〉 resonance frequencies is twice the zero field splitting
(eqs. (2.23) and (2.24)), it is always possible to control the status of the alignment and
eventually refine it.

Once the alignment procedure has been done, the magnet-diamond distance can be
tuned in order to tune the resonance frequency of the NV centers and explore their
behaviour under different regimes of static magnetic field (paragraph 3.4) and static
magnetic field gradient (paragraph 3.5). However, before investigating the feasibility
and the performance of the RF spectral analysis over a large frequencies range, we
want to detail the calibration procedure necessary to spatially encode the NV centers
resonance frequencies.

3.3 The calibration procedure

For a given magnet-diamond distance, the calibration procedure consists in associating
each pixel to the resonance frequency of the NV centers it images. As already described
in section 2.3, looking at the ODMR spectra in the x-f plane1, for a given value of
y = y0 , the frequency information is spatially coded by means of magnetic field gradient
component along x (fig. 3.8a). Therefore it is possible to create a one-to-one calibration
map that associates each frequency to a single pixel (x, y0).
However, instead of considering a single row of pixels (single value of y), we can take
advantage of the widefield imaging mode and sum over all the pixels that resonate at the
same frequency, namely summing over the iso-B of the static magnetic field (fig. 3.8b).
In this way, we create a one-to-one calibration map that associates each frequency to a
set of pixels, increasing the SNR of the measurement (section 2.1.5)

From an experimental point of view, the calibration procedure consists in defining,
for each frequency, a mask. The mask is a matrix that has the same dimension as the
image captured by the camera. It is zero everywhere except on the pixels which resonate
at the frequency associated with the mask; for those pixels, the mask has a value equal
to one. The easiest way to define which pixels resonate at a given frequency would
consist in defining a contrast threshold, so that, at a given frequency, all pixels whose
contrast is above the threshold are defined as resonant at that frequency. However,
this method is not applicable because of the inhomogeneous distribution of the NV
centers families in our sample (section 2.3), which makes the contrast dependent on the
diamond area which is considered. Therefore the mask is defined in a different way.
Looking at fig. 3.8b, the ODMR line in the x-y plane is, in first approximation, a
straight line. In order to obtain the mathematical expression of this line, at least two
pixel positions are necessary. The y position of these pixels is arbitrarily chosen and
for those chosen values of y, the PL along the x axis is fitted by a Gaussian curve to
find the position for which the contrast is maximum (fig. 3.8c). Finally, the ODMR line
equation is found by a linear fit of the position of the pixels. The mask is then defined
by setting the value of pixels laying on the linear fit equal to one (fig. 3.8d). In the
mask, the linewidth along the x direction is chosen of the same order of the FWHM

1The reference frame is the laboratory reference frame where z is the optical axis and x is the laser
beam propagation axis.
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(a) (b)

(c) (d)

Figure 3.8: Calibration procedure. (a) Ground state |0〉 → |−1〉 ODMR spectrum . (b)
ODMR of an ensemble of NV center at f = 9 GHz (top) and f = 9.5 GHz (bottom). (c)
Contrast evolution along the x axis for two different y positions: at f=9 GHz (top) and
f=9.5 GHz (down). (d) Masks at f =9 GHz (top) and f=9.5 GHz (down).
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Figure 3.9: Spectrum of a monochromatic RF signal acquired considering a different
numbers of rows to realize the mask.

of the previous Gaussian fit (fig. 3.8c). Along the y direction, the pixels are chosen
according to the size of the beam waist. This procedure could be repeated for each
frequency in the frequency range detectable on the AOI or, in an easier way, assuming
that the slope of the ODMR line in the x-y plane changes slowly tuning the frequency,
the procedure is repeated only for some frequency values in the frequency range and
then an interpolation method is used to define the masks for all the other frequencies.

Once the masks have been defined, the spectrum of an unknown RF signal is given
by:

S(ν) =
∑
(x,y)

D(x, y)Mν(x, y) (3.3)

where Mν is the mask associated with the frequency ν and D is the image acquired by
the camera when the unknown signal is sent on the diamond.

In order to show the SNR improvement after the calibration procedure and the
advantages in summing over several pixels, the comparison between the spectra acquired
considering only one row of pixel (y = 45) and several rows is reported in fig. 3.9. The
contrast is higher for a single-row spectrum because it has been considered the row
where the contrast is maximum. On the contrary, summing over several rows, the
final contrast is the mean value of the contrast over the different rows. The SNR is
evaluated for four different configurations and is equal to 14 for a single row, 51 for
20 rows, 65 for 40 rows, and 60 for 60 rows. As expected from section 2.1.5, due to
the different pumping conditions, the SNR does not scale linearly with the square root
of the number of pixels. However, the sum over several pixels still remains a valid
technique to increase the SNR of the measurement. A more refined masking procedure
would consist in weighting pixels proportionally to their contrast, and therefore instead
of considering a mask made of zeros and ones, define a more complex mask which
accounts for differences in the laser pumping parameter, in the spatial distribution of
the NV centers preferential orientation, etc.

Once the calibration is done, the system can work as a spectrum analyzer. The only
signal processing needed to retrieve the spectral components of an unknown RF signal
is a sum over several pixels (eq. (3.3)), which is fast and frequency-independent. In
the following paragraphs, the performance of our experimental architecture is discussed
with respect to the main parameters of interest for the spectral analysis of RF signals:
frequency range, bandwidth, frequency resolution, dynamic range and time resolution.
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(a) (b) (c)

Figure 3.10: Frequency range and frequency bandwidth. (a) NV center resonance fre-
quencies and frequency gradient per pixel for different magnet-diamond distance. (b)
Lower limit of the frequency range. (c) Upper limit of the frequency range.

3.4 Frequency range and real-time bandwidth

Our system works as a tunable microwave frequency detector in a typical range from
10 MHz to 25 GHz (fig. 3.10). The tuning of the frequencies range is simply achieved
by changing the magnet-diamond distance.

The lower part of the spectrum is covered when the resonance frequency of the
|0〉 → |−1〉 ground state transition becomes very small, that is near the GSLAC
(fig. 3.10b). Therefore, the minimum detectable frequency corresponds to the frequency
gap between the |0〉 and the |−1〉, which, for a well-aligned system, is of the order of 10
MHz.
The upper limit is related to the maximum strength of the static magnetic field we are
able to achieve using our magnet and therefore to the highest resonance frequency of
the |0〉 → |+1〉 transition we are able to detect. According to fig. 3.10a, the maximum
detectable frequency is approximately 27 GHz. This frequency is the resonance fre-
quency of the |0〉 → |+1〉 transition when the magnet and the diamond are at contact.
In order to detect the CW-ODMR of the NV centers close to the magnet surface, the
RF antenna is displaced from its usual position (fig. 3.11a) and the NV centers are
excited by the RF field generated outside the current loop (fig. 3.11b). The ODMR
spectra of the NV centers imaged between the antenna and the magnet are reported in
fig. 3.11c. The measurement demonstrates that the NV centers electron spin resonance
can be detected up to 27 GHz using a single, room-temperature neodymium magnet.
The experimental configuration in fig. 3.11b is disadvantageous for sensing because the
amplitude of the RF field fast decreases outside the antenna (section 2.1.2). For this
reason, the upper limit of the RF spectral analysis is approximately 25 GHz, which is
the highest frequency that it is possible to detect considering the AOI inside the loop
antenna (figs. 3.10c and 3.11a).
Concerning the frequency range, it is important to emphasize that while the lower limit
is a physical limit, the upper limit is a technical limit and it could be extended by means
of stronger magnetic fields, for example using cryogenic magnets.

Comparing fig. 3.10b and fig. 3.10c, for the same AOI, we have approximately 300
MHz of total bandwidth for a central frequency of 150 MHz and approximately 4 GHz of
bandwidth for a central frequency of 22 GHz. This is because while the central frequency
depends on the amplitude of the static magnetic field, the bandwidth depends on the
magnetic field gradient. Since in a single-magnet configuration these two parameters
are related (fig. 3.10a), the bandwidth depends on the central frequency.

At this point, it is important to make a comment about the magnetic field gradient
per pixel. The magnetic field B is oriented along the NV center axis, which forms an
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(a) (b)

(c)

Figure 3.11: Maximum frequency detectable using our neodymium magnet. (a) Ex-
perimental configuration to perform the spectral analysis. The diamond area useful
for sensing is the one inside the loop antenna. (b) Experimental setup to measure the
strongest Zeeman shift possible with our neodymium magnet. The antenna is shifted
so that we can put the magnet in contact with the diamond and collect the PL emit-
ted by the NV centers closest to the magnet. (c) ODMR in the xf plane using the
experimental configuration in (b).
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angle of approximately 35◦ with the diamond {110} axis and 55◦ with the diamond
{100} axis, which are respectively the x and y axis of the laboratory frame (fig. 3.11a).
Given the small size of the AOI (≈ 500 µm) with respect to the magnet, in first ap-
proximation it can be assumed that the static magnetic field is oriented along the NV
center axis all along the AOI. Under this approximation, using eq. (3.1), it is possible
to evaluate the static magnetic field gradient per pixel along the NV center axis and
therefore its components along the x and y axis of the laboratory frame.

The magnetic field gradient per pixel (∇B) along the magnet magnetization axis
is plotted in fig. 3.10a. The bandwidth ∆ν for a given central frequency (fc) can be
estimated as:

∆ν(fc) = γ∇B(fc) · cos (35) ·Np (3.4)

where Np is the AOI length, in pixel unit, along the x direction. Considering the
central frequencies and the AOI in fig. 3.10, we found ∆ν(150 MHz) = 307 MHz and
∆ν(22 GHz) = 3.6 GHz, in good agreement with the experimental results.
In order to increase the bandwidth, both the AOI and the magnetic field gradient per
pixel can be increased.

3.5 Frequency Resolution

The frequency resolution of our system is related to the ODMR linewidth of the NV
centers ensemble. It depends on four main contributions:

• NV center intrinsic linewidth

• Optical and RF power broadening

• Magnetic field gradient

• Magnetic field amplitude fluctuations

In our optical grade diamond sample, the intrinsic linewidth is attributed to the deco-
herence induced by the interaction between the NV centers and the 13C nuclear spins
bath [128], and it is of the order of 500 kHz. That is the physical limit of the frequency
resolution of the system and can be improved working with ultra-pure diamond samples
(section 1.2.4).

The optical and RF power broadening are well described by the NV center model
presented in section 1.2.5. According to eq. (1.35), the FWHM of the NV centers ODMR
spectrum is given by:

∆ν = Γ∞c

√(
s

s+ 1

)2

+
Ω2
R

Γ∞p Γ∞c
(3.5)

where s = Plaser/Psat accounts for the optical pumping process, the Rabi frequency
ΩR accounts for the power of the RF field which drives the spin transition, and Γ∞p
and Γ∞p are the spin decoherence rates induced by the optical pumping at saturation.
The optical pumping induces a power broadening of the ODMR line because of the
relaxation of the spin coherence during the optical cycle. Therefore the higher is the
pumping rate, the faster is the spin coherence relaxation and the broader is the ODMR
line. (fig. 3.12).
The power broadening induced by the driving field (the RF field in our case) is a well-
known phenomenon of any two-level system (section 1.2.3). This is well depicted in
fig. 3.13a, where the ODMR spectrum for different RF powers is plotted. At low RF
power the three peaks of the NV center hyperfine structure are well distinguishable,
unlike at high power. In fact, increasing the RF power, the FWHM of each resonance
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(a) (b) (c)

Figure 3.12: Optical power broadening. Comparison of spectra acquired under different
laser powers, reported as the title of each plot. The RF power is set to a nominal value
of -5 dBm in order to suppress the RF power broadening. From (a) to (c) the FWHM
and the contrast are respectively: FWHM = (0.90 ± 0.04 MHz, 1.04 ± 0.05 MHz and
1.3± 0.1 MHz); contrast=(0.60± 0.03, 0.4± 0.02, 0.21± 0.02 )

(a) (b)

(c) (d) (e)

Figure 3.13: Comparison of the ODMR spectra in the range [2.63 GHz, 2.69 GHz] for
different magnetic fields and magnetic field gradients (10 mT and 20 KHz/µm (a) – 195
mT and 1.5 MHz/µm (b)) . The different colours correspond to different nominal powers
of the MW generator. The curves are fitted by the sum of three identical Lorentzians
shifted by 2.14 MHz. The contrast and the linewidth obtained from the fit are reported
in (c − d). In (c) the fit is realized using a fit function of the form of eq. (3.5); in (d)
the fit is realized using a fit function of the form of eq. (3.11) for (d).
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(a) (b)

Figure 3.14: Schematic of the effect of the magentic field gradient per pixel in the case of
(a) small magnetic field gradient and (b) strong magnetic field gradient. Assuming the
black square to be a pixel, in red and gold are reported the ODMR spectra of the NV
centers located at two opposite sides of the pixel. In blue are represented the ODMR
spectra of the NV centers located inside the pixel. In green is reported the ODMR
spectrum associated with the pixel, that is the sum of the ODMR spectra of all the NV
centers imaged by the pixel.

line increases until the hyperfine structure is completely lost. The RF power broadening
effect is visible in fig. 3.13b as well.
Both fig. 3.13a and fig. 3.13b show the ODMR spectra of an ensemble of NV centers
resonant at 2.66 GHz. In the first case, the magnetic field applied to NV centers is
equal to 10 mT; in the second case, it is 195 mT (fig. 3.13c). Comparing figs. 3.13a
and 3.13b we can observe that in the second case the hyperfine structure of the NV
center is not resolved, not even at low RF power, and the ODMR spectrum is broader
and less contrasted with respect to the ODMR spectrum obtained at the same power
but under a lower static magnetic field (fig. 3.13d and fig. 3.13e). These differences are
caused by the different magnetic field gradients present in the two configurations: in
the first case 20 kHz/µm and in the second case 1.5 MHz/µm.
The magnetic field gradient at the pixel scale induces NV centers imaged by the same
pixel to undergo a different Zeeman shift and therefore to be resonant at different fre-
quencies for the same transition (Figure 3.14). If the resonance frequency distribution at
the pixel scale is small compared to the intrinsic linewidth of the NV center (fig. 3.13a),
the effect of the magnetic field gradient is negligible and all the NV centers imaged by
the same pixel are approximately resonant at the same central frequency (fig. 3.14a).
On the contrary, if the resonance frequency distribution is comparable or larger than
the NV center intrinsic linewidth (fig. 3.13a), NV centers imaged by the same pixel do
not resonate at the same frequency and therefore the ODMR line results broaden and
less contrasted (fig. 3.14b).
The effect of the static magnetic field gradient can be modelled assuming a linear

magnetic field at the pixel scale. The ODMR spectrum S(ν) associated with a single
pixel can then be written as:

S(ν) ∝
∫ ν2

ν1

P (ν0)L(ν − ν0) dν0 (3.6)

The integration interval [ν1, ν2] corresponds to the frequency range of the resonance
frequencies of the NV centers imaged by the pixel (red and gold spectra in fig. 3.14);
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P (ν0) is the probability distribution of the NV center resonance frequency in the pixel;
L(ν) is the spectrum of a single NV center whose resonance frequency is ν0. Considering
the NV center spectrum as a Lorentzian with a full width at half maximum equals to
a, we can write:

L(ν) = L0(ν) =
(a2 )2

(a2 )2 + (ν − ν0)2
(3.7)

Under the reasonable assumption of a linear magnetic field, the probability distribution
P (ν0) is uniform in the integration range and therefore it results:

S0(ν) ∝
∫ ν2

ν1

L0(ν − ν0) dν0 =

∫ ν2

ν1

(a2 )2

(a2 )2 + (ν − ν0)2
dν0 =

=
a

2
(arctan

ν − ν2

a
− arctan

ν − ν1

a
)

(3.8)

Taking into account the hyperfine interaction, the NV center spectrum is described
by three Lorentzians frequency shifted by b = 2.14 MHz (section 2.7). Therefore

L(ν) = LHyp(ν) =
(a2 )2

(a2 )2 + (ν − ν0 + b)2
+

(a2 )2

(a2 )2 + (ν − ν0)2
+

(a2 )2

(a2 )2 + (ν − ν0 − b)2

(3.9)
and the single pixel spectrum can be written as

SHyp(ν) ∝ a

2

(
arctan

ν − ν2 + b

a
− arctan

ν − ν1 + b

a

)
+

a

2

(
arctan

ν − ν2

a
− arctan

ν − ν1

a

)
+
a

2

(
arctan

ν − ν2 − b
a

− arctan
ν − ν1 − b

a

)
(3.10)

As we can observe, the ODMR line has not anymore a lorentzian shape under a strong
magnetic field gradient.
A comparison between the ODMR spectra under different magnetic field gradient regimes
is reported in figs. 3.15 and 3.16.
The theoretical simulation (fig. 3.15) is realized considering NV centers with a cen-
tral frequency uniformly distributed in a frequency range [−∆ν/2 +∆ν/2], where
∆ν = γ∆B, γ=28 GHz/T is the NV center gyromagnetic ratio and ∆B is the variation
of the static magnetic field at the single pixel scale. Thus eq. (3.10) is solved for dif-
ferent values of ∆B (from 0.01 MHz/pixel to 11 MHz/pixel) considering as parameters
ν2 = −ν1 = ∆ν/2 and a = 1 MHz, which is the FWHM of the experimental ODMR
spectrum obtained at 5 dBm in fig. 3.13a.

To experimentally measure the effect of the magnetic field gradient on the ODMR
spectra, we sum the ODMR spectra obtained on adjacent pixels. This summing pro-
cedure is equivalent to increasing the magnetic field gradient per pixel but, instead of
increasing the magnetic field gradient, we increase the size of the pixel. In this way,
by considering only a single experimental measurement, it is possible to study the be-
haviour of the ODMR spectra under different magnetic field gradients per pixel. In
particular, we consider the measurement realized when a magnetic field gradient of 20
kHz/µm and a magnetic field of 10 mT are applied to the NV centers (fig. 3.13a) so
that, summing over the entire area of the AOI along the laser beam direction, we can
investigate a magnetic field gradient per pixel from 13 kHz/pixel to 10 MHz/pixel (sum-
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Figure 3.15: Simulation of the linewidth broadening caused by the static magnetic field
gradient per pixel. In abscissa the detuning with respect to the frequency of the central
hyperfine peak. In the title of each plot is reported the magnetic field gradient used for
the simulation in MHz per pixel.
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Figure 3.16: Measurement of the linewidth broadening caused by the static magnetic
field gradient per pixel. In order to investigate the effect of the magnetic field gradient
per pixel we summed the spectra of adjacent pixels along the beam propagation axis
after having normalized their contrast. The magnetic field gradient over the integration
area is reported in the title of each plot in MHz per pixel.
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(a) Linewidth (b) Contrast

Figure 3.17: ODMR linewidth and ODMR contrast evolution under different static
magnetic field gradients per pixel. The contrast is evaluated as the maximum value of
the spectrum while the FWHM is evaluated as the frequency range for which the contrast
is higher than half of the maximum value. The simulation and the experimental results
are compared showing a good agreement.

Figure 3.18: The NV center axis and the magnetic field (blue arrow) form an angle
of ≈ 35◦ with respect to the beam propagation axis (x). Integrating over several pixels
along the beam propagation axis (x), the magnetic field gradient over the integrated
area is defined as: ∆B = dB/dx · lpixel · Npixel, where dB/dx is the magnetic field
gradient along the beam propagation axis, lpixel is the side of the area imaged by a
single pixel and Npixel is the number of pixels summed. Therefore, the magnetic field
gradient is evaluated not considering the components along y and z, the two directions
perpendicular to the beam propagation axis.
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ming over ≈ 800 pixels).
The results are reported in fig. 3.16. The shape of the spectra is in good agreement
with the theoretical model and we can notice that, increasing the gradient, the three
peaks of the hyperfine structure are not visible anymore. The contrast and the FWHM
of the peaks are reported in fig. 3.17 and show a good agreement between the experi-
mental results and the simulation. Concerning the FWHM (fig. 3.17a), the data are in
agreement with the simulation for small magnetic field gradients. The small disagree-
ment at high magnetic field gradients is likely due to the way we integrate the ODMR
spectra over a large number of pixels. In fact, in order to preserve the same pumping
parameter, the integration is done along the beam propagation axis, which is not the
magnet magnetization axis. Therefore, the magnetic field gradient reported in fig. 3.17
is the magnetic field gradient along the beam propagation axis and it does not take
into account the magnetic field gradient in the two other directions perpendicular to
the beam propagation axis (section 3.4 and fig. 3.18). On the contrary, the simulation
assumes a magnetic field gradient along the magnet magnetization axis, that is the NV
center axis. As a consequence, the experimental results are evaluated underestimating
the magnetic field gradient and that can explain the small disagreement with the sim-
ulation.
Using the results of the simulation, it is possible to estimate the ODMR linewidth ex-
pected for the measurement realized under a static magnetic field of 195 mT and a
magnetic field gradient of 1.5 MHz/µm (1 MHz/pixel): it should be approximately 6
MHz at 5 dBm, the RF power considered to choose the NV center linewidth in the
simulation. The experimental result is (11.5 ± 1.5) MHz, almost twice the expected
value (fig. 3.13d).
The difference between the experimental result and the simulation can be attributed
to fluctuations of the magnetic field amplitude. These fluctuations can be caused by
both mechanical vibrations, which change the magnet-diamond distance (section 2.7),
and temperature fluctuations, which change the magnet remanent magnetization of
≈ −0, 1%/◦ (section 4.6.2) and therefore the amplitude of the static magnetic field. In
both cases, the effect of these fluctuations is more evident for strong static magnetic
fields and thus strong magnetic field gradients.

After having investigated the different contributions to the ODMR line broadening,
we can conclude that, as expected, in our setup the frequency resolution depends on
the frequency set-point and it is better at low frequencies (1 MHz at 2.6 GHz) than at
high frequencies (50 MHz at 21 GHz). However, it is important to emphasize that the
frequency resolution is ultimately limited by the NV center intrinsic linewidth, which
is independent of its resonance frequency, and that different experimental architectures
can be implemented in order to improve this parameter.

3.6 Dynamic range and power detection threshold

The quantitative measurement of the MW field amplitude can be realized exploiting
the ODMR contrast of an ensemble of NV centers [129] which, according to eq. (1.36)
reads as:

C = ϑ
(Ω2

R)

Ω2
R + Γ∞p Γ∞c

(
s
s+1

)2 (3.11)

ϑ accounts for the different PL rate of the NV center when it is in |0〉 or |±1〉, ΩR

is the Rabi angular frequency and accounts for the RF power, s is the laser power
saturation parameter and Γ∞p and Γ∞c account for the longitudinal and transverse spin
decoherence induced by the laser pump. Equation (3.11) describes both the laser power
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dependence of the contrast (fig. 3.12), showing that it increases reducing the optical
pumping parameter, and the RF power dependence of the contrast (fig. 3.13), showing
that it linearly increases with respect to the MW power2 before saturating. The linear
dynamic range (the range of power for which the contrast is proportional to the RF
power) and the saturation value both depend on the laser power regime.
A parameter of interest for the RF spectral analysis is the power detection threshold,
that is the weakest RF field detectable or, equivalently, the RF power for which the
SNR of the measurement is equal to one. Defining the PL spectrum of a single NV
center as:

PL(ν) = R0

(
1− C ∆ν2

∆ν2 + (ν − ν0)2

)
(3.12)

where R0, ν0, ∆ν and C are respectively the PL rate emission, the resonance frequency,
the linewidth and the contrast of the NV center, and assuming to sum the PL over NP ,
on resonance (ν = ν0), photon shot noised and identical pixels (sections 3.3 and 2.1.5),
the SNR of the measurements can be written as:

SNR =
PL(ν)− PL(ν0)√

PL(ν)
=
√
nV NpR0ζ∆tC (3.13)

where n is the NV center concentration in the sample, V is the volume imaged per pixel,ζ
is the system collection efficiency and ∆t is the integration time of the measurement.
The RF power is related to the square of the RF magnetic field amplitude and thus to the
angular Rabi frequency ΩR. Considering SNR=1 and replacing eq. (3.11) in eq. (3.13),
we can evaluate which parameters are related to the power detection threshold Pth:

Pth ∝ Ω2
R(SNR = 1) =

ΓpΓc

(
s
s+1

)2

ϑ
√
nV NpR0ζ∆t− 1

(3.14)

The power detection threshold depends on the diamond (n,Γ∞p ,Γ∞c ), on the imaging
system (ζ,NP ,V), on the integration time of the measurement (∆t) and on the pumping
parameter (s).

The contrast dependence on the RF power can be observed in fig. 3.19, where we
report the spectrum of the non-linearity of a MW generator (SMA100A, RS) at 37 MHz
and a nominal power of 25 dBm. The measurement performed with our system is com-
pared to the one realized with a commercial electronic spectrum analyzer. Considering
the noise floor of our measurement, we are able to detect a signal over a MW power
range from 23 dBm to -17 dBm, with a dynamic of approximately 40 dB and a power
detection threshold of at least 20 µW.
Equations (3.11) and (3.14) do not take into account the static magnetic field gradi-
ent and the static magnetic field amplitude fluctuations, whose effects on the contrast
have been anticipated in the previous paragraph and are visible in (fig. 3.13). These
effects can be taken into account by performing a contrast calibration which associates,
for every frequency, a value of contrast to each RF power. Moreover, the calibration
procedure allows accounting for two other effects: the contrast spatial inhomogeneity
intrinsic to our sample, for example caused by the presence of a spatial-dependent NV
centers preferential orientation, and the frequency-dependent performance of the RF
chain. The first aspect has already been discussed in section 2.3 and it is sample de-
pendent, on the contrary the second aspect, that is the frequency dependence of the RF
chain (section 2.1.2), is more general and deserves some comments.

2The MW power is proportional to the square of the MW field amplitude and thus to the square
of the Rabi frequency: PMW ∝ Ω2

R
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Figure 3.19: Comparison between the measurement realized using a commercial elec-
tronic spectrum analyzer (ESA) and the NV centers. The signal analysed is generated
by the RF generator set to a frequency of 37 MHz and a nominal power of 25 dBm.
Four harmonics of the main frequencies are well visible.

The frequency-dependent performance of the RF chain can be observed in figs. 3.20
and 3.21, where images in the x-y plane acquired at different RF frequencies and different
RF powers are reported. The NV center transition investigated is the |0〉 → |−1〉
transition. Taking advantage of the ground state level anti-crossing, the spectra are
acquired at the same resonance frequency but under different static magnetic fields and
different magnetic field gradients (see insets figs. 3.20 and 3.21). For simplicity, we will
say that the spectra are acquired before or after the GSLAC if NV centers undergo a
static magnetic field respectively lower or higher than the one required for the GSLAC
(≈ 102 mT). As expected, comparing the spectra acquired at the same frequency before
and after the GSLAC, the contrast is higher for the formers because the magnetic field
gradient is lower. However, it is interesting to observe that a stronger contribution to
the contrast is given by the performance of the RF chain. In fact, comparing the images
acquired at different frequencies before the GSLAC, by increasing the static magnetic
field, the resonance frequency of the |0〉 → |−1〉 transition decreases, the magnetic field
gradient increases, but the contrast increases. A similar result is reported in fig. 3.22
where the RF power detection threshold is evaluated up to 5 GHz and it is shown that
it increases when the frequencies increase. In order to figure out this behaviour, in the
next paragraph the RF chain is analysed from an electrical point of view.

3.6.1 Electrical model of the RF antenna

In our experiments, the antenna that brings the RF field close to the NV centers is a
small wire-loop which short-circuits the RF chain (fig. 3.23a). The amplitude of the
RF field generated near the loop depends on the electric current flowing in the wire
and can be studied with the help of an equivalent electric circuit (fig. 3.23b). The RF
generator is modelled as an ideal RF generator connected to a 50 Ω impedance. Since
the MW frequencies we are interested in are of the order of some GHz, i.e. wavelengths
of some cm (e.g. if ν = 1 GHz, λ = 30 cm), we can neglect the propagative effects in
our mm-size antenna and approximate the latter to a load impedance (ZL) connected
to the RF generator by means of an SMA cable whose impedance (50 Ω) matches the
output impedance of the generator (50 Ω). The SMA cables insertion losses are low
(< 2 dB/m) for frequencies lower than 18 GHz and so they are neglected.

The load impedance (ZL) is evaluated by modelling the antenna as two parallel
copper wires which end in a perfect circle. The equivalent electric circuit is composed
of the mutual inductance of the two parallel wires (Lwire), the self-inductance of the
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(b)

Figure 3.20: ODMR of the ground state |0〉 → |−1〉 transition resonant at 500 MHz
(a) and 1000 MHz (b). The insets represent the resonance frequency and the frequency
gradient per pixel at different distance form the magnet. The measurement is realized
both for magnetic field lower and higher than the magnetic field necessary for the
level anti-crossing (102 mT), see insets. For each value of the static magnetic field the
measurement is repeated at four different RF nominal powers (from left to right): 25
dBm, 15 dBm, 5 dBm, -5 dBm.
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(b)

Figure 3.21: ODMR of the ground state |0〉 → |−1〉 transition resonant at 1500 MHz
(a) and 2000 MHz (b). The measurement is realized both for magnetic field lower and
higher than the magnetic field necessary for the level anticrossing (102 mT), see insets.
For each value of the static magnetic field, the measurement is repeated at four different
RF nominal powers (from left to right): 25 dBm, 15 dBm, 5 dBm, -5 dBm.

Figure 3.22: Power detection threshold at different RF frequencies.The experiment is
carried out considering the same RF nominal power and camera exposure time, and
summing over the same number of images for each frequency.
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loop (Lloop), a capacitance that accounts for the capacitive coupling between the two
wires (Cwire), and a capacitance which accounts for the capacitive coupling between the
wires and the optical table (Cground), assuming the latter is a ground plane.
Due to the skin effect, which is the tendency of an alternate current propagating in
a conductor to be more concentrated near the surface than inside the conductor, the
electric current flows near the surface of the wires. The skin effect is quantified by the
skin penetration depth, that is the distance from the conductor surface for which the
current is decreased by 1/e. The skin penetration depth δ is frequency dependent:

δ =

√
2%

ωµ
(3.15)

where µ and % are respectively the magnetic permeability (1.26 · 10−6 H/m) and the
resistivity (1.7 ·10−8 Ω· m) of the copper and ω = 2πν is the RF field angular frequency.
At 1 GHz it results δ = 2 µm, which is two orders of magnitude smaller than the radius
of the wire. As a consequence, the current flows only on the surface of the wire and the
inductances and the capacitances of the equivalent circuit of the loop antenna can be
calculated as [130, 131]:

Lwire =
µ0Dwire

π
cosh−1(

Swire
Φwire

) (3.16)

Lcoil = µ0rcoil(ln
16rcoil
Φwire

− 2) (3.17)

Cwire =
πε0Dwire

cosh−1( Swire
Φwire

)
(3.18)

Cground =
2πε0Dwire)

cosh−1(2Hwire
Φwire

)
(3.19)

where µ0 and ε0 are respectively the vacuum magnetic permittivity and electric perme-
ability, Dwire and Φwire are the length and the diameter of the two wires connecting
the SMA cable to the loop (fig. 3.23a); Swire is the distance between the two wires and
Hwire is the distance between the two wires and the ground plane (optical table); rcoil
is the radius of the antenna. Assuming Dwire = 1 cm, Φwire = 200 µm, Swire = 3 mm,
Hwire = 15 cm and rcoil = 250 µm , it results: Lwire = 13.6 nH, Lcoil = 0.3 nH and
Ctotal = Cwires + Cground = 0.27 pF. Solving the circuit, it is possible to evaluate the
total impedance of the antenna (ZL):

ZL(ω) = jω(Lwire + Lcoil)
1− ω2 LwireLcoil

Lwire+Lcoil
Ctotal

1− ω2LcoilCtotal
(3.20)

where j is the imaginary unit.
Figure 3.24a shows the module of ZL versus the frequency. We can observe that at fre-
quencies of some GHz, the impedance of the antenna is one order of magnitude larger
than the SMA cable impedance (50 Ω), therefore our assumption to have a short-circuit
at the end of the cable is not correct.
In the estimation of the total impedance (eq. (3.20)) we neglected the resistive contri-
bution. This is because, taking into account the skin effect, the electrical resistance of
the loop coil is given by:

R =
%

δ

Dwire

πΦwire
(3.21)

and, at 1 GHz, it is approximately 0.1 Ω, which is two order of magnitude smaller than
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(a) (b) (c)

Figure 3.23: Electric model of the RF antenna. (a) Sketch of the end of the coaxial
cable and the RF antenna made by connecting the core of the coaxial cable with the
ground by means of a copper wire. The geometry of the antenna is approximated to
a two parallel coils with a loop at the end. (b) Equivalent circuit of the RF chain. E
and ZG are an ideal generator and its 50Ω internal resistance. The four black points
delimit the coaxial cable of impedance Z0 = 50Ω. The antenna is represented by a load
inductance ZL. The zero of the z axis is in correspondence of the load. (c) Equivalent
circuit of the RF antenna. Lwire is the mutual inductance of the two parallel wires and
Cwire their capacitive coupling, Lloop is the auto-inductance of the coil loop and Cgorund
the capacitive coupling between the wires and the ground plane.

the inductive contribution.
Always in fig. 3.24a, the impedance of the antenna (ZL) is compared to the inductance
of the wires Zwire = jωLwire. For frequencies lower than 10 GHz, the antenna can
be approximated to a simple inductance. It is important to notice that for frequencies
higher than 10 GHz our initial hypothesis of neglecting the propagative effect of the RF
field is not valid anymore since the RF wavelength becomes comparable to the size of
the antenna.

The current and the potential along the transmission line can be evaluated solving
the telegrapher’s equations [81] for the system in fig. 3.23b. Considering ZL = jωLwire,
it results:

V (z) = −jE sin (βz + ϕ/2)ejϕ/2e−jβl (3.22)

I(z) =
E

Z0
cos (βz + ϕ/2)e(jϕ/2)e−jβl (3.23)

where ϕ = −2 arctan (Lwireω/Z0), β = 2π
c ω
√
µε, µ and ε are the copper magnetic

permeability and electric permittivity, c is the speed of light in vacuum and the z axis
is defined as in fig. 3.23b. In correspondence of the load (z = 0), the module of the
current is given by:

I(0) =
E

Z0
cos

(
tan−1

(
ωLwire
Z0

))
(3.24)

and its frequency dependence is plotted in fig. 3.24b. We can observe a fast decrease of
current in the frequency range [100 MHz - 5 GHz] which can explain the experimental
results concerning the RF power detection threshold fig. 3.22. In fig. 3.24b it is also
plotted the current at the end of the transmission line assuming a loop antenna of
radius 500 µm and no parallel wires. In this case, the current starts decreasing at
higher frequencies than the previous case, but still in the GHz range.

From an experimental point of view, three different antenna geometries have been
tested (fig. 3.25). The first consists of two parallel wires ending in a small loop; the
second consists of two twisted wires ending in a small loop; the third is just a small loop.
The reflection coefficient S11 of the antennas, defined as the ratio between the incident
and the reflected voltage wave [81], is measured by an electrical network analyser (VNA).
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(a) (b)

Figure 3.24: (a) Comparison between the impedance calculated using eq. (3.20) and the
impedance induced by the inductance of the two parallel wires. For frequencies lower
than 30 GHz the RF antenna has essentially an inductive behaviour due to the two
wires. (b) Module of the electric current at the load calculated by using the telegra-
pher’s equations and assuming that the load impedance is given by either the two wires
inductance (blue curves) or the loop inductance.

Figure 3.25: S11 parameter for three different antenna geometries: (A) two parallel
wires ending in a small loop; (B) two twisted wires ending in a small loop; (C) just a
small loop.
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(a) (b)

Figure 3.26: (a) Schematic of a CPW. (b) Electric and magnetic field lines of a quasi-
TEM mode propagating in the CPW. Images from [132].

.

The results, reported in fig. 3.25, show the presence of several resonances, especially at
high frequencies. These resonances are extremely hard to predict using the electrical
model described above, both because the real geometry of the antenna is not easy to
define and because the several capacitive and inductive couplings between the antenna
and the environment are almost impossible to predict.

To conclude, the electrical analysis and the VNA measurements, although allow par-
tially explaining the frequency-dependent behaviour of the RF chain, principally show
that even a very small inductive or capacitive coupling can fast deteriorate the perfor-
mance of the RF chain. Taking into account all of these couplings is extremely hard.
Moreover, the antenna is usually displaced and put in contact with the diamond using
a three-axis translation stage. During these displacements, the contact between the
diamond and the wires tends to deform the latter, thus altering the electrical properties
of the RF chain. Given the difficulties in mastering the behaviour of the antenna, a
new RF chain architecture based on a coplanar wave guide (CPW) is proposed.

3.6.2 A CPW-based RF chain

A CPW consists of a central conducting line and two lateral ground planes over a di-
electric substrate (fig. 3.26a). Usually a second ground plane is realized on the opposite
side of the dielectric substrate to provide mechanical stability and electrical isolation.
This ground plane is commonly connected by means of metallic vias to the two lateral
ground planes in order to have the same ground potential and prevent the propagation
of undesired electromagnetic modes [133].
The principal propagating mode in a CPW is a quasi-TEM3 mode (fig. 3.26b) with a
zero cut-off frequency, and therefore well suited for broadband applications. The electric
field lines move from the central strip to the lateral ground planes, while the magnetic
field lines turn around the central strip line.
The size, the geometry and the dielectric material of the CPW define the effective di-
electric constant, the attenuation and the characteristic impedance of the line [134].
The main advantage of CPWs over homemade antennas is the possibility to correctly
simulate their behaviour and to customize the design to the application. In our case,
implementing a simulation with the software COMSOL, we found the optimal CPW
parameters to maximize the magnetic field amplitude and preserve a 50 Ω impedance
over a large frequency range [1 GHz; 20 GHz].
The frequency behaviour of the transmission line is estimated by simulating the scat-
tering parameters of the CWP. In the simulation it has been assumed as input of the

3TEM stands for transverse electromagnetic wave, which is an electromagnetic wave whose magnetic
and electric components in the propagation direction are equal to zero (e.g. a plane wave). A quasi-TEM
mode is a propagation mode whose longitudinal component is very small compared to the transverse
component.
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Figure 3.27: Comparison between the simulation (a) and the measurement (b) of the
scattering parameters for the CPW realized, whose photograph is reported in (c). (d)
Magnetic field amplitude versus the distance form the CPW at the center of the strip
line.

(a) (b) (c)

Figure 3.28: Three CPWs configurations. The green rectangle represents the laser beam,
the light blue square represents the diamond. The direction of the RF field generated
by the CPW at the middle of the central line is also reported.
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εr H(µm) W (µm) S(µm) t(µm)

3.55 200 345 150 35

Table 3.1: CPW parapmeters. εr is the electric permittivity of the dielectric, H the
height of the dielectric substrate, W is the width of the central line, S the distance
between the central line and the lateral ground plane, t the thickness of the central line
and the metallic plate.

line a 50 Ω impedance generator and as output a 50 Ω load. The reflection coefficient
S11 accounts for eventual impedance mismatching and the transmission coefficient S12,
defined as the ratio between the incident and the transmitted voltage waves, accounts
for the transmission losses. The simulation is run for two different cases: in the first
case only the CPW is considered, in the second case a 0.5 mm thick dielectric plate
(εr = 5.5) is placed on top of the CPW to simulate the contribution of the diamond
plate. In both cases, the results of the simulation (fig. 3.27b) show low (some dB)
transmission losses and a good impedance matching (low reflections ≈ −20 dB) over
the entire frequency range.

In order to maximize the coupling between the NV center and both the optical
and RF field, the laser beam has to be parallel to the NV center axis and the RF
field perpendicular to it. To test different experimental configurations, we realized on
the same printed circuit board (PCB) three CPWs having different shapes (fig. 3.27c).
Their features are reported in Table 3.1. The first configuration consists of a straight
CPW guide with the connectors plugged in from the bottom of the line, allowing the
propagation of the laser beam parallel to the CPW (fig. 3.28a). The second and third
configuration use a different and more versatile approach which consists in misaligning
the CPW area used for exciting the NV centers from the connectors axis figs. 3.28b
and 3.28c. In this case, additional vias are added near the curvatures of the line to
reduce losses. In the second configuration (fig. 3.28b) we tried to minimize the angle
of curvature while, in the third configuration, it is maximum (90◦). The scattering
parameters have been experimentally measured using a VNA and the results, reported
in fig. 3.27b, show a good agreement with the simulation: low transmission losses (less
than 5 dB in the range [0 GHz; 15 GHz]) and low reflections (≈ -15 dBm over the entire
frequency range).
The next step is the implementation of the CPW in the experimental setup to measure
the performance of this new architecture. The major issue expected concerns the rapid
decrease of the RF field amplitude increasing the distance from the CPW. In fact,
differently from the loop antenna, in this case it is not possible to image the diamond
area which is in contact with the PCB. Therefore the collected PL will be emitted by
NV centers which are approximately 500 µ m (the thickness of the diamond) far from
the CWP. According to the simulation in fig. 3.27d, the magnetic field amplitude at
such distance from the CPW is 75% lower than the amplitude in proximity of the PCB.

The simulations and the designs of the CPWs proposed in this paragraph are the
results of the Diego Florez Alban internship.

3.7 Temporal resolution and simultaneous detection

The advantage of the CW widefield imaging mode is that all the frequencies in the
frequency range are simultaneously detectable without any dead time except the one of
the camera, opening the way to the real-time frequency detection of complex microwave
signals with 100% probability of interception.
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(a) (b) (c)

Figure 3.29: Detection of multi-frequencies signal. A frequency mixer combines the
output of two MW generators synchronized to sweep their frequencies in the same
frequency range but in a reverse order (a). Time evolution of a two-frequency signal in
two different frequency ranges: 7GHz (b) and 23GHz (c).

To illustrate this point, a time-varying multi-frequencies microwave field is generated
combining the signals of two microwave generators and varying their frequencies as a
function of time. The frequencies are swept over the entire bandwidth of the image, for
two different configurations, around 7 GHz (fig. 3.29b) and around 23 GHz (fig. 3.29c),
showing that the simultaneous detection is possible for a number of frequency channels
equal to the ratio between the bandwidth and the frequency resolution.

The temporal resolution is the smallest time required to detect the PL variation
induced by a resonant MW field. Its physical limit is related to the NV center photo-
dynamics, whose characteristic times are of the order of tens of ns. In our case, the
temporal resolution is defined as the lowest camera exposure time needed for a SNR
equal to 1, not considering the refreshing time of the camera. Therefore, according to
eq. (3.13), assuming SNR = 1, the temporal resolution of the system is given by:

∆t =
1

nV NpR0ζ
C2 (3.25)

where n is the NV center concentration, V is the diamond volume imaged by a single
pixel, Np is the number of pixels over which the PL is integrated, R0 is the NV center
photoluminescence rate when it is in |0〉, C is the ODMR contrast and ζ accounts for
the PL collection efficiency. Since the contrast and the number of pixels resonating at
the same frequency are frequency-dependent parameters, also the temporal resolution
is frequency-dependent in our experimental architecture. The frequency dependence
of the contrast has been discussed in section 3.6 and essentially depends on the static
magnetic field gradient per pixel and the transmission efficiency of the RF chain. The
frequency dependence of the number of pixels resonating at the same frequency can
be understood considering that, according to the calibration procedure described in
section 3.3,

Np = Np‖ ·Np⊥ =
∆ν

γ dBdx · lpixel
·Np⊥ (3.26)

where Np‖ and Np⊥ are respectively the number of pixels summed parallel and perpen-
dicular to the beam propagation axis, dBdx is the static magnetic field gradient along x,
lpixel is the side of the square area imaged by a single pixel, ∆ν is the ODMR linewidth
and γ the NV center gyromagnetic ratio. Np⊥ is related to the laser beam waist, while
Np‖ to the linewidth, in pixel unit, of the ODMR line in the xy plane. This latter
is related both to the static magnetic field gradient along x (dBdx ), which is frequency-
dependent (section 3.4), and to the linewidth of the ODMR spectrum (∆ν) which is
frequency-dependent as well (section 3.5).
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Figure 3.30: Spectrogram for three different frequency ranges: (a) around 2 GHz, (c)
around 9 GHz, (c) around 23 GHz. In order to compare the data, the calibration pro-
cedure is done considering the same number of pixels for the three different frequencies.

The linear dependence of the temporal resolution from the number of pixels derives
from the assumption that the SNR scales linearly with the square root of it. However,
as already described in section 2.1.5, the improvement in the SNR achievable summing
over several pixels is finally limited by the PL inhomogeneity and the pixels correlations;
for this reason, the contribution of the number of pixels to the SNR and thus to the
temporal resolution is difficult to estimate.
We experimentally evaluate the temporal resolution of our system by decreasing the
camera exposure time in order to reach values of the SNR close to 1, not considering
the refreshing time of the camera. Using a nominal MW power of 25 dBm, we measured
a time resolution of 2 ms at 1.8 GHz (C= 6%, SNR= 5), 20 ms at 9 GHz (C= 1%,
SNR= 4) and 600 ms at 23 GHz (C= 0.1%, SNR= 1). As expected from eq. (3.25),
the temporal resolution is better at low frequency, where the ODMR spectrum shows
a better contrast. It should be noted that, for an integration time of 2 ms, using our
sample, only a few tens of counts are detected by the camera. Therefore, as discussed in
section 2.1.5, the measurement starts to be limited by the intrinsic noise of the camera.
In order to increase the SNR and the temporal resolution of the system, several expe-
dients can be adopted: diamonds with a higher NV center concentration (section 1.4),
a better PL collection efficiency, different pumping parameters, lower magnetic field
gradients, a larger volume per pixels, etc. However, it must be observed that many
of these expedients improve the temporal resolution at the cost of other parameters.
For example, lowering the static magnetic field gradient reduces the real-time band-
width, enlarging the volume per pixel reduces the frequency resolution,etc. Therefore,
a tradeoff must be made based on the application for which the RF spectral analysis is
performed.

3.8 Frequency ambiguity

In this chapter it has been proposed an experimental architecture to use NV centers
as a tunable RF spectrum analyzer over a large frequency band [10 MHz, 25 GHz].
However, it may present some frequency ambiguities, namely the presence of more than
one resonance frequency associated with the same pixel (section 2.8). Two factors can
cause this ambiguity

• the presence of the three non-aligned NV families, which for a given pixel induce
the presence of additional resonance frequencies

• the two intrinsic resonance frequencies of the NV center (|0〉 → |−1〉 and |0〉 →
|+1〉).
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Figure 3.31: (a) The NV center resonance frequencies versus the amplitude of the static
magnetic field. In grey the frequency range filtered by the RF filter. In green the mag-
netic field range necessary to have a bandwidth of 5.74 GHz with a central frequency of
2.87 GHz and no frequency ambiguity. (b) Working principle of the heterodyne tech-
nique. (c) Schematic of a possible heterodyne detection chain to remove the frequency
ambiguity and enlarge the frequency range of the NV-center based spectral analysis.

The first source of ambiguity can be suppressed using diamonds with NV centers pref-
erentially oriented along one of the four diamond crystallographic axis (section 1.4).
The second source of ambiguity is intrinsic to the single NV center and can be removed
by applying a MW filter so that the signal is resonant with only one of the two NV
center transitions. This procedure restricts the available bandwidth to a maximum of
5.74 GHz (twice the zero-field splitting), corresponding to the frequency shift between
the |0〉 → |−1〉 and the |0〉 → |+1〉 transition for magnetic fields stronger than 0.1 T
(fig. 3.31a). For example, adding in the RF chain a low pass filter which suppresses all
RF signal components at frequencies above 5.74 GHz, allows a non-ambiguous detec-
tion over a maximum bandwidth of 5.74 GHz by exploiting the NV center |0〉 → |−1〉
transition when NV centers undergo a static magnetic field in the range [102 mT, 307
mT] (fig. 3.31a). For the same values of the static magnetic field, the unambiguous RF
spectral detection can be achieved using a [5.74 GHz; 11.48 GHz] bandpass filter and ex-
ploiting the |0〉 → |+1〉 transition. More generally, for any static magnetic field stronger
than 102 mT it is possible to achieve an unambiguous maximal detection bandwidth of
5.74 GHz by applying a RF filter.

In this configuration, the frequency range can be chosen according to the perfor-
mance of the MW chain (e.g. corresponding to baseband communication), and any
other frequency signal can be brought within this frequency range using heterodyning
techniques. The idea behind the heterodyne technique is depicted in fig. 3.31b. The
signal of interest (ωs) is mixed with a local oscillator (ΩLO) by means of a frequency
mixer. The mixer output signal contains both a component at frequency ωs + ΩL and
a component at frequency ωs −ΩL. After the mixer, a RF filter whose bandwidth cor-
responds to the unambiguous real-time bandwidth of the NV centers, suppresses one of
the two components, the one at higher frequency in our example.

This way of removing the ambiguity has the disadvantage of limiting the real-time
bandwidth to 5.74 GHz but the great advantage of increasing the frequency range, which
is now only limited by the heterodyne detection chain. A possible architecture which
exploits the heterodyne technique to increase the spectrum analyzer frequency range is
presented in fig. 3.31c. The input signal is split in n different channels, each of which is
provided by a bandpass filter of bandwidth D < 5.74 GHz and lower-passing frequency
shifted by D with respect to the previous channel. After the filter, for each channel, a
local oscillator downconverts the RF signal in the frequency range [0;D], for which an
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Figure 3.32: Heterodyne detection of RF field up to 40 GHz using an ensemble of NV
centers. In the title of each plot are reported the RF power of both the local oscillator
and the RF signal.

unambiguous and efficient detection is possible using an ensemble of NV centers.
The experimental demonstration of the RF field detection up to 40 GHz using the

heterodyne technique is reported in fig. 3.32. The limit of 40 GHz is due to the maximum
frequency of our RF generator. The only difference between the images presented in
fig. 3.32 is the frequency of the local oscillator. Therefore, from the point of view of
NV centers, the detection and its parameters (frequency resolution, contrast, dynamic
range, time resolution) are frequency independent. In fact, independently from the
frequency range of the signal, the RF field applied to the NV centers is always in the
same frequency range.

3.9 Conclusion and perspectives

In this chapter, we demonstrated that an ensemble of NV centers in a single-crystal
diamond can be used to detect a complex microwave signal and resolve its spectral
components up to 25 GHz. We investigated the effects of the magnetic field gradient
on the key parameters of the RF spectral analysis based on an ensemble of NV centers
such as real-time bandwidth, frequency resolution, dynamic range and time resolution.
Using our experimental architecture we achieved a MHz frequency resolution and ms
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time resolution at low magnetic field gradient and low RF frequencies (≈ 2 GHz), and a
few tens MHz of frequency resolution and a few hundreds ms of time resolution at high
RF frequencies (≈ 20 GHz). The frequency-dependent performance has been analysed
and follows an expected behaviour considering both the effect of the magnetic field
gradient and the RF chain. We investigated the frequency ambiguity in the RF spectral
analysis based on an ensemble of NV centers and we proposed a solution based on
heterodyne techniques which both removes this ambiguity and opens the way to the
real-time spectral analysis over a frequency range of several tens of GHz (demonstrated
up to 40 GHz).

This work lays the foundation for the application of NV centers for the RF spectral
analysis. In particular, we showed how the parameters of interest for the RF spectral
analysis are related to each other with respect to the experimental implementation.
Following the results presented in this manuscript, it is possible to customize the ex-
perimental architecture to optimize its performance according to its application.

Concerning the perspectives of this work, we can identify two main axes of improve-
ment. The first is testing different and new experimental architectures: diamonds with
higher NV center concentration and/or preferential orientations, RF chain based on
CPWs, higher PL collection efficiency, different pumping parameters or more flexible
magnetic field architectures, etc. The second is the implementation of a photoelectrical
read-out of the NV centers spin transition (PDMR) [136] which may offer a higher spin
detection rate no more limited by the frame rate and the dead time of the camera.
Moreover, the electrical read-out interface will allow the realization of a more compact
system.
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Chapter 4

Imaging of RF field using an ensemble of
NV centers

The fast development of RF-based technologies requires proper methods to character-
ize RF components. In the first chapter we reviewed the most common techniques to
perform this kind of analysis showing that there is a need for alternative and comple-
mentary techniques which are non-invasive, work at room temperature and offer a high
spatial resolution. In this chapter we propose two NV centers-based solutions which
fulfill these requirements. The first is described in section 4.1 and consists in exploiting
the RF power broadening of the NV centers CW-ODMR spectrum to retrieve informa-
tion about the amplitude of the microwave field radiated in the near field region by a
RF device; in our case the loop antenna used to bring the RF field in proximity of the
NV centers. The second technique, described in the rest of this chapter, is based on
the widefield detection of NV centers Rabi oscillations. The set-up and the acquisition
procedure, which differs from that implemented when an APD-based PL collection sys-
tem is used, are described in section 4.2. In section 4.3 and section 4.4, the widefield
detection of NV center Rabi oscillations is investigated by means of experiments and
simulations before being applied to the imaging of the RF near-field generated by a loop
antenna (section 4.5), The end of the chapter (section 4.6) is dedicated to the optical
detection of the NV center magnetic resonances in pulsed regime (pulsed ODMR) using
a widefield imaging system. Some preliminary results are reported.

4.1 Imaging of RF field in CW regime

In section 1.2.5 it has been introduced a mathematical model to describe the NV centers
CW-ODMR spectrum and calculate the mathematical expressions for both the CW-
ODMR contrast (C, eq. (4.2)) and FWHM linewidth (∆ν, eq. (4.1) ), here reported
[48]:

∆ν =
Γ∞c
2π

√(
s

s+ 1

)2

+
Ω2
R

Γ∞p Γ∞c
(4.1)

C = Θ
Ω2
R

Ω2
R + Γ∞p Γ∞c

(
s
s+1

)2 (4.2)

where s = P/Psat is the optical saturation parameter, ΩR is the Rabi angular frequency,
Γ∞p and Γ∞c are receptively the longitudinal and transverse spin decoherence rates in-
duced by the laser pumping and ϑ is a parameter which accounts for the spin dependent
PL rate. As described in chapter 1, these expressions are valid in the case of a saturation
parameter s > 0.02.
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Figure 4.1: Experimental set-up. For a detailed description see section 2.1. The inset
shows the top view of the diamond and the two-magnet architecture. The magnets are
aligned with respect to one of the two NV center families laying in the diamond [110]
plane using the procedure described in section 3.2.1

In order to validate the model for an ensemble of NV centers, the CW-ODMR spec-
trum is measured for different RF powers and the power dependence of the contrast
and the linewidth are evaluated. The experiment is realized using the experimental
set-up described in section 2.1 and a two-magnet architecture in order to have a low
static magnetic field gradient (fig. 4.1). This is advantageous because, as explained
in chapter 3, the magnetic field gradient at the pixel scale broadens the CW-ODMR
linewidth and reduces the CW-ODMR contrast. The magnets are carefully aligned to
one NV center family (section 3.2.1) and arranged in order to have, at the middle of
the two magnets, a static magnetic field amplitude corresponding to ESLAC. In this
configuration, the ground state |0〉 → |−1〉 resonance frequency is approximately 1.4
GHz and only one peak of the hyperfine structure is visible since the nitrogen nuclear
spin is optically polarized (section 2.6).
The NV center CW-ODMR spectrum is acquired for different RF nominal powers, rang-
ing from 5 dBm to 25 dBm. For each RF power, the CW-ODMR spectrum is obtained
by summing the PL of 25 adjacent pixels to increase the SNR (section 2.1.5). The
spectrum is then fitted by a Lorentzian function to evaluate the CW-ODMR contrast
and the CW-ODMR FWHM. The measurement is repeated for several pixels and the
mean values of the CW-ODMR contrast and the CW-ODMR FWHM are plotted in
figs. 4.2c and 4.2d. The error bar is given by the standard deviation. In agreement with
the model (eqs. (4.1) and (4.2)), the contrast follows a saturation law while the FWHM
increases almost linearly with the magnetic field amplitude.

The power dependence of both the FWHM and the contrast can then be exploited
to acquire information about the amplitude of the RF near field emitted by the loop
antenna. Comparing the error bars in fig. 4.2c and fig. 4.2d, one can observe that
the power-dependence of the contrast is less sensitive than the power-dependence of
the FWHM. This is essentially caused by the spatial inhomogeneity of the NV center
concentration and the presence of an inhomogeneous NV center preferential orientation
in our sample (section 2.3). Moreover, under the optical pumping regime implemented
in our experiment, at high RF power the contrast is almost saturated and thus not
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(a) (b)

(c) (d)

Figure 4.2: (a) x-y plane image acquired by the camera. (b) CW-ODMR spectrum in
the x-f plane. The nominal power of the RF field is set to 25 dBm. (c) Power dependence
of the CW-ODMR contrast. The fit is realized using a saturation law: C = a·P/(P+b),
where C is the contrast and P is the nominal RF power in mW. (d) Power dependence
of the CW-ODMR linewidth. The fit is realized using a saturation law: L2 = a · P + b,
where L is the spectral linewidth and P is the nominal RF power in mW.
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very sensitive to power fluctuations [129]. For these reasons, in the following of this
paragraph, only the FWHM is used to retrieve information about the amplitude of the
RF field.
Two different experimental architectures (fig. 4.3) are considered. In the first, the
antenna is centred with respect to the camera AOI (fig. 4.3a) and therefore the NV
centers imaged by the camera are excited by the RF field generated at the center of the
antenna. In the second, the antenna is displaced so that the NV centers are excited by
the RF field generated outside the loop (fig. 4.3c). In both cases the RF field is set to
a nominal power of 25 dBm. Figures 4.3b and 4.3d show the NV center CW-ODMR
linewidth at different positions along the beam propagation axis. At the center of the
antenna, (fig. 4.3b) the NV center linewidth is almost homogeneous. Outside the loop,
it decreases increasing the distance from the antenna. This observation is in agreement
with the evolution of a magnetic field generated by an electric current flowing in a wire
loop: a magnetic field almost homogeneous inside the loop and a decreasing behaviour
outside the loop. We can approximate the magnetic field generated outside the loop to
that generated by a current flowing along an infinite wire: B(d) ∝ 1/d, where d is the
distance from the center of the wire. Hence, the fit in fig. 4.3d is done using the fitting
curve:

f(d) =
a

d+ b
+ c (4.3)

where a is a parameter which accounts for the magnetic field amplitude, b is an offset
radius which accounts for the fact that the zero of the x axis does not match the center
of the wire and c is an offset parameter which accounts for the natural linewidth of the
NV centers. From the fit we obtain b = 140± 7 µm which is of the same order of mag-
nitude of the radius of the wire (50 µm) and c = 0.49± 0.03 MHz, which is comparable
to the NV centers linewidth of a CVD optical grade diamond with a nitrogen impurity
concentration of 1 ppm (≈ 500 kHz).
The conversion from the pixel unit reported on the abscissa in fig. 4.3b and the SI unit
(µm) is done considering that, due to the imaging system implemented in the set-up,
each pixel images a 660 nm side diamond square. This is, inter alia, the spatial resolu-
tion of our system.
The discrepancy between the value of b and the radius of the wire (which is 50 µm)
may be attributed at several factors. First, fitting the evolution of the FWHM versus
the RF power with eq. (4.3), we assume that the RF field is proportional to the CW-
ODMR linewidth. This assumption is true for high RF powers, where the optical power
broadening is negligible compared to the RF power broadening eq. (4.1). However, out-
side the wire loop, increasing the distance from the wire, the RF power broadening is
expected to be comparable with the optical power broadening, thus making our hypoth-
esis weaker. As a consequence, the FWHM and the amplitude of the RF field have not
exactly the same behaviour. Second, the 1/d decreasing behavior of the magnetic field
amplitude is valid for an infinite straight wire carrying current, whereas, in our case, the
radius of curvature of the wire loop is comparable with the distance between the wire
and the measurement area. Finally, since the diamond sensing area is not exactly in the
plane of the antenna, the angle between the RF field and the NV center axis depends on
the distance from the antenna. They can be approximated to be perpendicular for NV
centers far from the antenna, but not for those close to it. Since the coupling between
the NV centers and the RF field depends on their reciprocal orientation section 1.2.3,
this effect can cause a discrepancy between data and theory.

The previous experiment demonstrated that the CW-ODMR linewidth is a useful
and simple tool to map the RF near field emitted by a RF device. Moreover, using
eq. (4.1) it is possible to estimate the order of magnitude of the Rabi frequency and
thus the amplitude of the RF field applied to the NV centers. The values of Γ∞p and
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(a) (b)

(c) (d)

Figure 4.3: CW-imaging of the RF near field emitted by our loop antenna. (a)-(c) Full
frame images of the camera for two experimental configurations. We can recognize the
diamond (light grey rectangle), the laser beam (white beam) and the shadow of the
antenna (black circle in (a) and black arc of circle in (c)). In (a) the NV centers imaged
by the camera AOI (red rectangle) are at the center of the antenna (a). In (c) they
are outside the antenna (c). (b)-(d) FWHM of the ODMR spectrum of the NV centers
embedded in the diamond area imaged by the camera AOI. In (d) the fit is done using
eq. (4.3).

Figure 4.4: Orientation of the MW field with respect to the sensing area. On the left
we can observe that the diamond area used for sensing is not exactly in the plane of
the antenna, which is posed on the top [110] facet of the crystal. On the right we can
observe that the orientation between the MW field and the diamond [110] facet (and
thus the two NV center families laying on this plane) depends on the distance from the
wire (x).
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Γ∞c are chosen in agreement with [48] (see also section 1.2.5): Γ∞p = 5 · 106s−1 and
Γ∞c = 80 · 106s−1. The parameter s = P/PSat can be either determined measuring the
NV center PL saturation curve or estimated considering the pumping parameter of the
experiment. The second way is followed in this manuscript. According to [137], the
NV center saturation intensity is: ISat ≈ 1 − 3 mW/µm2. In our experimental set-up,
where NV centers are excited by a Gaussian beam of waist w0 ≈ 35 µm, the saturation
power is achieved at Psat =

πw2
0

2 ISat ≈ 2W. Therefore, using a laser power of 300 mW,
the saturation parameter is s ≈ 0.15. This value confirms the applicability of eq. (4.1),
whose expression is valid for s > 0.02. From eq. (4.1), the Rabi angular frequency is
equal to:

ΩR =

√
(2π · FWHM)2 Γ∞p

Γ∞c
−
(

s

s+ 1

)2

Γ∞P Γ∞C = 7 · 106 rad · s−1 (4.4)

Assuming that the RF field generated by a loop antenna is, in first approximation,
linearly polarized, it is possible to deduce the amplitude of the RF magnetic field using
eq. (1.23):

B =
√

2
ΩR

γ · 2π
= 56 µT (4.5)

Considering the magnetic field energy density:

u =
1

2

B2

µ0
(4.6)

where µ0 = 4π · 10−7 H/m is the vacuum permeability, the RF power associated to the
RF field measured using eq. (4.5) can be calculated as:

P = u · S · c =
1

2µ0
B2πR2c =

R2Ω2
Rc

4πµ0γ2
(4.7)

where c is the speed of light, S is the surface and R ≈ 300 µm is the radius of the loop
antenna. The value of R is estimated from fig. 4.3a considering that each pixel images
a square area of side 0.66 µm (section 2.1.4). We obtain: P ∼ 100 mW (∼ 20 dBm),
which is of the same order of magnitude as the nominal power set on the RF generator
(25 dBm). It is important to remark that this estimation does not take into account
neither the spatial distribution of the RF field, which is assumed homogeneous inside
the antenna and zero outside it, nor the imperfect shape of the loop, nor the orientation
of the RF field with respect to the NV center axis.

To conclude, it has been shown that the CW-ODMR linewidth allows estimating
conveniently the RF field emitted in near-field by an antenna. However, in order to
quantitatively measure the amplitude of the RF field, a calibration of the system is nec-
essary since, using the simple two-level system model, both the CW-ODMR linewidth
and the CW-ODMR contrast are related to the Rabi Frequency by parameters which
are not physical constant but depend on the sample and the experimental architecture.
For this reason, in the next paragraphs, we investigate a method to directly detect the
NV center Rabi oscillations and therefore directly measure the Rabi frequency.

4.2 Rabi oscillations: experimental set-up

The detection of NV center Rabi oscillations using an ensemble of NV centers and a
widefield imaging system was introduced in chapter 1. The advantage of this method
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with respect to the one described in the previous paragraph is the opportunity to directly
measure the angular Rabi frequency ΩR and therefore the amplitude of the RF field
without any calibration procedure.

A schematic of the experimental set-up realized to investigate the NV centers Rabi
oscillations is depicted in fig. 4.5. The right side of the image are shows the optical
pumping branch and the RF branch of the experimental set-up. The left side of the
image shows the imaging system, whose description can be found in section 2.1. The
laser pulses are generated by means of an AOM in a double pass configuration while
the RF pulses are generated by means of a RF switch. A delay generator controlled by
a PC is used to synchronize the laser and the RF pulses.
The laser is focused with a waist of ∼ 15 µm on the diamond 100 facet and the PL is
collected from the top 110 facet. The AOM specifications set the maximum nominal
power of the laser to 500 mW, which corresponds to a power of approximately 250 mW
on the diamond. The losses are caused by both the AOM, whose double pass efficiency
is 84%, and the several optics along the beam optical path. Considering a beam waist
w0 ∼ 15µm and an NV saturation intensity Isat ∼ 2 mW/µm2, the saturation power in
this experimental architecture is given by: Psat =

πw2
0

2 · Isat ∼ 700 mW. Therefore using
a laser power in the range [75 mW, 250 mW] the saturation parameter s is in the range
[0.1 0.3]. For technical reasons, differently from the experimental architecture used
until now in this manuscript, in the new architecture depicted in fig. 4.5 the laser beam
propagates along the y axis of the laboratory frame and it is focused in the diamond
plate through a [100] face.
A schematic of the view from the camera is shown in fig. 4.6. The arrangement of
magnets is the same as section 4.1. The image acquired by the camera (xy plane),
the widefield ODMR spectrum (yf plane) and two single pixel spectra are reported
in fig. 4.7. In the xy plane it is possible to recognize the PL striations (section 2.2)
which cause the contrast inhomogeneity visible in the yf plane. The widefield ODMR
spectrum in the yf plane shows the presence of a residual magnetic field gradient along
the y direction. Looking at the single pixel spectra at the top and the bottom of the
image (fig. 4.7c) a frequency shift of 400 kHz is detected for the |0〉 → |−1〉 transition.

4.2.1 The pulse sequence

As discussed in section 1.3.2, the pulse sequence employed to detect NV center Rabi
oscillations by means of a widefield imaging system differs from the one used when the
detection is performed by an APD (fig. 4.8). In the second case (fig. 4.8a), a long laser
pulse completely polarizes the NV center and, after a waiting time of some hundreds
of ns, necessary to empty the metastable state, a RF pulse is used to manipulate the
NV center spin state. The spin readout is performed gating the APD for a short time
(some hundred of ns) at the beginning and the end of the laser pulse. The PL acquired
at the beginning of the laser pulse contains information about the spin state while the
PL acquired at the end of the laser pulse, when the NV centers are polarized in |0〉,
constitutes a reference signal. Using this acquisition procedure, the spin readout does
not depend on the laser pulse duration.
A similar scheme is unfeasible using a widefield imaging system because the character-
istic time of a camera is extremely longer than the APD characteristic time (4-5 orders
of magnitude). For this reason, a different pulse sequence is usually implemented when
the Rabi oscillations are detected by a camera. (fig. 4.8b).
For the widefield detection of Rabi oscillations a sequence of M laser pulses, each of
them followed by a RF pulse of length τ , is sent on the diamond during a single expo-
sure of the camera. The same sequence is repeated with the RF field off, in order to
acquire a reference image which is then subtracted from the image acquired with the
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Figure 4.5: Rabi oscillations experimental set-up. At the left of the dashed line is
reported the imaging branch of the experimental set-up. The view corresponds to the
y-z plane of the laboratory reference frame, being the x-y plane the plane parallel to
the optical table. At the right of the dashed line are reported the RF and the optical
pumping branches. The view corresponds to the x-y plane. The imaging branch of
the experimental set-up is the same as the one described in section 2.1. The only
difference is that, in this case, the laser beam is sent on the diamond through a [100]
face instead of a [110] facet. In the optical pumping branch of the set-up it is possible
to observe the AOM in the double-pass configuration. The laser beam goes through
two polarizing beam splitters (PBS) before being diffracted by the AOM. Only the first
order of diffraction is back-reflected by a mirror and passes a second time through the
AOM. After the second passage through the AOM only the first order of diffraction
passes through a pinhole. The second diffraction is not represented to make easier the
reading of the image. A quarter-wave plate placed after the AOM turns, after the
double pass, the laser linear polarization of 90◦ so that the beam is transmitted by the
PBS and, with the help of some mirrors and lens (here not represented), is focused on
the diamond. The RF branch of the system consists of a MW generator connected to a
MW switch which is driven by the same delay generator used to drive the AOM. The
output signal of the switch is sent in proximity of the NV center by means of a loop
antenna.
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Figure 4.6: View from the camera of the diamond area in the violet rectangle of fig. 4.5.
Differently from the experimental set-up reported in fig. 4.1, the beam propagation axis
is the y axis. The magnets are arranged in order to minimize the magnetic field gradient.
The magnetic field is aligned along one of the two NV center families (reference axis)
laying in the diamond [110] plane

(a) (b) (c)

Figure 4.7: CW-ODMR. (a) x-y plane imaged by the camera. (b) CW-ODMR spectrum
in the x-f plane. (c) single pixel spectrum. On the top, the spectrum acquired for the
pixel of position (x=100,y=55), at the bottom (x=550,y=55).
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(a) (b)

Figure 4.8: Pulse sequence for the detection of NV centers Rabi oscillations using an
APD (a) and a camera (b).

RF on. This procedure is then repeated N times in order to increase the SNR of the
measurement (section 2.1.5). Scanning the RF pulse duration τ it is then possible to
retrieve the Rabi oscillations.
Using this pulse sequence, differently from the acquisition procedure depicted in fig. 4.8a,
the readout process and the polarization process are not independent because the cam-
era detects the PL emitted by the NV centers during all the duration of the laser pulses.
For this reason, a compromise must be found in order to use a laser pulse duration suf-
ficiently long to polarize the NV center but sufficiently short to allow the spin state
readout (fig. 1.14a). The NV center dynamics during the pulse sequence can be better
understood with the help of some simulations, and it is the subject of section 4.4.

The experimental pulse sequence

After having introduced the general pulse scheme used to detect NV center Rabi oscil-
lations by means of a widefield imaging system, we describe in detail the experimental
pulse sequence.
We use a laser pulse duration of the order of some µs. The waiting time between the
laser pulse and the RF pulse is set to 400 ns and the RF pulse duration is of the order
of some µs. The choice of those parameters is discussed in section 4.4. In the following,
we refer to the sequence composed by the laser pulse, the waiting time, and the RF
pulse as a pulse cycle. Typical exposure times of the camera are several tens of ms.
This value is chosen in order to bring the counts of the camera close to their saturation
value. Assuming a typical period (T) of 5 µs for each pulse cycle, there are approxi-
mately M(T ) = 104 cycles for each exposure of the camera (50 ms). For a given value
of RF pulse duration (τ), N(τ) images are acquired. Since the value of M depends on
the period of the cycle and thus on τ , the value of N(τ) is differently chosen for each RF
pulse duration in order to have almost the same number of pulses (N(τ) ·M(τ) ≈ 106)
and so almost the same SNR for each RF pulse duration.
The AOM and the RF switch are synchronized by means of the delay generator and they
are continuously triggered during the acquisition. The camera, which is not controlled
by the delay generator1, is turned on and off, independently on the pulse sequence.
Therefore, the camera starts the acquisition randomly during the pulse cycle. That has
two main consequences. First, the number of pulses captured with the RF on (signal)
and the RF off (reference) for a given RF pulse duration is not exactly the same. That

1The delay generator used for the experiment has only two independent outputs which are respec-
tively employed for the RF switch and the AOM driver. Therefore, in order to synchronize the camera,
more complex synchronisation procedures need to be considered, i.e.using the camera as an external
trigger for the delay generator. However, as described in the main text, the synchronisation of the
camera is not necessary for our scopes and that simplifies the acquisition.
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results in an incertitude on the number of pulses which is, in the worst case, two pulses
for camera exposure. However, considering the high number of pulses for each exposure
of the camera and the random nature of the camera acquisition process with respect to
the pulse sequence, the difference in the number of pulses between the signal and the
reference after N acquisitions is assumed negligible (some pulses over 106). Second, even
if the number of images (N) acquired for a given RF pulse duration is chosen in order to
have almost the same number of cycles for each RF pulse duration (M(τ) ·N(τ) ≈ 106),
it is impossible to have exactly the same number of pulses without changing the expo-
sure time of the camera which, on the contrary, in our experiment is fixed. However
this condition is not necessary if, instead of simply considering the difference between
the images acquired when the RF field is on and the RF field is off, it is considered the
contrast of the measurement (section 2.2). In this case, a different number of pulses for
different RF pulse durations has, as only consequence, a different SNR for different RF
pulse durations. For a sufficiently high number of pulses, this difference is negligible.

After having described the set-up and the pulse sequence for the widefield detection
of NV centers Rabi oscillations, in the next paragraph we present the main results
achieved.

4.3 Rabi oscillations: Experimental Results

Using the experimental set-up and the pulse sequence described before, it is possible
to detect NV center Rabi oscillations using a widefield imaging system (fig. 4.9). The
measurement is performed considering a laser pulse duration of 1 µs and a waiting time
of 400 ns between the laser pulse and the RF pulse. The RF pulse duration (τ) is swept
from 0.5 µs to 4 µs in steps of 20 ns. The RF generator is set to a nominal power of 23
dBm, which is the maximum RF power that is possible to send on the RF switch. The
laser nominal power is set to 150 mW. Figure 4.9a shows the contrast evolution versus
the RF pulse duration and it is possible to observe the expected oscillating behaviour.
The data are fitted using the fit function [94]:

a · (1− e−x/b · cos[c · x+ d]) (4.8)

where b = 1.08 ± 0.08 µs is the decay time of the Rabi oscillations [138] and c =
(12.0± 0.2) · 106 rad· s−1 is the Rabi angular frequency. a = 0.0206± 0.0002 is related
to the contrast of the measurement and d is a phase term which accounts for the fact
that, for technical reason, the acquisition started at 0.5 µs instead of 0 µs.
The Rabi frequency can also be evaluated using an FFT approach (fig. 4.9b). We obtain
a Rabi frequency of νFFTR = 1.90 ± 0.09 MHz in agreement with the Rabi frequency
estimated by the fit νfitR = ΩR

2π = 1.91± 0.02 MHz.
Using eq. (4.5), it is possible to calculate the amplitude of the RF field. We obtain:
B = 96 ± 1 µT . As we did in section 4.1, we calculate the power associated with the
RF field using eq. (4.7). Assuming a radius of 300 µm, we obtain P=25 dBm, which is
of the same order of magnitude as the RF nominal power (23 dBm). In fig. 4.10, the
measured Rabi angular frequency is plotted for different RF powers. As expected, the
Rabi frequency scales linearly with the square root of the RF power which is proportional
to the amplitude of the RF field (eq. (4.7)). This measurement confirms that our system
is able to measure the amplitude of the RF field emitted in the near-field region by a
RF device.
Comparing the data and the fit in fig. 4.9,an unexpected asymmetric sinusoidal shape of
the Rabi oscillations can be observed. This shape changes and tends to a well symmetric
sine wave increasing the laser pulse duration (fig. 4.11a) or the laser power (fig. 4.11b).
Moreover the contrast of the measurement decreases by increasing the laser power or
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(a)

(b)

Figure 4.9: Widefield detection of NV center Rabi oscillations. (a) Contrast evolution
versus the RF pulse duration. The fit is realized using eq. (4.8). (b) FFT of the
Rabi oscillations plotted in (a). Due to the asymmetry of the Rabi oscillations, in the
spectrum of the signal it is possible to recognize the first harmonics.

Figure 4.10: Power-dependence of the Rabi angular frequency.
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(a) (b)

Figure 4.11: NV centers Rabi oscillations for different laser pulse durations (a) and
laser powers (b). (a) The laser power is set to 150 mW and the laser pulse duration is
swept. The laser pulse durations are reported in the legend of the plot. (b) The laser
pulse duration is set to 2 µs and the laser power is swept. The laser powers are reported
in the legend of the plot. (a-b) It is possible to observe a slight detuning between the
different curves. It comes from mechanical vibrations and temperature fluctuations of
the system which induce fluctuation in the static magnetic field and therefore in the
NV center resonance frequency during the measurement time.

ΩR (MHz) 2 2 0.5 0.5

∆ω (MHz) 2.14 0.3 2.14 0.3
Ω2

R

Ω2
R+(∆ω)2

0.42 0.97 0.05 0.73√
Ω2
R + ∆ω2 2.92 2.02 2.16 0.58

Table 4.1: Detuning parameters

the laser pulse duration. This behaviour is investigated in section 4.4 with the help of
some simulations.

4.3.1 The effect of the detuning on the Rabi oscillations

The effect of the detuning on the Rabi oscillations has already been discussed in sec-
tion 1.2.3. Here we report the formula of the Rabi oscillations:

P (t, ω) =
Ω2
R

Ω2
R + (∆ω)2

sin2

[√
Ω2
R + (∆ω)2

t

2

]
(4.9)

The two main effects caused by the detuning (∆ω) are: a reduction of the Rabi oscil-
lations amplitude by a factor Ω2

R

Ω2
R+(∆ω)2

, and an increase of the oscillations frequency,

which becomes: (
√

Ω2
R + ∆ω2). In Table 4.1 we report the effect of the detuning in two

different cases:

• for a detuning of 2.14 MHz, which is the frequency shift between the NV center
hyperfine peaks;
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Transition Transition rate (µs−1)

k41 = k52 = k63 64.9

k47 10.6

k57 = k67 80

k71 2.6

k72 = k73 3

Figure 4.12: Room temperature NV center transition rates. On the left, the NV center
is approximated to a seven-level system. On the right, the NV center rate transitions
(kij) between the level i and the level j [36].

• for a detuning of 300 kHz, which is the order of magnitude of the detuning induced
by the static magnetic field gradient on the diamond area imaged by the camera
( fig. 4.7).

In table 4.1 we consider two different Rabi frequencies: 2 MHz and 0.5 MHz. For a
detuning of 2.14 MHz and a low Rabi frequency (0.5 MHz), the Rabi oscillations show a
contrast 95% smaller than the zero-detuning contrast. Instead, at high Rabi frequencies
(2 MHz), the contrast is reduced only by a factor 2 and the frequency of the oscillations
is increased by almost a factor of

√
2 with respect to the on resonance case. Therefore,

assuming to be on resonance with one of the three NV center hyperfine transitions, at
high RF power the Rabi oscillations are affected by the NV center hyperfine structure
while this is not the case at low RF power. The easiest way to avoid this effect is working,
as we do, in proximity of the ESLAC where the nitrogen nuclear spin is polarized.
A detuning of 300 kHz, at high Rabi frequencies, induces neither remarkable contrast
losses nor remarkable variations of the oscillation frequencies, confirming the interest in
working with a two-magnet architecture to minimize the static magnetic field gradient.
On the contrary, at low Rabi frequencies, even a small detuning induced by the static
magnetic field gradient tends to reduce the contrast and to alter the frequency of the
oscillations.

4.4 Rabi oscillations: simulation

4.4.1 The model

The pulse sequence implemented for the widefield detection of NV center Rabi oscilla-
tions (fig. 4.8b) can be essentially divided in three different processes: the NV center
optical polarization, the depletion of the NV center metastable state and the NV center
ground state spin manipulation.
The first and the second process can be studied solving the NV center rate equations
for a seven-level system without considering the coherence of the system. Using the
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level notation and the decay rates reported in fig. 4.12, we can write:

dn1

dt
= −n1Wp + n4k14 + n7k17 (4.10a)

dn2

dt
= −n2Wp + n5k25 + n7k27 (4.10b)

dn3

dt
= −n3Wp + n6k25 + n7k27 (4.10c)

dn4

dt
= n1Wp − n4k14 − n4k47 (4.10d)

dn5

dt
= n2Wp − n5k25 − n5k57 (4.10e)

dn6

dt
= n3Wp − n6k14 − n6k57 (4.10f)

1 = n1 + n2 + n3 + n4 + n5 + n6 + n7 (4.10g)

The last equation accounts for the fact that we are considering a closed system.
The third process, that is the NV center spin manipulation by means of a RF field, can
be studied solving the NV center Bloch equations for the |0〉 and |−1〉 (or |+1〉) NV
center ground state levels (eq. (1.30)). To simplify the reading, the Bloch equations are
here reported:

d%11

dt
= Γ1 (%00 − %11) + ΩR= [%01] (4.11a)

d%00

dt
= −Γ1 (%00 − %11)− ΩR= [%01] (4.11b)

d= [%01]

dt
= −ΩR

2
(%11 − %00)− Γ2= [%01]− δω<[%01] (4.11c)

d< [%01]

dt
= +δω=[%01]− Γ2<[%01] (4.11d)

Assuming a RF field on resonance with NV centers, δω ∼ 0 (or more generally
δω << Γ2), eq. (4.11d) is independent from the first three equations and it can be
neglected.

The rate equations (eq. (4.10)) and the Bloch equations (eq. (4.11)) can be merged
to obtain a single set of equations which describes the entire pulse cycle. To do this, the
RF pumping process and the coherence terms of the Bloch equations are added in the
rate equations model. Since in the experiment the degeneracy between the |−1〉 and
|+1〉 states is removed by a static magnetic field and it is possible to address only one
of the two NV center transitions, in the model we assume that the RF field only drives
the |0〉 → |−1〉 transition. Moreover, in first approximation, the spin-lattice relaxation
process can be neglected since its characteristic time (T1 ≈ ms) is more than two orders
of magnitude larger than the characteristic time of the pulse cycle (<10 µs). Therefore,
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from eq. (4.10) and eq. (4.11) we can write:

dn1

dt
= −n1Wp + n4k14 + n7k17 + ΩR · nc (4.12a)

dn2

dt
= −n2Wp + n5k25 + n7k27 − ΩR · nc (4.12b)

dn3

dt
= −n3Wp + n6k25 + n7k27 (4.12c)

dn4

dt
= n1Wp − n4k14 − n4k47 (4.12d)

dn5

dt
= n2Wp − n5k25 − n5k57 (4.12e)

dn6

dt
= n3Wp − n6k14 − n6k57 (4.12f)

1 = n1 + n2 + n3 + n4 + n5 + n6 + n7 (4.12g)
dnc
dt

= −Γ2 · nc +
ΩR

2
· (n2 − n1) (4.12h)

where, in order to uniform the notation, we define nc = = [%01] and we assume the RF
transition on resonance with the |0〉 → |−1〉 transition (δω = 0).
The PL emitted by the system is given by:

PL ∝ n4 + n5 + n6 (4.13)

and the NV center ground state optical polarization in |0〉 is given by:

PGS =
n1

n1 + n2 + n3
(4.14)

4.4.2 The results

The saturation parameter

In the model (eqs. (4.12) and (4.10)) the laser power is taken into account by the
pumping parameter Wp. In order to relate Wp to the NV center saturation parameter
s = P/Psat, the NV center PL saturation curve is simulated and fitted by a saturation
law:

PL = a
Wp

b

1− Wp

b

(4.15)

The NV center PL saturation curve is simulated solving the NV center rate equation
(eq. (4.10)) in the steady state condition for different values of Wp. For each value of
Wp the NV center PL is evaluated according to (eq. (4.13)). The results are plotted
in fig. 4.13 and fitted by the saturation law in eq. (4.15). From the fit it is obtained:
b = W sat

p = 2 · 107 s−1. Since the saturation parameter used in the experiment is in the
range s=[0.1 0.3] (section 4.2) and more in particular a saturation parameter of s=0.15
is used for the detection of the Rabi oscillations reported in fig. 4.9, in the simulation
it is considered a pumping parameter Wp = W sat

p · s = 3 · 106 s−1.

The ground-state polarization time

The NV center rate equations (eq. (4.10)) allow evaluating the time needed to optically
polarize the NV centers assuming they are initially in the thermal equilibrium state.
Figure 4.14a reports the time-evolution of the ground state polarization (eq. (4.14))
for different pumping parameters. The initial condition is set to the thermal equilib-
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Figure 4.13: Simulation of the NV center PL saturation curve. The fit is realized using
eq. (4.15).

(a) (b)

Figure 4.14: (a) Time evolution of the NV center ground state polarization under
different laser pumping parameters. (b) Time evolution of the NV center metastable
state population for different laser pumping parameters.
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rium condition: n = (n1, n2, n3, n4, n5, n6) = (1/3, 1/3, 1/3, 0, 0, 0). Increasing Wp, the
laser pulse duration necessary to polarize the NV center decreases. For a pumping pa-
rameter of the order ofWp = 106 s−1, the system is polarized after approximately 10 µs.

The metastable state depletion time

Using the NV center rate equations (eq. (4.10)) and setting Wp = 0 after having com-
pletely polarized the NV center, it is possible to evaluate the metastable state depletion
time. The time-dependent metastable state population is plotted in fig. 4.14b, for differ-
ent values of the pumping parameter. This figure shows two interesting results. First,
the metastable population depends on the pumping parameter and is higher at high
pumping rate. Second, the time needed to completely empty the metastable state is of
the order of 400 ns. Therefore, this is usually the waiting time left between the laser
pulse and the RF pulse.

The simulation of the Rabi oscillations

Now that the laser pulse duration necessary to polarize the NV centers and the wait-
ing time necessary to empty the metastable state are known, it is possible to simu-
late the behaviour of an ensemble of NV centers under the pulse sequence described
in fig. 4.8b. The simulation is done using the model in (eq. (4.12)) and consists in
three steps: the simulation of the laser pulse, the simulation of the waiting time to
empty the metastable state and the simulation of the RF pulse. For each step the
rate equations are solved using as initial condition the final condition of the pre-
vious step. The initial condition of the first step is the thermal equilibrium state
n = (n1, n2, n3, n4, n5, n6, nc) = (1/3, 1/3, 1/3, 0, 0, 0, 0).
To simulate the laser pulse, the rate equations (eq. (4.12)) are solved over a time in-
terval equal to the laser pulse duration. Since during the laser pulse the RF field is
off, ΩR is set to 0. The pumping parameter Wp is set, if not differently specified, to
3 · 106 s−1, which corresponds to a saturation parameter s = Wp/W

sat
p = 0.15. To take

into account the decoherence introduced by the laser pumping process, the relaxation
rate Γ2 is set equals to Γc = Γ∞c

s
s+1 = 5 · 106 s−1 [48].

To simulate the waiting time between the laser pulse and the RF pulse, both ΩR and
Wp are set to 0 and Γ2 is set to 5 · 105 s−1, corresponding to a T ∗2 of 2 µs. The rate
equations are then solved for a time interval of 400 ns.
Finally, to simulate the RF pulse, we set: ΩR = 10· 106 rad·s−1, Wp = 0 and
Γ2 = 5 · 105 s−1.
The duration of the RF pulse is swept in order to simulate the acquisition procedure of
the Rabi oscillations and, for each RF pulse duration, the PL is evaluated.
In order to simulate the behaviour of the system when the RF field is off and acquire a
reference image, the entire simulation is repeated setting ΩR = 0 for all the three steps.
After having evaluate the PL for both the simulation with the RF on (PLON (τ)) and
the RF off (PLOFF (τ)), the contrast is calculated as: C(τ) = PLOFF (τ)−PLON (τ)

PLOFF (τ) .
It is interesting to observe that the model described in eq. (4.12) is almost equivalent

to a hybrid model in which the rate equations (eq. (4.10)) are applied to solve the first
two steps of the pulse cycle and the Bloch equations (eq. (4.11)) are applied to solve
the last step. In fact, substituting the model parameters (Wp, ΩR, Γ2) in eq. (4.12) it
is possible to obtained both eq. (4.10) when ΩR = 0, that is during the first two steps
of the cycle, and eq. (4.11) when Wp = 0, that is during the last step of the cycle.
Nevertheless, two main differences can be remarked.
First, in the model described by eq. (4.12), the coherence of the system is taken into
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account during the laser pulse, whereas this is not the case in the rate equations
(eq. (4.10)). However, since during the laser pulse ΩR = 0, the coherence term (nc)
does not alter the spin polarization process. The coherence term plays a role during the
spin manipulation of the system. If the system was solved using the Bloch equations
(eq. (4.11)), the initial condition of the coherence term would be equal to zero. Using
the model described in eq. (4.12), for Wp = 3 · 106 s−1, the spin coherence relaxation
time is 1/Γc = 0.2µs (one order of magnitude shorter than T ∗2 ≈ 2 µs). Therefore after
sufficiently long laser pulses (longer than the T ∗2 ), nc is almost equal to 0, as it would
have been if the system had been solved using the Bloch equations in eq. (4.11).
Second, using eq. (4.12) instead of eq. (4.11) the density matrix is not normalized to one.
However, if the metastable state is completely empty and no spin-lattice phenomena
are considered (1/T1 = 0), the density matrix of eq. (4.12) preserves its trace. This is
equivalent to saying that before applying a RF pulse, the density matrix is multiplied by
a normalization factor, and after the RF pulse it is divided by the same normalization
factor. This is, by the way, the procedure which is followed when the hybrid model is
used to simulate the pulse cycle. Therefore we choose the model described by eq. (4.12)
only because it is more compact and easier to handle from a programming point of
view. Probably, from a computational point of view, the hybrid model (rate equation
and Bloch equations) is more advantageous because a system with fewer differential
equations needs to be solved.

Using the model in eq. (4.12), we evaluate the time evolution of the population
of NV center energy levels during the pulse sequence implemented for the widefield
detection of the Rabi oscillations (fig. 4.15). The green, blue and pink areas of the plot
correspond to the three steps of the simulation; respectively the laser pulse of duration
20 µs, the waiting time to empty the metastable state of duration 1 µs and the RF pulse
of duration 5 µs. Here a waiting time of 1 µs has been chosen to make easier the reading
of the plot. The pulse cycle has been repeated five times and figs. 4.15c and 4.15d show
a zoom of the first cycle. During the laser pulse the NV centers are optically polarized
in |0〉 (n1 and n4). During the waiting time between the laser pulse and the RF pulse,
it is possible to observe firstly the fast depletion of the excited state (n4, n5, n6) and
then the depletion of the metastable state, characterized by an increase of the NV
center population in the ground state (n1, n2, n3). Finally, during the RF pulse, it is
possible to observe the system oscillating between |0〉 and |−1〉 (Rabi oscillations) and
the coherence term oscillating as well (nc). After the RF pulse, the pulse cycle starts
again with a laser pulse which re-polarizes the NV centers and erases the coherence.

Looking at fig. 4.15a and fig. 4.15b we can observe that, except for the first cycle,
the NV center dynamics during the remaining four cycles is the same. For the first
cycle, in fact, the initial condition is the population of the NV centers energy levels at
the thermal equilibrium while for the other cycles it is related to the duration of the
RF pulse. Since during the experiment for a given exposure of the camera hundreds
of cycles are performed, the contribution of the first pulse can be neglected. For this
reason, in the simulation, the PL is evaluated only during the last cycle, that is when
the system is at the equilibrium. The PL is evaluated, for different RF pulse durations,
both with the RF field on and the RF off. The contrast is plotted in fig. 4.16a and it is
possible to observe the oscillating behaviour typical of the Rabi oscillations. The fit is
realized using eq. (4.8) and a Rabi angular frequency of 9.9969± 0.0003 · 106 rad·s−1 is
measured, in agreement with the value set for the simulation (10·106 rad·s−1).

In order to simulate the experimental pulse sequence used in section 4.3, the simu-
lation is repeated using the same parameters, except for the laser pulse duration, which
is set to 1 µs. The contrast of the Rabi oscillations is reported in fig. 4.16b. Comparing
fig. 4.16a and fig. 4.16b it is possible to observe, in the second case, a higher contrast
and an asymmetry in the shape of the Rabi oscillations. This behaviour is in agree-
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(a)

(b)

(c)

(d)

Figure 4.15: Time evolution of the NV centers levels population during the pulse se-
quence used to detect the Rabi oscillations both with the RF field OFF (a) and ON
(b-d).(c-d) represents a zoom of the first cycle of (b) in order to better analyse the
behaviour of the NV center ground state (c) and excited state (d). The green areas cor-
respond to the laser pulse, the light blue areas correspond to the waiting time between
the laser pulse and the RF pulse, the pink areas correspond to the RF pulse; When not
visible, the plot of the |−1〉 states is superposed to the plot of the |+1〉 states

.
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(a) (b)

Figure 4.16: Simulation of the NV centers contrast for different values of RF pulse
duration. The simulation is realized using a pumping parameter Wp = 3 · 106 s−1, a
Rabi angular frequency ΩR = 10 · 106 rad·s−1 and a Γ2 = 0.5 · 106 s−1. The RF pulse
duration is swept in steps of 30 ns. The laser pulse is 20 µs in (a) and 1 µs in (b).

ment with the experimental results. From the fit (eq. (4.8)) we obtain a Rabi angular
frequency equal to 9.99 ± 0.04 · 106 rad·s−1, in agreement with the value set for the
simulation (10 · 106 rad·s−1). As expected the asymmetry of the oscillations results in
a higher uncertainty on the fit parameters with respect to the previous case.
To figure out the asymmetric shape of the Rabi oscillations, we compare the NV center
level populations for a laser pulse of duration 20 µs (fig. 4.17) and a laser pulse of
duration 1 µs (fig. 4.18). The comparison is done at both a π pulse and a 2π pulse.

A laser pulse duration of 20 µs (fig. 4.17) is sufficiently long to completely re-
polarize the NV centers after a RF pulse and thus the Rabi oscillations have always
the same initial conditions and the same amplitude, independently of the RF pulse
duration. As a consequence, the contrast evolution versus the RF pulse duration has
a symmetric sinusoidal shape. A laser pulse duration of 1 µs (fig. 4.18) is not long
enough to completely re-polarize the NV centers and therefore the initial condition and
the amplitude of the Rabi oscillations depends on the RF pulse duration (fig. 4.18). As
a consequence, the contrast evolution versus the RF pulse duration has an asymmetric
shape.
Using a more intuitive point of view, we can imagine that a short laser pulse is able to
re-polarize the NV center after a 2π pulse but not after a π pulse. In fact, in the first case
the majority of the NV centers are already in |0〉 before the laser pulse, whereas in the
second case they are essentially in |−1〉. When the NV centers are better polarized (e.g.
after a 2π) the population difference between the |0〉 and the |−1〉 is higher than when
they are not completely polarized (e.g. after a π) and, as a consequence, the amplitude
of the Rabi oscillations is bigger in the first case (fig. 4.18b) than in the second case
(fig. 4.18a). This effect causes the detection of asymmetric Rabi oscillations. The
asymmetry is less evident for long RF pulse (e.g. 6 µs) because, due to the spin-spin
relaxation, the population difference between the |0〉 and the |−1〉 states after a 9π
pulse and a 10π pulse is lower than the one we have between a π pulse and a 2π pulse.
In order to restore the symmetric shape of the Rabi oscillations, it is necessary a laser
pulse which is able to completely re-polarize the NV centers, independently of the RF
pulse duration. That is accomplished by increasing the laser pulse or the laser power
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(a)

(b)

Figure 4.17: Time evolution of the population of the NV centers ground state |0〉 (blue
curve) and |−1〉 (orange curve) levels during the Rabi oscillations pulse sequence. The
laser pulse duration is 20 µs. (a) RF pulse duration correspondent to a π pulse (b)
RF pulse duration correspondent to a 2π pulse. The laser pumping parameter is set to
Wp = 3 · 106 s−1. The green areas correspond to the laser pulse, the light blue areas
correspond to the waiting time between the laser pulse and the RF pulse, the pink areas
correspond to the RF pulse. The small plot at the top of the larger one is a zoom of
the area in the red circle.
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(a)

(b)

Figure 4.18: Time evolution of the population of the NV centers ground state |0〉 and
|−1〉 levels during the Rabi oscillations pulse sequence. The laser pulse duration is 1 µs.
(a) RF pulse duration correspondent to a π pulse (b) RF pulse duration correspondent
to a 2π pulse. The laser pumping parameter is set to Wp = 3 · 106 s−1. The green
areas correspond to the laser pulse, the light blue areas correspond to the waiting time
between the laser pulse and the RF pulse, the pink areas correspond to the RF pulse.

(pumping parameter), at the cost of a lower contrast, as shown in fig. 4.19. These
results are in agreement with the experimental observations presented in the previous
paragraph.

To conclude, the model presented in eq. (4.12) allows explaining the experimental
results and, in particular, the asymmetric shape of the Rabi oscillations. Moreover
it confirms that, despite the asymmetric shape due to an incomplete re-polarization
of the NV centers, the contrast oscillates at the Rabi frequency, making possible the
measurement of the RF field amplitude. This aspect is extremely interesting for the
widefield imaging of RF field. In fact, the size of the diamond area useful for sensing
is finally limited by the laser beam waist. Increasing this one without changing the
laser power results in reducing the pumping parameter s, which means that a longer
laser pulse is necessary to completely polarize the NV centers. The consequence is a
longer acquisition time. On the other hand, especially for compact and easy-to-use
devices, the augmentation of the laser power (> some Watts) is not a suitable solution.
For this reason, the detection of NV centers Rabi oscillations without a complete re-
polarization of the system is advantageous for widefield applications and, furthermore,
allows a better contrast of the measurement.

4.5 Widefield imaging of RF near field

In section 4.3 we reported the detection of the NV center Rabi oscillations using a
camera and an appropriate acquisition procedure, but we limited our discussion to the
PL contrast acquired by some pixels of the camera. In this paragraph, measuring pixel
by pixel the NV centers Rabi frequency, we map the RF near field emitted by our loop
antenna.
As it has been done in section section 4.1, two different experimental configurations
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(a) (b)

Figure 4.19: Contribution of the pumping parameter to the contrast of the NV center
Rabi oscillations. (a) Simulation results obtained considering different laser pulse dura-
tions and a pumping parameter Wp = 3 ·106 s−1. (b) Simulation results obtained using
different laser pumping parameters and a laser pulse duration of 1 µs.

are considered. In the first, the antenna is centred with respect to the camera AOI
so that the NV centers imaged by the camera are excited by the RF field generated
inside the wire loop (fig. 4.20a). In the second, the antenna is displaced so that the NV
centers imaged by the camera are excited by the RF field generated outside the wire
loop (fig. 4.20b).
The NV center Rabi oscillations are then driven and detected using the pulse sequence
in fig. 4.8b. The laser pulse duration is set to 2 µs in the first configuration and 5 µs in
the second configuration. The RF pulse duration is swept from 0.1 µs to 10 µs in steps
of 20 ns.
Figures 4.20c and 4.20d show the contrast of the Rabi oscillations along the beam
propagation axis. For each value of x, the contrast is evaluated as the mean value of the
contrast of the 10 pixels centred with respect to the center of the laser beam in the y
direction. The large horizontal line showing an almost homogeneous contrast at the top
of fig. 4.20d is the shadow of the antenna. The several thin horizontal lines which show
a very low level of contrast both in fig. 4.20c and fig. 4.20d correspond to the diamond
position where there are the PL striations and where, as described in section 2.2, the
ODMR contrast is lower. On the rest of the image the value of the contrast oscillates as
a consequence of the NV centers Rabi oscillations. The oscillation frequency depends on
the diamond position and it is the sign that the antenna is emitting an inhomogeneous
RF field. Using the FFT approach described in Section section 4.3, the rabi frequency
is measured for each value of x and the results are plotted in figs. 4.20e and 4.20f. Inside
the antenna (fig. 4.20e), the Rabi frequency, and thus the amplitude of the RF field is
almost homogeneous. Outside the antenna (fig. 4.20f) the amplitude of the magnetic
field decreases increasing the distance from the antenna. The data in fig. 4.20f are fitted
by eq. (4.3) and a value of b = 154± 24 µm is obtained. This value is of the same order
of magnitude of the radius of the wire (50 µm) and the discrepancy is probably due to
the same reason discussed in section 4.1.

The measurement of the RF field amplitude done exploiting the Rabi oscillations is
in agreement with the measurement done exploiting the power broadening of the NV
CW-ODMR spectrum. The two measurements were done using two different antennas
having almost the same radius and realized with the same type of wire. Comparing
the two measurements, it is possible to recognize the same profile for the magnetic
field generated inside and outside the wire loop. The main difference between the two
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(a) (b)

(c) (d)

(e) (f)

Figure 4.20: Widefield imaging of the RF field emitted by a loop antenna in the near-
field region. (a-b) Antenna position. The pictures are the full-frame images acquired by
the camera. The laser beam (yellow beam in the picture), the shadow of the antenna
(dark blue semi-circle) and the diamond (light blue rectangle) are visible. During the
detection of the NV center Rabi oscillations, the AOI of the camera is reduced to the
diamond area pumped by the laser beam. In the first configuration (a) the AOI is inside
the wire-loop of the antenna while in the second configuration (b) the AOI is outside
the wire-loop. (c-d) Rabi oscillations contrast along the beam propagation axis (y) for
the first (c) and second (d) antenna configuration. (e-f) Rabi frequency along the beam
propagation axis obtained by the FFT of the Rabi oscillations for the first (e) and the
second (f) antenna position. The fit in (f) is done using eq. (4.3)
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techniques is that the one exploiting the RF power broadening requires a calibration
procedure to measure the real value of the magnetic field amplitude whereas the one
exploiting Rabi oscillations does not. On the contrary, the first procedure is easier to
implement and faster to realize (some minutes instead of some hours) since no pulse
sequence is required.
To conclude, both procedures represent a useful tool to image the RF near field emitted
by RF devices. In our case, the image has been limited to only one spatial direction,
the beam propagation axis direction, because of the size of the beam waist with respect
to the RF device. A larger waist will enable the two-dimensional imaging of the RF
near field emitted by RF devices ([13]).

4.6 Widefield pulsed-ODMR

The set-up depicted in fig. 4.5 can be employed to optically detect the NV centers
magnetic resonances in pulsed regime (pulsed-ODMR). As it is for the Rabi oscillations,
the widefield pulsed-ODMR protocol differs from the classic pulsed-ODMR protocol
which is implemented when an APD is used as detector [139].

The APD-based pulsed-ODMR protocol is similar to the APD-based Rabi oscillation
protocol (fig. 4.8a) with the difference that in this case the frequency of the RF field is
swept around the NV center resonance frequency while the RF pulse duration is set to:
τ = π

Ωr
(on resonance π-pulse). When the RF field is detuned with respect to the NV

center resonance frequency, the π pulse is not able to completely bring the NV centers
from |0〉 to |−1〉 or to |+1〉 thus reducing the contrast of the measurement (eq. (1.14)).
Measuring the contrast for different values of detuning it is possible to retrieve the
spectrum of the NV centers.
The pulsed-ODMR lineshape [48, 3] is given by the convolution between the Fourier
transform of the RF π pulse, which for a rectangular pulse is a sinc function [140], and
the NV center intrinsic lineshape. The FWHM of the Fourier transform of a rectangular
pulse of length τ is equal to:

FWHMsinc =
1.2

πτ
(4.16)

The NV center intrinsic linewidth, assuming a lorentzian lineshape typical of NV centers
ensemble [141, 142], is equal to

FWHMNV =
1

πT ∗2
(4.17)

Therefore, choosing a π pulse duration of the order of the T ∗2 of the sample, the pulsed-
ODMR linewidth corresponds to the NV center intrinsic linewidth. Moreover, since the
RF spin manipulation and the optical spin readout happen in two different moments, the
laser power and the APD acquisition time can be optimized to maximize the contrast,
which is usually better than the CW-ODMR contrast. Therefore, the NV centers pulsed-
ODMR spectrum is not affected by neither optical nor RF power broadening allowing a
higher magnetic sensitivity2 than the CW-ODMR one [48]. The theoretical expressions
of the pulsed-ODMR and CW-ODMR sensitivity are here reported from [139]:

ηCW =
4

3
√

3

1

γ

∆ν

CCW
√

(N)

√
(tR) (4.18)

2The magnetic sensitivity is defined as the smallest variation of static magnetic field detectable by
the system. It is measured in T/

√
Hz [143]
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(a) (b)

Figure 4.21: Pulsed ODMR at 23 dBm (a) and 5 dBm (b). In (b) measurements realized
using different laser pulse durations are compared.

Laser Pulse duration (µs) Contrast FWHM

1 1.5 1.3

3 1.2 1.05

5 0.9 1.09

Table 4.2

ηPulsed =
4

3
√

3

1

γ

1

CPulsed
√

(N)πT ∗2

√
(tM ) (4.19)

where γ is the NV center gyromagnetic ratio, ∆ν is the CW-ODMR linewidth, CCW
and CPulsed are respectively the CW-ODMR and the Pulsed-ODMR contrast, N is the
number of photons collected by the detector, tR is the PL detection time and tM is the
acquisition time of the measurement. We can also write tM = tR+ tI +τ = tR+ tI +T ∗2 ,
where tI is the initialization time of the measurement (laser pulse duration plus the
waiting time between the laser pulse duration and the RF pulse duration minus tR) and
τ is the pi pulse duration, which is usually chosen equal to T ∗2 .

The acquisition procedure for the widefield detection of the NV centers pulsed-
ODMR is similar to the one adopted for the Rabi oscillations (fig. 4.8b). In this case
the RF pulse corresponds to a π-pulse and the RF frequency is swept around the NV
centers resonance frequency. Preliminary results are reported in fig. 4.21. Figure 4.21a
shows the pulsed-ODMR spectrum obtained for a RF power of 23 dBm and a π pulsed
duration of 200 ns. Since the π pulse duration is shorter than the NV center T ∗2 time,
which is of the order of 1 µs, the pulsed-ODMR spectrum has a sinc shape. On the
contrary, fig. 4.21b shows the pulsed-ODMR spectra obtained for a RF power of 5 dBm,
a π pulse duration of 1.1 µs and three different laser pulse durations. In this case the
spectra have a Lorentzian shape since the π pulse duration is comparable with the T ∗2
of the sample. The ODMR contrast and the ODMR linewidth (Table 4.2) depend on
the laser pulse duration because, as already explained in Section section 4.4, the π pulse
contrast depends on the laser pulse duration.

The contrast and the linewidth dependence from the laser pulse duration is a re-
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markable difference between the widefield pulsed-ODMR acquisition procedure and the
APD-based pulsed ODMR acquisition procedure and may call into question the advan-
tages of the pulsed-ODMR with respect to the CW-ODMR when a widefield detection
of the NV centers PL is performed. At the moment, an exhaustive analysis to under-
stand if the pulsed-ODMR is still advantageous with respect to the CW-ODMR using a
widefield detector has not been conducted and it is one of the perspectives of this work.

4.6.1 Modelisation of the NV centers widefield pulsed-ODMR

The widefield detection of the NV centers pulsed ODRM can be simulated using the
model described in section 4.4. In this case, the detuning between the RF field and the
NV center resonance frequency must be taken into account and the rate equations of
the model (eq. (4.12)) become:

dn1

dt
= −n1Wp + n4k14 + n7k17 +OR · nC (4.20a)

dn2

dt
= −n2Wp + n5k25 + n7k27 −OR · nC (4.20b)

dn3

dt
= −n3Wp + n6k25 + n7k27 (4.20c)

dn4

dt
= n1Wp − n4k14 − n4k47 (4.20d)

dn5

dt
= n2Wp − n5k25 − n5k57 (4.20e)

dn6

dt
= n3Wp − n6k14 − n6k57 (4.20f)

1 = n1 + n2 + n3 + n4 + n5 + n6 + n7 (4.20g)
dnc
dt

= −Γ2 · nc +
OR
2
· (n2 − n1) (4.20h)

dnd
dt

= −Γ2 · nd + δωnc (4.20i)

where nd = < [%01], according to eq. (4.11). The pulsed-ODMR spectrum is thus ob-
tained repeating, for different values of the detuning, the simulation done in section 4.4
assuming a RF pulse duration equal to 1 µs and a Rabi angular frequency equals to π·106

rad·s−1. The results are reported in fig. 4.22. The lineshape of the spectra is essentially
lorentzian since in the simulation we set the π-pulse duration equal to the T ∗2 . The plots
in fig. 4.22 show that both the pulsed-ODMR contrast and the pulsed-ODMR linewidth
depend on the laser pulse duration, in agreement with the experimental results.

4.6.2 Temperature dependent static magnetic field fluctuations

The widefield pulsed-ODMR has been employed to investigate the temperature fluc-
tuations of the magnet remanent magnetization. The experiment consists in tracking
the NV center resonance frequency while, at the same time, the temperature of the
laboratory is measured in proximity of the diamond by means of a temperature sensor.
The set-up is the one reported in fig. 4.5. The pulsed-ODMR measurement is done
using a RF power of 2 dBm corresponding to a π pulse duration of 2 µs. It is repeated
every 15 minutes and the resonance frequency of the NV center ground state |0〉 → |−1〉
transition is measured each time. The results are plotted in fig. 4.23 and they clearly
show that the frequency shift of the NV center resonance frequency follows the temper-
ature fluctuations. This effect is caused by the temperature dependence of the magnet
remanent magnetization (BR) which, for Neodymium magnets, is: ∆Br ≈ −0.1%/◦.
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Figure 4.22: Simulation of pulsed ODMR spectra using different laser pulse durations.
The fit is realized using a lorentzian curve.

The static magnetic field applied to the NV centers during the measurement can be
calculated as:

B =
D − f|0〉→|−1〉

γ
= 54 mT (4.21)

The fluctuations of the magnet remanent magnetization induce fluctuations of the same
order in the static magnetic field (eq. (3.1)). The static magnetic field fluctuations are
thus given by:

∆B = B ·∆BR = 0.054 mT/◦ (4.22)

which corresponds to a frequency fluctuation of the |0〉 → |−1〉 transition of

∆f = γ ·∆B = 1.5 MHz/◦ (4.23)

which is of the same order of magnitude of the frequency fluctuation experimentally
measured (≈ 1.3 MHz/◦).

The static magnetic field fluctuations due to temperature fluctuations of the magnets
are proportional to the amplitude of the static magnetic field itself eq. (4.22). Therefore,
at high static magnetic field, the magnetic field fluctuations and thus the frequency
fluctuations are more important than at low static magnetic field. This effect plays
a role when NV centers are employed for the spectral analysis of RF field. In this
case, in fact, NV centers undergo static magnetic field of the order of hundreds of mT
and therefore, as anticipated in chapter 3, temperature fluctuations of the magnets can
induce a line broadening during the long calibration procedure. To get rid of this effect,
temperature stabilization of the magnets is required.

4.7 Conclusions and perspectives

In this chapter, we investigated two NV center-based techniques to image the RF field
emitted by a RF device and we employed them to map the RF near-field generated
inside and outside a loop antenna. The results were in agreement with the magnetic
field profile theoretically expected: inside the loop an almost homogeneous RF field,
and outside the loop a decreasing magnetic field amplitude as the distance from the
antenna increases. The first technique presented, based on the RF power broadening
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(a) (b)

Figure 4.23: Temperature fluctuations of the magnet remanent magnetization . (a)
Schematic of the set-up, viewed from the camera. (b) Shift of the NV centers resonance
frequency due to temperature fluctuations of the magnet remanent magnetization. The
NV center transition considered for the measurement is the ground state |0〉 → |−1〉
transition. The temperature of the room is measured near the diamond using a temper-
ature detector and it is plotted in blue on the graph. The NV center resonance frequency
is evaluated fitting the pulsed-ODMR spectrum with a lorentzian curve and considering
the central frequency of the fit function as the NV center resonance frequency. The
results are plotted in orange on the graph.

of the NV center CW-ODMR spectrum, works in continuous-wave regime. It is easy to
implement and handle but requires a calibration procedure to measure the amplitude
of the RF field. On the contrary, the second technique, based on the widefield detection
of NV center Rabi oscillations, allows a direct measurement of the amplitude of the RF
field but requires a pulsed excitation. In this chapter, the imaging of the RF field has
been demonstrated in one spatial dimension. One of the perspectives of this chapter is
to extend the field of view of our experimental architecture to realize two-dimensional
maps of the RF field emitted by real RF devices.

The widefield detection of Rabi oscillations requires a different pulse sequence re-
spect from the one used when the detection is performed by APD-based system. By
implementing this pulse sequence, we detected Rabi oscillations that showed an asym-
metric shape. In order to figure out this shape, we implemented a model which, merging
the rate equations and the Bloch equations approaches, is able to simulate the NV cen-
ters behaviour during the pulse sequence and provides results in agreement with data.
In particular, we demonstrated that the Rabi oscillations asymmetric shape is caused
by an incomplete re-polarization of the NV centers during the pulse sequence. Increas-
ing the laser pulse duration or the laser power, it is possible to obtain more symmetric
but less contrasted Rabi oscillations. The Rabi frequency does not depend on the laser
power or on the duration of the laser pulse. These results show the opportunity to drive
NV center Rabi oscillations without completely re-polarizing the NV centers spin and,
at the same time, without losing information on the amplitude of the RF field. That is
advantageous for widefield imaging systems where, in order to image a large diamond
area by means of a large beam waist, the NV centers are excited by low optical powers.
Moreover, short laser pulses enable faster acquisitions. From a more general point of
view, the simple model developed in this chapter is a powerful tool to study and visu-
alize the coherent evolution of an ensemble of NV centers. One of the perspectives of
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this chapter is indeed to use this model to optimize the pulse sequence implemented in
the widefield Rabi oscillations detection and investigate the NV center properties under
unusual optical pumping conditions.

The last interesting result we want to report concerns the opportunity to use a
widefield imaging system to measure NV centers pulsed-ODMR spectra. Specifically, we
demonstrated that, differently from an APD-based pulsed-ODMR measurement, in the
widefield pulsed-ODMR scheme the laser pulse duration plays a central role. Further
experiments and simulations are required to figure out if and within what limits the
pulsed-ODMR can improve the magnetic sensitivity of an ensemble of NV centers when
a widefield detection is performed. This is certainly one of the perspectives of this
chapter.
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Conclusions and perspectives

In this manuscript we proposed two applications based on an ensemble of NV centers
in diamond for the RF signal analysis and we investigated their working principle and
performance. That also made it possible to study NV centers from a more general point
of view, obtaining interesting results not only in view of the two proposed applications.

Concerning the general aspects of the NV centers ODMR widefield detection, we
showed its main features offering a guideline to its experimental implementation and
data analysis. An original contribution of this work is the introduction of a polarizer in
the NV centers PL detection system. In particular we employed it to characterize our
sample and recognize the presence of an inhomogeneous NV center preferential orien-
tation. More generally, we demonstrated that the use of a polarizer is a wise trick to
easily improve the contrast and thus the sensitivity of the system.
We showed the great advantage of working with a widefield imaging system in com-
bination with a magnetic field gradient. Indeed that allows visualizing the frequency
evolution of the NV centers spin transitions under a static magnetic field and helps
their identification. Specifically, we detected the NV centers resonance spectrum over
a broad frequency range (several GHz) with a high spectral resolution. The achieved
results turn out to be extremely useful for an in-depth understanding of the behaviour
of an ensemble of NV centers under a static magnetic field and a static magnetic field
gradient, which is the starting point for several NV centers applications.
Exploring the behaviour of an ensemble of NV centers over a broad spectral range, we
demonstrated the opportunity to optically polarize the NV center nuclear spin over a
frequency range larger than 4 GHz and with a high polarization efficiency: better than
80% in proximity of the GSLAC and ESLAC and however better than 50% over the
entire range. This result is encouraging for NV-based quantum information applications
which exploit nuclear spins in diamond as qubits.

The first of the two applications investigated in this thesis is a room temperature,
real-time, RF spectrum analyzer based on an ensemble of NV centers in a single di-
amond crystal. Its working principle relies on the spatial encoding of the NV center
resonance frequencies by means of a controlled magnetic field gradient. We studied the
main physical features of NV centers considered as MW detectors and we implemented
an experimental architecture which allows realizing the real-time spectral analysis of
complex MW signal over a tunable frequency range from 10 MHz to 25 GHz. We
investigated the performance of our architecture and in particular the effects of the
magnetic field gradient on the key parameters of the RF spectral analysis: real-time
bandwidth, frequency resolution, dynamic range and time resolution. We achieved a
MHz frequency resolution and ms time resolution at low frequencies (≈ 2 GHz), and
a few tens of MHz frequency resolution and a few hundreds of ms time resolution at
high frequencies (≈ 20 GHz). The frequency-dependent performance of our device was
investigated and we showed that it is caused both by the magnetic field gradient at the
pixel scale and by the RF chain transmission efficiency. We discussed the frequency
ambiguity which may arise during the RF spectral analysis based on an ensemble of NV
centers and we proposed an architecture based on heterodyne techniques which allows
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an unambiguous real-time RF spectral analysis over a frequency range of several tens of
GHz (demonstrated up to 40 GHz) with a 5.74 GHz of maximum real-time bandwidth.
More generally we discussed how the parameters of interest for the RF spectral analysis
are related to each other with respect to the experimental implementation. Therefore,
the results presented in this manuscript can serve as a guideline for the experimental
implementation of a RF spectrum analyzer based on an ensemble of NV centres whose
performance is set to meet the requirements of a well-defined application.

The second application based on an ensemble of NV centers presented in this the-
sis is the imaging of the RF field radiated by a RF device in the near-field region.
We proposed two complementary techniques which allowed a good reconstruction of
the RF field generated inside at outside a loop antenna. The first technique, based
on the microwave power broadening of the NV center CW-ODMR spectrum, works
in continuous-wave regime, it is easy both to implement and to handle but requires a
calibration procedure to measure the amplitude of the RF field. Complementary, the
second technique, based on the widefield detection of the NV center Rabi oscillations,
allows a direct measurement of the amplitude of the RF field but works in pulsed regime.
We proposed a model to study the dynamics of the NV center during the pulse sequence
implemented for the widefield detection of the Rabi oscillations. In fact, differently from
the APD-based acquisition procedure, during the widefield detection of NV centers Rabi
oscillations the optical spin polarization and the optical spin readout cannot be sepa-
rated. Therefore, a compromise needs to be found in order to sufficiently repolarize the
NV centers without losing information about their spin state. With the help of simula-
tions, we demonstrated that short or low-power laser pulses are not able to completely
repolarize the NV centers after each RF pulse but optimize the spin readout. As a
consequence, the detected Rabi oscillations have a high-contrast asymmetric sinusoidal
shape. On the contrary, long or high-power laser pulses allow a complete repolarization
of the NV centers spin and therefore the detected Rabi oscillations have a symmetric
but less contrasted sinusoidal shape. The Rabi frequency is independent of the laser
power and the laser pulse duration. These results show the opportunity of driving NV
center Rabi oscillations without completely repolarizing the NV centers spin and, at
the same time, without losing information on the amplitude of the RF field. This is
advantageous for widefield imaging systems where, in order to image a large diamond
area, a large beam waist is required and thus the NV centers are excited by low optical
powers. Moreover, short laser pulses make the detection faster.

This work of thesis opens up several challenging perspectives that we can group
into three blocks. First, improve the performance of the spectrum analyzer based on
an ensemble of NV centers by testing alternative experimental architectures and the
recently discovered photoelectrical readout of the NV center spin transitions. Second,
optimize the pulse sequence parameters and the experimental architecture to image
more efficiently and over a larger area the RF field radiated by real RF devices. This
technique may prove to be extremely useful for a non-disturbing characterization of
RF components with a high spatial resolution. Moreover, it may result a useful tool
for those scientific domains which investigate the magnetic properties of materials (e.g.
spintronics, solid-state physics, etc...) since it allows probing quite large areas with
high spatial resolution while being in proximity of the sample under test. Third, exploit
the potentiality of the simple model developed in this manuscript to investigate the
widefield detection of an ensemble of NV centers in pulsed regime. For example, it may
reveal itself useful to investigate the widefield detection of NV centers pulsed-ODMR.
Moreover, it can be employed, supported by some optimal control techniques, to study
complex pulse sequences which could improve the performance of NV centers as both
quantum sensors and qubits.
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To conclude, in this manuscript we demonstrated the potentiality of an ensemble
of NV centers and we proposed two applications which are promising candidates, in a
near future, to become real quantum sensors.
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Titre: Ensemble de centres azote-lacune dans le diamant pour l’analyse de signaux radiofréquences
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Résumé: Le centre azote-lacune (NV) est un dé-
faut de spin du diamant constitué d’un atome
d’azote et d’une lacune de carbone dans deux posi-
tions adjacentes du réseau cristallin du diamant. Il
possède de remarquables propriétés optiques dépen-
dant du spin qui en font une piste prometteuse pour
les applications d’information quantique ou comme
capteur quantique. Dans le présent manuscrit, deux
applications basées sur un ensemble de centres NV
dans le diamant sont étudiées: un analyseur de spec-
tre radiofréquence (RF) ainsi qu’une technique de
microscopie à champ large pour l’imagerie en champ
proche du rayonnement RF émis par des dispositifs
RF. Le premier chapitre expose les propriétés des
centres NV du diamant ainsi que les motivations des
deux applications basées sur celles-ci. En particulier,
les solutions disponibles et l’état de l’art des tech-
niques pour l’analyse spectrale RF et l’imagerie en
champ proche RF sont passées en revue et l’intérêt
d’une solution alternative basée sur les centres NV
est discuté. Dans le deuxième chapitre, un mon-
tage expérimental permettant la détection optique
en champ large de la résonance de spin des centres
NV est présenté et utilisé pour étudier les princi-
pales propriétés de ce défaut du diamant. Les ré-
sonances de spin électronique des centres NV sont
étudiées sur une large bande de fréquences (plus
de 10 GHz) et différents phénomènes sont étudiés
: le comportement d’un ensemble de centres NV
auquel on applique un champ magnétique statique,
les propriétés de polarisation de la photolumines-
cence émise par les centres NV et comment elles
peuvent être exploitées pour reconnaître les orien-
tations des centres NV dans le diamant, la polarisa-
tion du spin nucléaire de l’azote des centres NV sur
une large gamme de fréquences (plus de 2 GHz). Le
troisième chapitre est consacré à la mise en œuvre
d’un analyseur de spectre RF en temps réel basé sur
un ensemble de centres NV. Les principales carac-

téristiques physiques d’un ensemble de centres NV
considéré comme un détecteur radiofréquence sont
étudiées. Une architecture expérimentale qui per-
met une analyse spectrale RF en temps réel sur
une gamme de fréquence accordable (10 MHz – 25
GHz), une largeur de bande jusqu’à 4GHz, une réso-
lution en fréquence jusqu’au MHz et une résolution
temporelle jusqu’à la milliseconde est proposée. La
mise en place de ce dispositif a nécessité une analyse
sur le comportement d’un ensemble de centres NV
sous fort gradient de champ magnétique (plusieurs
dizaines de Tesla par mètre) qui est aussi détaillée
dans le chapitre. Le quatrième et dernier chapitre
traite de l’imagerie en champ large des champs RF
basée sur un ensemble de centres NV. Deux tech-
niques sont proposées. La première est basée sur
l’élargissement en puissance RF de la résonance de
spin des centres NV et la seconde utilise la détection
en champ large des oscillations de Rabi des centres
NV. Ces deux techniques ont permis de reconstruire
le champ proche magnétique radiofréquence émis par
une antenne boucle. La première technique nécessite
une calibration pour retrouver l’amplitude du champ
RF alors que la seconde permet sa mesure directe.
La détection champ large des oscillations de Rabi
des centres NV a donc été étudiée à la fois expéri-
mentalement et par des simulations. En particulier,
les oscillations de Rabi des centres NV détectées ex-
périmentalement à l’aide d’un système d’imagerie en
champ large ont une forme asymétrique. Afin de
comprendre cette forme, le comportement du centre
NV pendant la séquence d’impulsions utilisée pour
piloter l’oscillation de Rabi a été modélisé. Les ré-
sultats des simulations, en accord avec les résultats
expérimentaux, permettent finalement d’avoir une
meilleure compréhension de la polarisation optique
et de la lecture du spin du centre NV pendant la
séquence.
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Abstract: The nitrogen-vacancy center (NV) is a
diamond spin defect consisting of a nitrogen atom
and a carbon vacancy in two adjacent positions of
the diamond lattice. Its remarkable spin-dependent
optical properties make it a promising platform for
quantum sensing and quantum information applica-
tions. In the present manuscript, two applications
involving an ensemble of NV centers in diamond
are investigated: a radio frequency (RF) spectrum
analyser and a widefield imaging technique of the
RF radiation emitted in near field by microwave de-
vices. In the first chapter, the NV centers in dia-
mond, their properties and the motivations behind
the two NV centers based applications proposed in
this manuscript are presented. The available solu-
tions and the state-of-the-art techniques for both
RF spectral analysis and near field imaging of RF
radiation are reviewed and the potential of alterna-
tive solutions using NV centres are discussed. In
the second chapter, a set-up for the widefield optical
detection of the NV centers spin resonances is pre-
sented and used to investigate the main properties
of this diamond defect. The NV center electron spin
resonances are detected over a large frequency range
(more than 10 GHz) and different phenomena are
investigated: the behaviour of an ensemble of NV
centers under a static magnetic field, the polariza-
tion properties of the NV center photoluminescence
(PL) and how they can be exploited to recognise
the NV centers orientations, the NV’s nitrogen nu-
clear spin polarization over a large frequency range
(more than 2 GHz). The third chapter is devoted
to the implementation of a real-time RF spectrum
analyser based on an ensemble of NV centers. The

main physical features of NV centers considered as
MW detectors are investigated and an experimen-
tal architecture which allows a real-time RF spectral
analysis over a tunable frequency range (10 MHz to
25 GHz), 4 GHz bandwidth, a MHz frequency res-
olution and a ms time resolution is demonstrated.
The implementation of this device required an in-
teresting analysis of the behaviour of an ensemble
of NV centers under strong magnetic field gradients
(tens of Tesla per meter) which is detailed in the
chapter. The fourth and last chapter deals with the
widefield imaging of RF field based on an ensemble
of NV centers. Two techniques are proposed. The
first is based on the RF power broadening of the
NV center spin resonances in the continuous regime
domain while the second is based on the widefield
detection of NV centers Rabi oscillations in a pulsed
regime. Both techniques allowed reconstructing the
magnetic near field RF field emitted by a loop an-
tenna. However, while the first technique requires a
calibration to retrieve the amplitude of the RF field,
the second allows a direct measurement of it. The
widefield detection of the NV centers Rabi oscilla-
tions has thus been investigated both by means of
experiments and simulations. Since the NV centers
Rabi oscillations detected using our widefield experi-
mental set-up showed an asymmetric shape, a model
has been realized to figure out the NV centers be-
haviour during the pulse sequence employed to drive
the Rabi oscillation. The results of the simulations,
in agreement with the experimental results, enable
to have a better insight of the NV center spin op-
tical polarization and readout during the widefield
detection of the Rabi oscillations.
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