
HAL Id: tel-03590257
https://theses.hal.science/tel-03590257

Submitted on 27 Feb 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Modalities of Compton Scattering Tomography:
concept, modelling and associated inverse problems

Cécilia Tarpau

To cite this version:
Cécilia Tarpau. Modalities of Compton Scattering Tomography: concept, modelling and associated
inverse problems. Signal and Image processing. CY Cergy Paris Université, 2021. English. �NNT : �.
�tel-03590257�

https://theses.hal.science/tel-03590257
https://hal.archives-ouvertes.fr


MODALITÉS DE TOMOGRAPHIE COMPTON:
CONCEPT, MODÉLISATION, ET PROBLÈMES

INVERSES ASSOCIÉS

MODALITIES OF COMPTON SCATTERING
TOMOGRAPHY: CONCEPT, MODELLING AND

ASSOCIATED INVERSE PROBLEMS

F 8 f

Thèse de doctorat pour l’obtention du titre de docteur délivré par CY Cergy Paris Université
Ecole doctorale n°405 Économie, Management, Mathématiques, Physique & Sciences

Informatiques (EM2PSI)

Thèse présentée et soutenue à Pontoise, le mardi 7 décembre 2021, par

Cécilia Tarpau

Devant le jury composé de :

Jérôme Mars Professeur, Institut Polytechnique de Grenoble Président du jury

Kacem Chehdi Professeur, Université de Rennes Rapporteur

Voichita Maxim Maîtresse de conférences HDR, INSA Lyon Rapporteure

Fabrice Mériaudeau Professeur, Université de Bourgogne Franche-Comté Examinateur

Jean-Christophe Pesquet Professeur, Centrale Supelec Examinateur

Maï K. Nguyen-Verger Professeure, CY Cergy Paris Université Directrice de thèse

Laurent Dumas Professeur, Université Versailles Saint-Quentin Co-directeur de thèse

Geneviève Rollet Maîtresse de conférences, CY Cergy Paris Université Encadrante de thèse

Jean Avan Directeur de recherche, CY Cergy Paris Université Invité





iii

Vous devez être prêt à prendre des risques,
et ne pas avoir peur d’échouer.
L’échec est la clé du succès.

Michelle Obama



iv



Abstract

Since the seminal works of Cormack and Hounsfield, Nobel Prize of Medicine,
Computed Tomography (CT) has become one of the privileged imaging techniques
to explore internal structures of matter without destroying it. Classical CT uses
only transmitted radiation without any deviation from the source to the detector.
However, a significant proportion of emitted photons is scattered by Compton
effect inside matter. As a consequence, Compton scattering causes serious
degradation, in terms of blurring and loss of contrast on reconstructions. This
may lead to influence the conclusions of diagnoses. Solving the scattering problem
remains an important challenge. Current CT modalities (i.e., configurations)
attempt to eliminate these scattered radiations by the use of collimation or
filtering allowing to select only the transmitted photons, thanks to their direction
or their energy. With such equipment, only few photons arrive at the detector.
Compton scattered radiation can also be considered as a useful and significant
part of information, which can be used for image reconstruction. This observation
is the starting point of the development of imaging systems of Compton Scattering
Tomography (CST).

The main objective of this thesis is to introduce a new CST modality, of circular
geometry, made of a fixed source and a ring of detectors passing through the
source. This CST modality, called Circular CST (CCST), conceptually surpasses
the previous proposed systems since no movement of the source and detectors is
required to acquire a complete set of data necessary for reconstruction. While CT
is modelled by the Radon transform (RT) on lines, the geometry of the scattered
radiation leads to consider circle arcs and generalized RT on the convenient
family of circle arcs. In the case of CCST, the modelling of its operation leads
to a new RT on a specific family of double arcs of circles passing through a
fixed point (the point source). The first result of this thesis was the inversion of
this RT to solve the reconstruction problem. With collimation at detectors, two
approaches for inversion have been proposed. Moreover, the second proposed
algorithm has shown promising results for acquisition of both small and large
objects with a double scanning configuration. We also studied CCST without
collimation. In absence of an analytical inversion formula, we proposed to use a
regularization method in order to have simulation results. Otherwise, we studied
also the possibility to introduce a movement for detectors. This study results in
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the proposition of an inversion formula for the associated RT, in two and three
dimensions. The corresponding reconstruction algorithms have proved impossible
to use in practice for a CST system.

We also studied two other CST systems. The first one, introduced also during
this thesis, consists of a fixed source and a detector rotating around the source.
The two-dimensional design of this modality does not use collimation at detectors.
Consequently, the modelling of data acquisition leads to a RT on another family
of double circle arcs. As a first theoretical result, we established the analytic
inversion of the RT. We also investigated its extension in three dimensions and
proved the invertibility of the corresponding RT on toric surfaces. The second
studied modality, previously introduced by Webber, consists of a pair source
detector separated by a fixed distance one from each other. The source and the
detector translate simultaneously to perform data acquisition. We suggested a
suitable inverse formulation for simulations.

Keywords : Imaging systems, Compton scattering tomography, Generalized
Radon transforms, Inverse problems in imaging, Image reconstruction, Modelling
of data acquisition



Résumé

Depuis les travaux précurseurs de Cormack et Hounsfield, Prix Nobel de Médecine,
la tomographie (CT) est devenue l’une des techniques d’imagerie privilégiée pour
explorer les structures internes de la matière sans la détruire. La CT utilise
uniquement le rayonnement transmis sans déviation de la source au détecteur.
Cependant, une part importante des photons est diffusée par effet Compton.
En conséquence, l’effet Compton cause flou et perte de contraste sur les recon-
structions et peut influencer les conclusions d’un diagnostic. La résolution de ce
problème de diffusion reste un challenge important. Les modalités (i.e. configu-
rations) actuelles tentent d’éliminer ces rayonnements diffusés avec l’utilisation
de collimateurs ou de filtres, permettant de sélectionner uniquement les photons
transmis, grâce à leur direction ou leur énergie. Avec un tel équipement, peu de
photons arrivent au détecteur. Le rayonnement diffusé par effet Compton peut
aussi être considéré comme une part utile de l’information pour la reconstruction
d’image. Cette observation marque l’émergence des modalités de tomographie
Compton (CST).

L’objectif principal de cette thèse est d’introduire une nouvelle modalité CST.
Le système proposé, de géométrie circulaire, est composé d’une source fixe et
d’un anneau de détecteurs passant par la source. Cette modalité CST, nom-
mée Tomographie Compton Circulaire (CCST), surpasse conceptuellement les
systèmes proposés précédemment car aucun mouvement de la source ni des
détecteurs n’est nécessaire pour avoir un ensemble complet de données. Si la
tomographie conventionnelle est modélisée par la transformée de Radon (RT) sur
les lignes, la géométrie des rayonnements diffusés conduit à considérer des arcs
de cercle et ainsi des RT généralisées sur la famille d’arcs de cercle appropriée.
Dans le cas de la CCST, la modélisation de l’acquisition d’image conduit à une
nouvelle RT sur une famille spécifique d’arcs de cercle passant par un point fixe
(le point source). Le premier résultat de cette thèse a consisté en l’inversion
de cette RT et résoudre le problème de reconstruction. En considérant des
détecteurs collimatés, deux approches pour l’inversion ont été proposées. Le
second algorithme proposé a montré des résultats prometteurs pour l’acquisition
des objets de petite et de grande taille. Nous avons aussi étudié la CCST sans
collimateurs. En l’absence de formule inverse, nous avons proposé une méthode
de régularisation afin d’effectuer des simulations. En outre, nous avons étudié la
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possibilité d’introduire un mouvement pour les détecteurs. Cette étude a abouti
sur la proposition d’une formule inverse analytique pour la RT associée, en deux
et en trois dimensions. Cependant, les algorithmes de reconstruction issus de ces
formules inverses se sont révélés inutilisables en imagerie.

Nous avons également étudié deux autres systèmes de tomographie Compton. Le
premier, introduit dans cette thèse, est composé d’un détecteur non collimaté
tournant autour d’une source fixe. La modélisation de l’acquisition des données
conduit à une RT sur une famille de double arcs de cercle dont nous avons établi
l’inversion. Nous avons également étudié son extension en trois dimensions et
prouvé l’inversibilité de la RT correspondante. La seconde modalité étudiée,
introduite précédemment par Webber, est composée d’une paire source détecteur
séparés par une distance fixe. Cette paire translate pour effectuer l’acquisition
des données. Nous avons proposé une formule d’inversion appropriée pour les
simulations.

Mots-clefs : Systèmes d’imagerie, Tomographie Compton, Transformées de
Radon généralisées, Probèmes inverses en imagerie, Reconstruction d’images,
Modélisation de l’acquisition des données
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Introduction

Background

Consider the following imaging tasks: taking pictures of interior parts of the human body, or
studying the internal structure of a fossil, or detecting manufacturing defects and anomalies
of fabricated parts before they leave the factory, or checking the content of luggage at airport.
In other words, seeing the invisible. This is the challenge taken up by tomographic imaging.
In fact, via the use of X and gamma rays, tomographic imaging is a non-invasive technique
able to penetrate matter and to discover its internal structures. Its applications range from
medical imaging, to non-destructive inspection, through cultural heritage and security.

Tomography is governed by the Beer-Lambert law, which relates the intensity of the emitted
and transmitted photon flux, denoted respectively I0 and I, to the attenuation coefficient µ
of the material along the photon path L

ln

(
I0

I

)
=

∫
`∈L

µ(`) d`,

where ` is the elementary length measure on L.

The integral on the right-hand side of the above equation is called the Radon transform,
in reference to its instigator Radon, who, in 1917, introduced this integral transform [1].
Consequently, data acquisition using conventional tomography is modelled by the Radon
transform, which measures the contribution of all points located on a given straight line.
From the knowledge of the recovered photon flux, the mathematical challenge raised by
tomography consists in inverting the Radon transform to recover the attenuation map of the
object. This challenge was taken up by Cormack [2], who won the Nobel Prize of medicine
in 1979.

Current computed tomography only exploits primary radiation, that is transmitted radiation
recovered by the detector without having undergone any deviation. Thus, tomography
considers deviated radiation as damaged since it causes blur, loss of contrast and high noise
level on reconstructions. As a consequence, in computed tomography, collimation at detectors
eliminate deviated radiation inside matter. In the medium energy range (about hundreds
of keV), the proportion of deviated photons is non-negligible. The main interaction for
this energy range is the Compton effect [3, 4]. Compton scattering is a well-known photon
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Introduction 2

interaction, occurring when a photon meets a free electron inside matter. This photon is
scattered and looses a part of its energy. The scattering angle ω is related to the energy E
of the scattered photon by a one to one correspondence

E(ω) =
E0

1 + E0
mc2

(1− cosω)
,

where E0 is the energy of the emitted radiation and mc2 the energy of an electron at rest.

Instead of attempting the elimination of these scattered photons, we can also take the option
of considering them as a significant part of the information of the object under study. This
is the challenge proposed by imaging with Compton Scattering Tomography (CST) which
rests on the measurement of energy-indexed scattering photons.

Such a type of imaging technique opens the way towards new types of configurations (also
called modalities in the literature) [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] towards various applications,
for instance in medical imaging [15, 16], earthquake engineering [17], cultural heritage objects
imaging [18, 19], landmine detection [20], and agricultural measurements [21]. In fact, the
object is no longer necessarily between sources and detectors. In some configurations, sources
and detectors can be placed at the same side of the object. The acquisition of one-sided large
objects is consequently easier. It is with the latter objective in mind that Norton, in 1994,
proposed a modality, made of a source and a line of detectors passing through the source
[8]. Note that this modality is completely fixed, making consequently the acquisition easier
and faster. Since the main application of tomography remains medical imaging, Nguyen and
Truong proposed later in 2010 a configuration suitable for small object scanning [9]. A source
and a detector, diametrically opposed, rotate around the object to scan to perform data
acquisition. Such CST systems raise also a novel mathematical challenge. In fact, while CT is
perfectly modelled by the Radon transform on lines, the geometry of the scattered radiation
leads to consider circle arcs and generalized Radon transforms on the convenient family of
circle arcs. As a consequence, each CST configuration leads to a different generalized Radon
transform on a special family of circle arcs, and image reconstruction requires its inversion.

Purpose of this thesis

If we compare the two previous mentioned CST proposals, Norton’s one has the advantage
to be completely fixed, whereas Nguyen and Truong’s one is able to scan small objects. The
main purpose of this thesis is to introduce a CST modality which gathers both advantages.
This modality consists of a source and a set of detectors placed on a ring, the whole remaining
completely fixed during acquisition. The circular layout of this modality allows reducing
scanning time and time to exposure to radiation. This modality is called Circular Compton
Scattering Tomography (CCST). With such a configuration, we meet the requirements of
biomedical imaging, since its objective is to scan small objects, as fast as possible.
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We will show that the modelling of its operation leads to a new Radon transform on a
specific family of double arcs of circles passing through a fixed point, the source point. The
next objective is now to propose reconstruction strategies for this system. We chose here
to search —as far as possible— for an analytical solution to the studied Radon transform.
These analytical reconstruction formulas will lead us to reconstruction algorithms offering
fast and exact reconstruction results.

If, at a first sight, CCST has only advantages, this fact has to be counterbalanced with
some issues when we want to find the analytic inverse formula of its corresponding Radon
transform. We will see that this will imply some constraints for the detectors. We discuss
also three-dimensional extensions for CCST.

Then, we present two other CST modalities and provide the analytical inversion formulas
for their respective corresponding Radon transforms. The first one, is also introduced during
this thesis, consists of a fixed source and an uncollimated detector in rotation around the
source. With such a modality, we propose a simpler system, also compact, which does not
require collimation at detectors. The second modality, recently introduced in the literature,
has a translational geometry. We will propose an inversion formula in association with an
efficient reconstruction algorithm.

In the next paragraphs, we present in more details the outline of this thesis.

Outline of this thesis

This thesis is divided into three parts as follows. While Part I recalls details about current
tomographic systems and introduces the functioning of Compton scattering tomography, we
expose in Parts II and III the contributions of this thesis.

Part I: Recall on conventional tomography and motivations for Compton
Scattering tomography

Before the introduction of the CCST, we recall some important notions for imaging in the
two following chapters.

Chapter 1: Interactions of ionizing radiation with matter and application in
imaging

In the Chapter 1, we discuss the possible photon interactions inside matter. This leads us
to consider the Beer Law, which describes macroscopically radiation attenuation. This law
is the core of computed tomography. We then explain the limitations of the latter, which
led us to consider Compton scattering tomographic imaging systems. We end this chapter
by a review of the previous proposed CST modalities and give some details about their
corresponding Radon transform and their inversion.

Chapter 2: Reconstruction methods in classical tomographic imaging
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Since one of the main challenges of this thesis is to propose strategies for image reconstruc-
tion from CCST measurements, we first review in chapter 2 some existing reconstruction
techniques used for classical tomography. We begin with two reconstruction methods based
on the analytic inversion formula proposed by Cormack. The first one is the well-known
filtered back-projection algorithm. We introduce also a second method, the rho-filtered
layergram, where the operations of filtering and back-projection are reversed compared to
the filtered back-projection. Then, we introduce regularization techniques that can also be
used for reconstruction. We discuss more precisely about two methods for obtaining image
reconstruction using Tikhonov regularization method. While the first method consists in
applying the well-known matrix formulation of the problem, we discuss also a matrix-free im-
plementation, which allows avoiding the costly computation of the discrete forward operator.
We end this chapter providing the obtained reconstruction results and propose a comparison
of these methods in terms of computation time, required storage and reconstruction quality.

Part II: The proposition of the Circular Compton Scattering Tomography

Part II is devoted to the main contribution of this thesis, that is, the proposition and the
study of CCST.

Chapter 3: Presentation of the circular Compton scattering tomography

We present in Chapter 3 the modality and its working principle. We set also its advantages,
its potentials and also a comparison with the other proposed CST systems. We then propose
a parameterization for the system. We introduce also the generalized Radon transform on
double circle arcs modelling data acquisition using CCST, an integral transform that we
want to invert for image reconstruction purposes. We end the chapter setting the working
assumptions introduced to take up this mathematical challenge.

Chapter 4: Reconstruction strategies for CCST with collimation at detectors

In chapter 4, we model data acquisition for CCST with collimation at detectors. This implies
that the family of scanning double circle arcs can be grouped into a simple family of circle
arcs. From this assumption, we propose two reconstruction strategies based on two analytic
inverse formulas of the corresponding Radon transform. The first one is deduced from a
previous work of Cormack, who established the invertibility of the Radon transform on circles
passing through the origin. We show that this Radon transform can be used to model data
acquisition of CCST, and propose a filtered back-projection type algorithm suitable for image
reconstruction from data on circles. In the second approach, we propose to use geometric
inversion to convert the Radon transform on circle arcs which models data into a Radon
transform on half-lines, never introduced before. We establish in this work the invertibility
of this Radon transform on half-lines and propose a second filtered back-projection type
algorithm to obtain reconstructions from data on half-lines. Then, we include this filtered
back-projection algorithm into a global algorithm, able to provide image reconstruction from
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data of CCST. We illustrate the efficiency of both proposed inversion schemes, performing
numerical simulations.

Chapter 5: CCST without collimation at detectors and three-dimensional ex-
tensions
In the first part of chapter 5, we assume on the other hand that we do not have collimation
at detectors of CCST. The objective consists in consequently inverting the Radon transform
on double circle arcs. The inversion formula is still an open problem. For reconstructions,
we propose an inversion strategy based on Tikhonov regularization. We present, then, in
a second time, two three-dimensional extensions of CCST. These configurations suppose,
either detectors on a fixed sphere, or detectors on a cylinder, called respectively Spherical
CST and Cylindrical CST.

Chapter 6: Analytical inversion of a Radon transform on a family of cones with
pivoting axes
The work presented in Chapter 6 was born out of the search for an inverse formula for the
Radon transform on the double arcs of circles, modelling the acquisition of data for the
CCST without collimators. This thinking led us to a Radon transform on a new family of
cones with pivoting axes, of which we present here the analytical inversion in two and three
dimensions. Simulation results are also carried out.

Part III: Other CST modalities studied

In this third part, we present the two other modalities studied during this thesis.

Chapter 7: A CST modality with a fixed source and a rotating detector

In this chapter 7, we present a new CST configuration made of a fixed source and an
uncollimated detector rotating around the source and give the advantages of such a model.
The modelling of data acquisition lead to a Radon transform on double circle arcs, whose
inversion is established. From this formula, we propose a reconstruction algorithm and carry
out simulations to illustrate its efficiency. We also propose a study illustrating the influence
of some general parameter choices on simulation results. At the end of the chapter, we
discuss also about this CST setup in three dimensions and establish the invertibility of the
corresponding Radon transform on toric sections.

Chapter 8: A CST modality with translational geometry

In chapter 8, we are working with a modality introduced by Webber and Miller [13]. This
modality consists of a source and a detector separated by a fixed distance, which translate
simultaneously on a line. In their original study, Webber and Miller proved the invertibility
of the corresponding Radon transform, and suggested an inversion formula, using the theory
of Volterra integral equations. The numerical realization of such a type of inverse formula
may exhibit some difficulties, mainly due to stability issues. Here, we provide a suitable
formulation for exact inversion that can be straightforwardly implemented in the Fourier
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domain. Simulations are carried out to illustrate the efficiency of the proposed reconstruction
algorithm.

This thesis contains also four appendices.

Appendix A relates the complete demonstration to obtain the Radon transform modelling
data acquisition taking into account realistic parameters. CCST is then simulated using
this formula and the result is compared with ground-truth data obtained with Monte Carlo
simulations.

Appendix B deals with the proof of the analytical inversion of the Radon transform on
half-lines introduced in Chapter 5.

Appendix C gives the technical details in some demonstrations of Chapter 7.

Finally, in appendix D, we sum up the advantages and drawbacks of the proposed modalities
in this thesis as well as the previously proposed ones in the literature.
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Part I

Recall on conventional tomography
and motivations for Compton

scattering tomography

We present in Chapter 1 the main physical interactions photon/matter and introduce
the functionning principle of conventional tomography. We underline the limits of clas-
sical tomography and then the interest of taking into account photons scattered by the
Compton effect in the imaging process. We review also the modalities of Compton
scattering tomography previously proposed in the literature.
In chapter 2, we review some classical methods of reconstruction in classical tomo-
graphic imaging.

9





1
Interactions of ionizing radiation with matter and
applications in imaging

Synopsis We review in this chapter the main interactions a photon can undergo inside
matter. This leads us to introduce the Beer’s law, which is the basis of computed tomography.
We also introduce the functioning principle of Compton scattering tomography and present
the previously proposed systems.

1.1 Individual photon interactions inside matter

When a photon goes through matter, the latter may be subject to several kinds of interactions
with consequences on its energy. Depending on the experienced interaction, it can either
lose all or a part of its energy, or keep its initial energy, which corresponds respectively
to an absorption, an elastic or an inelastic scattering. Individual photon interactions are
expressed in terms of cross-sections. The cross-section σ is a surface quantity related to the
probability of interaction between a particle and a photon. When the interaction refers to a
photon scattering, the angular distribution is defined by a differential cross-section (dσ/dΩ)

where dΩ stands for the solid angle. The corresponding total cross-section is obtained by
integration of the differential cross-section over the scattering angular domain

σ = 2π

∫ (
dσ

dΩ

)
θ

sin θ dθ. (1.1)

We describe in this section the four fundamental X-ray interactions as well as their corre-
sponding cross-sections (and/or differential cross-sections if relevant).

1.1.1 Elastic scattering

Elastic scattering refers to Thomson and Rayleigh scattering. Thomson scattering stands
for the interaction between a photon and a free charged particle. The particle, generally an
electron, absorbs the photon and a new one is emitted. The emitted photon has the same
energy as the absorbed one, but may have a different direction. Given a scattering angle θ,

11
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Thomson showed that the differential cross-section is given by

dσth

dΩ
=
r2

0

2
(1 + cos2 θ), (1.2)

where r0 is the classical radius of the electron, r0 = 2.818× 10−15m. By integration, one can
obtain

σth =
8πr2

0

3
. (1.3)

Rayleigh scattering refers to a similar phenomenon with the same consequences when the
photon interacts, this time, with individual atoms or molecules.

1.1.2 Inelastic scattering

Inelastic scattering refers to Compton scattering. When a photon of energy E0 interacts
with a charged particle, usually an electron, this photon is scattered with an angle ω and
transfers a part of its energy to the charged particle. The energy of the scattered photon E
is related by a one to one correspondence to ω according to the relation

E(ω) =
E0

1 + E0
mc2

(1− cosω)
, (1.4)

where mc2 = 0.511 MeV is the energy of an electron at rest.

Figure 1.1 – Compton effect - The interaction of the incident photon and an electron
results in a scattered photon whose energy E(ω) is related to scattering angle ω according
to Compton formula (1.4).

The probability for a photon of being scattered in the solid angle dΩ with a scattering angle
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ω is given by [22]

P (ω) =
1

2

(
1 +

ε2(1− cosω)2

(1 + cosω)(1 + ε(1− cosω))

)
1 + cos2 ω

(1 + ε(1− cosω))2
, (1.5)

where ε = E0/mc
2, m is the electron mass and c is the speed of light. The differential

cross-section is proportional to P (ω)(
dσc

dΩ

)
ω

= r2
0P (ω) (1.6)

and it was also proven in [22] that

σc =
3σth

4

(
2(1 + ε)2

ε2(1 + 2ε)
+

ln(1 + 2ε)

ε

(
1

2
− 1 + ε

ε2

)
− 1 + 3ε

(1 + 2ε)2

)
. (1.7)

1.1.3 Photoelectric effect

The photoelectric effect occurs when the energy of the incident photon is greater than or
equal to the binding energy. The photon then gives up all its energy to an internal electron
and is absorbed.

An electron from a higher layer then fills the vacant space and leads either to the emission
of a photon or to the emission of an Auger electron.

(a) (b)

Figure 1.2 – Photoelectric effect with photon emission - (a) The energy of the incident
photon is given entirely to an electron, which is ejected. (b) Another electron from a higher
layer takes the vacant place, which results in the emission of a characteristic radiation.

The photoelectric cross-section is experimentally given by

σf = k
Zn

(hν)m
, (1.8)

where k is a constant, Z is the atomic number and n and m are exponents respectively in
the range 3.6− 5.3 and 2.5− 3.5 and are largest for low atomic numbers.
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1.1.4 Pair production

Pair production refers to the creation of an electron-positron pair. This phenomenon occurs
when the photon, with an energy greater or equal to 1022 keV, interacts with a nucleus. The
electron is quickly absorbed, and the positron combines with an electron and two photons
of energy 511 keV are created by annihilation. These photons travel in matter in opposite
directions.

Figure 1.3 – Pair production: A pair electron positron is produced after the interaction
of a photon with the nucleus of an atom. Annihilation: Two photons of energy 511 keV
emerges from the combination of the positron and another electron.

1.2 Macroscopic point of view of photon interactions

In the latter section, we described the possible interactions a photon can undergo individually.
When we consider a beam of photons, the attenuation inside matter sums up all these
interactions. Denoting I0 the intensity of the incident photon flux, the intensity I of
the transmitted beam of photons after passing through a medium of width x is given by
Beer-Lambert law

I = I0 exp (−µx), (1.9)

where µ is the linear attenuation coefficient of the medium.

According to the area of dominance of the different photon interactions (see Figure 1.4),
when we consider incident photons of energy about a few hundred of keV, the attenuation
is caused by photoelectric absorption and Compton scattering. The attenuation coefficient
values for each chemical element µ are available in terms of mass attenuation coefficients in
databases provided by the National Institute of Standards and Technology (NIST) [23].
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Figure 1.4 – Area of dominance of photoelectric absorption, Compton effect and pair
production (source [3]) according to energy hν and atomic number Z of the considered
material. Their respective cross-sections are denoted σf , σc and σp. Thompson scattering,
less predominant than the others interactions, is not represented.

1.3 Applications in imaging

1.3.1 Conventional Computed tomography (CT)

Computed tomography is an imaging technique exploiting radiation attenuation through
matter along linear paths. A source S emits rays of intensity I0 travelling along lines inside
matter, and these photons are recovered with an intensity I < I0 by a detector D. The
simplest CT system, pictured in figure 1.5, is composed of a line of sources and a line of
detectors, which requires a rotation to reconstruct the attenuation map of the object.

Image reconstruction consists in the recovery of the attenuation map µ of the object from
the known values of I and I0. According to the Beer Law, the equation to solve is

ln

(
I0

I(L)

)
=

∫
(x,y)∈L

µ(x, y)d`, (1.10)

where d` stands for the elementary length measure on the considered line L. The above
right-hand side integral, which models image formation, is the classical Radon transform on
the line L [1]. As a consequence, image reconstruction, i.e. recovering the attenuation map
µ, supposes the inversion of this integral. Cormack, who established the analytical inversion
formula of this Radon transform, was awarded the Nobel Prize of Medicine in 1979 for his
work contributing to the invention of the CT scan. The first part of Chapter 2 is devoted to
the presentation of some reconstruction methods from the proposed inversion formula.
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Figure 1.5 – Functioning principle of computed tomography. The arrays of sources and
detectors are respectively represented in red and blue at two different times during acquisition.
In fact, the system needs to rotate to perform a full data acquisition. The dashed lines
represent the corresponding X-ray paths.

1.3.2 Limitations of computed tomography

In the middle energy range and particularly for low atomic number materials, Compton effect
is the predominant phenomenon responsible for radiation attenuation. In addition, detected
Compton scattered radiation may also induce blur, high noise level and a loss of contrast
on reconstructions. Small details of reconstructions, extremely important for biomedical
imaging applications or non-destructive evaluation, may be lost and consequently lead to
incorrect diagnoses. CT modalities attempt to eliminate these scattered radiation by the use
of collimation or filtering. With such equipment, only one photon over ten thousand arrives
at the detector [24].

On the other hand, Compton scattered radiation can also be considered as a useful and
significant part of information, which can also be used for tomographic reconstruction. This
statement notes the emergence of Compton Scattering Tomography (CST) modalities.

1.3.3 Compton scattering tomography

The working principle of CST systems rests on the collection of the intensity of Compton
scattered photons according to their energy E(ω) by a detector D. If we consider only
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first-ordered scattered radiation1 and according to the one to one correspondence between
E(ω) and ω (1.4), simple geometric considerations show that, photons recovered with a given
energy E(ω) are scattered at different sites Mi located on a circle arc passing through the
source S and D (see Fig. 1.6). This circle arc subtends the angle (π−ω). This explains why
the acquisition process for CST modalities can be modelled by Radon transforms on families
of circle arcs, depending on the considered modality. Denoting f an unknown function, the
general formulation for such a Radon transform is

RCSTf(S,D, ω) =

∫
C(S,D,ω)

f(M)w(S,D, ω,M)d`(M), (1.11)

where C(S,D, ω) is the considered family of circle arcs, w(S,D,M) is a weighting function
and dl the elementary arc length measure on the considered arcs. In a physical meaning, the
function f is a map of the electronic density of the object. The flux of photons of energy
E(ω) registered at the detector site D is proportional to the integral of f and w on the circle
arcs C. The weighting function allows incorporating in the model some physical effects such
as attenuation and realistic aspects of the source and the detector.

Figure 1.6 – General functioning principle of a CST system. Photons are emitted by source
S (in red), interact at sites M , and are recorded at site D (in blue). When a photon is
detected carrying an energy E(ω1) (resp. E(ω2)), the possible interaction sites lie on the
upper (resp. lower) circle arc which subtends the angle (π − ω1) (resp. (π − ω2)).

Imaging using CST systems offers several advantages, such as

• the possibility to have source and detector on the same side of the sample. This feature
is particularly interesting for scanning large objects [25].

• the higher contrast of scattering based images compared to CT images. This is helpful
for tracking tumours [15, 16], without additional radiation dose.

Compton scattering tomography has been early studied by Lale [5], Clarke [6] and Farmer
[7]. However, CST presents a double challenge, both mathematical and technological, which

1This assumption is motivated by the fact that first order scattering is predominant in front of higher
orders.
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has hindered its development. First, we saw that image formation differs completely from
that of classical tomography, with scanning manifolds on circle arcs instead of lines. As a
consequence, the modelling of data acquisition leads to generalizations of Radon transforms
on families of circle arcs, according to the geometry of the CST system under study. The new
objective is to propose an inversion for these integral transforms. Second, the proposition of
a prototype requires multi-energy detectors with a sufficient energy resolution.

We concentrate here on the mathematical challenge raised by Compton scattering tomography.
This work is in line with the previous works of Norton [8], Nguyen and Truong [9, 10]. In
the next paragraph, we present briefly their works, as well as other more recent propositions.
For a complete review about CST systems, the reader can refer to [24].

1.3.4 Previous proposed two-dimensional CST modalities

We present, first, the previous proposed two-dimensional systems. These modalities suppose
plate collimation to restrict emitted photons to a plane. For each modality, we present the
setup, give the Radon transform modelling data acquisition and present the used procedures
for inversion.

In the following, (r, θ) are the polar coordinates of a running point M on the considered
family of scanning circle arcs.

Norton’s modality (1994)

Setup The first modality whose data measurement has been modelled by a Radon transform
was proposed in 1994 by Norton [8]. The system is made of a fixed source S and a detector
D moving on a line in intersecting the source site2. See Figure 1.7.

We note xD the distance between S and D. The upper part of the space is considered using
a system of collimation on the source and the detector. With S at the origin of the polar
coordinates and D on the x-axis, the scattering sites are on circle arcs of the polar equation

r = ρ(xD, ω) cos (θ − φ(xD, ω)), θ ∈ [0, π], (1.12)

where ρ is the diameter of the circle arc and φ its angle relative to x-axis. This relation
originates from the polar equation on the family of circles passing through the origin, with a
restriction on the domain of θ.

The parameters ρ and φ of the circle arcs are related to the position of detector xD and
scattering angle ω ,

ρ(xD, ω) =
xD

cos
(
ω − π

2

) and φ(xD, ω) = ω − π

2
. (1.13)

2Equivalently, a fixed array of detectors Dk can be used.
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Figure 1.7 – Norton’s modality - 1994. The source S is represented by a red point. The
detector, localized at the distance xD of the source, is represented by a blue point. M(r, θ)
is a running point, in black, and an example of scattering site. An example of trajectory
for a photon whose scattering site is M is shown in purple. The corresponding scattering
angle is denoted ω. The object to scan is represented in grey. The red continuous curve in
an example of scanning circle arc. Ω is the centre of the supporting circle, ρ its diameter
and φ its angle relative to the x-axis.

Radon transform modelling data acquisition Assuming first-ordered Compton scat-
tering is the predominant interaction inside matter and neglecting attenuation, the data
measurement with Norton’s modality is mathematically modelled by equation [8]

RNorf(ρ, φ) =

∫ φ+π/2

φ−π/2

∫ ∞
−∞

ρf(r, θ)w(r, θ; ρ, φ)δ(r − ρ cos(θ − φ))dr dθ, (1.14)

where δ stands for the Dirac delta distribution. The weighting function w is defined by

w(r, θ, ρ, φ) =
ars(θ)r2

0P (φ+ π/2)

4πρ4 sin2 θ
, (1.15)

where a is the area of a detector, s(θ) is the measure of the angular dependence of an
anisotropic source and r2

0P (ω) is the Klein Nishina cross-section (1.6) for the scattering angle
ω. The interested reader by the derivation of the weighted function can refer to the original
reference [8]. As a result, equation (1.14) is a weighted Radon transform of the function f
along the scanning circle arcs (1.12).

Proposed procedure for inversion The proposed inversion formula by Norton [8] rests
on the property of factorization of the function w. In fact, one can write w as the product of
two functions w1(r, θ) and w2(ρ, φ). As a result, (1.14) becomes

RNorf(ρ, φ) = w2(ρ, φ)

∫ φ+π/2

φ−π/2

∫ ∞
−∞

ρf(r, θ)w1(r, θ)δ(r − ρ cos(θ − φ))dr dθ. (1.16)
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Then, let f̃(ξ, θ) be the Fourier transform with respect to r of f(r, θ)w1(r, θ)

f̃(ξ, θ) =

∫ ∞
0

f(r, θ)w1(r, θ) exp (−iξr)dr. (1.17)

The corresponding inverse Fourier transform is

f(r, θ)w1(r, θ) =
1

2π

∫ ∞
−∞

f̃(ξ, θ) exp (iξr)dξ. (1.18)

Substituting f(r, θ)w1(r, θ) by its expression (1.18) in (1.16), and changing the order of
integration, one gets

RNorf(ρ, φ) =
w2(ρ, φ)

2π

∫ π

0

∫ ∞
−∞

f̃(ξ, θ) exp (iξρ cos (θ − φ))dξdθ. (1.19)

Let

RNor
1 f(ρ, φ) =

2RNorf(ρ, φ)

πw2(ρ, φ)
(1.20)

and
f̃1(ξ, θ) = f̃(ξ, θ)/|ξ|. (1.21)

From (1.19), one has

RNor
1 f(ρ, φ) =

1

π2

∫ π

0

∫ ∞
−∞
|ξ|f̃1(ξ, θ) exp (iξρ cos (θ − φ))dξdθ. (1.22)

The left-hand side of the equation (1.22) is the two-dimensional Fourier transform of f̃1 in
polar coordinates. Applying the inverse Fourier transform yields the above equation

f̃1(ξ, θ) =

∫ 2π

0

∫ ∞
0

ρRNor
1 f(ρ, φ) exp (iξρ cos (θ − φ))dρdφ. (1.23)

Furthermore, using (1.9) in (1.18), one gets the following relation

f(r, θ)w1(r, θ) =
1

2π

∫ ∞
−∞
|ξ|f̃1(ξ, θ) exp(iξr)dξ. (1.24)

Finally, substituting (1.23) into (1.24), changing the order of integration, weighting both
sides by 1/w1(r, θ) and going back to the original function RNorf and w, the function f can
be recovered from the following equation

f(r, θ) =
1

2π2

∫ 2π

0

RNorf(ρ, φ)

w(r, θ, ρ, φ)
h(r − ρ cos (θ − φ)dφ, (1.25)

with
h(x) =

∫ ∞
−∞

exp(−iξx)|ξ|dξ.
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Data acquisition for Norton’s modality can also be modelled by the Radon transform on
circles passing through the origin, assuming that the lower part (below the x-axis) gives no
contribution. This family of circles is a special case of curves studied by Cormack [26, 27],
who gave also an inverse formula for the corresponding Radon transform3. In [24], Truong
and Nguyen gave details about this approach applied to Norton’s modality. In [28], following
the Chapman and Cary approach [29], Rigaud proposed a numerical reconstruction algorithm
for the regularized inverse formulation in circular harmonic decomposition. Note also that
the closed inversion formula given by Cormack in [27] can be also used to model Norton’s
modality. As a result, a similar derivation as proposed by us in Chapter 4 for CCST can be
carried out.

Nguyen and Truong’s modality (2010)

Setup The model proposed by Nguyen and Truong [9] supposes a source S, placed at a
distance 2p from a detector D. The pair source-detector is in rotation around the middle of
the segment SD, according to variable ϕ. A system of collimation is also used, in order to
consider uniquely the upper part of the system. See figure 1.8.

Figure 1.8 – Nguyen and Truong’s modality - 2010. The colour code is the same as in figure
1.7. The dashed circle represents the circular path on which moves the pair source-detector.

Note that an external scanning for this modality was discussed in [24], by the authors. This
external scanning allows placing the object outside the circular path of the source and the
detector. Since the mathematical development is similar, we will only discuss the internal
scanning here.

3In his work, Cormack established inversion formulas for the Radon transform on his family of curves in a
mathematical point of view. His work is not referred to any imaging system and consequently, no realistic
effect was considered.
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The family of circle arcs of interest here admits a radius of p/ sinω and subtends an angle
(π − ω). The angle between the mediator line SD and OM is denoted γ. We define also
variable τ as τ = cotω. In that case, scanning circle arcs are defined by equation

r = r(cos γ) = p
(√

1 + τ2 cos2 γ − τ cos γ
)
, (1.26)

where γ ∈]π/2, π/2[. Similarly, the parametric equation of the circle arc can be also written
as

cos γ =
1

2τ

(
p

r
+
r

p

)
. (1.27)

Radon transform modelling data acquisition The authors proposed a theoretical
study of the Radon transform modelling data acquisition, without weighting function.
Making explicit the circle-arc integration element ds as

ds = r

√
1 + τ2

1 + τ2 cos2 γ
dγ. (1.28)

one gets:

RNguf(τ, ϕ) =

∫ π
2

−π
2

r(cos γ) f (r(cos γ), ϕ− γ)

√
τ2 + 1√

τ2 cos2 γ + 1
dγ. (1.29)

Proposed procedure for inversion The first step for inverting this Radon transform
consists in using the circular harmonic expansion to establish a relation between the compo-
nents of a function f and RNguf . The procedure was previously introduced by Cormack [26].
In what follows, the circular harmonic expansions of f and RNguf are respectively denoted
fl and (RNguf)l

f(r, θ) =

∞∑
l=−∞

fl(r)e
ilθ (1.30)

RNguf(τ, ϕ) =
∞∑

l=−∞
(RNguf)l(τ)eilϕ (1.31)

where

fl(r) =
1

2π

∫ 2π

0
f(r, θ)e−ilθdθ (1.32)

(RNguf)l(τ) =
1

2π

∫ 2π

0
RNguf(τ, ϕ)e−ilϕdϕ (1.33)

for l ∈ Z.
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Using the parity of the integrand of (1.29), one gets

(RNguf)l(τ) = 2

∫ π
2

0
r(cos γ)

√
1 + τ2

1 + τ2 cos2 γ
fl(r(cos γ)) cos (lγ)dγ. (1.34)

With the change of variable r in the above integral and

r(cos γ)√
1 + τ2 cos2 γ

dγ =
dr√

τ2 − 1
4

(
p
r −

r
p

)2
, (1.35)

(1.34) becomes

τ√
1 + τ2

(RNguf)l(τ) = 2

∫ p

p(
√

1+τ2−τ)

cos
(
l cos−1

(
1
2τ

(
p
r −

r
p

)))
√
τ2 − 1

4

(
p
r −

r
p

)2
fl(r)dr. (1.36)

Let now
q =

1

τ
= tanω and

1

s
=

1

2

(
p

r
− r

p

)
.

Straightforward computations show that r = p(
√

1 + s−2−s−1), τ(1+τ2)−1/2 = (1+q2)−1/2

and r−1dr = s−1(1 + s2)−1/2ds. Let also hl(r) = rfl(r). From (1.36), one gets

(RNguf)n(1/q)√
1 + q2

= 2

∫ ∞
q

1

s
√

1 + s2
hl

(
p
(√

1 + s−2 − s−1
)) cos (l cos−1(q/s))√

1− (q/s)2
ds. (1.37)

Multiplying both sides of equation (1.37) by

cosh (l cosh−1 (q/t))

q
√

(q/t)2 − 1
,

and integrating over q from t to infinity, one gets, after rearranging the two-dimensional
integration of the right-hand side

∫ ∞
t

cosh (l cosh−1 (q/t))

q
√

(q/t)2 − 1

(RNguf)l(1/q)√
1 + q2

dq =

2

∫ ∞
t

1

s
√

1 + s2
hl

(
p
(√

1 + s−2 − s−1
))∫ s

t

cosh (l cosh−1 (q/t))

q
√

(q/t)2 − 1

cos (l cos−1(q/s))√
1− (q/s)2

dq ds.

(1.38)
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According to [26], the q-integral is π/2. This relation leads us to,∫ ∞
t

1

s
√

1 + s2
hl

(
p
(√

1 + s−2 − s−1
))

ds =
1

π

∫ ∞
t

cosh(l cosh−1 (q/t))

q
√

(q/t)2 − 1

(RNguf)l(1/q)√
1 + q2

dq.

(1.39)
Then, we go back to coefficients fl with a differentiation with respect to the variable t

−π
t
√

1 + t2
p
(√

1 + t−2 − t−1
)
fl

(
p
(√

1 + t−2 − t−1
))

=[
d

dt

∫ ∞
t

cosh(l cosh−1 (q/t))

q
√

(q/t)2 − 1

(RNguf)l(1/q)√
1 + q2

dq

]
t= 2pr

p2−r2

. (1.40)

Substituting p
(√

1 + t−2 − t−1
)
by r, one gets

t =
2pr

p2 − r2
and

1

t
√

1 + t2
=

2pr

p2 + r2
.

These expressions allow having the following relation

fl(r) = (−)
(p2 + r2)

2πpr2

[
d

dt

∫ ∞
t

cosh (l cosh−1 (q/t))

q
√

(q/t)2 − 1

(RNguf)l(1/q)√
1 + q2

dq

]
t= 2pr

p2−r2

. (1.41)

A change of variable in the integration gives finally the last relation

fl(r) = (−)
(p2 + r2)

2πpr2

[∫ ∞
t

cosh (l cosh−1 (q/t))√
q2 − t2

d

dq

(
(RNguf)l(1/q)√

1 + q2

)
dq

]
t= 2pr

p2−r2

. (1.42)

Equation (1.42) ensures that the function f can be completely recovered via its circular
harmonic expansion fl from the circular harmonic expansion of data measurement (RNguf)l.
This relation was numerically implemented in [28] following the method proposed by Chapman
and Cary [29].

Truong and Nguyen’s modality (2011)

Setup This second modality was proposed by Truong and Nguyen in [10]. As their first
proposed modality, this system is made also of a source S and a detector D moving on a
fixed circle of centre O and radius p. This circle is called Γp. However, S and D are no longer
diametrically opposed. Instead, S and D are separated by an angular distance (2γ0), which
depends on the scattering angle ω, such that ω = γ0 + π/2. As a consequence, the circles
supporting the scanning arcs intersect the circular path at points S and D orthogonally. The
photons, emitted by the source, are scattered by an object, placed outside the circular path
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of the source and the detector4. Thus, the detector D registers scattered photons of energy
E(ω) from the exterior part of a circle of centre, Ω which subtends the angle (π − ω). The
radius of this circle is equal to p

√
τ2 − 1, where τ = 1/ cos γ0. See Figure 1.9.

Figure 1.9 – Truong and Nguyen’s modality - 2011. The colour code is the same as in figure
1.7. The dashed circle represents the circular path on which moves the pair source-detector.

Moreover, these scanning circle arcs admit as polar equation

r = r(cos γ) = p(τ cos(γ) +
√
τ2 cos2(γ)− 1), γ ∈]− γ0, γ0[. (1.43)

Radon transform modelling data acquisition The authors proposed a theoretical
study of the corresponding Radon transform modelling data measurement without weighting
function. Denoting ϕ the angle between the Ox-axis and the segment OΩ, this Radon
transform has the following expression

RTruf(τ, ϕ) =

∫ γ0

−γ0

r(cos γ)

√
τ2 − 1

τ2 cos2 γ − 1
f(r(cos γ, γ + ϕ)dγ. (1.44)

As for their first modality, the authors established a relation between circular harmonic
expansions of object f and data RTruf , denoted respectively fl and (RTruf)l:

(RTruf)l(τ)√
τ2 − 1

= 2

∫ τ

1

cos
(
l cos−1 (s/τ)

)√
1− (s/τ)2

p
(
s+
√
s2 − 1

)
√
s2 − 1

fl

(
p
(
s+

√
s2 − 1

))
dr. (1.45)

4A internal scanning for this modality was also discussed one year after in [24]
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Proposed procedure for inversion For inversion purposes, they followed the same
procedure, resulting in an inversion formula for the circular harmonic components

fl(r) =
1

2πr

(
r

p
− p

r

)[
d

dt

∫ t

1

cosh (l cosh−1 (t/τ))√
(t2 − τ2)(τ2 − 1)

(RTruf)l(τ)dτ

]
t= 1

2

(
r
p
− p
r

) . (1.46)

As for their first modality, this inversion formula can be numerically implemented following
the Chapman and Cary approach. Nevertheless, the authors proposed also to go one step
further for this modality, deriving a closed form for the inversion formula. This closed
inversion formula allows recovering the function f directly from data RTruf without the
calculation of their respective circular harmonic expansion. The final inversion is

f(r, θ) =
1

4π2r

(
r

p
− p

r

)

p.v.
∫ 2π

0

1

cos(θ − ϕ)

p.v.
∫ ∞

1
dτ

(
d

dτ

RTruf(τ, ϕ)√
τ2 − 1

)
1

1
2

(
p
r + r

p

)
− r cos(θ − ϕ)

 dϕ.

(1.47)

This inversion formula is obtained introducing the consistency conditions in terms of Cormack
sense [27]. For the details of computation, the reader can refer to the original article [10]. We
will follow also this scheme to obtain the inversion formula for the second proposed modality
in this thesis. As a result, even no simulation results were carried out by the authors, one can
also deduce from the closed formulation a reconstruction formula more suitable for numerical
computations. Compared to the Chapman and Cary approach, adopting such technique will
require less computational resources.

Webber and Miller’s modality (2020)

Setup A CST system was also proposed by Webber and Miller in [13]. This system is
made of a source and a detector separated by a fixed distance d = 2 from each other. The
source and the detector move respectively on a horizontal line, and their position is marked
by their common abscissa x0. This system may also be sketched with fixed lines of sources
and detectors which will be used in pair. No collimation is used at the detector to split up
photons coming from different circle arcs. As a consequence, the acquisition is performed on
a family of double circle arcs5. See figure 1.10.

This modality is able to acquire data of one-sided large objects, and its geometry makes this
modality suitable for baggage screening applications. Given a scattering angle ω, scattering

5In the original publication[13], the scanning manifold is described as a family of toric sections. The
qualification of family of double circle arcs seems to be more appropriated, since only a part of the supporting
toric section, denoted S1,2,3,4, was considered for calculations.
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Figure 1.10 – Webber and Miller’s modality - 2020. The colour code is the same as in figure
1.7. The dotted lines represent the linear paths on which moves the pair source-detector.

sites are located on two circle arcs of radius r = 1/ sin(π − ω). These two circle arcs are
parametrized into four circle arcs Sj(x0, r), j ∈ {1, 2, 3, 4} of respective equation

x1 = x0 +
√
r2 − 1 +

√
r2 − (z − 2)2, x2 = x0 +

√
r2 − 1−

√
r2 − (z − 2)2,

x3 = x0 −
√
r2 − 1 +

√
r2 − (z − 2)2, x4 = x0 −

√
r2 − 1−

√
r2 − (z − 2)2

and z ∈]2− r, 1[.

Radon transform modelling data acquisition The corresponding modality is defined
as follows,

RWebf(x0, r) =

4∑
j=1

∫
Sj(x0,r)

f(x, z)dsj , (1.48)

where dsj is the arc length measure on Sj . Since

dsj =
r√

r2 − (z − 2)2
,

the image formation is modelled by the following Radon transform,

RWebf(x0, r) =

∫ r

1

r√
r2 − (z − 2)2

 2∑
j=1

f1

(√
r2 − 1 + (−1)j

√
r2 − z2 + x0, z

)
+

f1

(
−
√
r2 − 1 + (−1)jr

√
r2 − z2 + x0, z

))
dz. (1.49)
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where f1(x, z) = f(x, 2− z).

Proposed procedure for inversion In the original article [13], the invertibility of this
Radon transform (1.49) as well as an analytical inversion formula were established. The
invertibility was proven using the theory of integral equations. In what follows, we denote
R =

√
r2 − 1. Let also rm > 1.

The proof starts by expressing the Fourier transform of the Radon transform according to
the first variable,

R̂Webf(ξ, r) =

∫
R
RWebf(x0, r)e

−ix0ξdx0 (1.50)

=

∫ r

1

rK(r, z)√
r2 − z2

f̂(ξ, z)dz, (1.51)

whereK(r, z) = 4 cos(ξR) cos(ξ
√
r2 − z2). Substituting z by z2 and letting f2(ξ, z) = f1(ξ,

√
z)

2
√
z

,
one gets

R̂Web
1 f(ξ, r) =

R̂Webf(ξ,
√
r)

4
√
r

= cos (ξ
√
r − 1)

∫ r

1

cos(ξ
√
r − z)√

r − z
f̂2(ξ, z) dz. (1.52)

Suppose that |ξ| < π

2
√
r2
m−1

and 1 < r < r2
m. Then, cos (ξ

√
r − 1) > 0. One has

ĝ(ξ, r) =
R̂Web

1 f(ξ, r)

cos (ξ
√
r − 1)

(1.53)

=

∫ r

1

cos (ξ
√
r − z)√

r − z
f̂2(ξ, z)dz. (1.54)

The latter integral is a Volterra integral equation of the first kind with a weakly singular
kernel [30]. Then, applying the Abel transform to both sides allows removing the singularity:∫ s

1

ĝ(ξ, r)√
s− r

dr =

∫ s

1

∫ r

1

cos (ξ
√
r − z)√

r − z
√
s− r

f̂2(ξ, z)dzdr

=

∫ s

1

[∫ s

z

cos (ξ
√
r − z)√

r − z
√
s− r

dr

]
f̂2(ξ, z)dz (1.55)

The latter expression is of the form∫ s

1

ĝ(ξ, r)√
s− r

dr =

∫ s

1
K1(s, z)f̂2(ξ, z)dz, (1.56)

where

K1(s, z) =

∫ s

z

cos (ξ
√
r − z)√

r − z
√
s− r

dr =

∫ 1

0

cos (ξ
√
u
√
s− z

√
u
√

1− u
du (1.57)
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if we make the change of variable r −→ z + (s− z)u.

Then, one has K1(s, s) = π. The first derivative of K1 with respect to s is

d

ds
K1(s, z) = −ξ2

∫ 1

0

u
√
u
√

1− u
sin (ξ

√
u
√
s− z)

ξ
√
u
√
s− z

du

= −ξ2

∫ 1

0

√
u√

1− u
sinc (ξ

√
u
√
s− z)du. (1.58)

Finally,

ĝ1(ξ, s) =
1

π

d

ds

∫ s

1

ĝ(ξ, r)√
s− r

dr (1.59)

= −ξ
2

π

∫ s

1

[∫ 1

0

√
u√

1− u
sinc ξ

√
u
√
s− zdu

]
f̂2(ξ, z)dz + f̂2(ξ, s) (1.60)

= −ξ
2

π

∫ s

1
K2(s, z)f̂2(ξ, z)dz + f̂2(ξ, s). (1.61)

One can show that K2 is a bounded kernel, since |K2| < π/2. This Volterra equation of
the second kind is thus invertible, and its solution is given by the theory about integral
equations [30, 13]:

f̂2(ξ, s) = −ξ
2

π

∫ s

1
H(s, z)ĝ1(ξ, z)dz + ĝ1(ξ, s) (1.62)

where

H(s, z) =

∞∑
ν=0

(
−ξ2

π

)ν
K2,ν+1(s, z) (1.63)

and the kernels K2,ν are computed iteratively

K2,1(s, z) = K2(s, z) and K2,ν+1(s, z) =

∫ s

0
K2(s, u)K2,ν(u, z)du when ν ≥ 1. (1.64)

The numerical computation of such equation require high computational time and/or memory.
Furthermore, as mentioned in the paper, this approach is severely ill-posed in terms of stability.
In Chapter 8, we propose an alternative formulation for inverting (1.49), and demonstrate
its efficiency for simulation purposes.

1.3.5 Previous proposed three-dimensional CST modalities

The direct reconstruction of volumes is also of interest with the proposition of three-
dimensional CST systems. These modalities use uncollimated sources and detectors. Con-
sequently, data acquisition is performed on toric surfaces, resulting in the 2π-rotation of a
scanning circle arc on the source-detector axis. The proposed three-dimensional systems
result often in extensions of two-dimensional CST systems.
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As an example, in [12], an extension of the first system proposed by Nguyen and Truong was
studied. A source and a detector, diametrically opposed on a sphere, rotate synchronously.
The invertibility of the corresponding Radon transform is established in this work. In absence
of inversion formula, the authors used Tikhonov regularization to provide reconstruction
results.

The 3D extension of the translational geometric system proposed by Webber and Miller
is also discussed in [13]. As for its two-dimensional version, the authors established the
invertibility of the corresponding Radon transform on toric surfaces.

In [31], several potential configurations considering fixed, or rotating sensors were proposed.
The author studied then the class of Radon transforms modelling data and provide a
reconstruction algorithms to recover contours of the object under study.

1.4 Concluding remarks

In the energy range commonly used for scanning objects, the Compton effect is non-negligible.
Instead of considering these scattered photons as noise, Compton scattering tomography
aims at exploiting these photons to reconstruct the object under study.

Several configurations have been proposed previously, with each its advantages and drawbacks.
One of the major advantage of Compton tomography compared to conventional tomography
is that the source and detector(s) can be placed at the same side of the object. We find
this advantage in Norton’s, Truong and Nguyen’s and Webber and Miller’s modalities. As a
consequence, this possibility widens the fields of applications for tomography to the imaging
of one-sided large objects. However, to be able to scan large objects, some configurations,
like Truong and Nguyen’s and Webber and Miller’s modality, register only backscattered
photons (that is, photons scattered with an angle ω > π/2), which are less probable than
forward scattered photons (photons scattered with an angle ω < π/2). On the contrary, since
the object is placed inside the source-detector circle path for Nguyen and Truong’s modality,
this object should be small, which is an advantage if the target application is biomedical.

A second advantage of Compton imaging system is their ability to provide a completed set
of information while being completely fixed. We find this advantage in the modalities of
Norton and Webber and Miller, if the latter is sketched with multiple sources and detectors.
Nevertheless, in the case of an implementation of Webber and Miller’s modality with linear
arrays of sources and detectors, note that a small offset is required to prevent the detector
array from blocking photons. In other terms, while the array of sources is on the plane
(x, 0, z), the array of detectors is on the plane (x, ε, z), with ε small. The consequences of
such offset in a practical scenario remains to be explored.

Furthermore, the modelling of data acquisition for such novel type of imaging leads to the
introduction of generalized Radon transforms on families of circles arcs, depending on the
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considered placement for the source and the detector(s). We introduced, in this chapter, the
corresponding Radon transform for each previously proposed modality. We discussed also
the proposed schemes of inversion. Norton proposed an inversion formula able to take into
account practical physical factors if these terms are factorizable in two different functions, one
according to the parameters of data, and the other relatively to the position of the scattering
site. He mentioned in his article some issues concerning streak artefacts and contrasts issues
at reconstruction, due to the finite size of the detector array. Nguyen and Truong privileged
the resolution of the theoretical Radon transform without weighting function, and followed
a scheme provided by Cormack earlier. Their demonstration led to an inversion formula
linking Fourier series of object to those of data. Later, Rigaud carried out simulation results
for this modality following the Chapman and Cary approach. With their second modality,
Truong and Nguyen went a step further with also an inversion formula linking directly the
object and to the data. Note that this scheme can be also applied in Norton’s case. Webber
and Miller used instead the theory of integral equation to establish their inversion formula.

Even all these methods lead to an inverse formula, and by the way, allow answering the
mathematical challenge of object reconstruction with Compton tomography modalities,
the formulation of the inverse formula has a huge impact on the possibility of performing
simulation results. As an example, Webber and Miller proposed an inversion formula with a
kernel, which has to be computed iteratively. Using Chapman and Cary approach involves
the recursive computation of integrals. Consequently, implementing such methods will require
time and memory. Choosing a closed formulation seems to be the best choice, since it will be
less demanding in memory and time of calculation, while being also an exact reconstruction
algorithm. In our contributions, we will therefore focus on proposing inverse formulas that
can be implemented straightforwardly in the Fourier domain.





2
Reconstruction methods in classical tomographic
imaging

Synopsis As mentioned in the previous chapter, reconstruction in X-ray tomography
consists in finding the object studied from the ratio of rays received by detectors. These
projection data are the classical Radon transform on lines. After, a short presentation of this
Radon transform, we review the main reconstruction approaches for recovering the object
under study.

2.1 The classical Radon transform

In polar coordinates, the parametrization of an arbitrary
line L in the space can be written as

L(ρ, φ) : ρ = r cos (θ − φ), (2.1)

where ρ ∈ R is the distance of L to the origin and φ ∈ [0, π[

the angle of the normal vector to L with respect to the x-axis
(see Figure 2.1). We give now the definition of the classical
Radon transform on lines. Figure 2.1 – Chosen param-

eterization for the lines in the
plane. An arbitrary line L is
represented in red.

Definition 2.1.1 (Classical Radon transform). Denoting f an unknown, non-negative,
continuous and compactly supported function in R×[0, π[−→ R, the classical Radon transform
R maps f into lines as

Rf(ρ, φ) =

∫ ∫
(r,θ)∈R×[0,π[

f(r, θ)δ(ρ− r cos (θ − φ))drdθ, (2.2)

where δ is the delta Dirac distribution.

We define also some alternative expressions for the Radon transform of a function f : R2 −→ R

33
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defined in Cartesian coordinates :

Rf(ρ, φ) =

∫ ∫
(x,y)∈R2

f(x, y)δ(ρ− x cosφ− y sinφ)dxdy (2.3)

=

∫
v∈R

f(ρ cosφ− v sinφ, ρ sinφ+ v cosφ)dv. (2.4)

2.2 Analytic reconstruction methods

The analytic inverse formula for (2.2) is given by Cormack in [2, 27]

f(r, θ) =
−1

2π2

∫ π

0
dφ p.v.

{∫ ∞
−∞

dρ

ρ− r cos (θ − φ)

∂

∂ρ
Rf(ρ, φ)

}
(2.5)

and p.v. is the Cauchy principal value. For simulation purposes, many approaches have been
proposed, see [32, 33]. In what follows, we present the well-known filtered back-projection
method and the rho-filtered layergram reconstruction formula.

2.2.1 The filtered back-projection reconstruction formula

From (2.5), using the definition of the Hilbert transform

H{u}(t) =
1

π
p.v.

{∫ ∞
−∞

u(τ)

t− τ

}
dτ, (2.6)

one gets

f(r, θ) =
1

2π

∫ 2π

0
dφH

(
∂Rf(ρ, φ)

∂ρ

)
(r cos (θ − φ)). (2.7)

Then, changing to Cartesian coordinates,

f(x, y) =
1

2π

∫ π

0
dφH

(
∂Rf(ρ, φ)

∂ρ

)
(x cosφ+ y sinφ). (2.8)

The Hilbert transform is then easily computed using a one-dimensional Fourier transform,
denoted F

H{u} (t) = F−1(−i · sign(ν) · F(u)(ν))(t). (2.9)

Furthermore, the Hilbert transform of the derivative of a signal is equivalent to a ramp filter
in the Fourier domain :

H
{
∂ u

∂ t

}
(t) = F−1(|ν| · F(u)(ν))(t). (2.10)
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With (2.10), one obtains the final reconstruction formula

f(x, y) =
1

2π

∫ π

0
dφF−1 (|ν|F (Rf(ρ, φ)) (ν)) (x cosφ+ y sinφ). (2.11)

The above relation (2.11) is the filtered back-projection reconstruction formula, which
consists in (i) filtering data and (ii) back-projecting it on the lines. Given g ∈ R× [0, π[, the
back-projection operator R† acts on g as follows,

R†g(x, y) =
1

2π

∫ π

0
g(x cos(φ) + y sin(φ), φ)dφ. (2.12)

The algorithm 2.1 sums up the different steps of the associated reconstruction algorithm.

Algorithm 2.1: Filtered back-projection. Reconstruction of object f from

projection data on lines Rf

Data: Rf(ρ, ϕ), projections on lines of function f

Result: f(x, y)

1 Perform a one-dimensional Fourier transform of the projections according to the

first variable and weight the result by the ramp filter.

2 For each φ, interpolate the data on the considered lines.

3 Sum the weighted interpolations on all directions φ.

4 Normalize by 1/2π.

2.2.2 The rho-filtered layergram reconstruction formula

In the rho-filtered reconstruction algorithm, data is back-projected before the filtering
operation. Let us derive the reconstruction formula. From the definitions of the Radon
transform in Cartesian coordinates (2.4) and the back-projection operator for variable φc,
one gets

R†Rf(x, y) =
1

2π

∫ π

0
Rf(x cosφ+ y sinφ, φ)dφ

=
1

2π

∫ π

0

∫ ∞
−∞

f((x cosφ+ y sinφ) cosφ− v sinφ,

(x cosφ+ y sinφ) sinφ+ v cosφ)dφ

=
1

2π

∫ π

0

∫ ∞
−∞

f(x+ sinφ(−x sinφ+ y cosφ− v),

y + cosφ(x sinφ− y cosφ+ v))dφ.

With the substitution (x sinφ− y cosφ+ v) −→ r, φ −→ φ− π/2 and using the periodicity
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of trigonometric functions, the above relation is equivalent to

R†Rf(x, y) =
1

2π

∫ 2π

0

∫ ∞
0

f(x− r cosφ, y − r sinφ) drdφ, (2.13)

and, as a result, equal to the 2D-convolution of f with the function γ : (x, y) −→ (x2+y2)−1/2:

R†Rf(x, y) =
1

2π
(f ? γ)(x, y). (2.14)

Taking the two-dimensional Fourier transform on both sides of (2.14), one has,

F2(R†Rf)(kx, ky) =
1

2π
F2(f)(kx, ky) · F2(γ)(kx, ky). (2.15)

It was shown that F2(γ)(kx, ky) = γ(kx, ky) (see [34, 35]). We obtain finally the rho-filtered
layergram inversion formula

f(x, y) =
1

2π
F−1

2

(√
k2
x + k2

y · F2(R†Rf(ρ, φ))(kx, ky)
)

(x, y). (2.16)

Algorithm 2.2: Rho filtered layergram algorithm. Reconstruction of object f

from projection data on lines Rf

Data: Rf(ρ, ϕ), projections on lines of function f

Result: f(x, y)

1 Back-projection of data on the entire domain of φ.

2 Perform a two-dimensional Fourier transform of the back-projected data, and

weight the result by
√
k2
x + k2

y, where kx and ky are the duals of x and y.

3 Perform the two-dimensional inverse Fourier transform and normalize the result

by 1/2π.

Note that γ has a Fourier transform, even if this function is not L2(R2). For more details
about this reconstruction algorithm, the reader can refer to [34].

The filtered back-projection is the privileged analytical reconstruction method. Actually,
we introduced the rho-filtered layergram algorithm because we will find elements of the
demonstration of this formula in one of the works presented in the framework of this thesis.

However, the filtered back-projection algorithm may have drawbacks in the case of missing
data. The numerical simulation of such method requires important constraints on the data
acquisition process, such as having a sufficient number of data, evenly distributed over the
entire angular domain. However, in many realistic imaging situations, these conditions cannot
be ensured. For instance, some imaging conditions require a low dose of radiations, or only a
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region of interest exposure. If we perform reconstruction with the filtered back-projection
algorithm, this results in artefacts. On the other way, one can use alternatively optimization
techniques, where it is easier to incorporate prior knowledge. We present in the next section
a classical method, Tikhonov regularization.

2.3 Regularization reconstruction techniques

We introduce first some useful notations for the presentation of these methods.

2.3.1 Computed tomography: a subset of the inverse problems

Tomography is a subset of the inverse problems, which consists in finding parameters (or the
input) f from a set of data (or measurements) g. Both are related by a forward operator, A
which models data acquisition (as accurately as possible). Symbolically, given X and Y two
Hilbert spaces, the forward model is

g = A(f). (2.17)

where A : D(A) −→ Y the forward map A is bounded in D(A), a subset of X. However, as
stated previously, only a noised version gε of the measurement m is often available, hence
the forward model becomes

gε = A(f) + ε, (2.18)

where ε represents the amount of noise.

With this representation, we can easily make the link between the continuous and the discrete
formulations. If A is a linear operator, the matrix form for (2.17) is

g = Af , (2.19)

where g ∈ RM is the vector form containing M values for data, f ∈ RN2 the vector
representing the N2 pixels of the object and A ∈ RM × RN2 is the matrix form of the
operator A.

For tomographic reconstruction, the matrix A = (amn)m∈{1,M},n∈{1,N2} is a (large) sparse
matrix containing the contribution of the position of each pixel in the sinogram. Several
methods exist to fill this matrix. The simplest way is probably to assign 1 to coefficient
amn where the line Lm travels in the nth pixel and 0 otherwise. Another method, finer,
consists in assigning to the (amn) the distance of the line Lm which traverses the nth pixel.
In Section 2.4, we will use instead a kernel-based method.
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Then, each value gm∈{1,M} of the vector g is calculated with

gm =
N2∑
i=1

amif i. (2.20)

A naive method of reconstruction would be to consider the least square solution. However,
unless you use exactly the same matrix A — and be guilty of inverse crime —, the inversion
is not stable. Small degradation in measurement will lead to an unsatisfactory reconstruction.
The analysis of the singular values of A may also give intuition about ill-posedness of the
considered inverse problem. In particular, a large condition number (i.e., the ratio between
the larger and the lower non-zero singular value) means that the inverse of A is numerically
unstable. This illustrates the ill-posedness of the tomographic reconstruction problem and
explains also why we need optimization methods for reconstruction.

2.3.2 Variational regularization methods

A regularized solution for (2.19) is obtained by minimizing the following functional,

Tα,gε(f) := ||A(f)− gε||2V + αF(f), (2.21)

where F is a convex functional and α > 0 is the regularization parameter. The minimization
of such expression (2.21) means that we want to make as small as possible at the same
time the error between A(f) and gε and the convex functional F(f). Among the existing
variational methods, the most well-known are probably Tikhonov and TV-regularization
[36], described each by a particular choice for F :

• Tikhonov regularization1 : F(f) = ||f ||2L2 ,

• TV-regularization : F(f) = ||Df ||L1 ,

where D is the gradient operator. Important questions concern now the existence, stability
and convergence of a solution of (2.21). These results are now well established, see for
instance [37, 38], assuming a condition on the operator A. This theoretical condition uses
results on topology, but however, in practice, the proof of the boundedness of the operator
A seems to be sufficient [39], and this condition is always verified when we handle discrete
operators.

1If one has a-priori information about the tackled problem, he/she has the possibility to use also a
generalized version of Tikhonov regularization, where the convex functional may be ||D(f)||L2 , where D is a
differential operator, ||f − f∆||L2 with f∆ a vector close to the expected solution, or a functional combination
of the two above.
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Tikhonov regularization

We give in this paragraph two formulations for Tikhonov regularization, one using matrix
calculation and the other an iterative scheme. The two following paragraphs are based on
[40] and the interested reader may refer to this reference for a deeper insight.

Matrix formulation Tikhonov functional admits a unique minimum for any α > 0 which
satisfies

fTikhonov
α = (ATA+ αI)−1ATg, (2.22)

where T refers to the transposition operator and I to the identity matrix. The later equation
can be used directly to reconstruct f . This equation exists also in a stacked form, which
allows reducing computation time, for medium-scale inverse problem (the dimensions of M
and N2 are about 103).

Iterative formulation For a large-scale implementation, one can opt for a matrix-free
implementation, namely a technique where we do not need to compute explicitly the matrix
A. Instead, we need two routines which compute the forward and adjoint transform of
vectors. These routines will replace respectively the matrix products Au and ATv where u
and v are respectively vectors of RN2 and RM . With such operators, the Tikhonov problem
can be solved using iterative optimization methods, for instance, the conjugate gradient
method. See Algorithm 2.3, where the operator Q refers to the operation (ATA+ αI) 2.

2We continued here to use a matrix formulation in reference to the forward and adjoint operator, for the
sake of readability of the algorithm. However, in practice, it should be replaced by the forward and adjoint
routines discussed previously.
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Algorithm 2.3: Conjugate gradient algorithm, adapted for Tikhonov regularization

Data: gε, projection on lines

Result: fTikhonov
α , Tikhonov solution

1 Choose a regularization parameter α and a number of iterations K

2 Initialize f0 ∈ RN2

3 d0 ← ATgε −Qf0

4 b0 ← −d0

5 for k ← 0 to K − 1 do

6 αk ← − bTkdk
dTkQdk

7 fk+1 ← fk + αkdk
8 bk+1 ← Qfk+1 − gε

9 βk ← −
bTk+1Qdk
dTkQdk

10 dk+1 ← bk+1 + βkdk
11 end

12 fTikhonov
α ← fK

Several methods exist in order to choose an optimal regularization parameter α. For instance,
there is Morozov’s discrepancy principle [37], the L-curve method [41] or cross-validation [42].
However, there are counter examples, where such procedures converge toward a non-optimal
choice for α. See for instance the references [40, 43] for some illustrations where the L-curve
method fails. Furthermore, the choice of K, the number of iterations, is also of interest. Its
choice seems to be an open question for a numerical approximation purpose according to [40].
In some references referring to similar iterative reconstruction algorithms, its choice seems
to be completely arbitrary, just to make sure that the algorithm has already converged. In
the proposed simulations with this method, we also adopt this point of view.

2.4 Implementation of these analytical and regularization me-
thods

We now illustrate this presentation with image reconstructions for current tomography using
back-projection, filtered back-projection algorithm, the rho-filtered layergram method and
the two formulations of Tikhonov regularization.

2.4.1 General parameter choices

The object to scan was the Shepp-Logan phantom (see figure 2.4a) of size N ×N = 100×100

pixels. For calculations, the object was centered at the origin of the coordinate system.
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Data acquisition was performed on the full angular projection view ([0, 180[ degrees) with
an angular step of one degree. We chose a detector array of length 101 pixels.

Note that the chosen parameters for data acquisition are ideal, and in this case filtered
back-projection is the preferred method. Nevertheless, we will propose reconstructions
from the four methods presented above (filtered back-projection, rho-filtered layergram,
Tikhonov with matrix computation, Tikhonov matrix-free implementation) to compare the
computation time and memory required for each one.

2.4.2 Some details about the computation of the forward operator

Discretization of the integral formulation

For simulation, we compute a discrete version of (2.4) approximating the integral by a sum

Rf(ρi, φj) =

vm∑
k=−vm

f(ρi cosφj − k sinφj , ρi sinφj + k cosφj). (2.23)

The position of the object and the scanning lines are made coincident by linear interpolation.

Construction of the matrix operator From (2.2), we calculate the Point Spread
Function (PSF), that is the response of the classical Radon transform to a Dirac delta
distribution is non-zero at an arbitrary point of the plane. This gives us the kernel K of the
classical Radon transform:

K(ρ, φ; r, θ) =
1

r
δ(ρ− cos(θ − φ)). (2.24)

For numerical calculation purposes, we choose to approximate the Dirac delta distribution
of the kernel by an exponential, denoted ηb where

ηb(x) =
1

b
η
(x
b

)
where η(x) =

1√
π

exp (−x2), (2.25)

and b > 0. In the case of the classical Radon transform, for each couple (ρm, φm) and (rn, θn)

the coefficients (amn) of the operator A are therefore calculated according to the relation

amn =
1

b
√
π

exp

(
−(ρm − rn cos (θn − φm))2

b2

)
. (2.26)

2.4.3 Simulation results

Data acquistion

In figure 2.2, we show data acquired from the straightforward discretization of the Radon
transform (Fig. 2.2a) and from the computation of a matrix operator (Fig. 2.2b).
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(a)

(b)

Figure 2.2 – Data acquisition on lines using (a) the discretization of the forward operator
((2.23)) and (b) a matrix operator ((2.26) with b = 1).

Moreover, we study the ill-posedness of our problem by computing the singular value of the
matrix operator A. See Figure 2.3.

Image reconstruction

Reconstruction results from the back-projection operator, the filtered back-projection and
rho-filtered layergram algorithms and Tikhonov regularization are presented in figure 2.4.
Note that, to avoid inverse crime, we used a different model to generate data. For the method
where we had to make explicit the matrix operator, we performed data acquisition with a
slight different b. In the matrix-free implementation case, we changed the discretization.

We give comparison of computation time and required storage according to the used recon-
struction method in table 2.1.
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Figure 2.3 – Singular values σi of the Radon operator A. Condition number : 4.3× 107

Table 2.1 – Comparison of computation time, required storage for data acquisition and
image reconstruction and error reconstruction with NMSE according to the used method.
(n/a stands for non-applicable.)

Method Computation time Required storage NMSE

Data
acquisition

Recons. Data
acquisition

Recons.

Filtered
back-

projection

0.26 s 0.026 s n/a n/a 0.0026

Rho-filtered
layergram

0.26 s 0.0746 s n/a n/a 0.0202

Tikhonov
(with matrix)

2.5× 103 s 1.6× 103 s 786 Ko n/a 0.0076

Tikhonov
(matrix-free,

100 it.)

0.26 s 0.44 s n/a 240 Ko
between two
iterations

0.0115

2.5 Discussions

In this chapter, we reviewed some reconstruction techniques used in conventional tomography.
From Cormack’s inversion formula, we made explicit the well known filtered back-projection
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(a) (b)

(c) (d)

(e) (f)

Figure 2.4 – Reconstruction results of (a) Shepp-Logan phantom using (b) back-projection,
(c) filtered-back projection, (d) rho-filtered layergram, (e) Tikhonov regularization with a
matrix operator and (f) Tikhonov regularization with a matrix-free implementation.

algorithm, which consists in, first, filtering data in the Fourier domain, and second, back-
projecting these filtered data on the appropriated lines. A second reconstruction algorithm,
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issued from an analytical derivation, is presented. This method is the rho-filtered layergram
algorithm. Effectively, the latter differs from the filtered back projection algorithm by the
reverse order of the filtering and back-projection operation. This results in a computation
time in the same order of magnitude. The reconstruction from the rho-filtered layergram
exhibits a slight loss of contrast. The origin of these differences has been discussed in the
literature, the interested reader can refer to [34].

Then, we also introduced a classical regularization method used in inverse problems. This
method is Tikhonov regularization. Such a type of method is interesting to introduce a more
complete model of a given system, since, in that case, we do not need an analytical inversion
to perform reconstruction. These methods are also of interest in case of missing data. The
classical way to deal with such a method is no construct a matrix operator which models
data acquisition. This matrix operator replaces then the computation of the forward Radon
transform in the case of computed tomography. The computation of such matrix operator
requires both computation time and memory. For our simulation, the computation time of
the matrix was 104 more important than the one needed for computing the discretization of
the integral form. Moreover, it limits also the possibility of having large objects and data,
since the resulting matrix is equal to the product of their sizes. We can also notice that
the resulting data seems to be less precise than the one obtained by discretization of the
integral (see Figure 2.2). If we compare now the simulation results, the difference between
the two images is mainly in the contrast obtained. The result obtained from Tikhonov
regularization provides also some smoothing. This can be solved by choosing an optimal
value for α [37, 41, 42], or by considering a generalized Tikhonov regularization with the
introduction of a-priori information about the solution.

Aware of the disadvantages of the Tikhonov regularization with a matrix formulation in terms
of computation time for the forward operator, we also implemented another procedure where
an iterative process replaces the calculation of the matrix. Such a method uses the discrete
formulation of the integral transform, and as a consequence requires the same computational
time for data acquisition as the one needed before using the filtered back-projection algorithm
and the rho-filtered layergram. It requires also less storage than the matrix form (about
three times less in our simulations). Thus, this matrix free implementation is suitable for
large-scale problems. However, this raises a question about the required number of iterations.
As far as the author’s knowledge, this question is again an open question, and the choice of
a sufficient (but large) amount is often privileged. If we analyse now reconstruction quality,
the obtained result seems to be smoother than the one obtained with the matrix operator.
This may be due to the successive iterations resulting in larger numerical approximations.
The introduction of a-priori information about the solution may also reduce this problem.

We introduced these classical examples since, in what follows, we will refer to them. In
fact, during some of our contributions, we will propose new filtered back-projection type
algorithms on different manifolds for image reconstruction from different CST configurations
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(see Chapters 4 and 7). Moreover, in another result of this thesis, we will find elements of the
demonstration of the rho-filtered layergram reconstruction formula. See Chapter 6. Finally,
when we will be in situations where we do not have an exact inversion formula (Chapter
5 and 7), we will propose reconstruction results obtained from Tikhonov regularization.
We opted for Tikhonov regularization, since it is a well-known technique able to give good
reconstruction results from ill-posed inverse problems, when we have a set of complete data,
as shown here for computed tomography. However, other regularization techniques can
be used to solve this imaging inverse problem. The second most well-known method is
undoubtedly the total variation regularization [36, 44] which allows preserving better edges
than Tikhonov regularization [40]. Iterative algorithms for tomographic reconstruction,
such as the algebraic reconstruction technique [32], have been also introduced. We can also
mention statistical-based approaches [45, 46, 47, 48], which provides better noisy models
close to the reality. More recently, iterative reconstruction techniques combined with deep
learning have been also proposed, see for instance in [49, 50, 51].



Part II

The proposition of the Circular
Compton Scattering Tomography

This part is devoted to the proposition of a CST modality, called Circular Compton
Scattering Tomography (CCST).
In chapter 3, we present the modality as well as its advantages in front of the previous
proposed systems. We derive also a general formulation of the corresponding Radon
transform and precise the working assumptions that will be used in the next chapters.
In chapters 5 and 4, we model CCST with and without collimation at detectors, and
propose reconstruction techniques for both situations.
Finally, in Chapter 6, we investigate further the search for an inverse analytical for-
mula for the Radon transform modeling the data acquisition for the CCST without
collimators.
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3
Presentation of the circular Compton scattering
tomography

Synopsis This chapter introduces the proposed modality called Circular Compton Scatter-
ing Tomography. We state also the advantages and potentials of such a system and make a
comparison with existing CST configurations. The parameterization of the proposed system
is given, as well as the modelling of data measurement with such a system.

3.1 Working principle

The Circular Compton Scattered Tomography (CCST) system is made of a source S and K
fixed detectors Dk, k ∈ {1, ...,K} placed on a ring passing through the source (see Figure
3.1). The object is placed inside the detector ring1.

Figure 3.1 – Presentation of CCST. The dotted line represents the ring containing point-like
detectors in blue. We find also the source, in red, on the ring. For an arbitrary detector Dk

and a scattering angle ω, the corresponding double scanning arc A1 ∪ A2 is showed in red.

1This is the main scanning mode. We will see then that a second acquisition mode is also possible, with
an object placed outside the ring.
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Figure 3.2 – Parameterization of CCST. The color code is the same as that used in the
figure 3.1.

Note that this modality was studied independently at the same time by another team [52].
Even if the starting system is identical, the solution of the inverse problem is completely
different from what will be presented in the following. In the publication [52], it is proposed
to reconstruct only the singular support of the object under study.

3.2 Advantages, potentials of CCST and comparison with
existing systems

CCST presents interesting advantages in terms of geometry. First, the source and the
detectors do not require any rotation or movement during acquisition. The use of such
a system, as compared to the first Nguyen and Truong’s modality for instance, leads to
a diminution of duration for acquisition and consequently time to exposure to radiation.
Second, the compact and circular layout of CCST reduces also the size of the system in
comparison with Norton’s or Webber - Miller’s linear ones. Third, its geometry is identical
to that of the conventional Fan-beam computed tomography. There is the possibility to
combine both imaging techniques in the same system. If detectors of such a bi-imaging
system are set to recover primary transmitted photons at energy E0, then the systems works
as Fan-beam CT. Otherwise, when detectors register the energies lower than E0, the system
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operates as CCST. Then, this bi-imaging system provides both the attenuation map (by
fan-beam CT) and the distribution of electrons (by CCST), which are two physical properties
of the object under study.

In addition, CCST can also scan one-sided large objects or objects which cannot be placed
inside the ring. This feature comes from the fact that CCST is a generalization of Norton’s
modality, where the diameter of the ring tends towards infinity.

Consequently, this CST proposal groups the main advantages of existing models in terms of
geometry. CCST is thus convenient for imaging in various domains, from biomedical imaging
to non-destructive evaluation and cultural heritage.

3.3 Setup of the system

The fixed source is placed at the origin of the coordinate system. The ring of K detectors
Dk with k ∈ {1, 2, ...,K} passing through the source is modelled a circle of polar equation,

r = P · cos
(
θ +

π

2

)
, θ ∈ [π, 2π[, (3.1)

where P is the diameter of the ring and O denotes its center. In order to have a constant
distance between adjacent detectors, we define first θDk,int the angle subtending the y-axis
and the radius ODk of the fixed ring (see Figure 3.2):

θDk,int = 2π
k

K + 1
. (3.2)

Angle θDk,int is related to polar angular coordinate θDk of detector Dk according to the
relation

θDk = π +
θDk,int

2
. (3.3)

With (3.2) and (3.3), one can make explicit polar coordinates (rDk , θDk) of each detector Dk:

Dk(rDk , θDk) with


rDk = P cos

(
θDk + π

2

)
θDk = π

(
1 + k

K+1

)
.

(3.4)

Elementary geometry allows to verify that the distance d between adjacent detectors is
constant:

d = ||Dk+1Dk|| = P sin

(
π

K + 1

)
= constant. (3.5)

In the case of a practical setting, finite-sized source and sensors have to be considered. Given
the geometry of the system, we consider realistic source and detectors having a circular
shape of a certain arc length L. This is achieved considering a angular domain of angle 2∆D
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around the value of each θDk,int : we have in that case θDk,int,r ∈ [θDk,int −∆D, θDk,int + ∆D].
There is obviously a maximum value for ∆D to avoid superposition of detectors: here,
∆D ≤ ∆Dmax = π/(ND + 1), which corresponds to the condition on the arc length
L ≤ Lmax = 2P∆Dmax.

3.4 Data measurement model

We denote I the intensity of the flux of photons with energy Eω collected by a detector
Dk. This quantity can be expanded according to the scattering order of the photons,
I = I0 + I1 + I2 + . . . where I0 accounts for the quantity of transmitted photons and Ii

is the intensity of photons scattered i times. In this work, we will exploit only first-order
scattering. The other scattering orders, less predominant than first order are considered
as noise. With CCST system, first-order scattered recovered photons by a detector Dk at
same energy arise from scattering sites lying on two circle arcs with S and Dk as end-points
subtending the angle (π − ω). These scanning circle arcs A1 and A2 admit for equation

Ai(ρi(ω, θDk), φi(ω, θDk)) : ri = ρi(ω, θDk) cos (θi − φi(ω, θDk)), i ∈ {1, 2}, (3.6)

where

ρ1(ω, θDk) = P cos(θDk + π/2)/ sin(ω) = ρ2(−ω, θDk), (3.7)

φ1(ω, θDk) = θDk − ω − π/2 = φ2(−ω, θDk), (3.8)

ρi is the diameter of the circle arc Ai, φi its angle relative to x-axis, θ1 ∈ [θDk , θDk + ω] and
θ2 ∈ [θDk − ω, θDk ]. See Figure 3.2. The next definition gives the measurement model of
first-scattered photons with CCST.

Definition 3.4.1. The flux I1 corresponding to the interaction of first-scattered photons
with electrons in the cross-section of the object along one of the circle arcs A1 and A2 has
for general expression

I1(Dk, E(ω)) =

∫
M1∈A1

a11(SM1, E0) f(M1) q(M1, Dk, ω) a21(M1Dk, E(ω)) dl(M1)+∫
M2∈A2

a12(SM2, E0) f(M2) q(M2, Dk, ω) a22(M2Dk, E(ω)) dl(M2). (3.9)

where a1i and a2i are the attenuation factors of emitted and transmitted rays along linear
paths SMi and MiD. q is the weighting function which groups other physical quantities. f
denotes the electron density of the considered cross-section of the object. This integral is a
weighted Radon transform on the family of circle arcs A1 ∪ A2.

The complete derivation of this expression is given in Appendix A. We performed also
simulations of this formula and compared them with Monte Carlo simulations.
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3.5 General working assumptions used in the next chapters

In the next chapters 4 and 5, we are interested in the associated Radon transform (3.9)
modelling data acquisition with CCST in a more mathematical point of view in order to be
able to derive an exact analytic inversion for the Radon transform. We adopt consequently
some necessary assumptions, common in the literature about the study of the Radon
transforms in association to a CST system [8, 11, 9, 53, 54]. The next paragraphs present
and justify these conditions. The consequences of these assumptions on data acquisition is
also evaluated in Appendix A.

About attenuation inside matter First, it is assumed that attenuation is absent,
and we suppose idealized point-like source and detectors, with perfect energy resolution2.
Consequently, the product of the above-mentioned coefficients a1 and a2 and the weighting
function q are drastically set to one. Equation (3.9) is rewritten as

RA1∪A2f(Dk, E(ω)) =

∫
M∈(A1∪A2)

f(M) dl(M). (3.10)

Working on the Radon transform modelling data acquisition in an idealistic situation has
however an important role for reconstruction strategy in the attenuated case. In fact, some
studies [55, 56] show the possibility to correct a posteriori either the reconstruction or
data using respectively adapted forms of generalized Chang correction [57] or iterative
pre-correction [58] algorithms.

About finite-sized source and detectors Moreover, source and detectors have to be
considered as point-like elements. Although no study explore the consequences in CST cases,
similarly to that it was observed in photo-acoustic tomography, blur can be expected at
reconstruction and deblurring algorithms such as the ones proposed in [59] may be a solution.
Non-ideal energy resolution of detectors has also an impact, as showed in an unpublished
work [60] and in [61], where an abrupt cut-off on projections has been observed. Smoothing
filters are a possibility to decrease the influence of this parameter.

About collimation First, for our works in two-dimensions, a plate collimator in the
source is used to restrict emitted photons to the plane (x, y). Furthermore, the intrinsic
geometry of CCST introduces furthermore an ambiguity on the localization of the scattering
sites, which can be either on A1 or A2. In previous proposed CST systems, this type of
ambiguity is removed by the use of collimation (or filtering) at detectors, and such technique
can also be used for this system. In the work [52], collimation at detectors is also supposed
in the proposed modelling. This means that we are able to dissociate photons incoming from

2By perfect energy resolution, we mean a convenient energy resolution for the use of the proposed algorithms.
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one arc to the other. We propose in this work to study both cases, first in next chapter 4,
CCST with collimation at detectors and second, in chapter 5, CCST without collimation.



4
Reconstruction strategies for CCST with collima-
tion at detectors

Synopsis With collimation on detectors, scanning arcs A1 ∪A2 can be combined into one,
denoted A. Consequently, the Radon transform RA1∪A2 is denoted in this chapter RA. This
chapter presents two strategies for reconstruction in this situation.

4.1 Inversion of RA considering the circles supporting the
family of circle arcs

In this first strategy, we consider the circles which are supporting the considered circle arcs,
with the understanding that the exterior part (outside the detector ring) of the circles gives
no contribution in data acquisition. This family of circles C admits the same polar equation
than the scanning circle arcs A with no restriction of the angular domain

C(ρ(ω, θDk), φ(ω, θDk)) : r = ρ(ω, θDk) · cos (θ − φ(ω, θDk)), θ ∈ [0, π[, (4.1)

and ρ(θDk , ω) = P cos
(
θDk + π

2

)
/ sin (ω) and φ(θDk , ω) = θDk + ω − π/2.

4.1.1 Corresponding Radon transform and its analytic inversion formula

The Radon transform RA becomes a Radon transform on circles passing through the origin
denoted in the following RC :

RAf(ρ, φ) = RCf(ρ, φ) =

∫ ∞
0

∫ π

0
ρ f(r, θ) δ(r − ρ cos(θ − φ)) dr dθ. (4.2)

This family of circles is a special case of Cormack’s beta-curves [26, 27]. Defining consistency
conditions [27], he proposed a stable solution for the inverse transform for its family of
curves. For the special case of circles passing through the origin, the Cormack reconstruction
equation is

f(r, θ) =
1

2π2r

∫ 2π

0
dφ p.v.

{∫ ∞
0

dρ
∂RCf(ρ, φ)

∂ρ

ρ

r − ρ cos (θ − φ)

}
, (4.3)

55
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where p.v. denotes Cauchy principal value. From above equations, numerical formulations of
(4.2) and (4.3) are proposed in the following.

4.1.2 Numerical formulation for implementation

Step 1: Image formation A parameterization in Cartesian coordinates (instead of
equations in polar coordinates) is preferable to perform numerical simulations. This allows
us having the same distance between adjacent running points on the considered scanning
circle. With the use of collimated detectors with perfect energy resolution, it is equivalent to
characterize scanning arcs according to (θDk , φ) instead of (ω, θDk). We denote Ω the center
of the corresponding circle C. Cartesian coordinates of Ω are

(xΩ, yΩ) =
ρ(θDk , φ)

2
(cosφ, sinφ) . (4.4)

Then, a point M with the Cartesian coordinates (x, y) belongs to the circle C, centered at Ω

if
(x(γ), y(γ)) = (xΩ, yΩ) +

ρ(θDk , φ)

2
(cos γ, sin γ), γ ∈ [0, 2π[. (4.5)

We finally obtain the forward transform formula for implementation

RCf(θDk , φ) =
ρ

2

∫ 2π

0
f (x(γ), y(γ)) dγ. (4.6)

Step 2: Image reconstruction In order to numerically implement (4.3), we use the
Hilbert transform (2.6) to reformulate the Cauchy principal value:

f(r, θ) =
1

2πr

∫ 2π

0
dφ

1

cos(θ − φ)
H
{
∂RCf(ρ, φ)

∂ρ
· ρ
}(

r

cos (θ − φ)

)
. (4.7)

From (2.9) and switching from polar to Cartesian coordinates

r =
√
x2 + y2 and r cos (θ − φ) = x cosφ+ y sinφ, (4.8)

ones gets finally the equation for image reconstruction

f(x, y) =
1

2π

∫ 2π

0
dφ

1

x cosφ+ y sinφ
·

F−1

(
−i · sign(ν)F

(
∂RCirf(ρ, φ)

∂ρ
ρ

)
(ν)

)(
x2 + y2

x cosφ+ y sinφ

)
. (4.9)

which is converted in the algorithm 4.1 for the purposes of simulation.
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Algorithm 4.1: Reconstruction algorithm of the object f from projections on

circles RC

Data: RCf(ρ, ϕ), projections on circles of function f

Result: f(x, y)

1 Compute the discrete derivation of the projections and multiply the result by ρ.

2 Apply the filter associated to Hilbert transform (2.9) in Fourier domain.

3 For each φ, interpolate the data on the considered circles.

4 Weight the result with factor 1/(x cosφ+ y sinφ).

5 Sum the weighted interpolations on all directions φ.

6 Normalize by 1/2π.

4.2 Inversion of RA using an intermediate Radon transform

In this method, we only take into account the useful part of the scanning arc A. We go back
to this family of circle arcs with a restriction for the angular domain according to variable φ

A(ρ(ω, θDk), φ(ω, θDk)) : r = ρ(ω, θDk) · cos (θ − φ(ω, θDk)), θ ∈ [θ1(ω, θDk), θ2(ω, θDk)],

(4.10)

where

θ ∈ [θ1, θ2] =


[θDk , θDk + ω] if φ ∈

[
0, 3π

2

[
[θDk + ω, θDk + π] if φ ∈

[
3π
2 , 2π

[
.

(4.11)

4.2.1 Corresponding Radon transform

The corresponding Radon transform is

RAf(ρ, φ) =

∫ ∞
0

∫ θ2

θ1

ρ f(r, θ) δ(r − ρ cos(θ − φ)) dr dθ, (4.12)

where [θ1, θ2] is the considered domain for θ according to (4.11).

4.2.2 Proposed procedure for inversion

We use geometric inversion, a planar transformation which converts circular arcs passing
through the origin on a family of half lines, denoted in the rest of paper H. Consequently,
this transformation converts our circular arc Radon transform A in a Radon transform on
half-lines, never made explicit before, and the inversion of this new Radon transform is
established in this section.
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Equivalent family of half-lines Geometric inversion is characterized in polar coordinates
by the change of variables

r′ = q2/r, (4.13)

where q is the module of inversion. Geometric inversion allows converting the CCST modality
into an apparent imaging system. Regarding the scanning manifold, the family of circle
arcs has the origin of the coordinate system as their common extremity point. This point is
rejected to infinity after geometric inversion. The other extremity point, located before GI
on a circle, are now on a straight line. Considering these two points, the family of circle arcs
A is converted in a family of half-lines with extremity into a horizontal line. This family of
half-lines, denoted H in the following, is located below this horizontal line and admits for
equation

H(ρ′(ω, θDk), φ(ω, θDk)) : ρ′(ω, θDk) = r′ cos (θ − φ(ω, θDk)), (4.14)

where ρ′(ω, θDk) = q2/ρ(ω, θDk) and θ ∈ [θ1, θ2]. Furthermore, this horizontal line is the
location of the apparent detectors, since it is the geometric inversion of the ring of detectors.
Finally, the object under study f is by geometric inversion converted into an apparent object
fapp of equation

fapp(r, θ) =
q2

r2
f

(
q2

r
, θ

)
. (4.15)

Figure 4.1 illustrates the principle of geometric inversion schematically. The operation
is characterized geometrically by an inversion circle denoted Γ of center S (the origin of
Cartesian coordinates) and radius |q|, with q ∈ R∗.

The fixed detector ring is represented by the fixed circle in black. This ring is converted
into a fixed horizontal line of the plane, of equation y = −q2/P . The apparent detectors
are located on this horizontal line. As an example, in Fig. 4.1, the apparent detector D′

corresponds to the geometric inversion of the detector D. For an arbitrary position for the
detector D (in light blue), an example of arc is shown in red. Then, by geometric inversion,
the interior arc is converted into the red half-line located above the apparent line of detectors.
In the rest, for the sake of readability of next equations, the ordinate of apparent detectors
is noted a instead of −q2/P .

Note that, an exterior scanning can be also considered, using the exterior part of the circles
as scanning arcs. Parametric equation of these exterior arcs are simply obtained taking the
complementary domain for θ. Consequently, considering internal or external mode does
not change anything for the equation of the associated Radon transform (4.12) except the
considered angular domain.

This external scanning is the second scanning mode introduced in section 3.2. An example
of these exterior arcs is presented in Fig. 4.1. By geometric inversion, this arc is converted
into the blue half-line, located above the line of detectors. Similarly, we can conclude that
the family of exterior arcs becomes by geometric inversion the family of half-lines located
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Figure 4.1 – Geometric inversion of the interior and exterior circular arcs. The color code
used for the CCST setup is the same as that used in the figure 3.1. The orange circle is
the inversion circle. The line of apparent detectors is the dotted line. The red continuous
curve is an example of interior arc. The half-line obtained by geometric inversion is the red
half-line. An exterior arc is represented by the purple curve, and its geometric inversion is
the purple half-line.

above the line of apparent detectors.

The Radon transform on half-lines and its relation with RA The following propo-
sition gives us the correspondence between RA and RH.

Proposition 4.2.1. Let f be an unknown function.

RA f(ρ, φ) =

∫
R+×[θ1,θ2]

r′
q2

r′2
f

(
q2

r′
, θ

)
· δ(ρ′ − r′ cos (θ − φ)) dr′ dθ. (4.16)

Then, projection measurements along the circle arcs of f and those on half-lines are related
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Figure 4.2 – Chosen parameters for a straight line in Cartesian coordinates

by the following expression

RA f(ρ, φ) = RH fapp
(
q2

ρ
, φ

)
, (4.17)

Applying the change of variables r′ = q2/r to (4.12), one gets

Consequently, by geometric inversion, the integral transform on circle arcs RA of a function
f leads to a the Radon transform on half-lines RH of the apparent function fapp

Furthermore, since the considered family of half-lines is delimited by a horizontal line, it
might be convenient considering the situation in Cartesian coordinates. According to Fig.
4.2 this is achieved with the change of variables (ρ, φ) −→ (ξ, τ)

τ = tanφ, ξ =
ρ

cosφ
, dξ dτ =

1

cosφ
dρ dφ, (4.18)

and the Radon transform on half lines admits for equation

Ra±H fapp(ξ, τ) = H±a (y)

∫
R
dy
√

1 + τ2fapp(ξ − yτ, y). (4.19)

Ra−H fapp maps the object on half-lines located below the line of equation y = a whereas
Ra+

H fapp refers to measurements on half-lines located above the horizontal line. For image
reconstruction, we need the analytical inversion of Ra±H .

4.2.3 Analytical inversion of Ra±
H

A previous work of Truong and Nguyen [62] proposed the inversion of the Radon transform in
half space. This corresponds to our family of half-lines with the x-axis as the fixed dividing
line. Here we generalize this work in order to invert the Radon transform on half-lines, called
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HlineRT, considering any arbitrary fixed horizontal line separating the plane. This horizontal
line will contain the extremities of half-lines. After calculations (summed up in the appendix
B), apparent function fapp can be entirely recovered from projections of respectively R−a fapp
and R+

a fapp using formula

fapp(x, y) =
1

2π2
H±a (y) p.v.

∫
R2

dτ dξ√
1 + τ2

1

(ξ − τy − x)

∂

∂ξ
Ra±H fapp(ξ, τ). (4.20)

Then, going back to parameter (ρ, φ) with the substitution

φ = tan−1 τ, s =
ξ√

1 + τ2
and ds dφ =

1

(1 + τ2)
3
2

dξ dτ, (4.21)

the analytic inversion formulas of R±a fapp is in polar coordinates

fapp(x, y) =
1

2π2
H±a (y)

∫ 2π

0
dφ p.v.

{∫ ∞
0

dρ

ρ− x cosφ− y sinφ

∂

∂ρ
R±a fapp(ρ, φ)

}
, (4.22)

Finally, the function f is recovered from fapp with the equation

f(x, y) =
q2

x2 + y2
fapp

(
q2 x

x2 + y2
,

q2 y

x2 + y2

)
(4.23)

in Cartesian coordinates.

4.2.4 Numerical formulation for implementation

This sections gives details about practical simulations of internal and external scanning
modes for CCST.

Step 1: Image formation First step is similar as the one described for the first strategy
in section 4.1.2. Scanning arcs are parametrized in Cartesian coordinates as follows:

A :


x(γ) =

ρ(θDk ,φ)

2 (cos (γ) + cos (φ))

y(γ) =
ρ(θDk ,φ)

2 (sin (γ) + sin (φ)) ,

(4.24)

where the respective domain of γ ∈ [γ1, γ2] is

• for the internal scanning case

γ ∈ [γ1, γ2] =


[φ− 2ω − π, φ− π] if φ ∈

[
0, 3π

2

[
[φ− π, φ− 2ω + π] if φ ∈

[
3π
2 , 2π

[
,

(4.25)
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• for the external scanning case

γ ∈ [γ1, γ2] =


[φ+ π, φ− 2ω + π] if φ ∈

[
0, 3π

2

[
[φ− 2ω − π, φ− π] if φ ∈

[
3π
2 , 2π

[
.

(4.26)

Image acquisition is performed in Cartesian coordinates with

Ra±A f(θDk , φ) =
ρ(θDk , φ)

2

∫ γ2

γ1

f (x(γ), y(γ)) dγ. (4.27)

Step 3: Geometric inversion of acquired data After the interpolation of RC(θDk , φ)

on parameters (ρ, φ), acquired data is transposed to a projection on half-lines via geometric
inversion with (4.17).

Step 4: Reconstruction of the apparent object The apparent object is recovered
with relation (4.20). Again, this equation is reformulated with the Hilbert transform to
obtain the final expression

fapp(x, y) =
1

2π

∫ 2π

0
dφF−1

(
|ν|F

(
Ra±H fapp(ρ, φ)

)
(ν)
)

(x cosφ+ y sinφ). (4.28)

Algorithm 2 summarizes the different steps for reconstructing the apparent object.

Algorithm 4.2: Reconstruction of apparent object fapp from projections on half-

lines Ra±H

Data: Ra±H fapp(ρ, φ), projections on half-lines of apparent function fapp
Result: fapp(x, y)

1 Weight Ra±H fapp(ρ, φ) in the Fourier domain with the ramp filter.

2 for each φl do

3 Interpolate filtered data on the considered circle of coordinates

X cosφl + Y sinφl, where [X,Y ] are the matrices of Cartesian coordinates of

fapp.

4 end

5 Sum the weighted interpolations.

6 Normalize by 1/2π.

Step 6: Reconstruction of the original object The original object f(x, y) is recovered
via geometric inversion of fapp(x, y) according relation (4.23).
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4.3 Numerical experiments

This section presents the performed simulations for internal and external cases.

4.3.1 General parameter choices

Chosen objects We used for internal scanning the phantom Shepp-Logan (Fig. 4.3a) of
size 512× 512 pixels and for external scanning a cracked bar (Fig. 4.3b) of size 1200× 360

pixels. These phantoms allow the visual evaluation of different criteria such as spatial
resolution, contrast and the ability of the proposed algorithms to reconstruction singularities
tangent to lines with arbitrary slopes.

Parameter choices for the fixed setup The CCST system used for these simulations
is the same for both internal and external configurations, in order to show the ability of
CCST modality to reconstruct both small and large objects.

Consequently, the diameter P of the fixed ring, ND and Nφ the respective number of
detectors and scanning circles (or circle arcs) per detector are chosen only once for all
simulations. ND = 3217 detectors are equally placed on a ring of diameter P = 1024, that is
two times larger than the Shepp-Logan phantom. The number of projections Nφ is set to
3000. Note that these numbers have been chosen to largely satisfy the well known condition
[63] reformulate in our case as

ND ×Nφ > N1 ×N2, (4.29)

(a) Sheep-Logan phantom (b) Cracked bar

Figure 4.3 – Original objects f for (a) internal scanning and (b) external scanning. Size of
the objects: (a) 512× 512 pixels, (b) 1200× 360 pixels.

where (N1, N2) represents the size of the scanned object. A careful study on the choice of
these parameters for a second proposed system is presented next in chapter 7. Similar results
are expected in the present case.
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4.3.2 Simulation results

Internal scanning Figures 4.4a and 4.5a show the respective acquired projections using
the first and the second proposed methods. Then data are rearranged under parameters
(ρ, φ), see figures 4.4b and 4.5b.

(a) (b)

Figure 4.4 – Data acquisition process using the first method. (a) Image formation
RCf(θDk,int , φ) on circles of f . (b) Rearranged data RCf(ρ, φ).

As expected, acquired projection and rearranged data are strictly equivalent for both methods.
Moreover, we observe slight holes in the middle of figures 4.4a and 4.5a. These holes are
due to the missing detectors near to the source. These holes are equivalently present on the
basis of the U-shape of rearranged data, and are filled with spline interpolation in figures
4.4b and 4.5b.

The second procedure necessitates an intermediate step to convert data on circle arc to data
on half-lines (see figure 4.5c) before reconstruction.

The obtained reconstruction results for both methods are presented in figure 4.6.

External scanning Figure 4.7a and 4.7b show respectively acquired and rearranged data
on circle arcs. Then, data are rearranged by geometric inversion on half-lines, see figure 4.7c,
before reconstruction in figure 4.8a.

4.4 Discussions and concluding remarks

We introduced in this chapter two reconstruction methods based on the analytic inversion of
the Radon transform on circle arcs modelling data acquisition using CCST with collimation
at detector. The first method rests on the inversion formula proposed by Cormack for the
Radon transform on circles passing through the origin. As in conventional tomography
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(a) (b)

(c)

Figure 4.5 – Data acquisition process with the second method. (a) Image formation
RAf(θDk,int , φ) on circles arc of f . (b) Rearranged data RAf(ρ, φ). (c) Rearranged data on
half-lines RHf(ρ, φ)

with the classical Radon transform on lines, we provide, from this inversion formula, a fast
reconstruction algorithm, having also a first step of filtering data and a second step which
consists in back-projecting on the appropriated circles. With the second approach, we proceed
by geometric inversion, to convert a Radon transform on circle arcs to a Radon transform
on half-lines, never introduced before. In fact, this family of half-lines is a generalization of
one previously considered by Truong and Nguyen. We established in this work the inversion
formula for this Radon transform on half-lines. As a result, we derived also a filtered-back
projection type algorithm to reconstruct the apparent object on half-lines. The two proposed
filtered back-projection algorithms ensures us having fast and exact simulation results.

Both obtained reconstruction results (for internal scanning) are similar in terms of quality,
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(a) (b)

(c) (d)

Figure 4.6 – Reconstruction results for internal scanning from (a) projection on circles
RCf(θDk,int , φ) (NMSE = 0.0063) and (c) projection on circle arcs RAf(θDk,int , φ) via the
projection on half-lines RHf(ρ, φ) (NMSE = 0.014). (b) and (d): Differences (in absolute
value) between the respective obtained reconstruction (a) and (c) and the original image
(Fig. 4.3a).

with a good reconstruction of little nodules, even if we can note a slight loss of contrast
on the reconstruction result obtained with the second method. This may be due to the
supplementary steps of geometric inversion, since it necessarily introduces more numerical
approximations.
In addition to this, the reconstruction results exhibit some artefacts on the left and right
sides of the object. Note also the presence of a slight deformation of the outer contours at
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(a) (b)

(c)

Figure 4.7 – Data acquisition process and reconstruction result for external scanning. (a)
Image formation RAf(θDk,int , ϕ) on circles arc of f . (b) Rearranged data RAf(ρ, φ). (c)
Rearranged data on half-lines RHf(ρ, φ).

these locations. This type of artefacts is an intrinsic problem due to missing data, since
projections are limited to circles with a finite diameter, i.e. diameter ρ labelling data is
constrained to a range [0, ρmax]. In fact, they can be explained via microlocal analysis. In
the case of the Radon transform on straight lines studied by Nosmas [64], Quinto, Frikel
and Krishnan [65, 66, 67] microlocal analysis allowed artefact characterization and image
enhancement. These articles considered cases where missing data was deliberately chosen to
mimic a real limitation in the scanning. Some properties established by Frikel and Quinto
can be extrapolated to our generalized Radon transform. In fact, it can be proven that
this Radon transform on circle arcs is an Integral Fourier Operator (IFO), like the classical
Radon transform. Considering the integral definition of Dirac distribution,

δ(s) =
1

2π

∫ +∞

−∞
eiξsdξ, (4.30)
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(a) (b)

Figure 4.8 – (a) Reconstruction result for external scanning (NMSE = 0.055). (b) Difference
(in absolute value) between the obtained reconstruction (a) and the original image (Fig.
4.3b).
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the Radon transform can be rewritten as

RAf(ρ, φ) =

∫
R2×[θ1,θ2]

ρ

2πr
f(r, θ)eiξ(ρ−r cos (θ−φ))r dξ dr dθ. (4.31)

Thus, this formulation shows that the Radon transform on circle arcs under study is an IFO
with phase function Φ(ξ) = ξ(r− ρ cos (θ − φ)) and amplitude ρ/(2πr). Then, provided that
RC in an IFO, we can extend the results established for IFO’s in the literature in the form
of a principle predicting reconstruction quality:

Proposition 4.4.1. The boundary of an object is visible if there exists a scanning circle
with is locally tangent to this boundary. If any scanning curve is not tangent to a local part
of the boundary, this local part of the boundary is considered as invisible, and will not be well
reconstructed.

According to the previous proposition, the lower reconstruction quality in the upper right
and lower left edges of the object is a consequence of the lack of scanning circle arcs locally
tangent to these parts. The circle arcs responsible for the reconstruction of these parts are
those with a larger diameter than the chosen ρmax. The higher ρ is, the better will be the
reconstruction result, but the computation time will be higher.

Note also that, this problem of artefacts is caused by the necessary rearranging step before
reconstruction. One way to have a reconstruction without this type of artefact would consist
in avoiding this change of variables. Thus, instead of rearranging data, one solution is to
make the substitution (ρ, φ) −→ (ω, θDk) from equation (4.9), for instance. However, this
change of variable may involve extra difficulties for implementation.

The second approach for inverting the considered Radon transform on circle arcs led us to
investigate the possibility of an external scanning. In that situation, the object is placed
outside the ring of detectors. Thus, the object may be larger than the ring of detectors. For
our simulations, we considered an object more than two time larger than the radius of the
system. The object is well reconstructed, and in particular, the failure is well reconstructed.
We find again some artefacts in the reconstruction, which can also be explained as previously.





5
CCST without collimation at detectors and three-
dimensional extensions

Synopsis In this chapter, we consider the CCST without collimation. In the absence of
analytical inversion for the corresponding Radon transform, we propose reconstruction results
via Tikhonov regularization. The CCST without collimation leads us naturally towards
three-dimensional extensions, where the plate collimators of the source and the detectors are
removed. We can now reconstruct directly volumes. We discuss at the end of this chapter
two possible 3D extensions for CCST.

5.1 Corresponding Radon transform of CCST without colli-
mation

We consider CCST without collimation. Consequently, given a scattering angle ω, we cannot
know if the scattering site is located on either the circle arc A1 or A2. Going back to (3.10),
we first make explicit the Radon transform modelling data for CCST without collimation
and then give its adjoint. We follow the same notations as in Chapter 3.

5.1.1 Definition

Definition 5.1.1. Let f be an unknown function, non-negative, continuous and compactly
supported inside the disc of diameter P and centered at O = (0,−P/2). Let ε1,2 > 0. The
Radon transform on double circular arcs of the function f RA1∪A2f maps f into the set of
its integrals over the family of double circular arcs A1 ∪ A2 as

RA1∪A2f(ω, θDk) =

∫ ∞
−∞

[∫ θDk+ω

θDk

f(r, θ)ρ(ω, θDk)δ(r − ρ(ω, θDk) cos(θ − φ(ω, θDk)))dθ

+

∫ θDk

θDk−ω
f(r, θ)ρ(−ω, θDk)δ(r − ρ(−ω, θDk) cos(θ − φ(−ω, θDk)))dθ

]
dr. (5.1)

Recall that ρ(θDk , ω) = P cos
(
θDk + π

2

)
/ sin (ω) and φ(θDk , ω) = θDk + ω − π/2.
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5.1.2 Is RA1∪A2 invertible ?

This question remains still open. The difficulty with this transform lies in the fact that the
family of double circle arcs has no invariance neither by rotation nor by translation, which
can be exploited to demonstrate invertibility. In fact, in many references dealing with the
invertibility of generalized Radon transform, if the considered manifold admits a rotational
invariance, one of the key steps in the proof is to use circular (respectively spherical) harmonic
expansion in two (resp. three) dimensions in order to dissociate the radial component1 to
those which define the rotational invariance [10, 9, 26, 27, 70, 12, 71, 69, 68]. By the way,
in [72], a general result about the invertibility of the rotational invariant Radon transform
has been established. Similarly, one can also find an equivalent result when the considered
manifold admits this time a translational invariance [13, 62, 73, 74, 75]. Of course, this
remark does not mean that this Radon transform is not invertible. Nevertheless, it must be
difficult to use these common techniques to conclude about the invertibility of the Radon
transform we are interested in. Since we cannot conclude about this question, we apply in
next paragraph Tikhonov regularization for reconstruction.

5.1.3 Numerical simulations

For simulations, we chose here to apply the iterative formulation of Tikhonov regularization
(see Algorithm 2.3). Before computing the adjoint transform, we propose an alternative
formulation suitable for the rest of our calculations.

Reformulation of the forward Radon transform and derivation of the adjoint

We have the following proposition:

Proposition 5.1.1. Going back to variable θDk,int with relation (3.3) and denoting

R1f(ω, θDk,int) =

∫ ∞
0

∫ 2π

0
f(r, θ)ρ(ω, θDk,int)δ(r − ρ(ω, θDk,int) cos(θ − φ(ω, θDk,int)))dθdr,

(5.2)
equation 5.1 reads now,

RA1∪A2f(ω, θDk,int) = R1f(ω, θDk,int) +R1f(−ω, θDk,int). (5.3)

Proof. Since the object f is compactly supported inside the ring of detectors, we can consider

1According the chosen parameterization, this radial component is not necessarily a length, but it may
directly be related to a length (without the need of extra variables, except constants). See for instance
[68, 69].
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the toric section supporting the double circle arcs. From equation (5.1), one gets

RA1∪A2f(ω, θDk) =

∫ ∞
−∞

∫ 2π

π
f(r, θ)ρ(ω, θDk)

[
δ
(
r − ρ(ω, θDk) cos(θ − φ(ω, θDk))

)
+

ρ(−ω, θDk)δ
(
r − ρ(−ω, θDk) cos(θ − φ(−ω, θDk))

)]
dθdr, (5.4)

and denoting

R±1 f(ω, θDk) =

∫ ∞
−∞

∫ 2π

π
f(r, θ)ρ(±ω, θDk)δ

(
r−ρ(±ω, θDk) cos(θ−φ(±ω, θDk))

)
dθdr, (5.5)

we have
RA1∪A2f(ω, θDk) = R+

1 f(ω, θDk) +R−1 f(ω, θDk). (5.6)

Furthermore,

R±1 f(ω, θDk) =

∫ 0

−∞

∫ 2π

π
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
dθdr

+

∫ ∞
0

∫ 2π

π
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
dθdr

=

∫ ∞
0

∫ 2π

π

[
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
+f(r, θ + π)ρ(±ω, θDk)δ

(
r + ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)]
dθdr

=

∫ ∞
0

∫ 2π

π
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
dθdr

+

∫ ∞
0

∫ 3π

2π
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
dθdr

=

∫ ∞
0

∫ 2π

0
f(r, θ)ρ(±ω, θDk)δ

(
r − ρ(±ω, θDk) cos(θ − φ(±ω, θDk))

)
dθdr

(5.7)

Relation 5.3 is then obtained by expressing the angular position of detectors according to
θDk,int .

We are now able to derive the expression of the adjoint transform of RA1∪A2 .

Proposition 5.1.2. Let g be a function of ]0, π[×]0, 2π[. The operator R̂±1 , of expression,

R̂±1 g(r, θ) =∫ π

0
−sign(sin(±ω)) sin(θ′/2)g(±ω, θ′)d(±ω)|θ′=arccos

(
−2 sin(±ω)

P
r+cos (θ−(±ω))

)
+θ−(±ω)

(5.8)

is the adjoint of R±1 . Then, by linearity of the inner product, the adjoint of RA1∪A2 is the
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operator R̂A1∪A2:
R̂±A1∪A2

g(r, θ) = R̂+
1 g(r, θ) + R̂−1 g(r, θ). (5.9)

Proof.

〈
R±1 f, g

〉
= ±

∫ π

0

∫ 2π

0
R±1 f(ω, θDk,int)g(±ω, θDk,int)dθDk,intdω

=

∫ 2π

0

∫ ∞
0

f(r, θ)R̂±1 f(r, θ)drdθ =
〈
f, R̂±1 g

〉
. (5.10)

where

R̂±1 g(r, θ) = ±
∫ π

0

∫ 2π

0
g(±ω, θDk,int)ρ(θDk,int ,±ω)

δ(r − ρ(θDk,int ,±ω) cos (θ − φ(θDk,int ,±ω)))dθDk,intdω. (5.11)

We make explicit the Dirac delta distribution

δ(r − ρ(θDk,int ,±ω) cos (θ − φ(θDk,int ,±ω)))

= δ

(
r ±

P sin(θDk,int/2)

sin (ω)
cos

(
θ −

(
θDk,int

2
± ω +

π

2

)))
=

2| sinω|
P

δ

(
±2 sin(ω)

P
r +

(
cos(θDk,int − θ ± ω)− cos(θ ∓ ω)

))
.

(5.12)

In addition, noting that the relation ±2 sin(ω)
P r +

(
cos(θDk,int − θ ± ω)− cos(θ ∓ ω)

)
= 0 is

equivalent to θDk,int = arccos
(∓2 sinω

P r + cos (θ ∓ ω)
)

+ θ ∓ ω, one gets finally (5.9).

Parameter choices

We carried out simulations for the Shepp-Logan phantom of size N ×N = 128× 128. This
object is placed inside a ring of detectors of diameter P = 256 with ND = 805 detectors,
which is one detector per unit length.

Simulation results

Figure 5.1 shows the obtained data acquisition and image reconstruction results. For the
proposed simulations, we performed K = 100 iterations and chose a regularization parameter
α = 0.01.

5.1.4 Discussions

We studied, in this first part, the CCST without collimators. In absence of inverse formula,
we proposed a reconstruction with Tikhonov regularization. We opted for the matrix free
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(a) (b)

(c)

Figure 5.1 – Simulation results obtained by Tikhonov regularization using CCST without
collimation. (a) Original object. (b) Data acquisition on double circle arcs. (c) Reconstruc-
tion.

implementation to avoid limitations in terms of memory.

The obtained quality of reconstruction is similar to that obtained in computational tomogra-
phy, in particular in terms of contrast. The reconstruction of the little nodules is quite good.
Moreover, note that, the reconstruction exhibits artefacts completely different from those
observed with the proposed algorithms during the modelling of CCST with collimators. In
fact, as explained before, these streak artefacts were due to the loss of a part of data during
the rearrangement step. With regularization methods, as proposed here in the absence of an
inverse formula, this constraint is removed. This shows that acquisition using CCST allows
us to really have a complete set of data for image reconstruction.

Instead, we observe here two slightly blurred areas on the top and the bottom of the object,
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with a streak artefact on the top of the object. This corresponds to the areas of the object
furthest and closest to the source. The blurred area on the bottom of the object may
be explained by the fact that, due to the shape of the double scanning arcs, only few of
them contain information about this part of this object. This remains to be confirmed by
comparing this result with those of other regularization methods [36, 44, 76].

5.2 Two possible extensions for CCST in three dimensions:
Spherical CST and Cylindrical CST

We now discuss two possible extensions for CCST in three dimensions. The idea is to remove
the plate collimator for the source of CCST. We can now recover information directly about
the volume of the object. To preserve the assets of CCST, that is having a system completely
fixed and compact, detectors can now be placed either on a sphere or on a cylinder containing
the source. These modalities are called respectively in the following Spherical CST (SCST)
and Cylindrical CST (CylCST). See Figure 5.2.

(a) (b)

Figure 5.2 – Possible extensions of CCST in three dimensions. (a) SCST with detectors
on a sphere and (b) CylCST with detectors on a cylinder.

Possible applications for CylCST are in the biomedical field or non-destructive testing,
whereas SCST is more convenient for industrial applications, due to the closed geometry of
the system.

Similarly as for CCST, assuming that first order scattering is dominant compared to multiple
scattering and attenuation is absent inside matter, data acquisition using SCST and CylCST
is modelled by a Radon transform on toric surfaces passing through the source and the
considered detector, either on the sphere or the cylinder. These toric surfaces originate
from a rotation around the source-detector axis of the family of double scanning circle arcs
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previously described.

These systems were introduced in the international conference SPIE Photonics Europe
[77] with a numerical approach for image reconstruction. In fact, the invertibility of the
corresponding Radon transforms is not established yet. In the same period, another team
studied also these two three-dimensional modalities in reference [78] and their results overpass
the preliminary results presented during this conference. In particular, this study introduces
incomplete data issues arising with these modalities, which can be due to energetic and/or
due to the problem of limited angle. Consequently, it was more interesting to our mind to
continue our research on the subject of the invertibility of these Radon transforms on toric
surfaces.

We mentioned earlier that the fact of not having any invariance to exploit could be the
reason for not being able to find an inverse formula. What happens if we add this invariance?

We propose in the next chapter to study a Radon transform on V-lines (and respectively on
cones in three dimensions) obtained by geometric inversion of the family of double circle arcs
(respectively toric surfaces), to which we add a degree of liberty to introduce the missing
invariance. We establish in this chapter the invertibility of this Radon transform. We discuss
then the consequences of this additional degree of liberty on the imaging system.





6
Analytical inversion of a Radon transform on a
family of cones with pivoting axes

Synopsis From this first study of CCST without collimation and its extensions in three
dimensions, we want to go a step further in the study of the invertibility of the associated
Radon transform. Recall that, what blocked us before, is the absence of invariance by
rotation or translation of our family of double arcs of circle. We propose here to add a
degree of freedom to our problem. In order to see which degree of freedom can be added,
we will work with the equivalent problem obtained by geometric inversion. This leads us
to a Radon transform of a family of V-lines in two dimensions (and a family of cones in
three-dimensions) whose axes are passing through the origin of the coordinate system. In
this chapter, we establish the analytic inversion of this Radon transform in two and three
dimensions and discuss the obtained results.

6.1 Study of a Radon transform on a family of V-lines

In this section, we introduce a new family of V-lines and study its Radon transform.

6.1.1 How do we select this V-line manifold ?

The choice of this family of V-lines originates from our previous study on CCST without
collimation. We obtained it after adding a degree of freedom to the geometric inversion of
the family of its scanning double circle arcs.

Rather than long calculations to establish the relation between the family of double circle
arcs and its analogue by geometric inversion, we propose to proceed geometrically. From
paragraph 4.2.2, we already know that the ring of detectors Dk, k ∈ {1,K} is converted to
an apparent horizontal line of detectors D′k, k ∈ {1,K}. Moreover, each arc Ai of a given
double circle arc is converted into a half-line Hi having a common end-point, the considered
apparent detector D′k. The union of both H1 and H2 gives a V-line, denoted V. More
generally, the family of double circle arcs under study is converted into a set of pivoting
V-lines of axes the line passing through S, the considered detector Dk and its apparent
position D′k after geometric inversion and of half-opening angle ω. See figure 6.1.
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Figure 6.1 – Example of obtained V-lines by geometric inversion of an arbitrary set of
double circle arc. The colour code is the same as that used in the figure 4.1.

6.1.2 Introduction of a degree of freedom for this family of V-lines and
the corresponding Radon transform

We assume now that the family of V-line where the line containing the vertices is no longer
fixed and study the corresponding Radon transform. This line can translate in the space.

For the purposes of the following calculations, the equation of the family of V-lines is given
in Cartesian coordinates:

V(ω, θDk , a) = (H1(a, θDk , ω) ∪H2(a, θDk , ω))

=

{(
a

tan θDk
+ r cos (ϕ+ ω), a+ r sin (θDk + ω)

)
,(

a

tan θDk
+ r cos (θDk − ω), a+ r sin (θDk − ω)

)
, r ∈ R+

}
, (6.1)

where, as a reminder, a = q2/P and q the inversion parameter. We define the associated
Radon transform on V:
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Definition 6.1.1. Let f be an unknown function, non-negative, continuous and compactly
supported. The Radon transform on V-lines of the function f RA1∪A2f maps f into the set
of its integrals over the family of V-lines V as

RVf(ω, θDk , a) =

∫ ∞
0

drf

((
a

tan θDk
, a

)
+ r(cos(θDk − ω), sin(θDk − ω))

)
+∫ ∞

0
drf

((
a

tan θDk
, a

)
+ r(cos(θDk + ω), sin(θDk + ω))

)
. (6.2)

In the next paragraph, we derive the analytical inversion of this Radon transform.

6.1.3 Analytical inversion of RV

Proposition 6.1.1. Denoting

Gf(θDk , a) =

∫ π

0
RVf(ω, θDk , a)dω, (6.3)

the unknown function f is related to its projections Gf by

f(x, y) =
1

2π
F−1

2

(√
k2
x + k2

y · F2(Gf(ρ, φ))(kx, ky)
)

(x, y). (6.4)

where F2 stands for the two-dimensional Fourier transform and (kx, ky) are the duals of
(x, y).

Proof. From the definitions of the operators G in (6.3) and RV in (6.2), one gets

Gf(θDk , a) =

∫ π

0

[∫ ∞
0

f

(
a

tan θDk
+ r cos(θDk − ω), a+ sin(θDk − ω)

)
dr +∫ ∞

0
f

(
a

tan θDk
+ r cos(θDk + ω), a+ sin(θDk + ω)

)
dr

]
dω. (6.5)

With the respective change of variables (ω′ = θDk − ω) and (ω′ = θDk + ω) in the above first
and second integral and exploiting 2π-periodicity of trigonometric functions, it follows that

Gf(θDk , a) =

∫ 2π

0

∫ ∞
0

f

(
a

tan θDk
− r cos θ, a− r sin θ

)
drdθ. (6.6)

As in paragraph 2.2.2 of Chapter 2, we recognize the two-dimensional convolution of the
function f with the function γ : (x, y) −→ (x2 + y2)−1/2, hence

Gf(θDk , a) =
1

2π
(f ? γ)

(
a

tan θDk
, a

)
, (6.7)
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or substituting
(

a
tan θDk

, a
)
by (xD, yD), one gets

Gf(xD, yD) =
1

2π
(f ? γ) (xD, yD) . (6.8)

This relation ensures us the invertibility of the Radon transform and a similar procedure as
the one proposed for the rho-filtered layergram algorithm. Finally, one gets (6.4).

6.1.4 Discussions and simulation results

If we go back to CCST, this extra degree of freedom means that the ring of detectors is no
longer fixed. In this quest for having an inverse formula, we have lost the main advantage of
the CCST.

Furthermore, relation (6.4) is a deconvolution formula, that is, we only need information
from detectors positioned in a confused manner with the object. Such a type of acquisition
is strictly impossible for a modality of Compton Scattering Tomography, since the source
and the detectors are, by definition, outside the object.

We performed nevertheless simulations for this Radon transform. These simulations are only
meant to illustrate and validate the proposed inverse formula. Consequently, this simulation
cannot be put in relation with any possible CST system.

The chosen object was the Shepp-Logan phantom of sizeN×N = 128×128 pixels (similarly to
the simulations performed in the first part of this chapter, see Figure 5.1). The discretization
of the image domain for data acquisition is (1× 1) pixels. The domain for the angle ω is
[1, 179] degrees, with an angular step of 1 degree. We present first, in figure 6.2, some images
of data acquisition for different angle ω and then the result of the combination of them (that
is, Gf).

Then, applying the same reconstruction algorithm as for the rho-filtered layergram (see
Algorithm 2.2), we obtained the reconstruction result presented in Figure 6.3. The obtained
reconstruction is globally blurred, with a difference of contrast between the top, the centre
and the bottom of the image. Nevertheless, the little nodules of the Shepp-Logan phantom
are quite well visible on the reconstruction. Moreover, we find, as on the reconstruction
obtained in Chapter 5, blurred areas on the top and the bottom of the object. This may
suggest that the real areas where there is a lack of information for the CCST are in these
locations.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.2 – Examples of acquired data on V-lines RVf(xD, yD, ω) when ω = (a) 0, (b)
π/5, (c) 2π/5, (d) 3π/5, (e) 4π/5. The sum of all of these images on the whole domain of ω
gives Gf(xD, yD) (f).
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Figure 6.3 – Reconstruction result from acquired data on the considered family of V-lines

6.2 Extension of the latter result in three dimensions: from
V-lines to cones

The objective of this part is to establish an analytical inversion of the Radon transform on
a special family of cones, obtained by extension of the previous family of V-lines in three
dimensions. The family of cones under study is a family of pivoting cones whose axis is
passing through the origin of the coordinate system and of opening angle the scattering
angle ω. We propose a parametrization for them in the next paragraph.

6.2.1 Parametrization of the family of pivoting cones under study

The vertex position of the cones1 is noted in spherical coordinates (b, ϕ, θ) ∈ R×]−π/2, π/2[×
[0, 2π[. We obtain then equation

C(b, ϕ, θ, ω) = −b
(

tan(ϕ)u(θ) 1

)t
+ r {β ∈ S2|v(ϕ, θ) ? β = cosω} , (6.9)

the parametric equation of the surface of the cone of vertex position (b, ϕ, θ) and half-opening

angle ω where u(θ) =

(
sin θ cos θ

)t
and v(ϕ, θ) = −

(
u(θ) sinϕ cosϕ

)t
. ? refers to the

inner product. We can now define explicitly the associated Radon transform RC .

Definition 6.2.1 (The Radon transform on the family of cones C). Let f be an unknown
function, non negative, continuous and compactly supported in R3. The Radon transform

1The vertex position is exactly the position of the considered apparent detectors. For the sake of readability,
we note the position of detectors (b, ϕ, θ) instead of (bDk , ϕDk , θDk ) during this demonstration.
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denoted RC which maps f into the set of its integrals over the family of pivoting cones C is

RCf(b, ϕ, θ, ω) = sinω

∫
S2

dS(β)

∫ ∞
0

dr r f(−b(tanϕu(θ), 1) + rβ) δ(v(ϕ, θ) ? β − cosω).

(6.10)

6.2.2 Derivation of the analytic inversion formula

The proposed procedure for inversion is presented in the two next propositions. We follow
first the scheme previously proposed in [79] where a relation is made between the conical
Radon transform under study and the well known three-dimensional Radon transform,
denoted R, where

Rf(β, s) =

∫
β⊥
f(sβ + y)dS(y), (6.11)

with (β, s) ∈ (S2,R) (see Proposition 6.2.1). With β =

(
sinϕ sin θ sinϕ cos θ cosϕ

)t
,

the inversion formula of the three-dimensional Radon transform is

f(x) =
1

4π2

∫ 2π

0
dθ

∫ π

0
dϕ

∂2Rf(β, s)

∂s2

∣∣∣∣
s=x·β

sinϕ. (6.12)

During this procedure, we need also the Hilbert transform denoted H, defined as

Hg(s) =
1

π
p.v.

∫
R

g(t)

s− t
dt, (6.13)

with (ω, s) ∈ (S2,R) and p.v. stands for the Cauchy principal value. This relation ensures us
the invertibility of RC .We then establish an explicit inversion formula for RC the Proposition
6.2.2 following a trick suggested previously in [71].

Proposition 6.2.1 (Relation between RC and R). Let f be compactly supported in R3. For
(b, ϕ, θ) ∈ R× ]−π/2, π/2[× [0, 2π[, one gets

HRf
(
v(ϕ, θ),

b

cosϕ

)
=

1

π
p.v.

∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω
. (6.14)

Here H acts on the second variable.
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Proof. From

p.v.
∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω

= −p.v.
∫ π

0

d(cosω)

cosω

∫
S2

dS(β)· (6.15)∫ ∞
0

dr r f(−b(tanϕu(θ), 1) + rβ) δ(v(ϕ, θ) ? β − cosω) (6.16)

= −p.v.
∫
S2

dS(β)

∫ ∞
0

dr r f(−(b tanϕu(θ), b) + rβ) (u(ϕ, θ) ? β)−1, (6.17)

the desired expression is obtained after multiple change of variables carried out in the
following order, first x←− rβ,

p.v.
∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω
= −p.v.

∫
R3

dx f(−(b tanϕu(θ), b) + x) (v(ϕ, θ) ? x)−1 (6.18)

in a second step x←− x− (b tanϕu(θ), b)

p.v.
∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω
= −p.v.

∫
R3

dx f(x) (v(ϕ, θ) ? (x+ (b tanϕu(θ), b)))−1 (6.19)

and finally x←− s · v(ϕ, θ) + y

p.v.
∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω
= −p.v.

∫
R
ds

(
s− b

cosβ

)−1 ∫
v(ϕ,θ)⊥

dy f(s · v(ϕ, θ) + y).

(6.20)
The y-integral is the three-dimensionnal Radon transform of f of parameters (v(ϕ, θ), s)

p.v.
∫ π

0
dω
RCf(b, ϕ, θ, ω)

cosω
= −p.v.

∫
R
dsRf(v(ϕ, θ), s)

(
s− b

cosϕ

)−1

. (6.21)

Using the fact that f is compactly supported in the lower half space of R3 and from the
definition of the Hilbert transform (6.13), ones gets (6.14).

Remark 6.2.1. The obtained expression (6.14) makes appear a quite simple reconstruction
algorithm. In fact, from the data obtained on cones, one can ¬ go back to the Hilbert
transform of the three-dimensional Radon transform via the proposed relation (6.14), ­ apply
the inverse Hilbert filter and then ® use the inversion formula of the three-dimensional Radon
transform (6.12). This was our first attempt to perform numerical simulations. However, this
formula actually hides zeros in denominator, which may make diverge the solution without
regularization beforehand. This is also why it is more interesting to have an explicit inversion
formula, where it is easier to evaluate potential difficulties.
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Now, we have the following explicit reconstruction formula

Proposition 6.2.2 (Analytic inversion formula of RC). f is uniquely recovered from its
Radon projections RCf with the following expression

f(x) =
1

4π4
·
∫ 2π

0
dθ

∫ π

0
dϕ cos2 ϕ sinϕ·

p.v.
{∫

R
db

1

(s cosϕ− b)

∫ π

0
dω

1

cosω

∂2RC(b, ϕ, θ, ω)

∂b2

}∣∣∣∣
s=x·u(ϕ,θ)

. (6.22)

Proof. The inverse Hilbert transform being the opposite of the Hilbert transform, we have

Rf(u(ϕ, θ), s) = −HHRf(u(ϕ, θ), s) =
−1

π
p.v.

{∫
R
dt
HRf(u(ϕ, θ), t)

s− t

}
. (6.23)

With the substitution t←− b/ cosϕ and using expression (6.14), it follows that

Rf(u(ϕ, θ), s) =
1

π2
p.v.

{∫
R

db

s cosϕ− b

∫ π

0
dω
RC(b, ϕ, θ, ω)

cos(ω)

}
. (6.24)

Furthermore, taking the second-order derivative relative to the variable s of the above
equation (6.24), we have

∂2Rf(u(ϕ, θ), s)

∂s2
=

1

π2
p.v.

{∫
R
db

∫ π

0
dω
RC(b, ϕ, θ, ω) cos2 ϕ

cosω

∂2

∂b2

(
1

s cosϕ− b

)}
. (6.25)

Then, with an integration by parts on the right side of (6.25),

∂2Rf(u(ϕ, θ), s)

∂s2
=

1

π2
p.v.

{∫
R

db

s cosϕ− b

∫ π

0
dω

cos2 ϕ

cosω

∂2RC(b, ϕ, θ, ω)

∂b2

}
. (6.26)

Finally, using the analytical inversion formula of R (6.12), we get the desired expression
(6.22).

Remark 6.2.2. The explicit inversion formula (6.22) makes appear some details that have to
be handled carefully. In fact, factors 1/ cos(ω) and 1/(s cos(β)−b) have zeros in denominators
and the reconstruction formula need to be regularized two times.

6.2.3 Discussions and simulation results

When we analyze the obtained reconstruction formula, we can see also that we need also
information when the plane containing the vertices of the scanning cones intersects the
object. This makes this formula impossible to use in a practical case, as in two dimensions.

We performed nevertheless simulations, in order to validate the proposed reconstruction
formula. Again, as in two dimensions, this simulation cannot be put in relation with any
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possible CST system.

As mentioned earlier, the formula (6.22) need to be regularized two times. When we
discretized this formula, we introduced consequently two regularization parameters ξ1 and
ξ2 in order to replace factors 1/ cosω and 1/(s cosβ − b) respectively by

cosψ

ξ2
1 + cos2 ψ

and
(s cosβ − b)

ξ2
2 + (s cosβ − b)2

.

For numerical simulations, we used a sphere of radius 7 (see Figure 6.4a). The regularization
parameters were chosen arbitrarily, performing a random search to find a pair which gives
us interesting results. Figure 6.4b shows the obtained result. The contour of the sphere is
not defined enough, and the reconstruction suffers from a lack of contrast. There is also a
problem with the reconstruction of the details, since the single pixel present on the first and
the last cross-sections of the sphere are no longer visible in the reconstruction. Furthermore,
from our experiments, we saw that the choice of ξ1,2 has an important consequence on recon-
struction quality, in particular on the blurred effect which can be observed in the proposed
reconstruction. Extra work is needed to optimize the choice of these hyperparameters.

6.3 Concluding remarks

This work underlines that there is probably a trade-off between proposing advantageous
CST systems (in terms of acquisition time, compactness, etc.) and the possibility of having
an analytical inverse formula. Introducing an extra degree of liberty was tempting, however,
dealing with an over-determined problem seems to not bring a solution if the objective
is to propose a tomographic imaging concept. We hope nevertheless that this inversion
formula may have applications elsewhere. Radon transforms on families of cones arise in
other type of imaging, like in optical imaging [80] and in Compton camera imaging systems
[73, 81, 82, 83, 84].
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(a)

(b)

Figure 6.4 – (a) Original object. (b) Obtained reconstruction from data on the considered
family of pivoting cones





Concluding remarks on Part 2

We presented in this second part of the thesis the main contribution of the thesis, about the
proposition of a modality of CST system, called Circular Compton Scattering Tomography.
With this fixed setup, we propose a modality which meets two important requirements
of biomedical imaging that were previously antagonistic, that is to be able to scan small
objects (without missing data) with a fixed system. This feature will involve a reduction
of acquisition time and consequently, a decrease of the amount of radiation necessary to
perform acquisition.

Furthermore, this configuration, made of a fixed ring of detectors containing the source,
extends the scanning possibilities for a CST system. In fact, we show its ability to acquire
data from both small and large objects with two possible scanning configurations. Even if,
some previous modalities offers also this ability, it is the first time that a modality completely
fixed is convenient for both internal and external acquisition processes.

We studied CCST with and without collimation at detectors.

In case of using collimators, the detectors are able to split up photons incoming from the
two circle arcs subtending the same scattering angle. In that case, the Radon transform
modelling image formation is a Radon transform on circle arcs having a common extremity,
the point source. The other end point is located on a circle passing through this fixed point.
This circle models the ring of detectors. We proposed two procedures for inversion. The first
one uses an inversion formula proposed by Cormack. From this inversion formula, we used
the Hilbert transform to obtain a reformulation suitable for a numerical implementation. In
fact, we obtained a reconstruction algorithm, which consists in, as for the well-known filtered
back projection in conventional tomography, filtering data and then back-projecting them
on the appropriated circles. The second proposed procedure for inversion employs geometric
inversion, which converts the considered family of circle arcs in a family of half-lines, whose
inversion of the corresponding Radon transform is established in this work. We ended up
with a reconstruction algorithm, which is also a filtered back-projection algorithm, with
two additional steps corresponding to the changes of variables of geometric inversion. The
obtained reconstruction results were quite similar in terms of reconstruction quality, even if
a slight loss of contrast have to be noticed for the result obtained with the second proposed
procedure. Moreover, we noticed that reconstruction results exhibit streak artefacts in the
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same location, with deformation of some outer contours. These artefacts are explained
by the necessary rearrangement of data, since the reconstruction formula puts in relation
polar coordinates of the object with the diameter and the angle relative to the x-axis of the
scanning circles. In fact, with this rearrangement, circles having an infinite diameter has
also a part of the information. We have here the first compromise to make for the use of
an analytical formula. Moreover, we also considered the possibility of an external scanning
providing also simulation results in that case.

We studied then CCST without collimation. This results in the consideration of a Radon
transform on double circle arcs, since the detectors are not able from now to split up
information coming from a circle arc to the other. We mentioned the difficulty of having an
inversion formula for this configuration. In fact, the inversion formula often rests on some
symmetrical properties of the considered manifolds, as well as a rotational or translational
invariance. Since this considered family of circle arcs has not such properties, we cannot
derive an inversion formula using this technique. In absence of inversion formula, we
performed simulations via the Tikhonov regularization technique. We obtained completely a
different type of artefacts on reconstruction comparatively to those obtained with the filtered
back-projection type algorithms. In fact, the streak artefacts have given way to two blurred
areas at the top and bottom of the image.

We proposed also to go a step further, considering a more general family of double circle
arcs, which includes the one of interest. With this family, the circle containing the second
end-point of the scanning circle arcs is no longer fixed. We proved the invertibility of the
Radon transform on this extended family of circle arcs. To achieve this result, we proceeded
also by geometric inversion and study the Radon transform on the family of V-lines equivalent
to the extended family of circle arcs. However, the proposed inversion formula cannot be
employed in a practical tomographic imaging scenario, since it only requires information
exactly from the location of the objects. In other terms, detectors and objects should be at
the same place. This work has been extended in three dimensions and revealed the same
issue.

This study highlights the compromises that need to be made when working on CST systems,
and in particular on CCST. Having an analytical inversion formula leading to a filtered-back
projection type algorithm ensures us a fast, exact and efficient reconstruction result. However,
this requires the use of collimators, which is a practical disadvantage for the modality. In
fact, such equipment may introduce errors in the processing of incoming photons. Such a
reconstruction algorithm introduces also an issue about missing data resulting in artefacts
on reconstruction, a problem that does not exist originally. Otherwise, you can consider
regularization or other iterative techniques for reconstruction. This type of reconstruction
method allows considering the imaging system in a more practical scenario, however, we lose
by the way the speed of the reconstruction and introduce hyperparameters that have to be
chosen carefully.
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The last idea of the work around the CCST modality consisted in introducing an additional
degree of liberty in the system. In the process, we lost the major advantage of the CCST of
being a fixed system and even if we established inversion formulas, these are not suitable for
an imaging scenario.

Finally, the geometry of the CCST system offers undoubtedly more advantages than those
previously proposed in the literature. Even if, this advantage is counterbalanced by the fact
that it requires either constraining arrangements to be able to have a fast reconstruction
algorithm, we showed that the CCST is capable of collecting sufficient set of data, to be able
then to perform reconstructions with a good quality, either with reconstructions algorithms
issued from an inversion formula or with regularization techniques. Next steps in the study
of CCST will concern more practical scenarios, with the consideration of realistic physical
effects as well as attenuation.

In the next part of this thesis, we consider two others CST configurations. The idea in the
next part is to consider simpler configurations with non-collimated detectors. We will show,
that these systems can provide sufficient data for image reconstruction. We will propose,
then, fast and efficient reconstruction algorithms.





Part III

Other CST modalities studied

In this part, we present two CST configurations only made of a source and an un-
collimated detector.
The first modality, of rotational geometry, is presented in Chapter 7. This configuration
has been introduced during this thesis.
The second modality, previously introduced by Webber and presented in Chapter 8,
has a translational geometry.
In both cases, we established an inversion formula, from which a fast and efficient
reconstrution algorithm can be derived.
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7
A CST modality with fixed source and rotating
detector

Synopsis We introduce in this chapter a CST system made of a single detector rotating
around a fixed source. Since no collimator is used at detector, the manifold of the associated
Radon transform is a family of double circular arcs. The analytic inversion for this Radon
transform is achieved through the formulation of the transform in terms of circular harmonic
expansion satisfying the consistency conditions in Cormack’s sense. We propose also a
fast and efficient numerical implementation via an alternative formulation based on Hilbert
transform. Simulation results illustrate the theoretical feasibility of the new system.

7.1 Presentation of the system

The proposed modality is made of a fixed source S, assumed to be monochromatic and a
detector D moving on a circle of radius R around the source (see Fig. 7.1), and localized
by its angular position ϕ. Hence, D can be defined by its Cartesian coordinates as D(ϕ) =

R (cosϕ, sinϕ). The object to scan is placed outside of this circle. In this two-dimensional
setup, a plate collimator in the source restricts emitted photons to the plane (x, y). Thus,
cross-sections of the object are scanned. In contrast with other two-dimensional CST designs
[9, 85, 52, 13], no collimator is required at the detector. This notable feature enables an
increase of the amount of acquired data for a given position of the detector and thus a possible
reduction in the acquisition time. In this setting, for an angular position ϕ of the detector a
scattering angle ω corresponds to two circular arcs. So, modelling of data acquisition with
this collimation-free detector leads to a Radon transform on double circular arcs (DCART).
Besides the uncollimated detector, this modality has other material advantages such as not
requiring relative movement between the system and the object. In addition, the usage
of a circular detector path enables reduction of the system size: with a linear detector,
information corresponding to large scanning circles is recorded far from the source while
with the proposed geometry photons are always collected at a fixed distance of it.
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Figure 7.1 – Setup and parameterization of the new CST modality. Black dotted circle:
detector path, Red continuous curves: scanning double arcs, Red dotted curves: portion of
circles not used for acquisition

7.2 Measurement model of the proposed CST system

Acquisitions using this system are made on a family of double circular arcs AC1 and
AC2 of centre Ω1 and Ω2 whose union is denoted D in the rest of the paper: D(ρ, ϕ) =

AC1(ρ, ϕ) ∪ AC2(ρ, ϕ). This family of double circular arcs is then defined relatively to ρ the
diameter of scanning circles and ϕ the angular position of the detector (see Fig. 7.1). In
fact, using ρ or ω in order to define the family of double circular arcs is equivalent, since
they are related by ρ = R/ sinω, where ω ∈ [π/2, π[. Given ϕ the angular position of D and
ω the considered scattering angle, polar equations of AC1 and AC2 are defined as

ACm(ρ, ϕ) : r = ρ cos (θ − (ϕ− (−1)mψ)) , m ∈ {1, 2}, (7.1)

where θ ∈ [ϕ,ϕ+ 2ω − π] for AC1 , θ ∈ [ϕ− 2ω + π, ϕ] for AC2 and ψ = cos−1 (R/ρ).

Data measurement using this CST system is modelized by the generalized Radon transform
RD1 on the family of double circular arcs D whose definition is: Let f be an unknown
function, non negative, continuous and compactly supported outside the disc of radius R
centered at the origin. The Radon transform on double circular arcs RD1 maps f into the
set of its integrals over the family of double circular arcs D as

RD1f(ρ, ϕ) =

∫
D(ρ,ϕ)

f(r, θ) ds, (7.2)
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where ds is the elementary arc length measure on the considered double circular arc (s
denotes the curvilinear abscissa).

7.3 An analytic inversion formula for the DCART

In this section, we derive the main equations of the procedure for inverting the DCART.
First, we use a circular harmonic expansion to establish a relation between the components
of a function f and RD1f . Then, with a similar approach as Cormack’s one, we obtain (7.7),
which is the inversion formula in circular harmonic expansion. Finally, a closed formulation
(7.16), which will be used in numerical simulations, is obtained.

7.3.1 Circular harmonic expansion

Functions f(r, θ) and RD1f(ρ, ϕ) are expanded in terms of Fourier series, where fn(r) and
(RD1f)n(ρ) are respectively their circular harmonic expansion components

f(r, θ) =

∞∑
n=−∞

fn(r) einθ, (7.3)

(RD1f)(ρ, ϕ) =
∞∑

n=−∞
(RD1f)n(ρ) einϕ, (7.4)

where

fn(r) =
1

2π

∫ 2π

0
f(r, θ) e−inθ dθ, (7.5)

(RD1f)n(ρ) =
1

2π

∫ 2π

0
RD1f(ρ, ϕ) e−inϕ dϕ. (7.6)

7.3.2 Inversion formula in circular harmonics expansion

Proposition 7.3.1. Function f is completely recovered via its circular harmonic expansion
fn from circular expansion of data measurement (RD1f)n with

fn(r) =
1

π

d

dr

∫ r

R

cosh
(
n cosh−1

(
r
ρ

))
ρ

√(
r
ρ

)2
− 1

(RD1f)n(ρ)

2 cos
(
n cos−1 R

ρ

)dρ. (7.7)

Proof. Data projection on double circular arcs RD1f(ρ, ϕ) can be decomposed on two Radon
transforms on the families of circular arcs AC1(ρ, ϕ) and AC2(ρ, ϕ). Consequently, we denote
RAC1f(ρ, ϕ) and RAC2f(ρ, ϕ) the Radon transforms on respectively AC1(ρ, ϕ) and AC2(ρ, ϕ),
whose sum gives RD1f . On a similar way, RAC1f(ρ, ϕ) and RAC2f(ρ, ϕ) can be decomposed
in Fourier series to obtain respectively (RAC1f)n and (RAC2f)n. By linearity, we have
(RD1f)n(ρ) = (RAC1f)n(ρ) + (RAC2f)n(ρ). First step of this demonstration is to make
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explicit the circular expansions of RACmf , m ∈ {1, 2}. An interesting property of AC1 and
AC2 is their symmetry about (ϕ+ ψ) and (ϕ− ψ) respectively (see Fig. 7.1). This feature
allows us to see each ACm as a combination of two equal and symmetric elements of arcs.
One of these elements of arc can be rewritten as an angular shift of the other one, hence the
following relation for RACmf

RACmf(ρ, ϕ) =
∞∑

n=−∞

∫
A+
Cm (ρ,ϕ)

fn(r)
(
einθ + ein[2(ϕ−(−1)mψ)−θ]

)
dsm, (7.8)

where A+
Cm denotes the half part of circular arc ACm ,

θ ≥ ϕ− (−1)mψ and dsm is the elementary arc length measure on ACm .

Observing that

einθ + ein[2+(ϕ−(−1)mψ)−θ] = 2 einϕ einψ cos [n (θ − (ϕ− (−1)mψ))] , (7.9)

and plugging (7.9) into (7.8), one obtains the circular harmonic expansions of RAC1f and
RAC2f

(RACmf)n(ρ)

2 e−(−1)minψ
=

∫
A+
Cm

(ρ,ϕ)
fn(r) cos [n (θ − (ϕ− (−1)mψ))] dsm. (7.10)

Straightforward computations show that

θ − ϕ− (−1)mψ = cos−1 (r/ρ) and dsm =
(

1− (r/ρ)2
)−1/2

dr.

Equation (7.10) becomes

(RACmf)n(ρ)

2 e−(−1)minψ
=

∫ ρ

R
fn(r)

cos
(
n cos−1(r/ρ)

)√
1− (r/ρ)2

dr. (7.11)

Hence, from the addition of the expressions in (RAC1f)n and (RAC2f)n in (7.11), the
connection between circular components of f and RD1f can be written

(RD1f)n(ρ)

4 cos (nψ)
=

∫ ρ

R
fn(r)

cos
(
n cos−1(r/ρ)

)√
1− (r/ρ)2

dr. (7.12)

Then, denoting

Gn(ρ) =
(RD1f)n(ρ)

2 cos (nψ)
, (7.13)
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and multipliying both sides of (7.12) by∫ t

R

cosh
(
n cosh−1 (t/ρ)

)
ρ
√

(t/ρ)2 − 1
dρ,

with t ∈ R, t > R, one gets

1

2

∫ t

R

cosh
(
n cosh−1 (t/ρ)

)
ρ
√

(t/ρ)2 − 1
Gn(ρ)dρ =

∫ t

R
fn(r)

∫ t

r

cosh
(
n cosh−1 (t/ρ)

)
ρ
√

(t/ρ)2 − 1

cos
(
n cos−1 (r/ρ)

)√
1− (r/ρ)2

dρdr, (7.14)

where the right ρ-integral is π/2 [26]. Then, differentiating with respect to the variable t,
one gets

fn(t) =
1

π

d

dt

∫ t

R

cosh
(
n cosh−1 (t/ρ)

)
ρ
√

(t/ρ)2 − 1
Gn(ρ)dρ. (7.15)

Going back to coefficients (RD1f)n and substituting t by r, one finds (7.7).

Remark 7.3.1. Equation (7.7) demonstrates explicitly the Cormack’s hole theorem: in
order to determine f(r, θ) by its circular harmonic expansion fn(r), the knowledge of the
coefficients (RD1f)n(ρ) in the annular domain R < ρ < r is sufficient.

7.3.3 A closed formulation of (7.7)

It is also possible to derive a closed formulation for (7.7).

Proposition 7.3.2. Denoting G(ρ, ϕ) the function corresponding to the Fourier series

expansion
∞∑

n=−∞
Gn(ρ) einϕ with Gn as defined in (7.13), f can be completely recovered from

G as follows

f(r, θ) =
1

2π2r

∫ 2π

0
p.v.

{∫ ∞
R

∂G(ρ, ϕ)

∂ρ

ρ

r − ρ cos (θ − ϕ)
dρ

}
dϕ, (7.16)

where p.v. denotes the Cauchy principal value.

Proof. This result is achieved introducing consistency conditions [27, 10] in terms of Cormack
sense. The complete demonstration is proposed in the Appendice C.

Remark 7.3.2. Equation (7.16) can be rewritten using the Hilbert transform and imple-
mented in a more efficient way using standard tools of discrete Fourier analysis, as we are
going to show in the next section.
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7.4 Numerical inversion

7.4.1 Numerical formulation of the forward DCART

A parametrisation in Cartesian coordinates (instead of equations in polar coordinates) is
preferable to perform numerical simulations in order to have the same distance between
adjacent running points on the considered scanning circle. Hence, a scanning arc ACm ,
m ∈ {1, 2} can be seen as the shift of a circle centred at the origin of identical radius, to its
center Ωm(xΩm , yΩm) with a restriction of the domain of the variable γ (see Fig. 7.1) :

ACm(ρ, ϕ) : (xm(γ), ym(γ)) = (xΩm(ρ, ϕ), yΩm(ρ, ϕ)) +
ρ

2
(cos γ, sin γ), γ ∈ [γmmin , γmmax ].

(7.17)

Cartesian parametrization of ACm is

ACm(ρ, ϕ) : (xm(γ), ym(γ)) =
ρ

2
(cos (ϕ− (−1)mψ) + cos γ, sin (ϕ− (−1)mψ) + sin γ) ,

(7.18)

where γ ∈ [ϕ− ψ,ϕ+ 3ψ] for AC1 and γ ∈ [ϕ− 3ψ,ϕ+ ψ] for AC2 . Then, the numerical
computation of the forward DCART requires a discrete version of it. This process is achieved
with a linear interpolation to make coincident the position of the object with the Cartesian
parametrization of the double family of circular arcs and an approximation of the integral
with a sum according to the equation

RD1f(ρi, ϕj) =
ρi
2

∆γ

∑
γk∈[γ1min

,γ1max ]

∪[γ2min
,γ2max ]

f (x(γk), y(γk)) , (7.19)

where ∆γ is the sampling angular distance of γ, ρi and ϕj are the discrete versions of ρ
and ϕ respectively : ρi = i(ρmax −R)/Nρ, i = 1, ..., Nρ and ϕj = j · (2π/Nϕ), j = 1, ..., Nϕ.
Hence, RD1f(ρi, ϕj) is a Nρ×Nϕ matrix. ρmax refers to the largest diameter of the scanning
double circular arcs. Fig. 7.2 shows an example of data measurement for the Shepp-Logan
phantom.

7.4.2 Reconstruction strategy

For image reconstruction, we use the Hilbert transform, related to the Cauchy principal
value as

H{u}(t) =
1

π
p.v.

{∫ ∞
−∞

u(τ)

t− τ
dτ

}
. (7.20)

The Hilbert transform is also computed in the Fourier domain according to (2.9).



Chapter 7. A CST modality with fixed source and rotating detector 103

(a) (b)

Figure 7.2 – Left: Object. Right: corresponding DCART for R = 256, ρmax = 7000,
Nρ = 6744 and Nϕ = 1609.

Equation (7.16) of image reconstruction becomes consequently

f(r, θ) =
1

2πr
·
∫ 2π

0

1

cos(θ − ϕ)
H
{
∂G(ρ, ϕ)

∂ρ
· ρ
}(

r

cos (θ − ϕ)

)
dϕ. (7.21)

Finally, using the correspondence between polar coordinates (r, θ) and Cartesian coordinates
(x, y) and r cos (θ − ϕ) = x cosϕ+ y sinϕ, image reconstruction equation used for simulation
is

f(x, y) =

1

2π

∫ 2π

0

1

x cosϕ+ y sinϕ
· F−1

(
−i · sign(ν)F

(
∂G(ρ, ϕ)

∂ρ
ρ

)
(ν)

)(
x2 + y2

x cosϕ+ y sinϕ

)
dϕ.

(7.22)

The projections G(ρ, ϕ) are computed via the circular harmonic components of RD1f(ρ, ϕ)

with (7.13). However, zeros in the denominator may be source of instability and regularization
may be required. According to [71], we add a regularization parameter ε in (7.13) (equal to
1 in the proposed simulation) in order to compute the circular harmonic components of G:

Gn(ρ) =
cos (nψ)

ε2 + cos (nψ)2

(RD1f)n(ρ)

2
. (7.23)

Algorithm 7.1 summarizes the different steps for reconstructing the object from (7.22).
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Algorithm 7.1: Reconstruction algorithm of the object f from projections on

double circle arcs RD1

Data: RD1f(ρ, ϕ), projections on double circular arcs of function f

Result: f(x, y)

1 Compute circular harmonic expansion of RD1f(ρ, ϕ) to compute Gn(ρ) with (7.23)

and recompose G(ρ, ϕ).

2 Compute discrete derivation of G(ρ, ϕ) relative to variable ρ and multiply the

result by ρ.

3 Write the Hilbert transform as a filtering operation in Fourier domain using (2.9).

4 For each ϕ, interpolate the data on the considered scanning circles

(x2 + y2)/(x cosϕ+ y sinϕ) of (7.22).

5 Weight the result using the factor 1/(x cosϕ+ y sinϕ).

6 Sum the weighted interpolations on all directions ϕ.

7 Weight the result by 1
2π .

7.5 Experiments and study of the performance of the recon-
struction algorithm

7.5.1 General parameter choices

We performed simulations on three different phantoms, the Shepp-Logan, the Derenzo (also
called Jaszczak) and bars phantoms. These phantoms allow us to evaluate different criteria
such as spatial resolution, contrast and the ability of the proposed algorithm to reconstruct
singularities tangent to lines with arbitrary slopes. In all proposed simulations, the size
of the object was 512× 512 pixels. The detector was moving on a ring of radius R = 256

pixels with a constant step of arc length between two adjacent positions. This represents
an amount of Nϕ = 2πR = 1609 different positions for the detector to collect data. We
know the parameter choices should satisfy the condition Nρ×Nϕ ≥ N ×N according to [86],
where Nρ is the number of double circular arcs per detector position. To quantitatively asses
the quality of reconstructions, we used NMSE = ||f − f0||22/N2 and NMAE = ||f − f0||1/N2

metrics, where f0 and f are the respective original and reconstructed objects and ||.||1 and
||.||2 refer respectively to the 1 and 2-norm. These results are summed up in Table 7.1.

7.5.2 Study of the influence of some general parameters on reconstruc-
tions

Choice of ρmax First step consists in choosing the maximum diameter for scanning
circular arcs ρmax. This is equivalent to choosing the maximal scattering angle ωmax since
ωmax = π − arcsin (R/ρmax). We propose in Fig. 7.4 reconstructions of Derenzo and the
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bar phantoms for ρmax = 3000, 5000 and 7000 with a discretization step ∆ρ = 1 length
unit. These choices correspond respectively to a maximal scattering angle ωmax = 175, 177

and 178 degrees. A higher ρmax allows to reconstruct the upper right and lower left slopes
of straight lines tangent to the ellipses of Shepp-Logan and to the circles of Derenzo and
small structures of Shepp-Logan. However, one can observe a visual loss of contrast when
ρmax increases, maybe due to numerical approximation. This may explain higher NMSE
and NMAE values (see Table 1).

(a) Bar phantom (b) Derenzo phantom (c) Shepp-Logan phantom

Figure 7.3 – Original objects used in the following simulations - Objects of size 512× 512
pixels.

Table 7.1 – NMSE / NMAE of reconstruction results from the fixed source rotating detector
CST modality

phantoms ρmax (Fig. 7.4) Q (Fig. 7.5) SNR (Fig. 7.6)

3000 5000 7000 1 5 10 10dB 15dB 20dB

Bar 0.1073
/

0.2866

0.1736
/

0.3602

0.2769
/

0.4362

0.2300
/

0.4504

0.1637
/

0.3598

0.1320
/

0.3190

0.3418
/

0.4861

0.2601
/

0.4294

0.1942
/

0.3783

Derenzo 0.0163
/

0.1019

0.0223
/

0.1179

0.0319
/

0.1399

0.0257
/

0.1258

0.0161
/

0.0973

0.0159
/

0.0987

0.0761
/

0.2235

0.0490
/

0.1760

0.0287
/

0.1323

Shepp-Logan 0.0098
/

0.0573

0.0098
/

0.0618

0.0110
/

0.0652

0.0240
/

0.0728

0.0121
/

0.0575

0.0095
/

0.0550

0.0198
/

0.0957

0.0140
/

0.0763

0.0109
/

0.0621

Choice of Nρ For the rest of the simulations, ρmax is fixed and equal to 5000, which seems
to be, a good trade off between contrast and good reconstruction of small structures. The
objective is now to evaluate the ratio of required data Nρ ×Nϕ relative to the number of
pixels to reconstruct N2. We denote Q this ratio : Q = (Nρ×Nϕ)/N2. Q = 1 represents the
minimal case where Nρ = Nρ,min = N2/Nϕ = 163. This means that, for Q = 1, 163 values



Chapter 7. A CST modality with fixed source and rotating detector 106

(a) Recons. for ρmax = 3000 (b) Recons. for ρmax = 5000 (c) Recons. for ρmax = 7000

(d) Recons. for ρmax = 3000 (e) Recons.for ρmax = 5000 (f) Recons. for ρmax = 7000

(g) Recons. for ρmax = 3000 (h) Recons. for ρmax = 5000 (i) Recons. for ρmax = 7000

Figure 7.4 – Reconstruction results of the bar (a), Derenzo (e) and Shepp-Logan (i)
phantoms for ρmax = 3000 (b,f,j), ρmax = 5000 (c,g,k) and ρmax = 7000 (d,h,l)

for ρ are chosen uniformely between R and ρmax. Then, the other Nρ are the product of the
chosen ratio Q and Nρ,min. Figure 7.5 shows the obtained reconstructions for Q = 1, 5 and
10. Although the reconstructions appears to be blurred for Q = 1, the algorithm already
gives a first estimation of the objects to be reconstructed. The optimal choice of Q seems to
be specific to each object and not directly linked to the proposed algorithm (see Table 1).

Robustness against noise Q is now fixed and equal to 10. We carry out simulations
adding to projections a Gaussian noise of signal-to-noise ratios SNR= 10, 15 and 20 dB.
Figure 7.6 shows the obtained results for the three phantoms that exhibit grain artifacts for
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(a) Q = 1 (b) Q = 5 (c) Q = 10

(d) Q = 1 (e) Q = 5 (f) Q = 10

(g) Q = 1 (h) Q = 5 (i) Q = 10

Figure 7.5 – Reconstruction results of the bar (Fig. 7.3a), Derenzo (Fig. 7.3b) and
Shepp-Logan phantoms (Fig. 7.3c) for Q = 1 (a, d, g), Q = 5 (b, e, h), Q = 10 (c, f, i)

the higher levels of noise.
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(a) SNR = 10 dB (b) SNR = 15 dB (c) SNR = 20 dB

(d) SNR = 10 dB (e) SNR = 15 dB (f) SNR = 20 dB

(g) SNR = 10 dB (h) SNR = 15 dB (i) SNR = 20 dB

Figure 7.6 – Reconstruction results of the bar (Fig. 7.3a) Derenzo (Fig. 7.3b) and Shepp-
Logan phantoms (Fig. 7.3c) with the addition of a Gaussian noise (SNR = 10 dB (a, d, g),
SNR = 15 dB (b, e, h), SNR = 20 dB (c, f, i))

7.6 Extension of this modality in three dimensions

We also studied the extensions of this modality in three dimensions. The source is now
uncollimated and the detector can move on a sphere (see Figure 7.7).

In this work, we introduced the corresponding Radon transform on toric surfaces and proved
its invertibility. The demonstration of this result has led to long mathematical derivations,
which will not be discussed in detail in this manuscript. The interested reader can refer to
the associated publication, [68]. Instead, after a brief explanation of the setup, we sum up
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Figure 7.7 – Two views of the three-dimensional fixed source rotating detector CST
modality. The detector D moves on a sphere in yellow. A particular scattering toric surface
T is showed in blue.

the important steps of the proof.

7.6.1 Setup

As in two dimensions, the source S is located at the origin of the coordinates. The single
detector D moves at a constant distance R of the origin, its path describing thus a sphere.
The object under study f(x, y, z) is placed outside this spherical path. When the detector D
is at a position labeled by angles (α, β) and registers a photon of energy E(ω), the interaction
site is located somewhere on the surface of an apple torus through points S and D, which is
characterized by α, β and ω. Thus, the flux of photons of energy E(ω) registered by D at
sites (α, β) is proportional to the integral of the function f on a toric surface T ω,α,β, with
α ∈ [0, 2π[, β ∈ [0, π] and ω ∈]π/2, π[.

Before giving the definition of the Radon transform modeling the forward problem, let us
introduce some notation. The coordinates of the detector D are given by

D(α, β) = R

(
cosα sinβ sinα sinβ cosβ

)t
, α ∈ [0, 2π[, β ∈ [0, π].

We define a parametrization of any torus T ω,α,β as:

Φω,α,β(γ, ψ) = rω(γ)Θα,β(γ, ψ), (7.24)
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with γ ∈]0, 2ω − π[, ψ ∈]0, 2π[. Here, the radial part is given by

rω(γ) = R
sin(ω − γ)

sinω
,

while the angular part is expressed as Θα,β(γ, ψ) = u(α)a(β)Θ(γ, ψ), where

Θ(γ, ψ) =

(
cosψ sin γ, sinψ sin γ, cos γ

)t
is a point on S2, the unit sphere in R3, and

u(α) =


cosα − sinα 0

sinα cosα 0

0 0 1

 and a(β) =


cosβ 0 sinβ

0 1 0

− sinβ 0 cosβ

 (7.25)

are a rotation of angle α about the z-axis and a rotation of angle β about the y-axis,
respectively. Finally, given positive numbers rM , rm such that rM > rm > R > 0, we define
the spherical shell Sh(rm, rM ) as

Sh(rm, rM ) = {(x, y, z) ∈ R3 : rm ≤
√
x2 + y2 + z2 ≤ rM}.

We are now ready to introduce the toric Radon transform associated to this modality.

Definition 7.6.1. Let f(x, y, z) be a compactly supported function with support contained
in Sh(rm, rM ). We define the toric Radon transform RT f of function f as RT f(α, β, ω) =∫
T ω,α,β dST f(x, y, z). Explicitly

RT f(α, β, ω) =

∫ 2ω−π

0
dγ

∫ 2π

0
dψ f

(
Φω,α,β(γ, ψ)

)
rω(γ)

sin γ

sinω
, (7.26)

where ω ∈]π2 , π[, α ∈ [0, 2π[, β ∈ [0, π].

Equation (7.26) is the forward operator that models the data recorded, this integral transform
is rotational invariant. Its manifold is the part of an apple torus through the origin outside
the sphere of radius R.
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7.6.2 Invertibility of RT

Spherical harmonics expansion

The first step consists in making explicit the connection between the components of the
spherical harmonics expansion of a function f and those of its toric Radon transform RT f .
Spherical harmonics of degree l and order m are defined as:

Y m
l (γ, ψ) = (−1)m

√
(2l + 1)(l −m)!

4π(l +m)!
Pml (cos γ)eimψ, (7.27)

where γ ∈ [0, π], ψ ∈ [0, 2π[ and Pml (x) is the Legendre polynomial of degree l and order
m, see [87, 88] for details. The set {Y m

l }, for l ∈ N and |m| ≤ l is a complete orthonormal
system in S2. Any function f ∈ C∞(R3) can be expanded in terms of Y m

l (γ, ψ) according to

f(rΘ(γ, ψ)) =

∞∑
l=0

∑
|m|≤l

flm(r)Y m
l (γ, ψ), (7.28)

where

flm(r) = 〈f, Y m
l 〉 =

∫ 2π

0

∫ π

0
f(rΘ(γ, ψ))Y m

l (γ, ψ) sin γ dγdψ,

and 〈, 〉 is the scalar product in L2(S2), the overline denotes complex conjugation, and
r ∈ R+

0 is fixed.

Following the ideas in [12], the spherical harmonics expansion of RT f can be written as

RT f(α, β, ω) =
∑
l∈N

∑
|m|≤l

(RT f)lm(ω)Y m
l (α, β), (7.29)

where coefficients (RT f)lm(ω) in the expansion are given by the following lemma.

Lemma 7.6.1. The Fourier coefficients of data (RT f)lm in (7.29) and those of the object
flm are related by

(RT f)lm(ω) = 2π

∫ 2ω−π

0
dγ rω(γ)

sin γ

sinω
flm (rω(γ))P 0

l (cos γ), (7.30)

where P 0
l (.) is the zero order associated Legendre polynomial of degree l.

An alternative expression for the equation (7.26) in terms of a general Abel type
integral equation

In this second step, we show that (7.30) is a generalized Abel type integral equation with a
kernel with zeros on its diagonal. We split up (7.30) in two parts having integration range
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(0, ω − π
2 ) and (ω − π

2 , 2ω−π), respectively and perform the substitution γ = ω−sin−1
(
r sinω
R

)
in the first integral and γ = ω+ sin−1

(
r sinω
R

)
−π in the second one. After some calculations,

making use of the identities cos(sin−1 x) =
√

1− x2 and P 0
l (−x) = (−1)lP 0

l (x) (see, for
example, [89]), we arrive to

(RT f)lm(ω) =

∫ R
sinω

R
dr flm (r)

1√
( R

sinω )− r
×

2π

sinω

∑
σ=±1

r sin
(
sin−1

(
r sinω
R

)
− σω

)√
( R

sinω ) + r
(σ)lP 0

l

(
cos

(
ω − σ sin−1

(
r sinω

R

)))
. (7.31)

The support of function flm(r) enables to replace the lower integration limit R by rm.
Making the substitution p = R/ sinω1 and keeping the notation for readability2, the integral
equation reads:

(RT f)lm(p) =

∫ p

rm

dr flm (r)
1√
p− r

Kl(p, r), (7.32)

where the kernel is

Kl(p, r) =

2π

R

∑
σ=±1

σl
p r sin

(
sin−1

(
r
p

)
− σ sin−1

(
R
p

))
√
p+ r

P 0
l

(
cos

(
sin−1

(
R

p

)
− σ sin−1

(
r

p

)))
.

(7.33)

Equation (7.32) is a generalized Abel type equation. Notice that kernel (7.33) has zeros on
the diagonal p = r, since the Legendre polynomials have zeros in the interval [0, 1].

On the invertibility of RT f

In [69], Schiefeneder and Haltmeier stated conditions for the uniqueness of the solution of
this kind of equations with kernels with zeros on its diagonal. For the sake of completeness,
we present their results in the following lemma.

Lemma 7.6.2 ([69], Theorem 3.4). Consider the generalized Abel type integral equation

1Physically p is the diameter of the circles that generate the torus as a surface of revolution.
2Strictly speaking, we should have changed the function after this substitution, for instance

(RT f)lm(sin−1 R/p) = (̃RT f)lm(p).
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∀t ∈ [a, b] : g(t) =

∫ t

a
ds f(s)

1√
t− s

K(t, s) (7.34)

where g ∈ C([a, b]) and K ∈ C(4(a, b)), with 4(a, b) := {a ≤ s ≤ t ≤ b}, is a continuous
kernel having zeros on the diagonal. Suppose K : 4(a, b) → R, where a < b, satisfies the
following assumptions:

1. K ∈ C3(4(a, b)).

2. NK := {s ∈ [a, b)|K(s, s) = 0} is finite and consists of simple roots.

3. For every s ∈ NK , the gradient (κ1, κ2) = ∇K(s, s) satisfies

1 +
1

2

κ1

κ1 + κ2
> 0.

Then, for any g ∈ C([a, b]), equation (7.34) has at most one solution f ∈ C([a, b]).

We are now ready to introduce our claim.

Theorem 7.6.1 (Invertibility of equation (7.32)). For any (RT f)lm ∈ C([rm, rM ]), equation
(7.32) has at most one solution flm ∈ C([rm, rM ]).

Proof. We used lemma 7.6.2, in order to show the uniqueness of the solution of (7.32). The
proof consists in checking all assumptions, 1, 2 and 3. Please refer to [68] for details.

Finally, the following corollary summarizes our result on uniqueness.

Corollary 7.6.1 (Invertibility of the RT f). If f1 and f2 are compact supported functions
in C∞(Sh(rm, rM )) and RT f1 = RT f2, then f1 = f2.

Proof. Let f satisfy (RT f)lm = 0 for all l,m in the spherical harmonics expansion. According
to Theorem 7.6.1, there is a unique solution flm = 0, which implies f = 0. The linearity of
RT f yields the claim.

7.6.3 Numerical simulations

After the derivation of an alternative formula for the forward Radon transform suitable for
numerical simulations, we use a discrete spherical harmonics expansion of the functions rep-
resenting the data and the object. We employ then a product integration approach to model
the discrete problem in the spherical harmonic domain. Finally, Tikhonov regularization is
used to solve a set of normal equations. The next paragraphs give some details about these
different steps.
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An alternative forward model

An alternative definition of our toric Radon transform useful in numerical simulation is

RT f(p, α, β) = p2

∫ π

0
dγ

∫ 2π

0
dψ cos

(
γ − cos−1 R

p

)
sin γf

(
Φp,α,β(γ, ψ)

)
, (7.35)

where p ∈ (R,+∞) is the diameter of the circles making the torus and

Φp,α,β(γ, ψ) = rΘα,β(γ, ψ)|r=p cos(γ−cos−1 R
p

) (7.36)

is the parametrization of the toric surface labeled by variables (p, α, β). The unit vector
Θα,β(γ, ψ) was introduced in the definition (7.24). The scattering angle ω and the diameter
p are related through p = R/ sinω.

The algebraic problem

We use a discrete spherical harmonics expansion of order N to write the problem as an
algebraic product suitable for Tikhonov regularization. This is achieved using numerical
algorithms for the Discrete-Inverse Spherical Harmonics transform (DSHT-IDSHT), see an
outline in Appendix B of [68], with data as well as with the sought function according to
equations (7.37) and (7.38). The code is also available on GitHub [90].

The pair DSHT-IDSHT allows us to write the problem in the domain of the spherical
harmonics according to

gjnk
DSHT
�

IDSHT
gjlm, (7.37)

f ink
DSHT
�

IDSHT
f ilm, (7.38)

where the discrete functions are gjnk = RT f(pj , αn, βk), gjlm = (RT f)lm (pj) with j =

0, ..., Np − 1, f ink = f(ri cosψn sin γk, ri sinψn sin γk, ri cos γk) and f ilm = flm(ri) with i =

0, ..., Nr − 1. Variables p and r are in the range ]R, r∗M ] where r∗M is such that r∗M ≥ rM to
cover the radial support of the function f . In this domain, the components of the vector
representing the unknown function flm are related to components of the vector for the known
data glm through the equation glm = Alflm that is an algebraic relative of equation (7.32).
We are aimed to solve the equation for each combination l,m.

Matrix generation

The matrix Al ∈ RNp×Nr is the key for solving the numerical inverse problem. Given that
we use an expansion of order N and the kernel in (7.32) is l-dependent and m-independent,
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there are only N + 1 different matrices. Adopting the convention Np = Nr = M and
splitting up the integration range in equation (7.32), we rewrite

(RT f)lm (pj) =

j∑
q=1

∫ rq

rq−1

dr flm(r)
r√

p2
j − r2

K̃l(pj , r), (7.39)

where rq = R+q(r∗M−R)/M and K̃l(pj , r) =
√
pj + rKl(pj , r)/r. We use product integration

[91] but instead of using the mid-point rule we approximate K̃l(pj , r) by its average K̃lq(pj)

in ten equidistant points in the interval [rq−1, rq]. Thus, the discrete form for the equation is

gjlm = (RT f)lm (pj) '
j∑
q=1

wj,qK̃lq(pj)flm(rq), (7.40)

where the weighting factor has been calculated analytically according to

wj,q :=

∫ rq

rq−1

dr
r√

p2
j − r2

, (7.41)

with j, q = 1, ...,M and wj,q = 0 if j < q. Finally, the entries of the lower-triangular matrix
in the equation glm = Alflm are

Al =
(
wj,qK̃lq(pj)

)
j,q=1,....M

∈ RM×M . (7.42)

Overview of the reconstruction algorithm

The aim is now recovering the vector flm from glm using the equation glm = Alflm. When Al
is non-singular and well-conditioned, the problem can be easily solved by forward substitution.
Because the kernel has zeros on its diagonal, the matrix Al may have diagonal entries being
zero or close to zero. Thus, solving the system may be ill-conditioned, and regularization
methods must be applied. The algorithm is summarized in Table 7.2 and is aimed to solve
the matrix problem glm = Alflm for l = 0, ..., N and |m| ≤ l. Tikhonov regularization
requires to solve the normal equations

(ATl Al + λI)flm = ATl glm, (7.43)

where I is the identity matrix and λ is a regularization parameter.
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Algorithm 7.2: Used algorithm to carry out reconstructions from the matrix Al.

Data: Matrix Al is precalculated according to (7.42).

Result: Reconstructed object f

1 Chose a suitable value for λ according to signal conditions.

2 Perform DSHT (7.37) to data gjnk to obtain gjlm.

3 For each pair l,m : solve the normal equations in (7.43) and obtain an

approximation of f ilm.

4 Perform IDSHT (7.38) to obtain the reconstruction f ink.

5 Interpolate to obtain the function f in discrete Cartesian coordinates.

For non-vanishing kernel diagonals, the product integration method is convergent [92]. To
the best of our knowledge, there are no reported results on the convergence of product
integration with vanishing kernel-diagonals. As suggested in [91], numerical evidence indicate
that, for a suitable selection of the regularization parameter, a convergence analysis may be
possible.

Results

Data was simulated using equation (7.35). A system where the detector moves on a sphere
of radius R = 1/8 was considered. The object was a 64× 64× 64 volume with two balls with
different intensities, and different contrasts, gray on black, white on gray, etc. One object
has also a defect (crack) in some planes, see figure 7.8. The function was supported in a cube
of side L = 1 in the first octant with the coordinates (xmin, ymin, zmin) = (L/64, L/64, R).
Discretization parameters of data are: Nα = 513, Nβ = 256 and Np = 512. The maximal
diameter of the circles generating the torus is r∗M = 2rM where [R, r∗M ] is the radial support
of the cube containing the phantom. Numerical integration is performed in variables γ
and ψ with ∆ψ = 2π/Nψ and the variable step ∆γ = cos−1 (p/R) /Nγ , with Nγ = 256 and
Nψ = 256. Figure 7.9 shows simulated data for different values of angle α. The trapezoidal
rule was used to perform numerical integration. According to the discretization chosen for
data, the order of the spherical harmonics expansion was N = 256 (Nα = 2N + 1). In order
to get more realistic simulations, data g = gjnk were also corrupted with additive Gaussian
noise with zero mean. Noise variance was manually adjusted to get several signal-to-noise
ratios: SNR= 10, 20 and 30 dB. These SNR correspond to ε = 29, 10 and 3% noise levels
where ε = 100||g̃ − g||2/||g||2, and g̃ is the corrupted data. In order to assess the quality of
reconstruction, we used the following measures of error, the Normalized Mean Square Error
(%)

NMSE =
100

N3

||f − f̃ ||22
maxi

{
f2
i

} , (7.44)

and the Normalized Mean Absolute Error (%)
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Figure 7.8 – Original 3D phantom used for simulations. Notice the crack in some planes.

NMAE =
100

N3

||f − f̃ ||1
maxi {fi}

, (7.45)

where f is the original image and f̃ is the reconstruction. We used the algorithm in Table 7.2
to carry out reconstructions for two values of the regularization parameter, λ = 0.01 (noiseless
data) and λ = 0.05 (noisy). These values were chosen heuristically and are the same for all
equations in a set (7.43), i.e. they do not depend on l,m. Figure 7.10 shows reconstructions
for noiseless data and figures 7.11 to 7.13 show reconstructions from corrupted data. No
post-processing was applied to images. The original function as well as reconstructions are
shown at planes z = 4, 14, 15, 22, 26, 31, 38 and 58 from top to bottom and from left to
right and error metrics are displayed in figure captions. Reconstructions exhibit acceptable
quality: structures inside the object are distinguished, shapes are kept and error metrics
seem to be reasonable. Moreover, the crack is visible in all the images where its is expected.
There are, however, background artifacts and blurring, particularly in upper planes. As
expected, stronger regularization is required for noisy data and error metrics get worse with
the level of noise. Although Tikhonov regularization performs well, reconstructions can be
improved using more advanced regularization techniques. There are algorithms enforcing
total variation minimization in the Cartesian domain [93, 94] that can be applied after step
5 in the algorithm 7.2.

From an algorithmic point of view, the reconstruction approach allows to split up the
problem in several equations reducing the size of the matrices involved with respect to a
standard algebraic treatment. In this framework, computation time may be saved through
parallelization since the resulting algebraic equations are independent.

Numerical simulations confirm an additional advantage of this modality: the scanning is
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Figure 7.9 – Data simulated using (7.35). Function RT (p, α, β) is shown for the sets
α = 0, 3π/4, 5π/4, 3π/2.

Figure 7.10 – Reconstructions from noiseless data. Errors are NMSE=0.32 %, NMAE=3.81
%. Regularization parameter λ = 0.01.
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Figure 7.11 – Reconstructions from noisy data with SNR=30 dB (relative level of noise 3
%). Errors are NMSE=0.34 %, NMAE=3.77 %. Regularization parameter λ = 0.05.

Figure 7.12 – Reconstructions from noisy data with SNR=20 dB (relative level of noise
10 %). Errors are NMSE=0.40 %, NMAE=4.35 %. Regularization parameter λ = 0.05.
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Figure 7.13 – Reconstructions from noisy data with SNR=10 dB (relative level of noise
29 %). Errors are NMSE=0.92 %, NMAE=7.38 %. Regularization parameter λ = 0.05.

feasible when the system is smaller than the object under study. In the proposed simulation,
we use an object whose side was eight times larger than the radius of the detection sphere.

7.7 Concluding remarks

In this chapter, we introduced a CST modality made of a fixed source and single detector
rotating around the source. The object to scan is placed strictly outside the detection path.
With such a system, the object does not need to be enclosed as Norton’s, Truong and Nguyen’s
and Webber and Miller’s modalities. However, this modality combines some interesting
features of the ones previously proposed, namely its compactness and its fixed source. In
two dimensions, we solved the reconstruction problem through an analytic inversion formula.
As for the first proposed method of reconstruction for CCST without collimation, we used
the Hilbert transform to obtain a suitable formulation for simulations. We obtained also a
filtered back-projection type formula. Reconstructions exhibit similar streak artefacts also
due to the necessary rearrangement of data to be able to apply the reconstruction algorithm.
We also went a step further in the analysis of such filtered back-projection type algorithms
by the analysis of the amount of data necessary for having a good reconstruction quality.
We saw that from a choice for the maximal diameter for the scanning circle arcs, it is not
necessary to have a fine discretization. Nevertheless, the amount of data needs to be larger
than the number of pixels to reconstruct.

We also studied the Radon transform on toric surfaces, which models data acquisition
of this modality in three dimensions. We showed the invertibility of this toric Radon
transform. We carried out numerical reconstructions based on discrete spherical harmonics
and Tikhonov regularization. The proposed algorithm reduced the three-dimensional problem
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to a set of independent one-dimensional problems. Then, parallelization allows saving time
of computation, in comparison with the standard matrix implementation. The obtained
reconstruction results exhibit acceptable quality, however, suffer from the common limitations
of Tikhonov regularization in terms of smoothing [40]. We are also faced the difficulty for such
an algorithm to reconstruct well the contours of the object. We chose Tikhonov regularization
since we wanted to work directly on the spherical harmonic domain. The TV regularization
could help to better reconstruct the contours. However, in this case, it would be necessary
to work in the Cartesian domain, and therefore with the full forward operator, which would
slow down its calculation.





8
A CST modality with translational geometry

Synopsis In this chapter, we address an alternative formulation for the exact inverse
formula of the Radon transform on circle arcs arising in a modality of Compton Scatter
Tomography in translational geometry proposed by Webber and Miller ([13], Inverse Problems
(36)2, 025007, 2020). The original study proposes a first reconstruction method, using
the theory of Volterra integral equations. This type of inverse formula may difficult to
implement numerically, especially because of stability issues. Our motivation is to provide a
formulation useful for simulations, which uses only common tools such as the fast Fourier
transform algorithm. Simulations are carried out to illustrate the efficiency of the proposed
reconstruction algorithm.

8.1 Context and purpose of this study

We are interested in the two-dimensional modality proposed by Webber and Miller in [13].
This modality is made of a source and a detector which translate along a line.

The original study proposes a first method of reconstruction, using the theory of Volterra
integral equations. See Chapter 1 paragraph 1.3.4 for the details of demonstration. The
numerical realization of such a type of inverse formula may exhibit some difficulties, mainly
due to stability issues.

The objective of this chapter consists in providing a suitable formulation for exact inversion
that can be straightforwardly implemented in the Fourier domain. Simulations are carried
out to illustrate the efficiency of the proposed reconstruction algorithm.

8.2 Setup and measurement model of the CST system under
study

8.2.1 Setup

The system under study is made of a source, assumed to be monochromatic, and a detector
separated by a fixed distance from each other. The source and the detector move respectively
on a horizontal line of equation z = 3 and z = 1. The horizontal position of the pair

123
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source-detector is labelled by x0 (see Figure 8.1). Alternatively, this system may be sketched
with fixed lines of sources and detectors that will be used in pair. The object, placed below
the detector path, is scanned transversely. As the modality in rotation proposed in the
previous chapter, no collimation is used at the detector. Thus, the acquisition is performed
on a family of double circle arcs (called toric sections in the original publication [13])1.

We parameterize these circle arcs and define the corresponding Radon transform in the next
paragraph.

8.2.2 Modelling of data acquisition using the CST system

Given a scattering angle ω, data acquisition is made on a family of double circle arc of radius
r where r = 1/ sin(π − ω) (or equivalently, ω = π − arcsin (1/r)). For parameterization,
these double circle arcs are obtained with the union of four half arcs denoted Sj(x0, r),
j ∈ {1, 2, 3, 4} of respective equation

x1 =
√
r2 − 1 +

√
r2 − (z − 2)2, x2 =

√
r2 − 1−

√
r2 − (z − 2)2,

x3 = −
√
r2 − 1 +

√
r2 − (z − 2)2, x4 = −

√
r2 − 1−

√
r2 − (z − 2)2

and z ∈]2− r, 1[. See Figure 8.1.

The Radon transform which mathematically models data measurement with this CST system
is then defined as follows :

Definition 8.2.1. Let f be an unknown function, non-negative, continuous and compactly
supported in the half plane z < 1. The Radon transform on double circle arcs RD2 maps f
into the set of its integrals over the family of double circle arcs as

RD2f(x0, r) =

∫
⋃4
j=1 Sj(x0,r)

f(x, y)ds. (8.1)

where ds refers to the elementary arc length measure on the considered double circle arc.
Then, after computation of the arc length measure, we have the explicit reformulation for
RD2 [13, Proposition 3.1]

RD2f(x0, r) =

∫ r

1

1√
1−

(
z
r

)2
 2∑
j=1

f1

(√
r2 − 1 + (−1)jr

√
1−

(z
r

)2
+ x0, z

)
+

f1

(
−
√
r2 − 1 + (−1)jr

√
1−

(z
r

)2
+ x0, z

))
dz, (8.2)

1We position ourselves in the same frame of study as the original article, with the same working assumptions.
Thus, first order Compton scattering is the only source of attenuation for radiation and data acquisition
is performed with a pair source detector, assumed to be point-like. These conditions are common in the
literature [9, 12, 95, 11, 54, 85, 70] and have been already discussed in [8, 10, 12, 70].
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Figure 8.1 – Setup and parameterization of the CST modality proposed in [13]. The source
S and the detector D are respectively represented by a red and a blue point. The black lines
passing respectively through the source and the detector models their respective path. M is
a running point, in black, and an example of scattering site. An example of trajectory for a
photon whose scattering site is M is shown in purple. The red and purple continuous curves
S1, S3 and S2, S4 are the examples of scanning circles arcs corresponding to the scattering
angle ω. Ω1,2,3,4 denote the centres of the circles supporting the half-arcs S1,2,3,4. The object
to scan is represented in gray.

where f1(x, z) = f(x, 2− z).

In the original study of this modality, the invertibility of the corresponding Radon transform
as well as its analytical inversion formula has been established. The invertibility was proven
using the theory of integral equations and resulted in a Volterra integral equation with a
weakly singular kernel in the Fourier domain. This study also leads to a formulation for
inversion formula as an integral transformation with a kernel computed iteratively. The
numerical calculation of this kind of kernel may require high computational time and/or
memory. Furthermore, as mentioned in the Remark 3.4 of the original paper, the proposed
approach by Webber is severely ill-posed, particularly in terms of stability. Implementing
such a method can lead to large instabilities, even when these are due to small changes in
the data.
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8.3 An alternative formulation for the inversion formula of
the Radon transform on double circle arcs

In this section, we state the main result of the paper, a different formulation for the associated
inversion formula, that will be easier to implement numerically. Let us introduce before
some notations that will be used in proofs.

8.3.1 Notations

It is useful to define the following transform pairs.

Definition 8.3.1 (Fourier transform). Let f be a compactly supported function in Rn. The
n-dimensional Fourier transform of f , denoted f̂ , is given by

f̂(ξ) =

∫
Rn
f(x)e−ix·ξdx (8.3)

with ξ ∈ Rn. The inverse Fourier transform is

f(x) =
1

(2π)n

∫
Rn
f̂(ξ)eix·ξdξ. (8.4)

Definition 8.3.2 (Fourier cosine transform [96]). Let f be a compactly supported function
in R+. The Fourier cosine transform of f , denoted f̂ c, is given by

f̂ c(ξ) =

√
2

π

∫ ∞
0

f(x) cos(xξ)dx (8.5)

with ξ ∈ R. The inverse Fourier cosine transform is

f(ξ) =

√
2

π

∫ ∞
0

f̂ c(ξ) cos(xξ)dξ. (8.6)

We define also the Hankel transform.

Definition 8.3.3 (Hankel transform [86]). Let f be a compactly supported function in R+.
The zero-order Hankel transform of f is defined as

H0f(η) =

∫ ∞
0

f(r)J0(ηr)rdr (8.7)

where J0 stands for the Bessel function of the first kind of order 0.

Finally, we recall the integral representation of the Bessel function J0:

J0(x) =
1

2π

∫ π

−π
eix sin θdθ. (8.8)
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8.3.2 Inversion formula

Proposition 8.3.1. Denoting Gf(x0, r) the operator whose Fourier transform according to
the first variable is

Ĝf(ξ, r) =
R̂D2f(ξ, r)

2r cos (ξ
√
r2 − 1)

, (8.9)

if r > 1 and 0 when r ∈ [0, 1], the unknown function f is completely recovered from Ĝf as
follows

f(x, z) =
1

4π

∫ ∞
−∞

eixξ
∫ ∞

0
H0Ĝf(ξ,

√
ξ2 + σ2) cos (σ(2− z))σdσdξ. (8.10)

Proof. With the change of variables s = z/r in (8.2) and taking the Fourier transform of
RD2 respectively to variable x0, one gets

R̂D2f(ξ, r) =

∫ ∞
−∞

dx0

∫ 1

1/r
ds

re−ix0ξ

√
1− s2

·

 2∑
j=1

f1

(√
r2 − 1 + (−1)jr

√
1− s2 + x0, rs

)
+

f1

(
−
√
r2 − 1 + (−1)jr

√
1− s2 + x0, rs

))
. (8.11)

With the second change of variables x = x0 ±
√
r2 − 1 + (−1)jr

√
1− s2, one gets

R̂D2f(ξ, r) = 4

∫ 1

1/r
ds

r√
1− s2

f̂1(ξ, rs) cos (ξ
√
r2 − 1) cos (ξr

√
1− s2), (8.12)

where f̂1 stands for the one-dimensional Fourier transform relatively to variable x.

Using relation (8.9), multiplying both sides of (8.12) by r · J0(ηr) with η ≥ 1 and integrating
with respect to variable r, for r > 1, one recognizes the Hankel transform of Ĝ, denoted H0Ĝ

H0Ĝf(ξ, η) = 2

∫ ∞
1

dr

∫ 1

1/r
ds

r√
1− s2

f̂1(ξ, rs) cos (ξr
√

1− s2)J0(ηr). (8.13)

Then, with the double substitution (r =
√
z2 + b2, s = z/

√
z2 + b2), one gets

H0Ĝf(ξ, η) = 2

∫ ∞
1

dzf̂1(ξ, z)

∫ ∞
0

db cos (ξb)J0(η
√
z2 + b2). (8.14)

The result of the b-integral is given in the table [97] (page 55, equation (35)). Finally, one
gets for 0 < ξ < η

H0Ĝf(ξ, η) = 2

∫ ∞
1

dzf̂1(ξ, z)
1√

η2 − ξ2
cos (z

√
η2 − ξ2) (8.15)

and H0Ĝ1f(ξ, η) = 0 if η ≤ ξ.
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Let 0 < ξ < η. Then with the fact f1(x, z) = 0 for z = [0, 1],

∫ ∞
0

dzf̂1(ξ, z) cos (z
√
η2 − ξ2) =

√
η2 − ξ2

2
H0Ĝf(ξ, η). (8.16)

The left-hand side is the Fourier cosine transform of f̂1(ξ, z) according the variable z. We
can then extract f̂1(ξ, z), applying the inverse cosine transform to (8.16)

f̂1(ξ, z) =
1

2

∫ ∞
0

dσH0Ĝf(ξ,
√
ξ2 + σ2) cos (zσ)σ, (8.17)

where σ =
√
η2 − ξ2. The final equation is obtained going back to variable f and applying

the inverse Fourier transform.

Remark 8.3.1. The projections G contain zeros in the denominator since the cosine function
vanishes when ξ

√
r2 − 1 = 2kπ ± π

2 , k ∈ Z. From (8.13) to the end of the demonstration, it

was supposed that r is different from
√

1 +
(
π
2ξ (2k + 1)

)
. Furthermore, this may be a source

of instability in the simulations. The addition of a regularization parameter for simulations
is discussed in Section 8.4.2 to prevent this.

Remark 8.3.2. Another reconstruction algorithm is also possible from the projections of Gf .
This process is achieved performing geometric inversion. Geometric inversion is a mapping
converting a point X into a point X̃ such that X̃XT = q2, where q ∈ R∗+ is a constant
value. The mapped point X̃ has the same direction as the original point X but a distance
of q2/||X|| to the origin of the considered coordinate system. As an example, geometric
inversion converts circles passing through the origin into straight lines. In the present case,
the Radon transform on double circle arcs is converted into a Radon transform on an apparent
family of circle arcs of similar geometry as the one studied in [10, 74]. Although the inverse
problem can be alternatively solved using geometric inversion, the approach we employ here
is more straightforward.

8.4 Numerical formulations for the forward and inverse trans-
form

8.4.1 Image formation

Let NSD be the number of position for the pair source - detector and Nr the number of
double scanning circle arcs per sensor position. We denote x0,k, k ∈ {1, ..., NSD} and rl,
l ∈ {1, ..., Nr} the discrete variables corresponding respectively to x0 and r. The matrix of
projection data RD2f(x0,k, rl) is then computed, writing (8.2) under a discrete form, with
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the change of variables z = r cos θ

RD2f(x0,k, rl) = rl ∆θ

∑
θ∈
[
arcsin

(
1
rl

)
,π
2

]
 2∑
j=1

f1(x0,k +
√
r2
l − 1 + (−1)jrl cos θ, rl sin θ)+

f1(x0,k −
√
r2
l − 1− (−1)jrl cos θ, rl sin θ)

)
, (8.18)

where ∆θ is the sampling angular distance of θ. The above Cartesian parameterization allows
having a constant distance between running points of the considered scanning circle arcs
during simulations.

8.4.2 Image reconstruction

For image reconstruction, we need to compute the projections Gf in the Fourier domain
according to (8.9). This expression contains zeros in the denominator. This may induce
instabilities on reconstruction. For simulations, we add a small regularization parameter,
denoted ε

Ĝf(ξ, r) =
R̂D2f(ξ, r)

2r

cos (ξ
√
r2 − 1)

ε2 + cos (ξ
√
r2 − 1)

2 . (8.19)

Then the most important step (in terms of computation time) in (8.10) is the calculation of
H0Ĝf . The idea is to lie the above operator with the Fourier transform of G‡f , defined as
follows

G‡f(x, z) =

∫ ∞
−∞
Gf(x0,

√
(x− x0)2 + z2) dx0. (8.20)

We have now the following proposition

Proposition 8.4.1. Let (σ, ξ) ∈ [0,∞[×R. H0Ĝf(ξ,
√
ξ2 + σ2) is related with the two-

dimensional Fourier transform of the operator G‡ as

H0Ĝf(ξ,
√
ξ2 + σ2) = 2πĜ‡f(ξ, σ). (8.21)

Consequently, from the inversion formula (8.10), it follows in the Fourier domain

f̂1(ξ, σ) = 2π2|σ|Ĝ‡f(ξ, σ). (8.22)

where f̂1 is the two-dimensional Fourier transform of f1.

Proof. From the definitions of Fourier and Hankel transforms and with the integral represen-
tation of the Bessel function, one gets

H0Ĝf(ξ,
√
ξ2 + σ2) =

1

2π

∫ ∞
−∞

dx0

∫ ∞
0

dr Gf(x0, r)

(∫ π

−π
eir
√
ξ2+σ2 sin(θ)dθ

)
e−iξx0 . (8.23)
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There is an angle φ(σ, ξ) ∈ [0, 2π[ which corresponds to the angular coordinates of the point
(σ, ξ), such that σ =

√
ξ2 + σ2 cos (φ(σ, ξ)) et ξ =

√
ξ2 + σ2 sin (φ(σ, ξ)). Using the property

of periodicity of trigonometric functions, it follows that

H0Ĝf(ξ,
√
ξ2 + σ2) =

1

2π

∫ ∞
−∞

dx0

∫ ∞
0

dr Gf(x0, r)

(∫ π

−π
eirξ sin θ+σ cos θdθ

)
e−iξx0 . (8.24)

Changing variables x = r cos θ and z = r sin θ,

H0Ĝf(ξ,
√
ξ2 + σ2) =

1

2π

∫
R2

dxdz

(∫ ∞
−∞

dx0Gf(x0,
√

(x− x0)2 + z2)

)
e−i(xξ+zσ) (8.25)

The right-hand side of (8.25) is the two-dimensional Fourier transform of G‡, weighted by
2π (8.21). We are now able to reformulate the inversion formula (8.17) as

f̂1(ξ, z) = 2π

∫ ∞
−∞

dσĜ‡f(ξ, σ)eizσ|σ|. (8.26)

Taking the Fourier transform according to variable z to the above equation (8.26) leads to
(8.22).

This leads to the reconstruction algorithm summed up in Algorithm 8.1. The steps of this
algorithm can be decomposed into three parts. The first part consists in obtaining rearranged
data Gf from RD2 using their relation in the Fourier domain (8.19). The second part is an
operation of back-projection (8.20). The last part of this reconstruction consists in filtering
the back-projected data in the Fourier domain (8.26).

Algorithm 8.1: Reconstruction algorithm of the object f from projections on double

circle arcs RD2 .

Data: RD2f(x0, r), projections on double circular arcs of function f

Result: f(x, y)

1 Compute the one-dimensional Fourier transform of RD2f(x0, r) relative to the first

variable.

2 Compute Ĝf(ξ, r) according to (8.19)

3 Perform the inverse one-dimensional Fourier transform to recover Gf(x0, r).

4 Interpolate the obtained data to have the back-projected data G‡f(x, z).

5 Perform the two-dimensional Fourier transform of G‡f(x, z)

6 Weight the result by 2π2|σ|.
7 Compute the inverse two-dimensional Fourier transform of the result to recover f .
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8.5 Simulations results

The original object used for simulations is Derenzo phantom, an object made of multiple
circles of different sizes. The circles in the object also allow the study of the performance of
the algorithm in front of different contrasts and spatial resolution, as well as its ability to
reconstruct features locally tangent to lines of any slope. The unit length used here is the
pixel. We suppose thus that the distance between the source and the detector paths of the
modality is two pixels. The size of the object is N ×N = 256× 256 pixels in all simulations.
Furthermore, given the linear geometry of this modality, there is no loss of generality to
consider the object centred relatively to the z-axis.

8.5.1 Data acquisition

Data measurement is calculated according to (8.18). Figure 8.2 shows an example of data
obtained for Derenzo phantom.

(a) (b)

Figure 8.2 – (a) Original object: Derenzo phantom. (b) Corresponding acquired data for
NSD = 2048 and Nr = 1024. A distance of one pixel is left between the upper part of the
image and the detector path (δ = 1, see 8.5.2).

8.5.2 Influence of some parameters on reconstruction quality

In the following paragraphs, we study the influence of the other general parameters of the
system such as the position of the object, the number of required positions for sensors or
the number of scanning circle arcs. In addition to a visual comparison of the reconstruction
quality, we propose here to measure quantitatively the error rate between the original
object f0 and the reconstruction f with the Normalized Mean Squared Error (NMSE)
= ||f − f0||22/N2 where ||.||2 refers to the 2-norm.

The regularization parameter ε, which has to be small, was arbitrarily set to 0.01.



Chapter 8. A CST modality with translational geometry 132

Position of the object relative to the detector path

We analysed here the influence of the position of the object on reconstruction quality. Firstly,
the number of positions NSD for the pair source - detector and the number of scanning circles
per position Nr was chosen to largely satisfy the well-known condition [86] NSD ×Nr ≥ N2

and are set arbitrarily to NSD = 1024 and Nr = 1024. A convenient choice for these
parameters will be discussed later. We performed various acquisition, modifying the gap δ
between the detector path and the upper part of the object (see Figure 8.1). Consequently,
the object is in the square of Cartesian coordinates

(
x ∈

[
−N

2 + 1, N2
]

; z ∈ [−N − δ,−δ + 1
]
).

Figure 8.3 shows the reconstruction results for δ = 1, 26 and 51 pixels which correspond
respectively a position for the object in the respective domains [−N − 1, 0], [−N − 26,−25]

and [−N − 51,−50] along the z-axis. The difference between the three reconstructions is on
the top of the object. If the object is close to the line of movement of the detector, then this
part is less well reconstructed. Indeed, this distance between the object and the detector
path allows having arcs of circle tangent horizontally to this part of the object. An offset of
δ = 51 seems to be a good trade-off between quality of reconstruction and the applicability
of such a measure in practical use. For the rest of the simulations, δ is set to 51.

(a) Reconstruction for δ = 1
NMSE = 0.0112

(b) Reconstruction for δ = 26
NMSE = 0.0074

(c) Reconstruction for δ = 51
NMSE = 0.0061

Figure 8.3 – Reconstruction results of the Derenzo phantom 8.2a for δ = 1 (a), δ = 26 (b)
and δ = 51 (c) pixel(s).

Number of necessary positions for the pair source-detector

We studied then the number of different positions required for a good quality of reconstruction.
The influence of two running parameters is analysed, first, the farthest position x0,max from
the object for the source-detector pair (that is an array of length [−x0,max, x0,max] for the
source and detector paths) and the distance ∆x0 between two adjacent positions of the pair.

Figures 8.4a, 8.4b and 8.4c show the reconstruction results when the farthest position
from the object to the pair source detector is respectively 2N, 3N and 4N with a common
∆x0 set to 1. Reconstruction from a domain [−x0,max, x0,max] = [−2N, 2N ] appears to be
blurred with strong artefacts in the upper parts of the image. For x0,max = 3N and 4N ,
reconstruction quality seems to be visually equivalent, even if the NMSE for x0,max = 4N is
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higher. This may be due to numerical approximations. For the rest of the simulation, x0,max

is set to 3N .

The influence of the distance ∆x0 between two adjacent positions of the pair is now evaluated.
Figures 8.4d, 8.4e and 8.4f show the result for ∆x0 = 2, 1, and 0.5 pixels. This represents a
respective amount of 0.5, 1 and 2 detectors per unit length. In Figure 8.4d (∆x0 = 2), we
can see streaks suggesting a lack of data for reconstructing the object. On the contrary, the
doubling of the number of detectors between Fig. 8.4e and Fig. 8.4f does not bring a better
quality of reconstruction. Consequently, the use of one detector per unit length seems to be
a good trade-off, and the value will remain constant in the rest of the paper.

(a) Reconstruction for x0,max =
2N . NMSE = 0.0084

(b) Reconstruction for x0,max =
3N . NMSE = 0.0049

(c) Reconstruction for x0,max = 4N .
NMSE = 0.0061

(d) Reconstruction for 0.5 detectors
per unit length. NMSE = 0.0046

(e) Reconstruction for 1 detectors
per unit length. NMSE = 0.0049

(f) Reconstruction for 2 detectors
per unit length. NMSE = 0.0049

Figure 8.4 – Evaluation of the number of source-detector positions on reconstruction
quality. First row: Reconstruction results of the Derenzo phantom 8.2a for x0,max = 2N
8.4a, 3N 8.4b and 4N 8.4c where ∆x0 = 1. Second row: Reconstruction results for 0.5 8.4d,
1 8.4e and 0.5 8.4f detector per unit length and x0,max = 3N remains constant.

Number of scanning circles per position of the pair source-detector

The number of scanning circles necessary for reconstruction is now under study. In the same
way, two parameters are of interest, that is, the maximum radius rmax of the scanning double
circle arcs to be taken and the discretization step ∆r that have to be chosen. We first evaluate
the consequences of the value of rmax with three examples on Fig. 8.5a, 8.5b and 8.5c where
rmax is set respectively to 2N, 3N and 4N and ∆r = 1. For rmax = 2N , the reconstruction
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suggests a lack of data in front of the obtained results for rmax = 3N and rmax = 4N . Notice
the higher NMSE for rmax = 4N , probably due to numerical approximations.

We were finally looking for the appropriate discretization step for r, setting ∆r to 1, 2 and 4.
Reconstruction results are shown respectively in Fig. 8.5d, 8.5e and 8.5f. Reconstructions
with a large discretization step exhibit blur.

(a) Reconstruction for rmax = 2N .
NMSE = 0.0058

(b) Reconstruction for rmax = 3N .
NMSE = 0.0040

(c) Reconstruction for rmax = 4N .
NMSE = 0.0049

(d) Reconstruction for ∆r = 1.
NMSE = 0.0040

(e) Reconstruction for ∆r = 2.
NMSE = 0.0043

(f) Reconstruction for ∆r = 4.
NMSE = 0.0043

Figure 8.5 – Evaluation of the number of scanning circles on reconstruction quality. First
row: Reconstruction results of the Derenzo phantom 8.2a for rmax = 2N 8.5a, 3N 8.5b and
4N 8.5c where ∆r = 1. Second row: Reconstruction results for ∆r = 1 8.5d, 2 8.5e and 4
8.5f detector per unit length and rmax = 3N remains constant.

Discussions

The above simulations results show some interesting issues for the CST modality and the
reconstruction quality that can be expected with such a system. First, this system is able
to scan objects whose depth is largely oversized relative to the source-detector distance.
However, this seems to be counterbalanced by the need for a consequent length for the
source and detector linear paths, since sufficient reconstruction results appear for source and
detector paths of length size six times greater than the object size. The necessary number
of scanning circle arcs is also very important since, if we relate the values of rmax with the
scattering angles, the reconstruction quality is largely improved when rmax is high whereas
the angular distance between two values of rmax is very small. Considering a larger distance
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between the source and the detector paths for the system may reduce partially the required
amount of projection data.

Moreover, the geometry offers a sufficient reconstruction quality for every tangent with arbi-
trary slopes. However, one can notice that vertical slopes are slightly less well reconstructed
than the other ones. This can be seen if we pay carefully attention to the left and right sides
of the reconstruction. This may be problematic if the object to scan is essentially made
of vertical features. One way to avoid this is to perform additional scans by rotating the
object, if possible. Some artefacts that look like shadows around the circles which compose
the object remains also clearly visible.





Concluding remarks on Part 3

In this part, we studied two other CST configurations, one with a rotational geometry, the
other with a translational geometry. These geometries were of interest for us because, even
if they employ a non-collimated detector, we established in both cases inversion formulas
with associated fast and efficient reconstruction algorithms.

The first CST modality, made of a fixed source and a rotating detector, was introduced during
this thesis. The second CST modality, previously introduced by Webber and Miller, consists
of a pair source - detector which translates synchronously. For both modalities, the object
is placed strictly outside the source-detector path, and the system employs back-scattered
photons to scan the object. Since they use an uncollimated detector, the scanning manifolds
are two families of double circle arcs.

The proposed procedure for inversion in each case rests on the exploitation of either the
rotational or translational invariance and the symmetry of the considered scanning arcs. In
the first case, we followed Cormack procedure, establishing first a relation between circular
harmonic expansions of object and data. We also established the consistency condition in
Cormack sense for our case, and finally derive a close formulation for the inverse formula.
For Webber and Miller’s modality, we established a relation between the two-dimensional
Fourier transform of the object and the one of an intermediate function in relation with data.
The latter differs from the first inverse formula proposed by Webber and Miller, since he
established a formulation as an integral transformation with a kernel computed iteratively.
Moreover, they mentioned their approach raises also problems of stabilities.

Both inversion formulas result in fast and efficient reconstruction algorithm.
For the first modality, we obtained a filtered back-projection type formula. The quality of
reconstruction is similar to the one obtained with CCST with collimation. We observed streak
artefacts, also due to the same kind of missing data. We showed also that such algorithms
need an amount of data sufficiently large in front of the number of pixels to reconstruct. As
a result, we observed reconstructions with sufficiently good quality when we have five pixels
of data (which can have a zero or non-zero value) for each pixel to reconstruct.
The second algorithm is made of computations of Fourier transforms (which can be easily
computed using the fast Fourier transform algorithm) and interpolations. In fact, we showed
that the proposed algorithm is made of three phases: a first step of data rearrangement, a
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second step of back-projection on the scanning circles and finally a third step of filtering.
Even no simulations results were proposed by Webber in their original work (because of high
computational time, memory requirements, and issues about stabilities), we can expect that
ours is easier to implement numerically. We also performed several simulations to study the
influence of several parameters on reconstructions. Our simulations revealed that to obtain a
sufficient reconstruction quality, the length of the linear paths for source and detector need
to be sufficiently large (about six times larger than the object). Hence, this algorithm, as the
filtered back-projection type algorithms proposed before, need a sufficiently large amount of
data. This fact counterbalances that the width of the system is very small compared to the
size of the object. Extra work is needed in order to consider if a larger distance between the
source and the detector can reduce partially the required amount of data. The compactness
of the first discussed modality is thus an advantage over that of Webber and Miller.

We also investigated the extension of the rotational-invariant modality in three dimensions
and established the invertibility of the corresponding Radon transform. In absence of
inversion formula, we proposed reconstruction results obtained via Tikhonov regularization.
We proposed also to compute the forward operator in its spherical harmonic expansion,
which made it possible to parallelize its calculation. With these simulations, we showed that
this modality is able to reconstruct objects larger than the system itself. Some work is on
the way to find an inversion formula for such a modality.

Moreover, an interesting perspective concerns also the proposition of an alternative inversion
formula suitable for simulations for the three-dimensional extension of Webber’s modality.
Some work is also on the way to find such an inversion formula.



General concluding remarks and perspectives of
this work

Contributions of this thesis · On the beginning of the thesis, the main question was
about the proposition of a modality of Compton scattering tomography, fixed and able to
scan small objects. We achieved this challenge with the proposition of the circular Compton
scattering tomography, a modality made of a ring of detectors containing the source. By
combining these two features in a new tomographic concept, we met the requirements of
biomedical imaging. In fact, the circular layout of detectors allows reducing the practical
scanning time and thus the time of exposure to radiation.

From the CCST setup, we established a modelling for data acquisition with a Radon transform
on double circle arcs. In particular, we studied two possible configurations for CCST, with
or without collimation at detectors.

With collimation at detectors, we proposed two equivalent algorithms for image reconstruction.
The first one is deduced from an analytical inversion formula previously proposed by Cormack.
From this inversion formula, we proposed a filtered back-projection type algorithm, made of
the same two main steps as the well-known algorithm in conventional tomography. Data is
first filtered, before being back-projected on the appropriated circles. Such an algorithm
offers a fast reconstruction result. The second proposed approach uses geometric inversion,
to convert the considered family of circle arcs to a family of half-lines. We proved the
invertibility of the Radon transform on this family of half-lines and established an inversion
formula. From this inversion formula, we suggested a reconstruction algorithm, also of
type filtered back-projection. To the best of our knowledge, it is the first time that these
two filtered back-projection type algorithms convenient respectively for data issued from
particular families of circles and half-lines are proposed.

In addition, we showed that CCST is able to scan large objects than the system itself,
performing an external scanning. There is also the possibility of combining CCST with
conventional fan-beam computed tomography, to design a double imaging system thanks
to their similar configuration. Thus, this bi-imaging system provides both the attenuation
map (by fan-beam CT) and the distribution of electrons (by CCST), which are two physical
properties of the object under study.

Without collimation at detectors, we discussed the invertibility of the corresponding Radon
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transform. In the absence of inverse formula in that case, we proposed to solve the inverse
problem using Tikhonov regularization.

We also opened a more theoretical discussion around the invertibility of this Radon transform.
This led to study an over-determined class of cones, whose Radon transform is invertible
in two and three dimensions, but unfortunately, the proposed inversion formulas are not
usable in the context of an imaging system. We then discussed the trade-off that can exist
between the geometry of the system, which can be very advantageous, and the possibility of
obtaining an analytical inverse formula for the corresponding Radon transform.

Moreover, we studied CCST under a practical setting and derived the integral transform
modelling its data acquisition under realistic considerations. We then compared the resulting
simulations with ground truth data obtained with Monte Carlo experiments.

Then, in the second part of the thesis about our contributions, we also modelled image
formation and image reconstruction for two other CST systems.

The first one, introduced also in this thesis, is made of a fixed source and a collimator-free
detector rotating around it. The proposition of this modality is motivated by the possibility
of having a simpler system, made of a fixed source and a sing detector, also compact, but
above all without collimation at detector. This modality performs only external scanning,
and is able to scan objects larger than the system itself.

From this new setup, we proposed an analytical inversion formula in two dimensions. The
proposed inversion formula leads also to a filtered back-projection type algorithm, the third
algorithm of this type proposed in this thesis.

Moreover, we also studied the extension in three dimensions. With a three-dimensional CST
system, we are able to reconstruct directly volumes of the object under study, removing the
plate collimation which restricts the photon paths in a two-dimensional space. This led us
to consider a Radon transform on toric surfaces, of which we established the invertibility.
We proposed also reconstruction results using Tikhonov regularization. However, instead
of computing a large forward operator to model data acquisition, we proposed to reduce
its computation time, splitting up the three-dimensional problem into a set of independent
one-dimensional problems.

In the last part of the thesis, we considered a modality previously proposed by Webber. This
modality consists of a source and a detector which translate along a line synchronously. The
objective of the work is therefore different from those presented previously, since it was not a
question of introducing a new modality. Here, the objective was to propose a reconstruction
algorithm from an analytical inverse formula of the Radon transform associated with this
modality. In fact, in the original work about the modality, the resulting inversion formula
was difficult to implement, firstly, because of stability issues. Secondly, the proposed solution
contains also a kernel which has to be computed iteratively. Thus, the numerical simulation
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of such a formula would also require a high computational time and memory space. In this
thesis, we proposed an alternative reconstruction formula suitable for the development of a
faster and efficient reconstruction algorithm. The associated reconstruction algorithm uses
only well-known mathematical tools, easy and fast to implement.

Comparison of the modalities introduced in this thesis with those previously
proposed · During this thesis, we introduced two new configurations : CCST, with a fixed
ring of detectors containing the source and the fixed source rotating detector CST modality.
In this paragraph, we propose a comparison with the models proposed earlier.

Among the modalities able to perform an internal scanning, we have Nguyen and Truong
modalities proposed in 2010 and 2011 and now CCST. The three configurations are compact,
and suppose the placement of the object inside a circle, which is either the detector ring
in the case of CCST or the circular path of the source and detector. While Nguyen and
Truong’s modalities require a mechanical rotation of the system, CCST is the only fixed
system able to perform small objects scanning. This is achieved by using a set of detectors,
while the two previously proposed modalities used only one. A reduction of acquisition time
and, consequently, a reduction in the exposure of radiation are expected. However, it is
technically easier to design Nguyen and Truong’s modalities with collimation than CCST.

Among the modalities able to perform an external scanning, we find again Nguyen and
Truong’s modalities (2010, 2011), CCST, but also Norton’s modality (1994), Webber and
Miller’s modality (2020) and the fixed source rotating detector configuration proposed here.
Only three modalities may be completely fixed, that is Norton and Webber and Miller ones,
and CCST. These configurations will have an advantage in front of others, since these systems
may be completely fixed and in that respect provide an acquisition duration reduced. Note
that this advantage is only possible in the case of implementation of Webber and Miller’s
modality, with linear array of sources and detectors. In this case, the synchronization of each
detector source pair is mandatory. A small offset is also required to avoid having the emitted
photons blocked by the detector array. Among these three fixed modalities, only CCST
is compact, and thus a reduced system size. In fact, with a linear detector, information
corresponding to large scanning circles is collected far from the source while with CCST,
photons are always collected at a maximal distance equal to the diameter of this ring of
detectors. Since Nguyen and Truong’s and the fixed source rotating detector configurations
are also compact, they have also the previous mentioned advantage. Furthermore, note that,
all modalities except CCST and Norton’s modality, exploit only back-scattered photons (i.e.
photons scattered by an angle ω > π/2) to perform an external scanning. Since these photons
are less probable in proportion than forward-scattered photons (i.e. photons scattered by an
angle ω < π/2), this may result in a longer exposure time.

Moreover, three modalities have been studied with collimation-free detectors: CCST, Webber
and Miller’s and the fixed source rotating detector CST modality. Consequently, this feature
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may enable an increase of the amount of acquired data for a given position of the considered
detector.

These comments are summed up with a table in appendix D.

About the proposed reconstruction algorithms · During this thesis we have focused
on proposing exact inverse analytical formulas leading to reconstruction algorithms that can
be easily and fast implemented.

The study of CCST with collimation and the fixed source rotating detector CST modality led
to the proposition of three new filtered back-projection type reconstruction algorithms, which
ensures us a fast and efficient numerical implementation. Note that, the first reconstruction
algorithm discussed for CCST can be also used for Norton’s system. Furthermore, it is also
possible to have such type of reconstruction algorithm for the second modality proposed by
Nguyen and Truong, from the established closed inversion formula. This type of algorithms
have a huge advantage in front of the Chapman and Cary approach, which used the inversion
formula linking circular harmonic decomposition of object and data. In fact, it requires
computations of primitive integrals that are evaluated recursively. Nevertheless, some
disadvantages for these filtered back projection type algorithms are also to be mentioned.
First, this kind of algorithms requires a treatment of the data by parameterizing the circles
in a more theoretical way and by moving away the variables of the initial imaging problem.
We observed that this change of variables is responsible for a problem of missing data.
This is reflected in the presence of streak artefacts and deformation of some contours on
reconstructions. Second, the amount of required data should be overdetermined in front of
the number of pixels of the object to reconstruct.

It is also with this in mind that we wanted to study Webber’s modality. In fact, by exploiting
the translation invariance of the family of scanning arcs of circle, we proposed a relation
between the two-dimensional Fourier transforms of object and data. This formula led to a
reconstruction algorithm made of the three following steps: rearrangement of data, back-
projection on circles and filtering. Again, the proposed algorithm is more efficient than
the one from the Webber and Miller’s inverse formula since, in addition to having stability
problems, it implies recursive calculations of integrals. As before, we showed also that the
amount of data must be bigger than the number of pixels to reconstruct.

In absence of analytic inversion formula for CCST without collimation and the three-
dimensional extension of the fixed source rotating detector modality, we used Tikhonov
regularization method to perform reconstruction. We chose this regularization technique,
since this method provides good reconstructions results in the case of having a complete
amount of data. Tikhonov regularization offered us also extra advantages for the computation
of the forward operator in the case of the three-dimensional fixed source rotating detector,
as mentioned before. We found in our different simulations, its usual limitations, in terms of
edge preservation.
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However, the purpose of these simulations, whether derived from analytical formulas or
regularization methods, was to illustrate the theoretical result, and the ability of the proposed
modality to generate a complete data set needed for the final reconstruction. Thus, in all
the works carried out within the framework of this thesis, this objective has been achieved.
This type of reconstruction method is by no means a final reconstruction method that could
be used with a prototype. This point brings us directly to the perspectives of this work.

Perspectives of this work · On the theoretical level, a general question concerns the
admissible configurations for the source and the detector(s) leading to an invertible Radon
transform, but above all, to a modality able to provide a complete set of measurements.
This question is even more important in three dimensions, where we are looking for the
direct reconstruction of surfaces. In particular, this would also allow concluding about the
viability of CCST extensions in three dimensions. In the logical continuation of this work,
more particularly, it remains also to conclude about the invertibility of the Radon transform
associated with the CCST without collimators. Moreover, the proposition of an inversion
formulas leading to practicable reconstruction algorithms for the extensions of the fixed
source rotating detector modality and Webber’s modality in three dimensions are two open
problems.

The next question consists in going back over the general hypotheses formulated at the
beginning of this work – and common on the literature, for the mathematical tractability of
the Radon transform which models data. In fact, the next steps for such imaging systems
to emerge are necessary more oriented towards a modelling taking into account all realistic
effects.
The first practical consideration concerns the Compton effect. We know that Compton effect
is dominant in a wide range of middle-low energy. More precisions are nevertheless needed
to quantify the effects of the other physical effects during the radiation exposure.
Similarly, we considered only first-order Compton scattering. First-order scattered photons
certainly predominates, however, as shown in our Monte Carlo simulations, multiple scattering
can also occur. The consequences that multiple scattering (second order or higher) may
have on image quality are still unclear, and how to deal with is an open question. Even if
the lower probability and the random nature of such events suggests that noise reduction
strategies may be a good strategy, one can also model higher orders, and exploit them for
image reconstruction. Rigaud [98] adopted this point of view in a recent work and proposed
a first modelling for photons scattered twice inside matter.
Furthermore, attenuation and scattering should be considered in the forward model. Thus, it
will be of interest to study the corresponding attenuated Radon transforms on circle arcs (or
on toric surfaces in three dimensions). The problem becomes consequently more complicated
since, this implies the consideration of an integral transform on a circular manifold including
two integrals on two different linear paths. It involves also two different properties of the
object, that is, attenuation and electronic density. The mathematical tractability of such
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integral transforms still remains an open problem, and no exact solution is known at present.
A solution to this problem could come from the use of more physical -based models. This
would allow having models that more easily take into account the distribution of scattered
photons as a function of the scattering angle, attenuation in matter, with better noise profiles.

Finally, some practical aspects also deserve special attention. In fact, in a practical scenario,
real source and detector may have also huge consequences on the quality of reconstruction.
Since they have a finite dimension, blur can be expected at reconstruction. The energy
resolution is also non-ideal, and this feature may lead to uncertainties in the localization
of scattering sites. Even sensors are in permanent progress, a careful knowledge of them
and their performance will allow obtaining a more accurate modelling of the modality under
study.



A
Data acquisition model of CCST with realistic pa-
rameters

Synopsis In this appendix, we give a complete derivation for the modelling of data
acquisition with realistic parameters, following [99], from the emitted beam of photons to the
Radon transform modelling data acquisition. We perform also simulations of the proposed
Radon transform and compare them with Monte Carlo simulations.

A.1 General formulation of the number of photons collected
by a detector.

We consider a beam of photons emitted by a source at energy E0 that undergo scattering
with angle ω when they reach an electron. Then, scattered photons continue through its
path and some reach a detector Dk. Neglecting attenuation coefficients due to emission and
scattering phases of the photon trajectory, the number of photons dN collected by a detector
is given by the relation

dN = F dσc nedV, (A.1)

where F is the incident photon flux, nedV is the number of electrons in the small volume dV
and dσc is the differential Compton cross section. The distribution of photons with respect
to the scattering angle ω into a solid angle dΩ (see Fig. A.1) is given by the Klein-Nishina
differential cross section

dσc
dΩ

(E0, ω) =
r2

0

2

(
Eω
E0

)2(Eω
E0

+
E0

Eω
− sinω2

)
, (A.2)

where r0 = hcα/2πmec
2 is the classical electron radius with h the Plank constant, c the

speed of light, α the fine structure constant, me the electron mass and Eω the energy of the
photon after collision.

We now introduce in (A.1) the differential Compton cross-section per solid angle dσc/dΩ

dN = F
dσc
dΩ

ne dΩdV. (A.3)
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Figure A.1 – Solid angle in Compton effect.

A.2 Derivation of corresponding the Radon transform.

We scan planar cross-sectional maps of thickness ∆z, hence we can assume that the photon
flux and electronic density of the object are invariant along the z-direction. The incident
photon flux F can be expressed as

F (r, θ, z) =
s(θ)

r∆z
, (A.4)

where s(θ) stands for the angular density of emitted photons by the source. Substituting dV
by rdrdθ∆z and according to (A.4), the number of photons incoming from a scattering site
M of polar coordinates (r, θ) collected by D(rDk , θDk) is rewritten as

dN(r, θ, θDk) = s(θ)
dσc
dΩ

(E0, ω(r, θ, θDk))ne(r, θ) dΩdrdθ. (A.5)

Given a scattering angle ω, two scanning arcs A1 or A2 may correspond. For this demonstra-
tion, we group these two family into one, denoted A, introducing the variable β ∈]−π, π[\{0}.

A(ρ(β, θDk), φ(β, θDk)) : r = ρ(β, θDk) cos (θ − φ(β, θDk)), θ ∈ [θDk , θDk + β]. (A.6)

When β is positive, it describes the family A1, otherwise, it refers to A2.

Then, with the successive changes of variables from (r, θ, θDk) to (β, θ, θDk) and then
(Eβ, θ, θDk), we arrive to the following expression of the count rate

dN(Eβ, θ, θDk) =

S(θ)
dσc
dΩ

(E0, β)ne(r(Eβ, θ, θDk), θ)
E0

E2
β k sinβ

P | sin θDk sin(θ − θDk)|
sinβ2

dΩdEdθ (A.7)

Integrating dN(Eβ, θ, θDk) over θ, one can obtain I(Eβ, θDk), the intensity of photons at
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energy Eβ with a step ∆E collected by a detector D into the solid angle ∆Ω:

I(Eβ, θDk) =

∫ θDk+β

θDk−β
dN(Eβ, θ, θDk)

=

∫ θDk+β

θDk−β
S(θ)

dσc
dΩ

(E0, β)ne(r(Eβ, θ, θDk), θ)
E0

E2
β k sinβ

P | sin θDk sin(θ − θDk)|
sinβ2

∆Ω∆Edθ. (A.8)

Introducing the delta distribution, one has

I(Eβ, θDk) =

∫ θDk+β

θDk−β
S(θ)

∫ ∞
0

dσc
dΩ

(E0, β)ne(r, θ)
E0

E2
β k sinβ

P | sin θDk sin(θ − θDk)|
sinβ2

δ(r − ρ(β, θDk) cos(θ − φ(β, θDk)))∆Ω∆Edrdθ. (A.9)

Going back to scattering angle ω and introducing a weighting function q(r, θ;ω, θDk) as

q(r, θ;ω, θDk) = s(θ)
dσc
dΩ

(E0, ω)
E0

E2
ω k sinω

P | sin θDk sin(θ − θDk)|
sinω2

∆Ω∆E (A.10)

one gets

I(ω, θDk) =

∫ θDk

θDk−ω

∫ ∞
0

ne(r, θ)q(r, θ;−ω, θDk)δ(r−ρ(−ω, θDk) cos(θ−φ(−ω, θDk)))drdθ+∫ θDk+ω

θDk

∫ ∞
0

ne(r, θ)q(r, θ;ω, θDk)δ(r − ρ(ω, θDk) cos(θ − φ(ω, θDk)))drdθ (A.11)

Equation A.12 is the response obtained from detectors using CCST.

Finally, we use Dirac distribution to restrict the integration to the corresponding manifold
and I1 is written as a function of (θDk , ω) according

I1(θDk , ω) =
∑
i=1,2

(−1)i
∫ θDk+(−1)iω

θDk

∫ ∞
0

a1(E0; r, θ)ne(r, θ) q(θDk , ω; r, θ)

a2(θDk , Eω; r, θ) δ(r − ρi cos(θ − φi)) drdθ. (A.12)

Finally, one can obtain the expression of solid angle ∆Ω

∆Ω(r, θ;ω, θDk) =
a

4π

−−−→
MDk · −→n
||
−−−→
MDk||3

=
a

4π

sin (θ − φ(ω, θDk))

ρ(ω, θDk)2 cos(θ − θDk)2
, (A.13)

where a is the detector area and −→n the unitary normal vector to the considered detector.
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A.3 Numerical simulations

We perform in this section the numerical simulations of 3.9.

A.3.1 General framework

Object

As an example, we consider a simple object of size 10 × 10 cm made of circles of carbon
and aluminum. Its thickness is negligible. For simulations, the attenuation coefficients for
aluminum and carbon of photoelectric absorption and incoherent scattering are computed by
linear interpolation of ground truth data of NIST database [23]. See Figure A.2 and Table
A.1.

Setup of the CCST system

The object is placed inside a ring of diameter P = 20 cm containing K = 185 detectors of
arc length L = Lmax. This represents three detectors per unit length. We assume that we
use an isotropic and mono-energetic point-like source emitting photons of energy E0 = 300

keV. The energy resolution for detectors is set to ∆E = 1keV. See Figure A.2.

No. of circle Coordinates of the center Radius Component

x y (cm)

1 0 -10 5 Al

2 0 -10 4 C

3 1.5 -10 1 Al

Table A.1 – Parameters of the phantom used for the computation of the realistic simulations.

A.3.2 Simulation results and validation of the proposed measurement
model with Monte Carlo simulations

We performed then data acquisition discretizing the proposed model in equation (3.9) and
compared the results with Monte Carlo simulations. See Figure A.3. It was quite difficult
to find a colour map for suitable for these measurements, since scattered photons with an
energy close to E0 and E(π) are preponderant than others. This can be explained on one
hand by the probability of having photon with a small angle is higher and one the second
hand, even if back-scattered photons with a large ω is less probable, they will be recovered
by a small set of detectors (which are close to the source). We choose to make appear the
contours of the obtained data in order to see its shape. Even if the proposed modelling
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Figure A.2 – Setup of the system and the phantom. The source is represented by a red
star, and detectors are depicted alternatively in black and blue. The numbers 1, 2 and 3
refers to the number of the considered circle according to Table A.1

tends to overestimate the number of low scattering angle photons, we can observe the same
behaviour on both figures.

(a) (b)

Figure A.3 – (a) Acquisition data obtained from the expression of the generalized Radon
transform (3.9). Comparison with (b) acquisition data by Monte Carlo simulations.

With Monte Carlo simulations, we confirm also that first order scattering is predominant in
front of higher orders. Figure A.4a shows the result of data acquisition for all scattering
orders combined. Figure A.4b illustrates that second scattered photons is already less
predominant.

Then, suppose that we are in measure to separate perfectly photons incoming from one arc
to the other. From figure A.3a, this leads us to acquired data on two separated figures, see
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(a) (b)

Figure A.4 – Validation of the proposed model with Monte Carlo simulation results for (a)
all combined scattering orders and (b) second scattering order only.

Figure A.5.

(a) (b)

Figure A.5 – Rearrangement of acquired data if a perfect collimation at detector is
considered. (a) Acquisition data on A1. (b) Acquisition data on A2.

Furthermore, in the case where collimation is used, data can be rearranged according to the
variables (ρ, φ), see the result in Figure A.6a. We recognize the U-shape previously observed.
Compare the latter with acquire data acquisition assuming ideal theoretical conditions. The
consequences of realistic energy resolution are two-fold. First, there is an abrupt cut-off,
when ρ increases (equivalently, when energy values are close to E0) whereas we saw that
theoretical circle arcs having a infinite diameter give also information on the object and
prevent the presence of strong artifacts. In addition to few missing data caused by the
distance between detectors adjacent to the source in figure A.6b.

Finally, we observe also in these figures the consequences of attenuation in matter, i.e. the
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Radon transform is no longer linear.

(a) (b)

Figure A.6 – Comparison of (a) rearranged data according to variables (ρ, φ) and (b) data
acquisition results assuming the ideal theoretic conditions discussed in Section 3.5





B
Demonstration of the analytical inversion formula
for the Radon transform of half-lines introduced
in Chapter 4

Synopsis In this appendix, we derive the analytic inversion of Ra+

A f , the Radon trans-
form on half-lines located above the horizontal line admitting for equation y = a. The
demonstration of inversion for Ra−A f is completely analogue.

First, we reformulate equation (4.19) as follows

Ra+

A f(ξ, τ)√
1 + τ2

=

∫ ∞
a

dy f(ξ − yτ, y). (B.1)

Substituting f(x, y) by its representation in the Fourier domain f̃(x, y) as

f(x, y) =

∫
R2

dp dq e2iπ(px+qy)f̃(p, q), (B.2)

one gets

Ra+

A f(ξ, τ)√
1 + τ2

=

∫
R2

dp dq f̃(p, q)e2iπ pξ

∫ ∞
a

dye−2iπ y(pτ−q). (B.3)

Moreover, ∫ ∞
a

dye−2iπ y(pτ−q) =

∫ ∞
−∞

dyH+
a (y)e−2iπ y(pτ−q),

with H+
a (y) = H(y−a) with H is the Heaviside step function : H+

a (y) = 0, 5+0, 5·sign(y−a).
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Then, ∫ ∞
a

dye−2iπ y(pτ−q) =
1

2

∫ ∞
−∞

e−2iπ y(pτ−q) dy (B.4)

+
1

2

∫ ∞
−∞

sgn(y − a) e−2iπ y(pτ−q) dy

=
1

2

[
δ(pτ − q) +

e−2iπa(τp−q)

iπ (pτ − q)

]
.

Eq. (B.3) becomes

Ra+
f(ξ, τ)√

1 + τ2

=

∫
R2

dp dq f̃(p, q)e2iπ pξ · 1

2

[
δ(pτ − q) +

e−2iπa(τp−q)

iπ (pτ − q)

]
,

=
1

2

[∫
R
dpf̃(p, τp)e2iπpξ +

∫
R
dp dq

1

iπ

f̃(p, q)

pτ − q
e2iπpξ · e−2iπa(pτ−q)

]
.

Applying the Fourier transform on ξ on both sides of the equation, one gets

∫
R
dξ e−2iπξpRa

+
f(ξ, τ)√

1 + τ2
=

1

2

[
f̃(p, τp) +

1

iπ

∫
R
dq

1

iπ

f̃(p, q)

pτ − q
· e−2iπa(pτ−q)

]
(B.5)

Denoting

f̃(p, q) =

∫
R
dξe−2iπξqg(p, ξ), (B.6)

and considering the change of variables u = pτ − q, the second part of Eq. (B.5) can be
rewritten as ∫

R
dq
f̃(p, q)

pτ − q
e−2iπa(pτ−q) =

∫
R
dξ e2iπξpτg(p, τ)

∫
R
du

e2iπ(ξ−a)u

u

=

∫
R
dξ e2iπξpτg(p, τ) · iπsgn(ξ − a).

Thereby, ∫
R
dξ e−2iπξpRa

+
f(ξ, τ)√

1 + τ2
=

1

2

∫
R
dξ e−2iπξpτg(p, ξ)(1 + sgn(ξ − a)),

=

∫
R
dξ e−2iπξpτH+

a (ξ) g(p, ξ) (B.7)

=

∫ ∞
a

dξ e−2iπξpτ g(p, ξ). (B.8)
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For p ∈ R, multiplying Eq. (B.7), by :
∫
R d(τp)e2iπτpz, one gets

∫
R
d(τp)e2iπτpz

∫
R
dξ e−2iπξpRa

+
f(ξ, τ)√

1 + τ2
=

∫
R
d(τp)e2iπτpz

∫
R
dξ e−2iπξpτHa(ξ) g(p, ξ)

=

∫
R
dξ H+

a (ξ) g(p, ξ)

∫
R
d(τp) e2iπτp(z−ξ)

=

∫
R
dξ H+

a (ξ) g(p, ξ) δ(z − ξ) (B.9)

= H+
a (z) g(p, z). (B.10)

Then, ∀z > a,

g(p, z) = |p|
∫
R2

dτ dξ√
1 + τ2

e−2iπ(ξ−τz)pRa+
f(ξ, τ), (B.11)

and :
f̃(p, q) =

∫
R
dze−2iπzq|p|

∫
R2

dτ dξ√
1 + τ2

e−2iπ(ξ−τz)pRa+
f(ξ, τ). (B.12)

From Eq. (B.2), we can reconstruct f(x, y)

f(x, y) =

∫
R2

dp dq e2iπ(px+qy)

∫
R
dze−2iπzq|p|

∫
R2

dτ dξ√
1 + τ2

e−2iπ(ξ−τz)pRa+
f(ξ, τ). (B.13)

Integrating first on dq and then on dz with z > a, one can find that the result is non-zero if
and only if y > a. Then, one can obtain

f(x, y) = H+
a (y)

∫
R2

dτ dξ√
1 + τ2

Ra+
f(ξ, τ)

∫
R
|p| dp e−2iπ(ξ−τy−x)p. (B.14)

With the Fourier table, we have∫
R
|p| dp e−2iπ(ξ−τy−x)p =

−1

2π2

1

(ξ − τy − x)2
, (B.15)

hence:

f(x, y) =
−1

2π2
H+
a (y) p.v.

[∫
R2

dτ dξ√
1 + τ2

1

(ξ − τy − x)2
Ra+

f(ξ, τ)

]
. (B.16)

Finally, using partial integration on ξ, the reconstruction equation for an function f with
the Radon transform on half-lines Ra+

f is

f(x, y) =
1

2π2
H+
a (y) p.v.

{∫
R2

dτ dξ√
1 + τ2

1

(ξ − τy − x)

∂

∂ξ
Ra+

f(ξ, τ)

}
. (B.17)





C
Technical details in demonstration of (7.16) of
Chapter 7

Synopsis In this appendix, we provide some details of the demonstration of (7.16) of
Chapter 7. This result is achieved introducing consistency conditions, in terms of Cormack
sense.

C.1 Consistency conditions

We introduce consistency conditions [27, 10] in terms of Cormack sense in order to deduce a
closed formulation of (7.7), more suitable for numerical computation. Equation (7.7) can be
rewritten using the n-th order Tchebychev polynomial of the first kind Tn as

fn(r) =
1

π

d

dr

∫ r

R

T|n| (r/ρ)

ρ
√

(r/ρ)2 − 1

(RDf)n(ρ)

2 cos (n cos−1(R/ρ))
dρ, (C.1)

Using the following relationship between Tchebychev polynomials of the first kind Tn and
the second kind Un [27]

T|n| (r/ρ)√
(r/ρ)2 − 1

=

(
(r/ρ)−

√
(r/ρ)2 − 1

)|n|
√

(r/ρ)2 − 1
+ U|n|−1 (r/ρ) , (C.2)

and according to (7.13), (C.1) becomes

fn(r) =
1

π

d

dr


∫ r

R

(
(r/ρ)−

√
(r/ρ)2 − 1

)|n|
√

(r/ρ)2 − 1
Gn(ρ)

dρ

ρ
+

∫ r

R
U|n|−1 (r/ρ) Gn(ρ)

dρ

ρ

]
.

(C.3)

Furthermore, from (7.12), and changing the order of integration, one can obtain for n ∈ N?
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and k = n, n− 2, n− 4, ... > 0

∫ ∞
R

Gn(ρ)
dρ

ρk
= 2

∫ ∞
R

fn(r)

∫ ∞
r

cos
(
n cos−1 (r/ρ)

)√
1− (r/ρ)2

dρ

ρk
dr. (C.4)

With the change of variables ρ = r/ cos ν, the previous ρ-integral becomes∫ ∞
r

cos
(
n cos−1 (r/ρ)

)√
1− (r/ρ)2

dρ

ρk
= r−k+1

∫ π
2

0

cos (nν)

cos (ν)2−k dν. (C.5)

We arrive to an ν-integral whose result is given in [100]∫ π
2

0

cos (nν)

cos (ν)2−k dν =
π

(k − 1)2k−1

Γ(k)

Γ
(
k+n

2

)
Γ
(
k−n

2

) , (C.6)

where Γ refers to the gamma function. For n > 0 and denoting h(n) = Γ
(
k+n

2

)
Γ
(
k−n

2

)
,

one can remark that k = n, n − 2, n − 4 > 0 are poles of h. Since h is even, then k =

−n,−n− 2,−n− 4 < 0 for n < 0 are also poles of h. Consequently, one can conclude that
this integral vanishes [10], i.e., for n ∈ N? and k = n, n− 2, n− 4, ... > 0,∫ ∞

R

(RDf)n(ρ)

2 cos (nψ)

dρ

ρk
= 0. (C.7)

Furthermore, since Tchebychev polynomials of second kind U|n|−1(r/ρ) are a linear sum of
polynomials 1/ρk (see [100]), (C.7) leads to∫ ∞

R
U|n|−1

(
r

ρ

)
(RDf)n(ρ)

2 cos (nψ)
dρ = 0, n ∈ N?. (C.8)

C.2 Derivation of formula (7.16)

This section uses consistency conditions established in (C.8) to obtain the final closed-form
inversion formula (7.16). From (C.8), we deduce ∀r ∈ [R,+∞[,∫ r

R
U|n|−1

(
r

ρ

)
(RDf)n(ρ)

2 cos (nψ)
dρ = −

∫ ∞
r

U|n|−1

(
r

ρ

)
(RDf)n(ρ)

2 cos (nψ)
dρ. (C.9)

Consequently, using (C.9) and the relation between Tchebychev polynomials of the first and
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the second kind (C.2), we obtain

fn(r) =
1

π

d

dr


∫ r

R

(
(r/ρ)−

√
(r/ρ)2 − 1

)|n|
√

(r/ρ)2 − 1

(RDf)n(ρ)

2 cos (nψ)

dρ

ρ
−
∫ ∞
r

U|n|−1 (r/ρ)
(RDf)n(ρ)

2 cos (nψ)

dρ

ρ

 .
(C.10)

Then, with f and G the projections of circular harmonic components of Gn and fn in (C.10),
we obtain

f(r, θ) =
1

π

d

dr

∫ r

R

∫ 2π

0

1

2πρ

G(ρ, ϕ)√
(r/ρ)2 − 1

∞∑
−∞

(
(r/ρ)−

√
(r/ρ)2 − 1

)|n|
ein(θ−ϕ)dϕdρ−

∫ ∞
r

1

2πρ

∫ 2π

0
G(ρ, ϕ)

∞∑
−∞

U|n|−1 (r/ρ) ein(θ−ϕ)dϕdρ

]
. (C.11)

We need the two following lemmas to simplify (C.11).

Lemma C.2.1 ([10], Lemma 3.8). For 1 < ρ < r, we have

1 + 2
∞∑
n=1

(
r/ρ−

√
(r/ρ)2 − 1

)n
cos (n(θ − ϕ)) =

−
√

(r/ρ)2 − 1

cos (θ − ϕ)− (r/ρ)
(C.12)

Lemma C.2.2 ([10], Lemma 3.9). For 0 < r < ρ, we have

∑
n∈Z

U|n|−1 (r/ρ) ein(θ−ϕ) =
1

cos (θ − ϕ)− (r/ρ)
(C.13)

Hence, we obtain :

f(r, θ) =
1

2π2

∫ 2π

0

d

dr
p.v.

[∫ ∞
R

G(ρ, ϕ)

r − ρ cos (θ − ϕ)
dρ

]
dϕ. (C.14)

Then, (7.16) is obtained first inverting the order of the r−derivative and the ρ-integral and
then with the substitution u = ρ/r and the fact that G(ρ, ϕ) = 0 for ρ ∈ [0, R[.

Remark C.2.1. The intermediate result (C.10) is also an inversion formula based on
circular harmonic expansion. However, the proposed formulation (7.16) is more practical
for numerical reconstruction than (C.10). In fact, (C.10) can be numerically implemented
using a method similar to Chapman and Cary numerical approach [29], see for instance
[101]. Nevertheless, the technique requires the evaluation of Tchebychev functions in (C.10)
in terms of primitive integrals that are evaluated recursively. This implies either longer
computational time or more memory.





D
Summary table of the advantages and disadvan-
tages of the CST modalities proposed in the lit-
erature and during this thesis

In this appendix, we sum up the advantages and drawbacks of the CST modalities. The
modalities are presented in chronological order.
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