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## Résumé

Cette thèse porte sur un modèle géométrique de transformations mécaniques de milieux matériels possédant une micro-structure.
Ce type de matériaux est courant dans la nature. La modélisation du comportement de ces milieux est un vaste sujet qui englobe l'homogénéisation, les théories de milieux effectifs, ou encore les théories multi-échelles. Ces approches sont souvent efficaces en petites déformations mais des difficultés géométriques apparaissent pour des grandes déformations.
Une alternative consiste à interpréter le milieu continu comme une variété, dite matérielle, $\mathscr{M}$ fibrée sur une variété, dite spatiale, $\mathscr{B}$. Cette dernière est plongée dans l'espace ambiant euclidien. Dans ce cas, le type de variété illustre certaines caractéristiques du matériau. En mécanique des milieux continus, les variétés spatiales permettent de modéliser le comportement macroscopique de domaines matériels ; ici sa configuration est modélisée à travers le choix d'une connexion et d'une métrique sur la variété matérielle $\mathscr{M}$.
Nous ne considérons dans cette thèse que des défauts de type mécanique, c'est-à-dire provenant d'incohérence dans les placements et orientations des micro-éléments. Ce placement induit sur la variété matérielle une connexion et une métrique tirées en arrière des connexion et métrique de l'espace euclidien. Les défauts sont alors mesurés à travers la torsion, la courbure et la nonmétricité de la connexion. Le choix de la cinématique du plongement est donc un élément crucial pour la construction du modèle.
Dans ce texte plusieurs types de plongements seront abordés et chaque fois la variété matérielle induite sera étudiée et comparée aux modèles classiques ou plus modernes de la littérature. Il s'avère que si l'on considère le plongement d'une variété spatiale et de son espace tangent, la variété induite possède des caractéristiques d'une variété de Riemann-Cartan déjà exploitées pour l'étude des matériaux à défauts cristallins ou à dislocations. La connexion n'a pas de courbure mais possède une torsion qui s'interprète comme une densité de dislocations.

Une des contributions principales de cette thèse est d'introduire une nouvelle approche des transformations de matériaux micro-structurés. Les transformations sont définies sur l'espace tangent à la variété matérielle $T \mathscr{M}$. On construit ainsi une connexion et une métrique obtenues par tiré-en-arrière. Cette construction permet une grande liberté dans la description de la structure induite. Elle permet naturellement de distinguer les notions de connexion et de métrique à diverses échelles. Cela confère au modèle la possibilité d'avoir une interprétation physique des résultats.
La variété ainsi construite possède des propriétés très riches car elle possède une connexion munie de torsion et de courbure et la métrique n'est plus forcément compatible avec la connexion. L'ensemble de ces propriétés qui se distinguent d'une variété de Riemann classique permet de modéliser une large classe de défauts de microstructures. Les applications en mécanique des milieux continus sont larges : de la mécaniques des fluides à l'écrouissage en passant par la plasticité ; mais ces thèmes ne seront pas abordés dans cette thèse.

La seconde contribution majeure consiste en le choix de ce morphisme de fibré. Il est en effet obtenu en n'introduisant qu'une nouvelle quantité scalaire (un facteur d'échelle). Les autres
ingrédients (ou degrés de libertés du modèle) utilisés sont associés à la cinématique du microélément et existent de longue date dans d'autres modèles. On dispose donc d'une modélisation contrôlable par un nombre réduit de variables indépendantes ce qui permet une discussion exhaustive et rigoureuse. En particulier la notion de facteur d'échelle est relativement explicite à la lecture des résultats.

La troisième contribution de cette thèse est relative à la mise en pratique de ces modèles à travers des simulations numériques. Ces simulations permettent d'illustrer les propriétés microscopiques et macroscopiques du matériau après transformation. Les effets de ces connexions sont illustrés en simulant numériquement le transport parallèle de directeurs le long d'un chemin de longueur finie. Cela a permis d'interpréter macroscopiquement des phénomènes qui sont souvent illustrés sur des lacets infinitésimaux. Dans le cadre d'une modélisation multi-échelle, ces lacets infinitésimaux ne fournissent en effet qu'une information partielle (car ils sont relatifs par construction à des interprétations microscopiques). Afin d'élargir et de compléter ce type d'interprétation d'autres transports ont été élaborés afin de fournir des outils originaux aux mécaniciens : transport par roulement sans glissement, transport le long d'un circuit de Burger de dimension finie. L'ensemble de ces simulations permet une analyse exhaustive des propriétés du modèle sur des variables scalaires ou vectorielles, dont le support peut être macroscopique ou microscopique.

Ce texte est composé de cinq chapitres. Le premier chapitre décrit les types de défauts étudiés dans cette thèse et présente rapidement les différentes approches mises en place dans la littérature pour modéliser mathématiquement la présence de ces types de défauts dans un matériau. La plupart des travaux précédents utilisent des transformations multi-valuées ce qui crée des difficultés tant théoriques que lors de la mise en place d'une analyse numérique. Ces points faibles sont la motivation de ce travail visant à une description de ces phénomènes en utilisant des transformations uni-valuées.

Dans le second chapitre, nous examinons les matériaux soumis à des transformations du type:

$$
\begin{equation*}
\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}, \quad(X, V) \mapsto(\phi(X), \Psi(X) V) \tag{0.0.1}
\end{equation*}
$$

En général ces transformations vérifient $\Psi \neq D \phi$, ce qui correspond à une incompatibilité des placements des particules macroscopiques avec les placements des particules microscopiques créant des défauts dans le matériaux. Ce type de transformation permet une reformulation de la description donnée par Eringen des micro et macro-déformations en théorie micromorphique (ERINGEN, 1999). Le pull-back de la connexion de Levi-Civita et de la métrique euclidienne par $\Upsilon$ font de $\mathscr{B}$ une variété de Riemann-Cartan d'un type spécial appelé variété de Weitzenböck : la connexion n'a pas de courbure, est compatible à la métrique, seule la présence de torsion témoigne de la présence de défauts.
Dans le chapitre 4, nous présentons les concepts de variétés fibrés, de connexions de Ehresmann, de formes de soudure et de métriques de Sasaki ainsi que les notions de torsions et courbures généralisées pour ces objets. Nous traitons plus particulièrement le cas de microstructures linéaires "canoniques" : la macro-particule en $p \in \mathscr{B}$ est interprétée comme une portion microscopique de
matériau et modélisé mathématiquement par l'espace tangent $T_{p} \mathscr{B}$.
Le chapitre 5 se restreint au cas de microstructure linéaire canonique : $\mathscr{M}$ est $T \mathscr{B}$ et la forme de soudure est l'application identité. Dans un premier temps, nous autorisons notre matériau à subir des transformations non-linéaires à l'échelle microscopique, c'est-à-dire représentées par :

$$
\begin{equation*}
\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3} \quad(X, Y) \mapsto(\phi(X), \Psi(X, Y)) \tag{0.0.2}
\end{equation*}
$$

La connexion obtenue par tiré-en-arrière n'est plus linéaire et la métrique est remplacée par une métrique de Sasaki. Malheureusement ce type de transformation ne permettent pas de construire une connexion avec de la courbure. Afin de généraliser le raisonnement, l'idée a été d'introduire un modèle de matériaux dits "dimensionné" considérant que la matrice jacobienne de la transformation macroscopique $F=D \phi$ définie la déformation (transformation linéaire tangeante) d'un macro-élément $d V$ alors que $\Psi$ contrôle la déformation d'un micro-élément $\delta V$ à une sous échelle. Le type de transformation considérée est alors le suivant.
Considérons un vecteur $Y$ dans $T_{X} \mathscr{B}$ et un vecteur $Z$ à l'échelle microscopique, c'est-à-dire dans $V T_{X} \mathscr{B}$, nos transformations sont données par

$$
\begin{equation*}
\Upsilon^{v}: V T \mathscr{B} \rightarrow V T \mathbb{E}^{3}, \quad(X, Y, Z) \mapsto(\phi(X), F(X) Y, \Theta(X) Z) \tag{0.0.3}
\end{equation*}
$$

avec $\operatorname{det} F=D \phi>0$ et $\operatorname{det} \Theta>0$. Nous construisons une connexion de Ehresmann induite par une telle transformation en étendant $\Upsilon^{v}$ à l'espace total du double tangent i.e., en considérant $\Upsilon$ : $T T \mathscr{B} \rightarrow T T \mathbb{E}^{3}$ tel que

$$
\begin{equation*}
\Upsilon(X, Y, Z)=\Upsilon^{v}(X, Y, Z) \quad \forall(X, Y, Z) \in V T \mathscr{B} \tag{0.0.4}
\end{equation*}
$$

A priori, la forme de $\Upsilon: T T \mathscr{B} \rightarrow T T \mathbb{E}^{3}$ est

$$
(X, Y, Z) \mapsto(\phi(X), F(X) Y, \Omega(X, Y) Z)
$$

avec $X \in \mathscr{B}, Y \in T_{X} \mathscr{B}, Z \in T_{(X, Y)} T \mathscr{B}$. Par analogie avec la formule du gradient total d'une application $T \mathscr{B} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto(\phi(X), \Psi(X, Y))$, nous posons $\Omega$ de la forme suivante :

$$
\begin{equation*}
\Omega=F_{A}^{a} \partial_{a} \otimes d X^{A}+\Omega_{A}^{i} \partial_{i} \otimes d X^{A}+\Theta_{J}^{i} \partial_{i} \otimes d Y^{J} \tag{0.0.5}
\end{equation*}
$$

où le choix de $\Omega_{A}^{i}$ est a priori libre mais doit être spécifié pour définir totalement $\Upsilon$. Dans ce travail nous introduisons un facteur d'échelle $\zeta$ et posons

$$
\Omega_{A}^{i}(X, Y)=\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) Y^{I}
$$

où $0<\zeta \leq 1$ est un paramètre libre controllant les interactions d'échelles. Il peut être défini comme $\zeta=\ell / L$ où $L$ and $\ell$ sont les échelles macroscopiques et microscopiques caractéristiques. Ce modèle "dimensionné" décrit donc la cinématique à deux échelles à travers les quantités $F$ et $\Theta$ et deux métriques associées à chaque échelle sont obtenues: $\mathrm{G}_{A B}^{h}=F_{A}^{a} \mathrm{~g}_{a b} F_{B}^{b}$ et $\mathrm{G}_{I J}^{v}=\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j}$
respectivement. Le facteur d'échelle n'intervient pas à ce niveau mais à travers la connexion:

$$
\begin{equation*}
\Gamma_{A J}^{I}=\Theta_{i}^{I}\left((1-\zeta) \partial_{A} F_{J}^{i}+\zeta \partial_{A} \Theta_{J}^{i}\right) . \tag{0.0.6}
\end{equation*}
$$

et donc les tenseurs associés de torsion, courbure et non-métricité.
Cette dichotomie est illustrée par de nombreux exemples numériques. Ainsi dans la Figure 1 une illustration relativement standard est fournie. Cette illustration est obtenue en imposant un


Figure 1: Plongement dans l'espace ambiant de la variété matérielle. Ici la déformation macroscopique est nulle mais les micro-éléments ont subi un glissement non-uniforme.
déplacement nul $F=I$ mais un glissement non-uniforme des micro-éléments. Dans le modèle proposé cette describtion cinématique ne préfigure pas de la présence ou non de défauts (à savoir ici de dislocation). En effet la connexion n'est pas complètement déterminée par ces déformations locales mais dépend également du facteur $\zeta$ qui relie le deux échelles. En fonction du paramètre $\zeta$ la transformation $\Upsilon$ induit (par tiré en arrière) sur la variété $\mathscr{M}$ une torsion nulle ou non-triviale. La présence de torsion ou courbure n'est révélée que par intégration. Sur une courbe fermée définie sur un domaine macroscopique, plusieurs procédés d'intégration permettent d'exhiber ces indicateurs. Que cela soit par roulement sans-glissement ou par transport parallèle, la présence de torsion ou courbure apparait par la non-fermeture de la quantité intégrée. Cette approche permet de généraliser la notion de circuit de Burger sur un domaine macroscopique sous la forme d'une courbe intégrale dans un domaine matériel munie de torsion ou courbure.

Le modèle proposé permet d'interpréter les transformations de matériaux micro-structurés en controllant le lien entre les phénomènes à deux échelles distinctes. Ce modèle est basé sur une formulation géométrique qui est particulièrement dédiée aux grandes transformations et aux simulations numériques. Les applications à des matériaux réels nécessitent cependant des travaux supplémentaires qui sont listés en conclusion.

## Chapter 1

## Introduction

> "Write down all things we have and we want.
> Observe the same and different factors, break down the problems and take the simplest step first. It takes us further than we are."

DUONG Minh Duc (translated by NVH)

### 1.1 General introduction

A crystalline structure, in practice, always has a great number of defects. These may be chemical, electrical or structural involving foreign atoms. Most of physical properties of a medium, such as plasticity, melting, growth, etc., depend on crystalline structure defects. Accordingly, the study of defects becomes an essential research field. A comprehensive experimental and theoretical investigation of defects in crystals began in the 1930s ("Zur Theorie der Elastizitätsgrenze und der Festigkeit kristallinischer Körper"). It continues to be of interest until nowadays (Cordier et al., 2014). There are many different kinds of defects, that are classified depending on their space dimensionality. The simplest one is a point defect occurring if an atom is missing from its regular lattice site (vacancy), or there may be an excess atom (interstitial). Suppose a more extensive set of vacancies comes to lie side by side, forming an entire disc of missing atoms. The boundary line forms a line-like defect. Certainly, line-like defects can also arise in an opposite process of clustering of interstitial atoms. Line-like defects of this type are called dislocation lines. A dislocation line may also result from several discs of missing or excessive atoms stacked on top of each other. If many discs of missing or excess atoms come to lie close together, defects in such a case say a disclination (Kleinert, 2008). Dislocations and disclinations play a central discussion in this thesis.

The experiment process leading to all kinds of defects from an ideal crystal is the Volterra process (Volterra, 1907), in which layers of matter are cut from a perfect crystal, with a subsequent smooth rejoining of the cutting surfaces; for a shortcut, the sketch of the process is presented in Figure 1.6. In this context, dislocations are obtained by a (local) discontinuity translation from ideal crystalline to perturbed one, and hence dislocations are so-called translational defects; similarly disclinations are underlined as rotational defects.

One possible way to model a continuum with a large number of defects is to consider it in a continuum framework. The most promising approach, concerned by such a point of view, is to model a continuum with defects in the framework of differential geometry. Indeed, since the

1950s it has been noticed by several authors (Bilby, Bullough, and Smith, 1955; Kondo, 1955; Eshelby, 1956; Kröner, 1960; Nye, 1953) and others that the Riemann-Cartan (RC) manifolds exhibit some close relations to the continuum with defects, in which dislocations and disclinations densities are interpreted as torsion and curvature tensor, respectively, of a material connection. These seminal works have their roots in Cartan's approach (Cartan, 1922) where the author insists on the crucial interpretation of lack of closure of a parallelogram supported by a moving frame after a parallel transport along an infinitesimal loop. The paper was arisen from the Cosserat brothers who introduced a continuum model involving an independent field of rotation in addition to the standard displacement field (Cosserat and Cosserat, 1909).

The limitation of these theories is that even though these authors laid down the crucial interpretation of dislocations as the sources of torsion, none of them identified the geometric origin for the relevance of torsion and then curvature as well. From what is said above, it should be clear that the problem of determining the material connection and the metric as well is important for the theory of defects. Among them, Lee and his co-worker (Le and Stumpf, 1996a; Le and Stumpf, 1996c) starting with the ideas from Noll, 1967/68; Wang, 1967/68 and the multiplicative decomposition of the deformation gradient $\mathbb{F}=\mathbb{F}_{e} \mathbb{F}_{p}$ (which was initially proposed by (Bilby, Bullough, and Smith, 1955) and (Lee and Liu, 1967)), they obtained some relations between torsion of the crystal connection and the elastic and plastic deformation gradients. The material connection here is metric compatible, with torsion but vanishing curvature. Yavari and Goriely, 2012a was inspired by this approach and had introduced the slightly different method in which they identified the plastic deformation gradients as Cartan's moving frames to construct the appropriate material manifolds. In this seminal work, they demanded that the material manifold with an evolving connection (compatible with the metric) such that the frame field is everywhere parallel. Nevertheless, from a mathematical viewpoint, this requirement is not trivial.

Another popular approach consists in focusing on the discontinuity of scalar and vector fields (Rakotomanana, 1998) by invoking multivalued fields (Kleinert, 2008). Such approach is a microscopic alternative interpretation of the non-holonomy supported by geometrical quantities (scalar or tensorial) at a scale for which the material may be interpreted as a continuum (Rakotomanana, 2018). Even if this approach was inspired by elastoplastic transformation of crystals, its applications has a wider range including relativity and quantum mechanics (Kleinert, 2000; Katanaev, 2005). In this modeling, the global smooth transformation is replaced by a multivalued map, and hence the global coordinates transformation is replaced by a local ones $d x^{a}=\mathbf{e}_{A}^{a} d X^{A}$ where the triads $\mathbf{e}_{A}^{a}$ may be multivalued too. Such a map carries a flat space to spaces with curvature and torsion. The connection and metric are not induced by a smooth and single-valued transformation but the multivalued triads may cause some difficulties.

The aim of this thesis: From the foregoing, we aim to consist of mathematical modeling of material with defects, which is represented by the appropriated Rieman-Cartan (RC) manifold derived from a true transformation (single-valued map). Our idea is driven by the reformulation of the Eringen-Mindlin approach (Suhubi and Eringen, 1964; Mindlin, 1964) in terms of RC geometry. Even if it relates to the theories, but its root is to introduce an additional degree of freedom, for which macroscopic mapping is still diffeomorphism, whereas the additional field modifies the topology of the continuum at another scale, meaning that neighbours of microcells
are changed. Soon, we realize that the fiber geometry (Epstein, 2010; Epstein, 2014) is a satisfactory mathematical framework where these intuitive considerations, that are the microcontinuum field theories (Eringen, 1999; Mindlin, 1964) and RC approach, would fit naturally. By the way, it is reasonable to begin this thesis with the introduction of RC geometry and some applications in mechanics.

In this chapter, we remind a synthesis of some definitions on Riemann-Cartan geometry (RC manifold). A global overview on generalized continuous media for medium with distributions of defects is presented, too. Particular attention is addressed on models using mathematical supports associated with RC manifold: a development of the Cosserat continuum is presented and several more modern approaches to construct such a manifold are given. Finally, this chapter ends with a description of the objectives of this dissertation regarding previous works and mention the plan of the study.

### 1.2 Riemann-Cartan geometry

Riemann (1826-1866) aimed to introduce the notion of a manifold and its structures. The first is a Riemannian metric, a quadratic field that plays the role of a natural generalization of the inner product between two vectors in Euclidean space. The other is a connection what will then be called the Levi-Civita connection, which is derived from the metric. By definition, the associated torsion of the Levi-Civita connection is null. Briefly, the resulting geometry is Riemannian geometry. Later, Cartan (1869-1951) enriched Riemann's geometry by introducing a non-vanishing torsion. The connection is now independent of the metric. Riemannian geometry is renamed by Riemann-Cartan geometry regarding the contribution of Cartan.

In the present section, we will review the principal properties on Riemann-Cartan geometry. Readers can find more details on Nakahara, 2003; Epstein, 2010; Epstein, 2014; Choquet-Bruhat, DeWitt-Morette, and Dillard-Bleick, 1982; Rakotomanana, 2018 and references therein.

### 1.2.1 Affine connection and covariant derivative

Let $\mathscr{B}$ be an arbitrary manifold, we denote that $T \mathscr{B}$ is the tangent bundle space of the manifold, $T^{*} \mathscr{B}$ is its dual bundle space, and $\mathfrak{X}(\mathscr{B})$ is the set of vector fields on $\mathscr{B}$. On the manifold, two vectors defined at different points cannot be naively compared with each other. So far, there is no directional derivative acting on vector fields or more general tensors fields. Hence, one needs a tool, called a connection, which specifies how a vector is transported along a curve.

Definition 1.2.1 (Affine connection). A linear (affine) connection on $\mathscr{B}$ is an operation

$$
\begin{aligned}
\nabla: \mathfrak{X}(\mathscr{B}) \times \mathfrak{X}(\mathscr{B}) & \rightarrow \mathfrak{X}(\mathscr{B}) \\
(u, v) & \mapsto \nabla_{u} v
\end{aligned}
$$

which satisfies the following conditions,

$$
\begin{align*}
\nabla_{u}(v+w) & =\nabla_{u} v+\nabla_{u} w, & \nabla_{(f u)} v & =f \nabla_{u} v,  \tag{1.2.1}\\
\nabla_{u+v} w & =\nabla_{u} w+\nabla_{v} w, & \nabla_{u}(f v) & =u[f] v+f \nabla_{u} v,
\end{align*}
$$

where $f \in \mathscr{C}^{\infty}(\mathscr{B})$ and $u[f]$ is the directional derivative of $f$ along a vector field $u$. Employing $\left(x^{a}\right)$ as coordinates system on $\mathscr{B}$, we deduce that $u[f]=u^{a} \partial_{a} f^{1}$ and

$$
\begin{equation*}
\nabla_{\partial_{a}} \partial_{b}=\Gamma_{a b}^{c} \partial_{c}, \tag{1.2.2}
\end{equation*}
$$

where $\Gamma_{a b}^{c}$ are the connection coefficients or so-called Christoffel symbols and $\partial_{a}=\partial / \partial x^{a}$ is the natural base for the tangent bundle corresponding to coordinates $\left(x^{a}\right)$ (sometimes $e_{a}$ will be used instead of $\partial_{a}$ ). The connection coefficients specify how the basis vectors change from a point to its neighbor.

It is remarkable that the connection must not depend on the chosen coordinate. In practice, under a coordinate transformation $x^{a} \mapsto \tilde{x}^{j}=\tilde{x}^{j}\left(x^{a}\right)$, the connection coefficients transform as

$$
\begin{equation*}
\widetilde{\Gamma}_{i j}^{k}=\frac{\partial x^{b}}{\partial \tilde{x}^{i}} \frac{\partial x^{c}}{\partial \tilde{x}^{j}} \frac{\partial \tilde{x}^{k}}{\partial x^{a}} \Gamma_{b c}^{a}+\frac{\partial^{2} x^{a}}{\partial \tilde{x}^{i} \partial \tilde{x}^{j}} \frac{\partial \tilde{x}^{k}}{\partial x^{a}} . \tag{1.2.3}
\end{equation*}
$$

Hereafter, to verify that an object is an affine connection, we only need to confirm that it is a set of smooth functions satisfying this transformation rule (1.2.3).

Having the tool in hand that measures the variation of a vector from a point to its neighborhood, one may first extend this notion along any general curve on $\mathscr{B}$.
Definition 1.2.2 (Curves). Let $\sigma$ be a curve in $\mathscr{B}$ :

$$
\begin{align*}
\sigma:[0,1] & \rightarrow \mathscr{B}  \tag{1.2.4}\\
t & \mapsto \sigma(t)=\left(x^{a}(t)\right)
\end{align*}
$$

For such coordinate system, the velocity field of the curve $\dot{\sigma}(t)=u(t)$ is a vector field defined along this curve:

$$
u(t)=\frac{\mathrm{dx}^{\mathrm{a}}(\mathrm{t})}{\mathrm{dt}} \partial_{a}
$$

In particular, one may control the transport of a vector along a curve without changing or losing information. The following definition performs it. The one-to-one correspondence between the connection and parallel transport is pictorially given in Figure 1.1.
Definition 1.2.3 (Parallel transport). Let

$$
\begin{equation*}
\sigma:[0,1] \rightarrow \mathscr{B} t \mapsto \sigma(t)=\left(x^{a}(t)\right) \tag{1.2.5}
\end{equation*}
$$

be a curve in $\mathscr{B}$, its velocity field $u(t)=\dot{\sigma}(t)=\dot{x}^{a}(t) e_{a}$, and let v be a vector field defined (at least) along this curve. The vector field $v$ is said to be parallel transported along $\sigma$ if and only if it satisfies

$$
\begin{equation*}
\nabla_{u} v=0 \tag{1.2.6}
\end{equation*}
$$

[^0]In terms of the components, (1.2.6) reads as ((Nakahara, 2003))

$$
\begin{equation*}
\frac{\mathrm{d} v^{a}}{\mathrm{~d} t}+\Gamma_{b c}^{a} \frac{\mathrm{~d} x^{b}(\sigma(t))}{\mathrm{d} t} v^{c}=0 \tag{1.2.7}
\end{equation*}
$$



Figure 1.1: The relationship between the connection and parallel transport: The vector $u$ defines a path of length $\epsilon$. Let $v \|$ denote a vector $v_{p}$ "parallel transported" to $q$.

Since $\nabla_{u}$ has the meaning of a derivative, it is natural to define the covariant derivative of $f \in \mathscr{C}^{\infty}(\mathscr{B})$ by the ordinary directional derivative: $\nabla_{u} f=u[f]$. Furthermore, it can generalize the derivative of tensor fields on a manifold. In particular, the covariant derivative of a vector field $v$ and of a 1 -form field $\omega$ are respectively given by

$$
\begin{align*}
\nabla_{\partial_{b}}\left(v^{a} \partial_{a}\right) & =\left(\partial_{b} v^{a}+\Gamma_{b c}^{a} c^{c}\right) \partial_{a}  \tag{1.2.8}\\
\nabla_{\partial_{b}}\left(\omega_{a} d x^{a}\right) & =\left(\partial_{b} \omega_{a}-\Gamma_{b a}^{c} \omega_{c}\right) d x^{a} \tag{1.2.9}
\end{align*}
$$

One may write that $\nabla v=\nabla_{\partial_{b}}\left(v^{a} \partial_{a}\right) \otimes d x^{b}$ and $\nabla \omega=\nabla_{\partial_{b}}\left(\omega_{a} d x^{a}\right) \otimes d x^{b}$.
More generally, we can say that the covariant derivative of a type $(p, q)$ tensor is a type ( $p, q+1$ ) tensor as follows. We require that for any product of arbitrary tensors, we should have

$$
\begin{equation*}
\nabla\left(\mathrm{t}_{1} \otimes \mathrm{t}_{2}\right)=\nabla \mathrm{t}_{1} \otimes \mathrm{t}_{2}+\mathrm{t}_{1} \otimes \nabla \mathrm{t}_{2} . \tag{1.2.10}
\end{equation*}
$$

This allows us to define the components of the covariant derivative of any tensor field as

$$
\begin{align*}
\nabla_{\partial_{b}} \mathrm{t}_{1 \ldots . c_{q}}^{a_{1} . a_{p}}= & \partial_{b} \mathrm{t}_{c_{1} \ldots c_{q} . . a_{p}}^{a_{q}}+\Gamma_{b d}^{a} t_{c_{1} \ldots c_{q}}^{d . a_{p}}+\ldots+\Gamma_{b d}^{a} t_{c_{1} \ldots c_{q}}^{a_{1} . . d} \\
& -\Gamma_{b c_{1}}^{d} \mathrm{t}_{1 . . . c_{q}}^{a_{1} . a_{p}}-\ldots-\Gamma_{b c_{1}}^{d} \mathrm{t}_{c_{1} \ldots . . . a_{p}}^{a_{1}} . \tag{1.2.11}
\end{align*}
$$

### 1.2.2 Torsion and curvature

Now the manifold $\mathscr{B}$ is always supposed to be endowed with the affine connection $\nabla$. It must be emphasized that the connection is not a tensor, it cannot have an intrinsic geometrical meaning as a measure of how much a manifold is curved. Torsion and curvature tensors are introduced for that purpose (Nakahara, 2003).

Definition 1.2.4 (Torsion). Denote $[u, v]$ the Lie bracket of vector fields given by

$$
\begin{equation*}
[u, v]=\left(u^{a} \partial_{a} v^{b}-v^{a} \partial_{a} u^{b}\right) e_{b} \tag{1.2.12}
\end{equation*}
$$

The torsion tensor of the connection is a map

$$
\begin{align*}
\mathrm{T}: \mathfrak{X}(\mathscr{B}) \times \mathfrak{X}(\mathscr{B}) & \rightarrow \mathfrak{X}(\mathscr{B})  \tag{1.2.13}\\
(u, v) & \mapsto \mathrm{T}(u, v)=\nabla_{u} v-\nabla_{v} u-[u, v] .
\end{align*}
$$

This map satisfies the tensorial property. Then, we can write $\mathrm{T}=\mathrm{T}^{a}{ }_{b c} d x^{b} \otimes d x^{c} \otimes \partial_{a}$ with

$$
\begin{equation*}
\mathrm{T}_{b c}^{a}=\Gamma_{b c}^{a}-\Gamma_{c b}^{a} \tag{1.2.14}
\end{equation*}
$$

The tensor measures the failure of the closure of the parallelogram made up of the small displacement vectors and their parallel transports, a visual representation is formed in Figure 1.2.


Figure 1.2: Geometrical meaning of the the torsion tensor: Cartan parallelogram. Let $M$ be a point on the manifold $\mathscr{B}$, and $(M P)$ and $(M Q)$ be two sets of curves intersecting at $M$. Both $M P$ and $M Q$ are assumed infinitesimal and then constitutes two vectors of the tangent bundle $T_{M} \mathscr{B}$. Vectors $u$ and $v$ are the images of $M Q$ and $M P$ by parallel transport along $(M P)$ an $(M Q)$ respectively. The torsion measures the lack of closure of the parallelogram made up of infinitesimal vectors $M P$ and $M Q$ and their parallel transport $v$ and $u$ (Rakotomanana, 2018).

Definition 1.2.5 (Curvature). The curvature tensor is a map

$$
\begin{align*}
\mathrm{R}: \mathfrak{X}(\mathscr{B}) \times \mathfrak{X}(\mathscr{B}) \times \mathfrak{X}(\mathscr{B}) & \rightarrow \mathfrak{X}(\mathscr{B}) \\
(u, v, w) & \mapsto \mathrm{R}(u, v) w=\nabla_{u} \nabla_{v} w-\nabla_{v} \nabla_{u} w-\nabla_{[u, v]} w . \tag{1.2.15}
\end{align*}
$$

It is a tensor field of type $(1,3)$. Writing $\mathrm{R}=\mathrm{R}_{b c d} \partial_{a}$, with

$$
\begin{equation*}
\mathrm{R}_{b c d}^{a}=\partial_{c} \Gamma_{d b}^{a}-\partial_{d} \Gamma_{c b}^{a}+\Gamma_{c e}^{a} \Gamma_{d b}^{e}-\Gamma_{d e}^{a} \Gamma_{c b}^{e}, \quad \text { then } \quad \mathrm{R}_{b c d}^{a}=-\mathrm{R}_{b d c}^{a} . \tag{1.2.16}
\end{equation*}
$$

This tensor measures the difference between two vectors: an initial one and a final one obtained by parallel transport the initial vector along a loop, a pictorial representation is formed in Figure 1.3.


FIGURE 1.3: Geometrical meaning of the curvature tensor: It is natural to define $V$ parallel transported along a great circle if the angle $V$ makes with the great circle is kept fixed. If $V$ at $p$ is parallel transported along great circles $C$ and $C^{\prime}$, the resulting vector at $q$ points in opposite directions (Nakahara, 2003).

### 1.2.3 Metric tensor and metric-compatible connection

A manifold is a topological space that locally looks like Euclidean space. Calculus on a manifold is assured by the existence of smooth local coordinate systems. A structure - called a metric tensor - is a natural generalization to an arbitrary manifold of the inner product between two vectors in the Euclidean space. It is defined as follows.

Definition 1.2.6. A Riemannian metric g on the manifold is a type $(0,2)$ tensor field which satisfies the following axioms at each point $p \in \mathscr{B}$ and for $u, v \in T_{p} \mathscr{B}$ - a tangent bundle at the point $p \in \mathscr{B}$

- $\mathrm{g}_{p}(u, v)=\mathrm{g}_{p}(v, u)$
- $\mathrm{g}_{p}(u, u) \geq 0$, the equality holds if and only if $u=0$.

Locally, the tensor can be read in the coordinate system as

$$
\begin{equation*}
\mathrm{g}=\mathrm{g}_{a b}(x) d x^{a} \otimes d x^{b} \tag{1.2.17}
\end{equation*}
$$

Definition 1.2.7. On a manifold with a connection and a metric, $(\mathscr{B}, \nabla, \mathrm{g})$, the connection $\nabla$ is said metric-compatible if and only if

$$
\nabla \mathrm{g}=0
$$

In terms of coordinates, one gets

$$
\begin{equation*}
\nabla_{\partial_{c}} \mathrm{~g}_{a b}-\Gamma_{c a}^{d} \mathrm{~g}_{d b}-\Gamma_{c b}^{d} \mathrm{~g}_{d a}=0 \tag{1.2.18}
\end{equation*}
$$

Equivalently, the metric-compatible condition is $\nabla_{v} \mathrm{~g}(u, w)=0$ for arbitrary vector fields $u, v, w$ on $\mathscr{B}$. It can be read as

$$
\nabla_{v} \mathrm{~g}(u, w)=\mathrm{g}\left(u, \nabla_{v} w\right)+\mathrm{g}\left(\nabla_{v} u, w\right) .
$$

Theorem 1.2.8 (Levi-Civita connection). It can be shown that on any Riemannian manifold ( $\mathscr{B}, \mathrm{g}$ ), there is a unique linear connection that is compatible with g and is torsion-free. This connection is the

Levi-Civita connection and denoted $\bar{\nabla}$ (Nakahara, 2003) with the connection coefficients:

$$
\begin{equation*}
\mathrm{L}^{a}{ }_{b c}=\frac{1}{2} \mathrm{~g}^{a d}\left(\frac{\partial \mathrm{~g}_{c d}}{\partial x^{b}}+\frac{\partial \mathrm{g}_{d b}}{\partial x^{c}}-\frac{\partial \mathrm{g}_{c b}}{\partial x^{d}}\right) . \tag{1.2.19}
\end{equation*}
$$

For an arbitrary connection $\nabla$ satisfying metric-compatible condition, the connection coefficients can be decomposed by (Nakahara, 2003)

$$
\begin{equation*}
\Gamma_{b c}^{a}=\mathrm{L}^{a}{ }_{b c}+\mathrm{K}_{b c}^{a} . \tag{1.2.20}
\end{equation*}
$$

where the second term of right-hand side term of (1.2.20) is called contorsion, denoted by

$$
\begin{equation*}
\mathrm{K}_{b c}^{a}=\frac{1}{2}\left(\mathrm{~T}_{b c}^{a}+\mathrm{g}^{a d} \mathrm{~T}_{d c}^{e} \mathrm{~g}_{d b}+\mathrm{g}^{a d} \mathrm{~T}_{d b}^{e} \mathrm{~g}_{d c}\right) \tag{1.2.21}
\end{equation*}
$$

As a consequence, the curvature tensor R can be written in terms of curvature of the Levi-Civita connection $\bar{R}$ and the contorsion tensor $K$ as (Yavari and Goriely, 2012a)

$$
\begin{equation*}
\mathrm{R}_{a b c}^{\ell}=\overline{\mathrm{R}}_{a b c}^{\ell}+\bar{\nabla}_{\partial_{b}} \mathrm{~K}_{c a}^{\ell}-\bar{\nabla}_{\partial_{c}} \mathrm{~K}_{b a}^{\ell}+\mathrm{K}_{b s}^{\ell} \mathrm{K}_{c a}^{s}-\mathrm{K}_{c s}^{\ell} \mathrm{K}_{b a}^{s}{ }^{\prime} \tag{1.2.22}
\end{equation*}
$$

where the covariant derivatives of the contortion tensor are given with respect to the Levi-Civita connection $\bar{\nabla}$.

We last summarize the classification of manifold with connection and metric
Definition 1.2.9. If the manifold $\mathscr{B}$ endowed with connection $\nabla$, and a metric g , one gets

- If $\nabla \mathrm{g}=0 ; \mathrm{T}=0$ and $\mathrm{R}=0$, the manifold is a flat (Euclidean) manifold.
- If $\nabla \mathrm{g}=0 ; \mathrm{T} \neq 0$ and $\mathrm{R}=0,(\mathscr{B}, \nabla, \mathrm{~g})$ is a Weitzenböck manifold.
- If $\nabla \mathrm{g}=0 ; \mathrm{T} \neq 0$ and $\mathrm{R} \neq 0,(\mathscr{B}, \nabla, \mathrm{~g})$ is a Riemann-Cartan manifold.
- If $\nabla \mathrm{g} \neq 0,(\mathscr{B}, \nabla, \mathrm{~g})$ is sometimes (in mechanical litterature) called a Weyl manifold.

Remark 1.2.10. Trivial geometry of the Euclidean space:
Denote $\mathbb{E}^{n} n$-dimensional Euclidean space. It admits a natural Riemannian metric tensor (still denote g ) and a canonical affine connection $\gamma$, which is nothing else than the Levi-Civita connection of the metric. In particular, when Cartesian systems are used on $\mathbb{E}^{n}$, the metric coincides with Kronecker delta, i.e. $\mathrm{g}=\delta$ and the connection $\gamma$ vanishes identically.

### 1.3 Generalized material continuum

### 1.3.1 Transformation

Basically, a body $\mathscr{B}$ is a set of particles. The mean role of B is to label each material element $p$. In a physical configuration, each element $p \in \mathscr{B}$ is identified with the position $x$ in the space that it occupies. This space is usually called the ambient space and corresponds to this work to the Euclidean space $\mathbb{E}^{3}$. Such identification may define a notion of differential manifold $\mathscr{B}$. In this


FIgURE 1.4: Transformation of a continuum (Rakotomanana, 2018).
context, we may suppose that the material body is a three-dimensional differentiable manifold $\mathscr{B}$ with boundary such that there exists a global orientation-preserving diffeomorphism

$$
\begin{equation*}
\psi: \mathscr{B} \rightarrow \mathbb{E}^{3} . \tag{1.3.1}
\end{equation*}
$$

Such a map depends on time in general. The image of $\mathscr{B}$ is assumed to be a connected subset of the Euclidean space. In that sense, a configuration of the continuum is the pair $(\psi, \psi(\mathscr{B}))$ (Rakotomanana, 2018). Let us consider two configurations of the continuum matter: a so-called reference configuration $\left(\psi_{r}, \psi_{r}(\mathscr{B})\right)$ and a so-called current configuration $\left(\psi_{c}, \psi_{c}(\mathscr{B})\right)$. A transformation of the body concerning the reference state to the current state is a mapping $\mathbb{E}^{3} \rightarrow \mathbb{E}^{3}$ (see Figure 1.4)

$$
\begin{equation*}
\varphi=\psi_{c} \psi_{r}^{-1} . \tag{1.3.2}
\end{equation*}
$$

This description is the limits of Noll, 1967/68. In most studies, ones thinks of the body as an ideal initial state that is brought into a deformed final state. In other words, it assumes that $\mathscr{B}$ and $\psi_{r}(\mathscr{B})$ are merged. Hereafter, we call transformation and denote $\varphi$ for either (1.3.1) and (1.3.2).

Definition 1.3.1. Deformation gradient:
Let us consider a transformation $\psi: \mathscr{B} \rightarrow \mathbb{E}^{3}$. Most of studies of transformations are based on the local analysis on infinitesimal area located around $X \in \mathscr{B}$. As the small piece, the transformation of neighboring points surrounding $X$ can be represented by a linear mapping $F(X): T_{X} \mathscr{B} \rightarrow T_{\varphi(X)} \mathbb{E}^{3}$ which is called deformation gradient at $X$. Let $\left(X^{A}\right)$ and $\left(x^{a}\right)$ denote coordinate systems on $\mathscr{B}$ and $\mathbb{E}^{3}$, respectively. Then, the deformation gradient with respect to the coordinate bases is given by

$$
\begin{equation*}
F(X)=F_{A}^{a}(X) \partial_{a} \otimes d X^{A} \quad \text { with } \quad F_{A}^{a}(X)=\frac{\partial \varphi^{a}(X)}{\partial X^{A}} \tag{1.3.3}
\end{equation*}
$$

Sometimes, we denote $F=D \varphi$ or $F=\varphi_{*}$ or even $F=d \varphi$. Its inverse $F^{-1}=\varphi^{*}$ is given by $\varphi^{*}(x)=$ $F_{a}^{A} \partial_{A} \otimes d x^{a}$ satisfying the completeness relationships:

$$
\begin{equation*}
F_{A}^{a}(X) F_{a}^{B}(\varphi(X))=\delta_{A}^{B} \quad F_{A}^{a}(X) F_{b}^{A}(\varphi(X))=\delta_{b}^{a} \tag{1.3.4}
\end{equation*}
$$



FIGURE 1.5: Two connected material points $x$ and $x+d x$ along a material line. At a length scale $30 \mu m$, the metric alone is not sufficient for modeling the shape change due to relativistic motions of grains. Grain interfaces are source of dislocations during plastic flow of poly-crystalline solids. (Rakotomanana, 2018).

As an arbitrary manifold, $\mathscr{B}$ can be equipped with a connection $\nabla$ and a metric G . Technically, the transformation $\psi$ is used to carry the geometry of the Euclidean ambient space onto $\mathscr{B}$ to establish the connection and the metric. These quantities (expressed in the reference coordinates) contain all the relevant information to describe the states of the configuration, at least in the case of this study. More precise, the metric tensor provides a suitable tool for measuring angles and distances, whereas the connection specifies a way to identify an element to another in its neighbourhood. As a consequence, the structure of the medium can be characterized by the induced manifold $(\mathscr{B}, \nabla, \mathrm{G})$. As if $\varphi \in \mathscr{C}{ }^{\infty}$, the induced manifold is equivalent to the ambient Euclidean space $\mathbb{E}^{3}$ (Marsden and Hughes, 1994). Such a map captures a pure elastic solid.

Nevertheless, the smooth mapping does not capture a wide type of material, for instance, a defective continuum. Besides, the plastic behaviour of the solids also yields that such a transformation does not exist. The smooth transformation is again not sufficient for dealing with the evolution of a microstructure, see Figure 1.5.

To go further, some approaches have been introduced. With respect to the scope of this thesis, there is a considerable breakthrough dealing with a non-smooth and/or multivalued transformation rather than the previous smooth and single-valued one. Such a map - namely nonholonomic map - does not preserve the topology of the body (Kleinert, 2000). The method concerns such a map is known as the nonholonomic principle. We refer the reader to the books Kleinert, 2008; Rakotomanana, 2018 and references therein.

Following the nonholonomic principle, the material manifold $\mathscr{B}$ is then equipped with the metric and the connection (that is metric compatible) and may have both torsion and curvature. The nonholonomic mappings enable to exhibit the Volterra process (Volterra, 1907). This process is conducted as follows: to simplify the problem, let a hollow cylinder composed of an elastic material, then cut it, thereby destroying its multiple connectedness. Then take the two lips that the cut has separated, translate and rotate them against each other. Finally, after eventually removing superfluous or adding missing material, we weld the two planes together again. The
pictorial representation is given in Figure 1.6. The Volterra process, by construction, yields two different kinds of defects : dislocations or translational defects and disclinations or rotational defects (Kleinert, 2008; Puntigam and Soleng, 1997; Katanaev, 2005).

Employing such a nonholonomic mapping, different cases may occur: we first consider that the current configuration is defect-free in the sense that the mapping $\psi_{r}$ is a diffeomorphism ensuring that the reference configuration has zero torsion $\mathrm{T}_{r}=0$ and zero curvature $\mathrm{R}_{r}=0$. In such a case, if $\varphi$ is a diffeomorphism, the current configuration is defect-free too. Conversely, defects may appear during the transformation by meant of the non-zero torsion and/or curvature ( $\mathrm{T}_{r} \neq 0$ and $\mathrm{R}_{r} \neq 0$ ). Now, let us assume the reference configuration is not defect-free in the sense that $\psi_{r}$ is not a diffeomorphism, then the induced connection may have torsion and/or curvature. If the current configuration is prescribed by diffeomorphism $\varphi$, no additional defects are created, and hence $\mathrm{T}_{c}=\mathrm{T}_{r}$ and $\mathrm{R}_{c}=\mathrm{R}_{r}$; but if $\psi_{r}$ is not a diffeomorphism, the current configuration may not have the same internal defects as before, and hence $\mathrm{T}_{c} \neq \mathrm{T}_{r}$ and $\mathrm{R}_{c} \neq \mathrm{R}_{r}$.


Figure 1.6: The sketch of the Volterra process: (a): Reference cylinder with defect line $\xi_{0}$ and cut surface $S$. (b,c) Edge dislocations with Bürgers vector $\bar{b}$. (d) Screw dislocation. (e,f) Twist disclinations with Frank vector $\bar{\omega}$. (g) Wedge disclination (Cordier et al., 2014).

### 1.3.2 Defective medium

As far as we know, a description of dislocations and disclinations in terms of the differential geometry of manifolds has a long history. The connection between a continuum mechanics of solids with a distribution of defects and RC geometry follows from the fact that the dislocation density is equivalent to torsion of the differential geometric space that has been initiated by (Kondo, 1955;


FIGURE 1.7: Transmission electron microscopy (TEM) picture of dislocations in a steel (Cordier et al., 2014).

Bilby, Bullough, and Smith, 1955). A related idea has been developed to formulate disclinations in terms of the curvature tensor. It is attributed to (Kröner, 1960). Since the 1950s, there are numerous researchers on the connections between the mechanics of solids with distributed defects and (non-)Riemannian geometries, see for example Katanaev, 2005; Puntigam and Soleng, 1997.

Methodologically speaking, these theories were perhaps spurred by the realization that certain objects of differential geometry, already provided on a path, may give intuitively graspable pictures to generalize the presence of defects in the medium. In particular, a so-called Burger vector exhibiting the lack of closure of a Burgers' circuit enclosing an edge dislocation in two dimensions and the lack of commutativity of two vector fields in case of the presence of torsion (see Figure 1.8):


FIGURE 1.8: Burger circuit is considered as a discrete version of the Cartan parallelogram. The non closure of the path $A B C D E$ measures the number of defect inside the parallelogram. Only one defect (triangle) is represented here. The opening EA define the so-called Burgers vector (Rakotomanana, 2018).

More precisely, let $M$ be a point on the manifold $\mathscr{B}$ and $(M P)$ and $(M Q)$ two sets of curves intersecting at $M$. Both $M P$ (whose components $\left(d_{1} x^{a}(M)\right)$ ) and $M Q$ (whose components $\left.\left(d_{2} x^{a}(M)\right)\right)$ are assumed infinitesimal and then regarded as two vectors of the tangent bundle $T_{M} \mathscr{B}$. Vectors $u=d_{2} x^{a}(P) e_{a}$ and $v=d_{1} x^{a}(Q) e_{a}$ are the images of $M Q$ and $M P$ by parallel transport along $(M P)$ an (MQ) respectively (Figure 1.2):

$$
\begin{array}{r}
d_{2} x^{a}(P)=d_{2} x^{a}(M)-\Gamma_{b c}^{a} d_{2} x^{c} d_{1} x^{b} \\
d_{1} x^{a}(Q)=d_{1} x^{a}(M)-\Gamma_{b c}^{a} d_{1} x^{c} d_{2} x^{b} . \tag{1.3.5}
\end{array}
$$

Then, $\overrightarrow{M Q}+v$ and $\overrightarrow{M P}+u$ do not agree and the difference is

$$
\begin{equation*}
(\overrightarrow{M Q}+v)-(\overrightarrow{M P}+u)=\Gamma_{b c}^{a} d S^{b c}=\frac{1}{2}\left(\Gamma_{b c}^{a}-\Gamma_{c b}^{a}\right) d S^{b c}=\frac{1}{2} T^{a}{ }_{b c} d S^{b c} \tag{1.3.6}
\end{equation*}
$$

where $d S^{b c}=d_{1} x^{b} d_{2} x^{c}-d_{1} x^{c} d_{2} x^{b}$ has been identified as the surface area element. On the other hand, if we denote $d b^{e}$ a resulting Burgers vector of all dislocation which pierces through the area element, a dislocation density is then obtained by (Kröner, 1981)

$$
\begin{equation*}
d b^{e}=\frac{1}{2} \alpha^{e a} \epsilon_{a b c} d S^{b c} \tag{1.3.7}
\end{equation*}
$$

where the anti-symmetric tensor $\epsilon$ :

$$
\epsilon_{a m n}= \begin{cases}1 & \text { if }(a m n) \text { is an even permutation of (123) }  \tag{1.3.8}\\ -1 & \text { if }(a m n) \text { is an odd permutation of (123) } \\ 0 & \text { otherwise }\end{cases}
$$

Therefore, the identification of the dislocations density (1.3.7) and Cartan circuit (1.3.6) suggests that the dislocation density can be given by

$$
\begin{equation*}
\mathrm{T}_{b c}^{e}=\alpha^{e a} \epsilon_{a b c} \quad \alpha^{e a}=\frac{1}{2} \mathrm{~T}_{b c}^{e} \epsilon^{a b c} . \tag{1.3.9}
\end{equation*}
$$

In another way, the dislocation density can be exposed as

$$
\begin{equation*}
\Gamma_{b c}^{e}=\frac{1}{2} \alpha^{e a} \epsilon_{a b c} \quad \alpha^{e a}=\Gamma_{b c}^{e} \epsilon^{a b c} . \tag{1.3.10}
\end{equation*}
$$

If the connection is compatible with the metric g , then $\Gamma_{b c}^{e}=\mathrm{L}_{b c}^{e}+\mathrm{K}_{b c}^{e}$; and hence

$$
\begin{equation*}
\alpha^{e a}=\mathrm{K}_{b c}^{e} \epsilon^{a b c} . \tag{1.3.11}
\end{equation*}
$$

Since $\mathrm{K}_{b c}^{a}$ is antisymmetric the indices in $b, c$, it is useful to introduce a tensor of second rank $\kappa$, so-called Nye' contortion tensor, by

$$
\begin{equation*}
\kappa^{e c}=\frac{1}{2} \mathrm{~K}_{b d}^{e} \epsilon^{c b d} \quad \mathrm{~K}_{b c}^{e}=\kappa^{e a} \epsilon_{a b c} \tag{1.3.12}
\end{equation*}
$$

Inserting (1.3.12) into (1.3.11), one deduces

$$
\begin{equation*}
\alpha^{e a}=\kappa^{e d} \epsilon_{d b c} \epsilon^{a b c}=\kappa^{e a}-\delta_{e a} \kappa^{b b} . \tag{1.3.13}
\end{equation*}
$$

These equations are similar to Nye's equations of the classical dislocation mechanics (Nye, 1953). We also refer the survey papers Kröner, 1960; Kröner, 1981 for a more discussion.

A crucial observation as follows shows that the curvature tensor is a measurement of disclinations densities. If we parallel transport a vector at a given point along a loop or transport it to another point along two different curves, the resulting vectors at the end-point are generally
different Figure 1.3. We expect that this non-integrability of parallel transport characterizes the intrinsic notion of curvature. On the other hand, it was recognized that disclinations might be generated by cutting a section of matter out of an ideal medium. In this sense, the missing area line-like the properties of the curvature tensor. In conclusion, this identity defines a foundation of the differential geometrical statement of the defective continuum theory and says that the disclinations densities and the curvature torsion represent precisely the same phenomenon.

### 1.4 Cosserat continuum

### 1.4.1 Linear Cosserat continuum

In Cosserat and Cosserat, 1909, Cosserat brothers introduced a continuum model involving an independent field of infinitesimal rotation $\omega$ of the geometric structure (in the case of crystals: of the lattice structure) in addition to the standard (elastic) displacement field $u$. A crystalline body is a field of applications of the theory. Especially, one can easily illustrate dislocated crystals whose building blocks had indeed been made by rotations (which varies from one element to another) but by not translations. In Kröner, 1960, Kröner outlined the development of the Cosserat theory (in which an elastic distortion and a (lattice) structure field (see later) are generally not derived from the displacement and rotation fields). Follow the ideas developed by (Kondo, 1955) and (Bilby, Bullough, and Smith, 1955), the general theory was shown to be identical to a medium whose geometrical state is described by Riemann-Cartan geometry. Briefly, the Levi-Civita connection represents the elastic deformations, and a contortion represents the (lattic) structure field. In linear version, force field and torque field are identical with Einstein and torsion tensors, respectively (Kröner, 1981).

It is reasonable to make a presentation of the Cosserat continuum. The (static) linear continuum theory is represented as follows. The rotation angle can be replaced by the equivalent (axial) vector $\vec{\omega}$ where its components are given by

$$
\begin{equation*}
\omega_{a}=\frac{1}{2} \epsilon_{b c a} \omega_{b c} . \tag{1.4.1}
\end{equation*}
$$

Instead of displacements and rotations one can also use the elastic deformations and the structure fields. Indeed, the displacement field and rotation field uniquely define the elastic distortion tensor $\beta$ and the structure tensor $\xi$ (it is called Nye's curvature in the case of the lattice structure (Nye, 1953), it is described by RC geometry, torsion tensor (Kröner, 1960)) which are respectively defined by (Katanaev, 2005)

$$
\begin{align*}
\beta_{a b} & =\partial_{a} u_{b}-\omega_{a b}  \tag{1.4.2}\\
\xi_{a b} & =\partial_{a} \omega_{b} . \tag{1.4.3}
\end{align*}
$$

In the case of the crystal structure, the latter one implies that the lattice structure field (Nye's tensor) has precisely the characteristics that the Cosserats described. Let $\Xi$ be an internal energy
function of $\beta$ and $\xi$ :

$$
\begin{equation*}
\Xi(\beta, \xi) . \tag{1.4.4}
\end{equation*}
$$

We define an associated force stresses tensor $\sigma$ (this is an analogy to the stress that uses in elasticity theory) and a (Cosserat) torque-stresses tensor $\tau$ (these are defined as the torque that a surface element is endowed with when no rotations take place) by

$$
\begin{equation*}
\varsigma=\frac{\partial \Xi}{\partial \beta} \quad \tau=\frac{\partial \Xi}{\partial \xi} \tag{1.4.5}
\end{equation*}
$$

The linear (static) Cosserat medium is in equilibrium if the forces and the torques balanced at every point are valid in Eulerian notation: (a very nice introduction to the Cosserat continuum theory is supplied in the note of Kröner, 1960, see also (Katanaev, 2005))

$$
\begin{align*}
\partial_{b} \varsigma^{b a}+f^{a} & =0  \tag{1.4.6}\\
\epsilon_{b c}^{a} s^{b c}+\partial_{b} \tau^{b a}+m^{a} & =0 \tag{1.4.7}
\end{align*}
$$

where $f^{a}$ and $m^{a}$ mean the densities of external forces and torques. The stress tensor is symmetric if and only if the condition $\partial_{b} \tau^{b a}+m^{a}=0$ is satisfied. Consequently, the fundamental static systems reduces to the elasticity theory (Gonzalez and Stuart, 2008; Marsden and Hughes, 1994).

### 1.4.2 Generalization of Cosserat continuum

Inspired by the work's Cosserat brothers (Cosserat and Cosserat, 1909), Élie Cartan developed an extended continuum model based on the Riemann-Cartan manifold. It is endowed with not only a Riemannian metric (measuring the shape change) but also an affine connection $\nabla$, replacing the classical partial derivative operator " $\partial$ ", incorporating torsion and curvature (Cartan, 1922). Cartan published a series of articles Cartan, 1923; Cartan, 1924; Cartan, 1925 (English translation is in Cartan, 1986), where he presented a theory of generalized relativity in the framework of his formulation of affine geometry.

Following the same spirit, to generalize Navier equation with respect to the presence of defects in a medium (Futhazar, Le Marrec, and Rakotomanana, 2014) proposed that the reference state is modeled by a RC manifold in order to take into account the presence of defects. In their work, the authors focused on a small elastic perturbation superimposed on the medium. To simplify problem, the superimposed transformation is assumed to be a diffeomorphism. Hence, no additional defects are created. Therefore, the connection is a fixed parameter in the Lagrangian function, so that we do not consider its variation during the superimposed transformation. We employ the same conservation equations as in classical elasticity (Marsden and Hughes, 1994) but " $\partial$ " is replaced by the material connection $\nabla$ with respect to the defected reference state. Let $u, \varepsilon$, and $\sigma$ be respectively the superimposed displacement field, the small-strain tensor, and the (symmetric) stress tensor. Then, the conservation laws are (Rakotomanana, 1998):

- Mass conservation

$$
\begin{equation*}
\rho=\rho_{0} \operatorname{det}(\mathbf{e}) \tag{1.4.8}
\end{equation*}
$$

where $\rho_{0}$ is a mass density at the time $t=0$, and $\mathbf{e}$ is so-called triads that will be defined later in Section-1.5.2.2.

- Momentum conservation without external force:

$$
\begin{equation*}
\rho_{0} \partial_{t}^{2} u=\nabla \cdot \sigma \tag{1.4.9}
\end{equation*}
$$

Next, one assumes a linear Hooke's constitutive law for an homogeneous isotropic elastic medium to obtain

$$
\begin{equation*}
\sigma=\lambda \operatorname{Tr}(\varepsilon) \mathbb{I}+2 \mu \varepsilon \tag{1.4.10}
\end{equation*}
$$

with $\lambda$ and $\mu$ are Lamé constant coefficients, and $\mathbb{I}$ is the identity tensor. However, the two definitions of the strain $\varepsilon$ can be proposed with the help of the Levi-Civita connection $\bar{\nabla}$ and the material connection $\nabla$ (Futhazar, Le Marrec, and Rakotomanana, 2014):

$$
\begin{equation*}
\bar{\varepsilon}=\frac{1}{2}\left(\bar{\nabla} u+\bar{\nabla} u^{T}\right) \quad \text { and } \quad \varepsilon=\frac{1}{2}\left(\nabla u+\nabla u^{T}\right) \tag{1.4.11}
\end{equation*}
$$

The two different options are available: firstly, according to the RC geometry of the reference state, it seems more rigorous to use the covariant derivative with respect to the material connection for calculating the strain tensor, which illustrates how the continuum is locally modified. But on the other hand, we could suppose that the superimposed deformation is only sensible to the metric; hence, the influence of defects on the strain definition would be neglected: each infinitesimal volume is deformed without further restrictions due to the defected arrangement within matter.

These two options presented in Futhazar, Le Marrec, and Rakotomanana, 2014 show how physical considerations may be invoked in order to develop mechanical model based on RC geometry. In particular, the methodology is not unique and is subject of interesting debates (in this paper as in most of other works).

### 1.5 Overview on continuum theory of defects

Even if it has been shown that $R C$ manifolds can be used to describe a medium with distributions of defects, a crucial point still arises. Indeed, one need to construct a connection and metric of the manifold.

Before going into details of the proposed theory, let us briefly and critically review the classical linearized, non-linear dislocation mechanics and existing geometrical theories. This will help us to fix more clearly ideas and notations. It will help to see the parallel between the existing methods and at the end the approach proposed in this manuscript.

### 1.5.1 Classical dislocation mechanics

### 1.5.1.1 Linearized dislocation mechanics

Following the textbook we used, we use the previous notations for different objects in this subsection. We must be careful that they are not the same, even if they may reveal identical meanings.

We start with classical linearized dislocation mechanics. In the linearized setting, the total distortion can be additively decomposed into elastic and plastic parts (Kröner, 1960, English translation (Kröner, 1981))

$$
\begin{equation*}
\beta=\beta_{e}+\beta_{p} \tag{1.5.1}
\end{equation*}
$$

(Be careful that $\beta$ is distinct from (1.4.2)). The difference between the elastic and plastic distortions is a change in the internal state of the infinitesimal domain $d V$ (for instance, particles, atoms,...place inside the domain $d V$ ). The elastic distortion always means the same distortion of the domain and its internal state, whereas this is not the case with the corresponding plastic distortion $\beta_{p}$ in the sense of Kröner, 1981. The total distortion must be integrable:

$$
\begin{equation*}
\operatorname{curl} \beta=\epsilon_{a m n} \partial_{m} \beta_{b n}=0, \tag{1.5.2}
\end{equation*}
$$

implying that

$$
\begin{equation*}
\alpha=\operatorname{curl} \beta_{p}=-\operatorname{curl} \beta_{e} . \tag{1.5.3}
\end{equation*}
$$

Here, $\alpha$ is interpreted as a tensor of dislocation density. An immediate consequence of the definition of $\alpha$ is the equation

$$
\begin{equation*}
\operatorname{div} \alpha=\partial_{c} \alpha_{a b}=0 \tag{1.5.4}
\end{equation*}
$$

This equation shows that dislocations cannot end inside the medium. In addition, the vanishing of $\alpha$ implies that the existence elastic displacement $u$ such that $\beta_{e}=\nabla u$.

In the nineteenth century, St. Venant found that the elastic distortion can lead to a smooth $u$ if and only if the elastic strain

$$
\begin{equation*}
\varepsilon=\frac{1}{2}\left(\beta_{e}+\beta_{e}^{T}\right) \tag{1.5.5}
\end{equation*}
$$

satisfies the differential equations

$$
\begin{equation*}
\text { inc } \varepsilon=\nabla \times \varepsilon \times \nabla=0 \quad\left(-\epsilon_{c a m} \epsilon_{d b n} \partial_{b} \partial_{a} \varepsilon_{m n}=0\right) \tag{1.5.6}
\end{equation*}
$$

which is called compatibility condition. It suggests to introduce second order incompatibility law of the form

$$
\begin{equation*}
\eta=\operatorname{inc} \varepsilon . \tag{1.5.7}
\end{equation*}
$$

The incompatibility tensor $\eta$ measures the deviation from compatibility. Furthermore, its appearance or disappearance describes whether the body has internal stresses. Then, this tensor can be considered as the source tensor for a kind of internal stresses (Kröner, 1981).

The relation between the incompatibility tensor $\eta$ and the dislocation density tensor $\alpha$ is obtained as the following: the equation $\alpha=-\operatorname{curl} \beta_{e}$ can be rewritten in the following form

$$
\begin{equation*}
\epsilon_{a c d} \partial_{c} \omega_{d b}=-\epsilon_{a c d} \partial_{c} \varepsilon_{d b}-\alpha_{a b}, \tag{1.5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega=\frac{1}{2}\left(\beta_{e}-\beta_{e}^{T}\right) \tag{1.5.9}
\end{equation*}
$$

is the antisymmetric part of the elastic distortion tensor. It illustrates a rigid rotation of the volume element $d V$. The tensor can be replaced by the equivalent (axial) vector $\vec{\omega}$ where its components are given by

$$
\begin{equation*}
\omega_{a}=\frac{1}{2} \epsilon_{b c a} \omega_{b c} \quad \omega_{b c}=\epsilon_{b c a} \omega_{c} . \tag{1.5.10}
\end{equation*}
$$

Straightforward computations give

$$
\begin{equation*}
\partial_{b} \omega_{a}=\epsilon_{a c d} \partial_{c} \varepsilon_{d b}+\alpha_{a b}-\frac{1}{2} \alpha_{c c} \delta_{b a} \tag{1.5.11}
\end{equation*}
$$

it means that the lattice rotation is composed by the elastic strain and the distribution from the dislocations.

Now, we define Nye tensor $\kappa$

$$
\begin{equation*}
\kappa_{a b}=\alpha_{a b}-\frac{1}{2} \alpha_{c c} \delta_{a b} . \tag{1.5.12}
\end{equation*}
$$

It is identical to (1.3.13). Inserting the above equation into (1.5.10) and then applying the curl operation, one obtains (Kröner, 1960)

$$
\begin{equation*}
\text { inc } \varepsilon-\operatorname{curl} \mathcal{K}=0 \tag{1.5.13}
\end{equation*}
$$

As a consequence, we may find some examples of zero-stress dislocations distributions in the linearized setting (Head et al., 1993) or in geometric approach (Yavari and Goriely, 2012b).

### 1.5.1.2 Non-linear dislocation mechanics

A standard starting point in many theories of non-linear plasticity is to assume a decomposition $\mathbb{F}=\mathbb{F}_{e} \mathbb{F}_{p}$ (their coordinates expression follows in $F_{e}$ and $F_{p}$, respectively), which was initially proposed by Bilby, Bullough, and Smith, 1955 and Lee and Liu, 1967. Physically, $\mathbb{F}_{p}$ represents the plastic distortion due to the flow of defects through the material structure, whereas $\mathbb{F}_{e}$ is the local deformation due to the stretch and the rotation of the material structure. However, they are not defined as the gradients of a continuous one-to-one mapping. Using this decomposition, one can introduce an intermediate configuration as shown in Figure 1.9: $\mathbb{F}_{p}$ may be interpreted
as a local deformation from the initial configuration to the intermediate one, and $\mathbb{F}_{e}$ relates the intermediate state to the current state. As usual, it is assumed that the reference and the final deformed bodies are embedded in a Euclidean space.


Figure 1.9: Pictorial representation of Kröner-Lee-decomposition.
Let us consider an arbitrary circuit $c$ in the current configuration, Burger vector of dislocation is defined by Le and Stumpf, 1996b

$$
\begin{equation*}
\mathbf{b}^{\alpha}=-\oint_{c}\left(F_{e}^{-1}\right)_{b}^{\alpha} d x^{b} \tag{1.5.14}
\end{equation*}
$$

Here, it is assumed that $\left(x^{a}\right)$ and $\left(z^{\alpha}\right)$ are coordinates of current and intermediate configurations, respectively. Thanks to Stokes' theorem, one gets

$$
\begin{equation*}
\mathbf{b}^{\alpha}=\frac{1}{2} \int_{A}\left(\frac{\partial\left(F_{e}^{-1}\right)_{c}^{\alpha}}{\partial x^{b}}-\frac{\partial\left(F_{e}^{-1}\right)_{b}^{\alpha}}{\partial x^{c}}\right) d x^{b} \wedge d x^{c} \tag{1.5.15}
\end{equation*}
$$

where $A$ is a surface area surround by the circuit. For infinitesimal circuits, a Burger vector is given as a two-form

$$
\begin{equation*}
\mathbf{b}^{\alpha}=\frac{1}{2}\left(\frac{\partial\left(F_{e}^{-1}\right)_{c}^{\alpha}}{\partial x^{b}}-\frac{\partial\left(F_{e}^{-1}\right)_{b}^{\alpha}}{\partial x^{c}}\right) d x^{b} \wedge d x^{c} . \tag{1.5.16}
\end{equation*}
$$

The indices $\alpha$ in $\mathbf{b}^{\alpha}$ are used to describe the Burgers vector in the intermediate configuration. Equivalently, we can push this vector forward to the current configuration as

$$
\begin{equation*}
\mathbf{b}^{a}=\left(F_{e}\right)_{\alpha}^{a}\left(\frac{\partial\left(F_{e}^{-1}\right)_{b}^{\alpha}}{\partial x^{c}}-\frac{\partial\left(F_{e}^{-1}\right)_{c}^{\alpha}}{\partial x^{b}}\right) d x^{b} \wedge d x^{c} . \tag{1.5.17}
\end{equation*}
$$

It is the occasion to define the dislocation density tensor, or, in a differential-geometric interpretation, the torsion tensor $t$

$$
\begin{equation*}
\mathrm{t}^{a}{ }_{b c}=\left(F_{e}\right)_{\alpha}^{a}\left(\frac{\partial\left(F_{e}^{-1}\right)_{b}^{\alpha}}{\partial x^{c}}-\frac{\partial\left(F_{e}^{-1}\right)_{c}^{\alpha}}{\partial x^{b}}\right) . \tag{1.5.18}
\end{equation*}
$$

One can equivalently write the dislocation density tensor in terms referred to the initial configuration

$$
\begin{equation*}
\mathrm{T}_{B C}^{A}=\left(F_{p}^{-1}\right)_{\alpha}^{A}\left(\frac{\partial\left(F_{p}\right)_{B}^{\alpha}}{\partial X^{C}}-\frac{\partial\left(F_{p}\right)_{C}^{\alpha}}{\partial X^{B}}\right) . \tag{1.5.19}
\end{equation*}
$$

Here, $\left(X^{A}\right)$ is a chart respect to the initial configuration. Nevertheless, in this approach the coordinate on the intermediate configuration $\left(z^{\alpha}\right)$ is not explicit.

### 1.5.2 Geometric theories of defects

### 1.5.2.1 Dislocation mechanics and Cartan's moving frames

Mechanics of solids with distributed dislocations can be formulated as a classical non-linear elasticity problem (Yavari and Goriely, 2012b). The idea behind this theory is to define the appropriate material manifold by considering Lee-Kröner decomposition as a Cartan's moving frame. The same idea has been previously applied to the mechanics of growing solids (Yavari, 2010). More preciously, the authors showed that in multiplicative plasticity, one could combine the reference and intermediate configurations into a parallelizable material manifold (i.e. the manifold with connection has torsion but no curvature, this connection is metric compatible) by identifying the plastic part to Cartan's moving frames: let $\left(X^{A}\right)$ coordinates in the manifold $\mathscr{B}$, consider a moving frame defined by

$$
\begin{equation*}
e_{\alpha}=\left(F_{p}^{-1}\right)_{\alpha}^{A} \partial_{A} . \tag{1.5.20}
\end{equation*}
$$

We assume that this frame is orthogonal i.e. the metric tensor has a simple representation:

$$
\begin{equation*}
\mathrm{G}_{\alpha \beta}=\delta_{\alpha \beta} e^{\alpha} \otimes e^{\beta} \tag{1.5.21}
\end{equation*}
$$

Denote $e^{\alpha}$ the corresponding coframe of the frame $e_{\alpha}$. One requires that this frame is everywhere parallel, and hence back to the natural frame $\partial_{A}$ the connection has the form

$$
\begin{equation*}
\Gamma_{B C}^{A}=\left(F_{p}^{-1}\right)_{\alpha}^{A} \frac{\partial\left(F_{p}\right)_{C}^{\alpha}}{\partial X^{B}} . \tag{1.5.22}
\end{equation*}
$$

Accordingly, the torsion 2-form tensor is

$$
\begin{equation*}
\mathrm{T}_{B C}^{A}=\left(F_{p}^{-1}\right)_{\alpha}^{A}\left(\frac{\partial\left(F_{p}\right)_{C}^{\alpha}}{\partial X^{B}}-\frac{\partial\left(F_{p}\right)_{B}^{\alpha}}{\partial X^{C}}\right) d X^{B} \wedge d X^{C} . \tag{1.5.23}
\end{equation*}
$$

It is identical to (1.5.19).
The material metric is

$$
\begin{equation*}
\mathrm{G}_{A B}=\left(F_{p}^{-1}\right)_{A}^{\alpha}\left(F_{p}^{-1}\right)_{B}^{\beta} \delta_{\alpha \beta} . \tag{1.5.24}
\end{equation*}
$$

Note that by construction, the connection is metric-compatible, has torsion but vanishing curvature. The connection and the metric are, in general, time-dependent.

As the manifold is flat (zero curvature), one gets (see Yavari and Goriely, 2012b for details)

$$
\begin{equation*}
\operatorname{div} \alpha=0, \tag{1.5.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{A B}=\frac{1}{2} T_{C D}^{A} \epsilon^{B C D} \tag{1.5.26}
\end{equation*}
$$

is the dislocation density tensor.
Following this approach, the intermediate configuration is not necessarily needed. The important thing is that the reference material manifold is now described by a Weitzenböck manifold, which generally depends on time. At the same time, the authors constructed the material manifold for several examples of bodies with distributed dislocations and presented non-trivial examples of zero-stress dislocation distributions. Extension of this geometric approach to distributed disclinations is given in (Yavari and Goriely, 2013).

### 1.5.2.2 Nonholonomic principle

In this section, we show how the nonholonomic transformation changes the intrinsic geometry of matter. This new geometry is interpreted as a material manifold with defects (Kleinert, 2000; Kleinert, 2008). In this context, the continuum is assumed to be a differential manifold $\mathscr{B}$ undergoing a material transformation (a map from $\mathscr{B}$ into $\mathbb{E}^{3}$ ) $X \mapsto x$, which may be non-smooth and maybe a multivalued map (to simplify problem we assume $\left(x^{a}\right)$ is Cartesian). However, it is possible to map the points surrounding $X$ defined by the tangent vector $d X$ to $d x$ via an infinitesimal transformation thanks to triads $\mathbf{e}_{A}^{a}$ such that

$$
\begin{equation*}
d x^{a}=\mathbf{e}_{A}^{a} d X^{A} . \tag{1.5.27}
\end{equation*}
$$

Their reciprocal triads are introduced by

$$
\begin{equation*}
\mathbf{e}_{A}^{a} \mathbf{e}_{b}^{A}=\delta_{b}^{a} \quad \text { and } \quad \mathbf{e}_{A}^{a} \mathbf{e}_{a}^{B}=\delta_{A}^{B} . \tag{1.5.28}
\end{equation*}
$$

Remark 1.5.1. The notion of the triads $\boldsymbol{e}$ is sometimes introduced with other name (distortion field Peshkov and Romenski, 2016) or as micro-deformation field in the microcontinuum theories Mindlin, 1964; Eringen, 1999 or a Cartan's moving frame in geometrical model Yavari and Goriely, 2012a. It may be the support for analysis of static and dynamics of defects under name vielbein Katanaev, 2005.

It is therefore usual to define metric-components, as extension of the usual definitions

$$
\begin{equation*}
\mathrm{G}_{A B}=\mathrm{g}\left(\mathbf{e}_{A}^{a} e_{a}, \mathbf{e}_{B}^{b} e_{b}\right)=\mathbf{e}_{A}^{a} \mathrm{~g}_{a b} \mathbf{e}_{B}^{b}, \tag{1.5.29}
\end{equation*}
$$

where $g$ is the metric tensor of the Euclidean space $\mathbb{E}^{3}$.
On the other hand, we can differentiate the vector base, and implicitly define an affine connection coefficients

$$
\begin{equation*}
\nabla_{B} e_{C}=\frac{\partial e_{C}}{\partial X^{B}}=\frac{\partial \mathbf{e}_{C}^{c}}{\partial X^{B}} e_{c}=\mathbf{e}_{c}^{A} \frac{\partial \mathbf{e}_{C}^{C}}{\partial X^{B}} e_{A}:=\Gamma_{B C}^{A} e_{A} \tag{1.5.30}
\end{equation*}
$$

The connection may have both torsion and curvature. Furthermore, the multivalued triads form parallel fields implying that the induced metric is also a parallel tensor in the sense that

$$
\begin{equation*}
\nabla_{A}\left(\mathbf{e}_{B}^{b} d X^{B}\right)=\left(\frac{\partial \mathbf{e}_{B}^{b}}{\partial X^{A}}-\Gamma_{A B}^{C} \mathbf{e}_{C}^{b}\right) d X^{B}=\left(\frac{\partial \mathbf{e}_{B}^{b}}{\partial X^{A}}-\mathbf{e}_{c}^{C} \frac{\partial \mathbf{e}_{B}^{c}}{\partial X^{A}} \mathbf{e}_{C}^{b}\right) d X^{B}=0 \tag{1.5.31}
\end{equation*}
$$

Consequently, the induced metric is also a parallel tensor

$$
\begin{equation*}
\nabla_{A} \mathrm{G}=\nabla_{A}\left(\mathrm{~g}_{b c} \mathbf{e}_{B}^{b} d X^{B} \otimes \mathbf{e}_{C}^{c} d X^{C}\right)=\mathrm{g}_{b c} \nabla_{A}\left(\mathbf{e}_{B}^{b} d X^{B}\right) \otimes \mathbf{e}_{C}^{c} d X^{C}+\mathrm{g}_{b c} \mathbf{e}_{B}^{b} d X^{B} \otimes \nabla_{A}\left(\mathbf{e}_{C}^{c} d X^{C}\right)=0 \tag{1.5.32}
\end{equation*}
$$

However, the connection and metric are, in general, also multivalued. It could cause difficulties in performing consistent length measuring and parallel transport. To overcome this difficulty, one has to require that the induced connection and the induced metric are smooth and singlevalued. The multivalued fields are driven by mathematical requirements and physical motivations, for instance used to describe magnetic monopoly (Kleinert, 1990; Kleinert, 1992; Kleinert, 2000) and many other systems also described by multivalued fields (Kleinert, 1989; Kleinert, 2008). In addition, even if multi-valuation of some fields may introduce some difficulties, numerical simulations can be performed and lead to applications in solid and fluid mechanics (Dumbser, Peshkov, and Romenski, 2018).

As the construction, several cases may occur, it permits us to highlight the role of torsion and curvature tensors on the classification of continuum transformation:

## Holonomic transformation:

If the mapping $X \mapsto x$ is smooth and single-valued, the triads are usually the deformation gradient of the map with

$$
\begin{equation*}
\mathbf{e}_{A}^{a}=\frac{\partial x^{a}}{\partial X^{A}} \tag{1.5.33}
\end{equation*}
$$

Since the transformation is smooth and single valued, it is integrable i.e. its second derivative commutes

$$
\begin{equation*}
\frac{\partial \mathbf{e}_{A}^{a}}{\partial X^{B}}-\frac{\partial \mathbf{e}_{B}^{a}}{\partial X^{A}}=\frac{\partial^{2} x^{a}}{\partial X^{A} \partial X^{B}}-\frac{\partial^{2} x^{a}}{\partial X^{B} \partial X^{A}}=0 \tag{1.5.34}
\end{equation*}
$$

Then it is straightforward to check that the torsion is equal to zero undergoing an holonomic transformation:

$$
\begin{equation*}
\mathrm{T}_{B C}^{A}=\mathbf{e}_{a}^{A}\left(\frac{\partial \mathbf{e}_{C}^{a}}{\partial X^{B}}-\frac{\partial \mathbf{e}_{B}^{a}}{\partial X^{C}}\right)=0 . \tag{1.5.35}
\end{equation*}
$$

## Nonholonomic transformation and torsion:

If $\mathbf{e}$ is single-valued but they are not the deformation gradient in the case of the mapping $X \mapsto x$ is smooth and / or not single-valued, in such a case (1.5.34) is not satisfied showing that the torsion tensor is not equal to zero for such a nonholonomic transformation, the induced manifold is a Weitzenböck manifold. This transformation captures translational dislocations of Volterra.

Typical examples of torsion corresponding to edge dislocations are generated by a Volterra process in which a layer of atoms is added or removed Figure 1.10, is given by (Kleinert, 2000)

$$
\left\{\begin{array}{l}
d x^{1}=d X^{1}  \tag{1.5.36}\\
d x^{2}=d X^{2}+b\left(\frac{\partial}{\partial X^{A}} \arctan \frac{X^{2}}{X^{1}}\right) d X^{A} .
\end{array}\right.
$$

The only non-zero component of torsion is $\mathrm{T}^{2}{ }_{12}(X)=\frac{b}{2} \delta^{(2)}(X)$ where $\delta^{(2)}$ is a Dirac distribution.


Figure 1.10: Here, the letter $q$ is used to replace $X$. Edge dislocation associated with a missing semi-infinite plane of atoms are created by the multivalued mapping from the ideal (Kleinert, 2000; Kleinert, 2008).

## Nonholonomic transformation and curvature:

It is known that the preceding mapping is not sufficient to describe all topological defects. To go further, we must also add the multivaluedness of the triads. As a consequence, (1.5.34) is still not satisfied. Furthermore, the multivaluedness of the triads lead its second-order derivatives do not commute yielding that the curvature tensor is not equal to zero (Rakotomanana, 2018)

$$
\begin{equation*}
\frac{\partial}{\partial X^{A}}\left(\frac{\partial e_{C}}{\partial X^{B}}\right)-\frac{\partial}{\partial X^{B}}\left(\frac{\partial e_{C}}{\partial X^{A}}\right)=\frac{\partial}{\partial X^{A}}\left(\Gamma_{B C}^{D} e_{D}\right)-\frac{\partial}{\partial X^{B}}\left(\Gamma_{A C}^{D} e_{D}\right)=\mathrm{R}_{A B C}^{D} e_{D} \neq 0 . \tag{1.5.37}
\end{equation*}
$$

We can also calculate the curvature in terms of the triads to give

$$
\begin{equation*}
\mathrm{R}_{A B C}^{D} e_{D}=\mathbf{e}_{a}^{D}\left(\frac{\partial^{2} \mathbf{e}_{C}^{a}}{\partial X^{A} \partial X^{B}}-\frac{\partial^{2} \mathbf{e}_{C}^{a}}{\partial X^{A} \partial X^{B}}\right) \neq 0 . \tag{1.5.38}
\end{equation*}
$$

Such a transformation may be related to the process of rotational dislocations or some plastic deformations of matter. A typical example corresponds to an edge disclinations is associated with an infinitesimal section of angle $\Omega$ adding in an ideal atomic array Figure 1.11, is defined (Kleinert, 2000; Kleinert, 2008)

$$
\begin{equation*}
x^{a}=\delta_{A}^{a}\left(X^{A}-\frac{\Omega}{2 \pi} \epsilon_{B}^{A} X^{B} \arctan \frac{X^{2}}{X^{1}}\right) . \tag{1.5.39}
\end{equation*}
$$

Here, we remind that

$$
\epsilon_{B}^{A}= \begin{cases}1 & \text { if }(A, B)=(1,2) \\ -1 & \text { if }(A, B)=(2,1) \\ 0 & \text { if } A=B\end{cases}
$$

The only non-zero component of curvature is $\mathrm{R}^{1}{ }_{212}(X)=\Omega \delta^{(2)}(X)$.


FIGURE 1.11: Edge disclination associated with an adding semi-infinite section of atoms of angle $\Omega$ is formulated by the nonholonomic mapping (Kleinert, 2000; Kleinert, 2008).

### 1.5.2.3 Spin connection

As it has been underlined just before, connection having both torsion and curvature cannot be obtained with single-valued triads. Another method consists in introducing an additional field

$$
\begin{equation*}
\omega_{B a}^{c}=S_{C}^{c} \partial_{B}\left(S^{-1}\right)_{a}^{C}, \tag{1.5.40}
\end{equation*}
$$

where $S$ is the rotation matrix, to give a connection (Obukhov, Ponomariev, and Zhytnikov, 1989; Rakotomanana, 2018) by solving the relation (Katanaev, 2005)

$$
\begin{equation*}
\nabla_{B} \mathbf{e}_{C}^{c}=\partial_{B} \mathbf{e}_{C}^{c}-\Gamma_{B C}^{A} \mathbf{e}_{A}^{c}+\mathbf{e}_{C}^{a} \omega_{B a}^{c}=0 . \tag{1.5.41}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\Gamma_{B C}^{A}=\mathbf{e}_{c}^{A} \partial_{B} \mathbf{e}_{C}^{c}+\mathbf{e}_{c}^{A} \omega_{B a}^{c} \mathbf{e}_{C}^{a}, \tag{1.5.42}
\end{equation*}
$$

where the first term reduces to the Weitzenböck connection with non-zero torsion but zero curvature. The second term $\mathbf{e}_{c}^{A} \omega_{B a}^{c} \mathbf{e}_{C}^{a}$ has a role of spin connection, with possibly non-zero torsion and/or non-zero curvature. Such a connection is also metric compatible.

### 1.6 Contribution of this thesis

### 1.6.1 Motivation: a reformulation of Eringen's description

Following the paradigm of Cosserat's brothers, the attention is mainly paid to new degree of freedom illustrating the versatility of microstructured media. In terms of physical picture, a material body may be envisioned as a collection of a huge number of small elements containing a large number of small particles that contribute to the macroscopic behavior of the body. Mathematically, material particles are assumed to be geometric objects (point, vector) that possess physical and mathematical properties i.e. mass, charge, deformable directors. The paradigm of such a continuum model accounting for microstructure effect is the micromorphic medium introduced by Suhubi and Eringen, 1964 and Mindlin, 1964 in 1964. Nowadays, the size effects involved in a natural way in this model have received more and more attention both in statics (Polizzotto, 2013; Forest, 2009; Grammenoudis and Tsakmakis, 2009) and dynamics (Ghiba et al., 2015; Madeo et al., 2015; Madeo et al., 2018).


Figure 1.12: Deformation of a microelement.
In the micromorphic theory (Eringen, 1999), a material point $P=(X, V) \in T \mathscr{B}$ is characterized by its center of mass $C$ (with coordinates $\left(X^{A}\right)$ ) and vector $V$ attached to $C$. Deformation
carries $P$ to $p=(x, v) \in T \mathbb{E}^{3}$ in the current state is described by

$$
\begin{align*}
& X \mapsto x=\phi(X), \\
& V \mapsto v=\Psi(X) V \tag{1.6.1}
\end{align*}
$$

where $\operatorname{det} F>0$ and $\operatorname{det} \Psi>0$. A pictorial interpretation is given in Figure 1.12.
It has been recognized that the evolution of the internal state is the cause of defects in a medium (Kröner, 1981). However, up to the present no connection and metric have been defined, which means the absence of a geometrical approach related to the micromorphic theories. One of the contributions of this thesis is to fulfil this gap.

Next, we see that even if metric (tensor) and connection are already defined on the manifold $\mathscr{B}$, they actually act on the tangent bundle $T \mathscr{B}$. This suggests that the microcontinuum is then represented by the tangent bundle $T \mathscr{B}$. The material transformation is now a mapping $\Upsilon$ : $T \mathscr{B} \rightarrow T E^{3}$. Such a map enriches the continuum by an induced geometry pull-backed from the ambient space. The typical example is the transformation (1.6.1):

$$
\begin{equation*}
\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}, \quad(X, V) \mapsto(\phi(X), \Psi(X) V) \tag{1.6.2}
\end{equation*}
$$

where $\Upsilon$ is smooth and has an smooth inverse, and preserves orientation, and in general $\Psi \neq D \phi$.
Using $\Upsilon$ the pull-back of the Levi-Civita connection and the Euclidean metric endow $\mathscr{B}$ with a special type of Riemann-Cartan geometry called Weitzenböck manifold: the connection can have torsion but no curvature. The connection coefficients are exactly the so-called wryness tensor introduced by (Eringen, 1999).

### 1.6.2 Non scale material modeling: non-linear transformation

Nevertheless, the Weitzenböck manifolds are not suitable to describe all kind of defects since it requires that the connection has both torsion and curvature. A large class of defects can be modelized using connections, this is done by using multivalued triad and multivalued maps in order to encompass disclinations. However, the multivalued fields may cause some difficulties to handle (see Subsection-1.5.2.2).

To overcome this difficulty, several ideas will be proposed: we firstly recognize that fiber bundle manifolds suffice to mention that each point on the base manifold can be considered endowed with additional degrees-of-freedom or internal states, the tangent bundle is the typical example of fiber bundle. In this sense, a microstructured material is modeled by a fiber bundle $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$, the typical example means $\mathscr{M}=T \mathscr{B}$. As an arbitrary fiber bundle manifold, $\mathscr{M}$ can be equipped with a connection-namely Ehresmann connection $N$ and metric tensor $G$ of Sasaki form, in general, these geometric objects and derived quantities (torsion, curvature) may not only depend on position, but also on the internal state. If the bundle is endowed with a connection and a metric, it says fiber geometry (Epstein, 2010; Epstein, 2014; Nakahara, 2003). This extends the Riemann-Cartan geometry for which (relative) position of material points controls all geometric objects. It encompasses various geometries among Euclidean, Riemannian, Weitzenböck, Weyl manifolds (however, the concepts of fiber geometry are out of the scope of Chapter-1, we refer the reader to Chapter-4 for more details). As usual, the connection and the metric are induced
from the Euclidean space by a smooth transformation represented by a fiber morphism from the bundle $\mathscr{M}$ to Euclidean space.

Hereafter, we restrict ourselves to the linear microstructure case when $\mathscr{M}$ is isomorphic to $T \mathscr{B}$ (to simplify problem $\mathscr{M}=T \mathscr{B}$ ). Even so, the following methodology may be valid for general cases. Our first idea was to allow non linear transformations of microelements. Such a material transformation is represented by

$$
\begin{equation*}
\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}, \quad(X, Y) \mapsto(\phi(X), \Psi(X, Y)) . \tag{1.6.3}
\end{equation*}
$$

The connection obtained by pull-back is no longer linear connection and the metric should be replaced by a Sasaki metric. Unfortunately, we proved that even if such connection may have torsion, they never get curvature.

In conclusion, such a bundle map was not sufficient for the intended purpose. One of the main reasons is that the pull-back is performed thanks to the total gradient of $\Upsilon$. This hypothesis must be relaxed, which we intend to present in the following subsection.

Remark 1.6.1. Our setting may be interesting to those familiar with (pseudo-)Finsler geometry and its applications. For Finsler space, the connection and its derived quantities (curvature, etc.) are generated by a metric tensor. This geometrical quantity is formed by a fundamental scalar function $L(X, Y)$ that exists at every point except for $Y=0$, homogeneous of degree one in $Y$ (Bao, Chern, and Shen, 2000). Our theory is more closed to a so-called pseudo-Finsler space (Bejancu, 1990) where the fundamental scalar function with required properties (Bao, Chern, and Shen, 2000), in this context, the components of the metric are obtained by differentiation, does not exist. Accordingly, the connection and metric are completely independent. Application of (pseudo-)Finsler geometry in continuum mechanics and physics have been suggested earlier by Kondo, 1963, later by Saczuk, 1997; Fu, Saczuk, and Stumpf, 1998; Stumpf and Saczuk, 2000, and nowadays by Pfeifer, 2013; Clayton, 2015; Clayton, 2017a; Clayton, 2017b; Yajima and Nagahama, 2020.

### 1.6.3 Scaled material model: Higher-order transformations

### 1.6.3.1 Theoretical analysis

The second idea was to introduce a scaled material model by considering that $F$ defines the stretch of macroelement $d V$ whereas $\Psi$ controls the stretch of a sub-scale micro-element $\delta V$. If the material transformation was described by (1.6.2), scaling effects was not directly tractable as $F$ and $\Psi$ are acting on the same space $T \mathscr{B}$. This difficulty can be circumvented in the following way:

Let us consider that a vector $Y$ at a macro-scale belongs to $T_{X} \mathscr{B}$ and a vector $Z$ at a micro-scale is an element of $V T_{X} \mathscr{B}$, the transformation may be represented as

$$
\begin{equation*}
\Upsilon^{v}: V T \mathscr{B} \rightarrow V T \mathbb{E}^{3}, \quad(X, Y, Z) \mapsto(\phi(X), F(X) Y, \Theta(X) Z), \tag{1.6.4}
\end{equation*}
$$

with $\operatorname{det} F=|D \phi|>0$ and $\operatorname{det} \Theta>0$. Consequently, it is no more redundant since the maps related to each scale are separated. Remark that hereafter, $\Theta$ is used instead of $\Psi$ to depict the micro-stretch as these maps are not defined on the same space.

To construct an induced Ehresmann connection, the last idea is to extend $\Upsilon^{v}$ to the whole space i.e. to find a bundle map $\Upsilon: T T \mathscr{B} \rightarrow T T \mathbb{E}^{3}$ such that

$$
\begin{equation*}
\Upsilon(X, Y, Z)=\Upsilon^{v}(X, Y, Z) \quad \forall(X, Y, Z) \in V T \mathscr{B} . \tag{1.6.5}
\end{equation*}
$$

A priori, $\Upsilon: T T \mathscr{B} \rightarrow T T E^{3}$ is a map of the form

$$
(X, Y, Z) \mapsto(\phi(X), F(X) Y, \Omega(X, Y) Z)
$$

with $X \in \mathscr{B}, Y \in T_{X} \mathscr{B}, Z \in T_{(X, Y)} T \mathscr{B}$. The extension have to be able to recover the standard model when the material transformation is simply defined by $T \mathscr{B} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto$ $(\phi(X), \Psi(X, Y))$. Then, $\Omega$ is nothing else then the total gradient of such a map. In this context, $\Omega$ should be in the following form:

$$
\begin{equation*}
\Omega=F_{A}^{a} \partial_{a} \otimes d X^{A}+\Omega_{A}^{i} \partial_{i} \otimes d X^{A}+\Theta_{J}^{i} \partial_{i} \otimes d Y^{J}, \tag{1.6.6}
\end{equation*}
$$

where the choice of $\Omega_{A}^{i}$ is still free. Let $n$ be the ambient Ehresmann connection derived from the Levi-Civita connection on $T \mathbb{E}^{3}$. Without losing any information, we suppose that $(x, y)$ are the Cartesian coordinates, then the connection coefficients are equal to zero. The pull-back of $n$ by $\Upsilon$ gives

$$
\begin{align*}
N(Y) V & =\Omega^{-1} n(F(X) Y)\left(\phi_{*} V\right) \\
\text { with coefficients } \quad N_{A}^{J} & =\Theta_{i}^{J} \Omega_{A}^{i} . \tag{1.6.7}
\end{align*}
$$

This connection is generally nonlinear. However, as mentioned at the beginning, we need a special hypothesis to ensure the linearity of the connection. It is straightforwardly furnished as follows:

Lemma 1.6.2 (Chapter-5). The connection is linear i.e. $N_{A}^{I}(X, Y)=\Gamma_{A J}^{I}(X) Y^{J}$ if and only if $\Omega_{A}^{i}(X, Y)$ is linear i.e. $\Omega_{A}^{i}(X, Y)=\Omega_{A J}^{i}(X) Y^{J}$. At this context, one gets

$$
\Gamma_{A J}^{I}=\Theta_{i}^{I} \Omega_{A J}^{i} .
$$

In order to remove this indeterminacy, $\Omega_{A I}^{i}$ is constructed by a linear balance between the stretching variation at each scale:

$$
\begin{equation*}
\Omega_{A I}^{i}=\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right), \tag{1.6.8}
\end{equation*}
$$

where $0<\zeta \leq 1$ is a free parameter controlling the scaling effect. For example and without loss generality, it can be defined as $\zeta=\ell / L$ where $L$ and $\ell$ are the macroscopic and microscopic characteristic scales, respectively.

At this stage, one gets

$$
\begin{equation*}
\Gamma_{A J}^{I}=\Theta_{i}^{I}\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) . \tag{1.6.9}
\end{equation*}
$$

Usually, an induced metric is obtained by $\mathcal{G}=\Upsilon^{*} \mathrm{~g}^{2}$ where is g Riemannian metric of the ambient space. With regarding to the connection $N$, this metric tensor has a Sasaki structure:

$$
\begin{array}{r}
\mathcal{G}(X, Y)=\mathrm{G}^{h}{ }_{A B}(X) d X^{A} \otimes d X^{B}+\mathrm{G}^{v}{ }_{I J}(X) \delta Y^{I} \otimes \delta Y^{J} \\
\text { with } \quad \mathrm{G}^{h}{ }_{A B}=F_{A}^{a} \mathrm{~g}_{a b} F_{B}^{b} \quad \mathrm{G}^{v}{ }_{I J}=\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j} . \tag{1.6.10}
\end{array}
$$

Roughly, this states the existence of two independent mechanisms, the first one is the ordinary dragging of vectors by means of the deformation gradient $F=D \phi$ of the macro-structure. The other mechanism is associated with the transformation $\Theta$ of the microstructure.
Their components are functions of the base coordinates $X$ alone. The vertical metric component is explicitly independent of the Ehresmann connection $N$. More precisely, the components of $\mathcal{G}$ in the proper horizontal and vertical bases are completely specified by $\Upsilon^{v}$ and independent of the choice of the (possibly non-linear) connection $N(X, Y)$.

The manifold $(\mathscr{M}, \mathcal{G}, \Gamma)$ gives a complete description of the current configuration of the microstructured material. The split structure of the transformation and metrics allows to describe the current state as the superposition of a microscopic and macroscopic processes. The scalar $\zeta$ governs such coupling. It is able to describe the current configuration on $\mathscr{B}$ by defining a micromanifold $(\mathscr{B}, \mathrm{G}, \Gamma)$ with $\mathrm{G} \equiv \mathrm{G}^{v}$ and a macro-manifold $\left(\mathscr{B}, \mathrm{G}^{h}, \mathrm{~L}\right)$ where L is the Levi-Civita connection of the horizontal metric:

$$
\begin{equation*}
\mathrm{L}_{A B}^{C}=\frac{1}{2} \mathrm{G}^{h}{ }^{C D}\left(\partial_{A} \mathrm{G}^{h}{ }_{B D}+\partial_{B} \mathrm{G}^{h}{ }_{A D}-\partial_{D} \mathrm{G}^{h}{ }_{A B}\right), \tag{1.6.11}
\end{equation*}
$$

As a consequence, this connection has no torsion and no curvature and is metric-compatible. The property of $(\mathscr{B}, \mathrm{G}, \Gamma)$ is richer.
The following theorem which permits us to highlight the classification on the derived manifolds of the material transformations:

Theorem 1.6.3 (Section-5.2). If $\Omega_{A}^{i}$ satisfies lemma-1.6.2, the connection $\Gamma$ and the metric tensor G construct a large class of manifold $(\mathscr{B}, \Gamma, \mathrm{G})$ where in locally $\mathrm{G}_{A B}=\mathrm{G}_{A B}^{v}$. In particularly, if $\Omega_{A}^{i}$ has the form (1.6.8), this manifold is suitable to describe defect-state of the medium and satisfies the following properties

- If $\Theta=F$, macro and micro elements behave in the same way. It yields that $\mathrm{T}=0 ; \mathrm{R}=0$ and $\nabla \mathrm{G}=0$. The manifold behaves as an Euclidean space.
- If $\zeta=1$, the scaling effect is no longer considered. In that case the manifold behaves as a Weitzenböck manifold with $\mathrm{T} \neq 0, \mathrm{R}=0$ and $\nabla \mathrm{G}=0$.

[^1]- If $\zeta \rightarrow 0$, the size of the microsctructure tends to be negligible. Even if $\mathrm{T} \rightarrow 0$, one may observe $\mathrm{R} \neq 0$ and $\nabla \mathrm{G} \neq 0$. In particular, if $\nabla \mathrm{G}=0$, the manifold tends to behaves as Riemann-Cartan manifold.
- If $\Theta \neq F$ and $0<\zeta<1$, then $T \neq 0, R \neq 0$ and $\nabla \mathrm{G} \neq 0$. The manifold behaves as a Weyl manifold.

Some words to summarize, our idea is to introduce a new degree of freedom into the material transformations. Hence, even if the macroscopic mapping is still smooth, the additional field does modify the internal topology of the medium. The proposed theories encompass the macroscopical and microscopical universes as a whole. All the physical quantities that we focused on are single-valued and smooth. Then all geometrical quantities are smooth and single-valued, too, without any "extraordinary" assumption like the nonholonomic principle. Consequently, both theoretical and numerical analysis may be handled without additional difficulties. The general kinematic structure of the theory includes macroscopic and microscopic fields in a multi-scaled approach (represented by the scaling factor $\zeta$ ), including finite transformations.

To highlight the potential of the new theory, several examples of transformation producing a distribution of material defects are exhibited and analyzed. Particular attention is paid to transports along a finite path to extend the traditional infinitesimal analysis of torsion and curvature to a macroscopical observation.

Last but not least, the new methods could motivate some interesting issues. For example, other extensions $\Upsilon$ and families of scaling factors may exist. They may be chosen in order to well to treat materials with specific microstructures. Physically and mathematically, the appearance of the scaling factor seems convenient and clear. A mechanical process having the advantage of the scalar factor $\zeta$ is, however, still absent at the moment. It promises an interesting mission for further researches. Our geometric setting is consistent with the microcontinuum framework. It is able to reformulate the microcontinuum field in a universal language of differential geometry. The geometrical nature of our approach also indicates that it is able to obtain a relativistic version of the theory, which must conform to the geometrical settings of general relativity.

### 1.6.3.2 Geometric illustration

To give a short presentation but without loss generality, let us consider that $\mathscr{B}$, which is labeled by the two Cartesian coordinates $\left(X^{1}, X^{2}\right)$, is a subset in the 2D Euclidean space, see Figure 1.13; and a typical material transformation $\Upsilon^{v}$ that is completely defined by

$$
F=\left(\begin{array}{ll}
1 & 0  \tag{1.6.12}\\
0 & 1
\end{array}\right) \quad \text { and } \quad \Theta=\left(\begin{array}{cc}
1 & \theta\left(X^{1}\right) \\
0 & 1
\end{array}\right) .
$$

With these, we can entirely describe the evolution of the body, that is really presented in Figure 1.14 in which the shape of the macroelement is unchanged (since $F=\delta$ ) but their relative microcells change according to $\Theta$. Hence, the transformation induces at the macroscopic level, the initial state Figure 1.13 and the deformed state Figure 1.14 have the same shape, but it includes a perturbation at micro-scale. Such a picture is commonly used to interpret dislocations density in illustration.


FIGURE 1.13: representation of the body $\mathscr{B}$. Cells are a representation of $V T_{p} \mathscr{B}$. A closed material loop $\sigma(t)$ is specified.


FIGURE 1.14: Representation in the ambient space of the current configuration for the transformations (1.6.12) with $\theta\left(X^{1}\right)=\frac{\pi}{4} \cos \left(\frac{X^{1}}{4 L} \pi\right)$.

Now, in order to compare a matter with another, what we need is the connection to form the parallel transport of vector (fields). The complete transformation $\Upsilon$ has been introduced for that purpose. It has to be ensured that the properties of the connection (i.e. torsion and curvature tensors,...), that are derived from $\Upsilon$, must coincide with the properties of $\Upsilon^{v}$. Accordingly, it allows us to decide whether or not presence of defects during the material transformation $\Upsilon^{v}$. Last, to measure lengths and angles, metrics tensors have to be defined too.

Suppose that $\Upsilon$ is defined by (1.6.4) with the hypothesis (1.6.8), one gets the induced connection $\Gamma$ (see (1.6.9)). At the same time, the metrics (see (1.6.10)) are also defined, they are compatible with the deformations of the micro and macro cells undergoing the transformation $\Upsilon^{v}$ (see Figure 1.14, this picture is useful to illustrate the two metrics). Since we investigate the two different mechanics in a whole, it is useful to express things on a finite domain. Hereafter, the following processes are focused on such domain. First, if we parallel transport a vector along a loop, the resulting vector coincides with the initial one, which means there is no curvature (see Figure 1.15 as an example). Nevertheless, such process is not sufficient to verify the presence of
torsion.


Figure 1.15: Representation in the ambient space of the current configuration for the transformations (1.6.12) the developing curve $\widetilde{\sigma}$ obtained for various $\zeta$. There is no curvature but the non-zero torsion: $\mathrm{T}_{12}^{1}=-\mathrm{T}_{21}^{1}$, last the metric is not compatible with the induced connection.


FIGURE 1.16: A pictorial representation of the developing curves: $\mathscr{B}$ is a sphere, a loop $\sigma$ given on the sphere has an intrinsic curvature of the manifold. Its developing curve $\widetilde{\sigma}$ defined on $T_{p} \mathscr{B}$ is no more closed, it convinces the presence of the curvature on $\mathscr{B}$.

Among the classical parallel transport, a particular attention is paid to a so-called rolling without slipping transport. Roughly speaking, it allows us to lift a curve in $\mathscr{B}$, passing a given point $p \in \mathscr{B}$ to the tangent $T_{p} \mathscr{B}$. The lift of a given curve $\sigma$ is denoted $\widetilde{\sigma}$, namely a developing curve. Conversely, a given $\widetilde{\sigma}$ with the initial point is $p$ determines a unique curve $\sigma$ (namely the driven curve) in $\mathscr{B}$. Hence, detection of defects can be performed in the tangent bundle $T \mathscr{B}$ or the base manifold $\mathscr{B}$. If the connection has vanishing torsion and curvature, developing curves of a loop in $\mathscr{B}$ still closes. Otherwise, it is no longer true. The gap is a quantifier of dislocation density in the case the curvature is absent. A pictorial representation of the developing curve is given in Figure 1.16. The transformation (1.6.12) is a typical example, for which the developing curve is no longer closed (when $\zeta \neq 0$ ), the resulting gaps designate the presence of torsion; additionally, these gaps are dependent on $\zeta$ Figure 1.17.


FIGURE 1.17: Representation in the ambient space of the current configuration for the transformations (1.6.12) the parallel transport of the frame along the loop $\sigma$ obtained for various $\zeta$.


FIGURE 1.18: Burger's circuit $\underline{\sigma}$ obtained for various $\zeta=1$ and for the transformation (1.6.12) represented in the ambient space.

Notice that the preceding process does not correspond to the classical (but heuristic) way to define a Burger circuit, over an infinitesimal material loop (the loop in $\mathscr{B}$ ). Another strategy has been proposed. More preciously, for the given $\widetilde{\sigma}$, a so-called driven curve is obtained by a connection of the base manifold. This curve is renamed a Burger circuit $\underline{\sigma}$, and it does not coincide with $\sigma$ in the case of the presence of defects. For example, we consider the example (1.6.12) for which the Burger circuit is not closed, see Figure 1.18.

To sum up, the Burger circuit is not a topological invariant. On the contrary, the developing curve looks more robust for quantification of the density of defects. Moreover, this curve is useful to discriminate the presence of curvature too (see Chapter-5).

### 1.6.4 Outline

1. Chapter-2 is devoted to describe how the bundle mapping (1.6.2) induces a material affine connection and metric in the framework of RC geometry. Several physical illustrations are also given to demonstrate that this formalism can simulate the creation of dislocations.
2. In the chapter one, we see how the material transformation (1.6.2) changes the intrinsic geometry of matter. This new geometry is interpreted as a material manifold with defects. Until now, $\phi$ and $\Psi$ are unknown what we have to look for to entirely describe the motion of matter. We deal with a mechanical process that aims to find $\Psi$ and $\phi$ to describe the motion of matter entirely. For that purpose, variational process is given to determine governing equations of motion. That is the aim of Chapter-3.
3. Chapter-4 gives descriptions of microstructured materials as a field of applications of fiber geometry. For example, the linear microstructure may be considered as a fiber bundle $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$ where $\mathscr{M}$ is isomorphic to $T \mathscr{B}$. The basic concepts of fiber bundle manifold and Ehresmann connection are first presented. The split structure of the tangent bundle over $\mathscr{M}$ derived from the Ehresmann connection recommends introducing the so-called Sasaki metric. As a tensor field, this is invariant under any change of coordinates. Additionally, the split structure of the metric suggests that there exists two independent mechanisms and allows us to investigate them more efficient. Soon, we can see in the next chapter that the use of such a metric is completely natural. Moreover, the components of the metric in the proper horizontal and vertical bases are entirely independent of the choice of the connection. Relations between Ehresmann connection and an affine one are somewhat clear. The solder form is initially introduced to emphasize these relationships. Nevertheless, it may reveal some properties that enable us to investigate specific microstructures.
4. Chapter-5 explores how the language of fiber bundle geometry may help us overcome the limitation just obtained from the first approach (see Chapter-2). We use these notions Ehresmann connection, sloder form, Sasaki metric to describe structural changes in real materials. In this context, a scaled material modeling is introduced, which concerns material transformations represented by fiber morphisms, an induced connection and metric are first described, then derived geometrical quantities such as curvature, torsion, and nonmetricity tensor are obtained. Alternative approaches are reviewed and compared to highlight significant features of this model. The chapter ends with a presentation of the applications of this theory.
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## Part I

## Riemann-Cartan geometry applied to mechanics

## Chapter 2

## Geometrical approach to kinematics of defected material

It has been recognized long time ago that a continuum with a distribution of defects has a close connection with the RC manifold. The equality of the torsion tensor to zero is naturally considered the criterion for the absence of dislocations density. On the other hand, disclinations density is closely related to the curvature tensor of the material connection.

Our study consists in constructing such geometry meaning to define a metric and a connection modelling a material. To do so, we propose a new approach inspired by the microcontinuum theory where points and vectors behave independently. More preciously, the continuum is modelized by a tangent space $T \mathscr{B}$. The material transformation is then a smooth mapping $\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}$ where $\mathbb{E}^{3}$ is the three-dimensional Euclidean space. This mapping may depend on time. In this chapter, we will show how such mapping changes the intrinsic geometry of the continuum. The resulting geometry (here, Weitzenböck manifold) is expressed on the body manifold $\mathscr{B}$, but it allows us to describe microscopic defects of the continuum. The mapping $\Upsilon$ may induces perturbations of the continuum that may capture the translational defects (dislocations). Hence, it permits us to highlight the role of the torsion tensor on the classification of the continuum transformations. In some senses, our model may provide a bridge between the classical geometrical theory of defects and the micromorphic theory. Additionally, the new approach could be compared with the nonholonomic principle. The advantage of the present model is that we only analyze single-valued maps rather than multivalued ones according to the nonholonomic principle. It results that the current model is the easiest to handle for both numerical and theoretical analysis. The limitation of this approach is that the induced connection is metric-compatible, has torsion but has vanishing curvature. As a first step, this study provides
a key idea for further studies to help us find another geometry background that is more consistent with the microstructured medium with distributions of defects. It helps us to overcome the shortcoming that the present study captured.

Section-2.1 is devoted to describing how a material affine connection and a metric are induced by the bundle mapping $\Upsilon$. In Section-2.2, we present a physical picture to show how microdeformation of bodies gives rise to the extra degree of freedom necessary to characterize the microstructured continuum. Some examples are reported in Section-2.3. It is the occasion to exhibit the physical meaning of each geometrical quantity and then state how our model is useful to illustrate creations of defects.

### 2.1 Riemann-Cartan geometry and defects

A geometrical interpretation of the transformations of material is first presented through in terms of RC manifold. This formalism invokes only smooth functions, but it can simulate the creation of defects. Through this, we will examine the limitation of such an approach.


Figure 2.1: The bundle map $\Upsilon$ is defined by the transformation $\phi$ of the point and the tangent map $\Psi$ at this point. The map of vector $\Psi$ is generally not necessary the derivative of $\phi$.

### 2.1.1 An induced geometrical structure

Let us consider a bundle mapping

$$
\begin{equation*}
\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}, \quad(X, V) \mapsto(\phi(X), \Psi(X) V) \tag{2.1.1}
\end{equation*}
$$

where $\Upsilon$ is smooth, has a smooth inverse and preserves orientation. In addition, one allows $\Psi \neq F$, here we remind $F$ is the deformation gradient of $\phi$. A pictorial interpretation is given in Figure 2.1. Hereafter, a standard convention is used: capital letter for the initial state and small letter for the current state. In particular, $\partial_{a}$ (respectively $\partial_{A}$ ) is the natural basis defined on $\mathbb{E}^{3}$ (respectively $\mathscr{B}$ ).
The vector transformation $\Psi(X): T_{X} \mathscr{B} \rightarrow T_{X} \mathbb{E}^{3}$ is linear and satisfies $\operatorname{det} \Psi(X)>0$. The linear map $\Psi(X)$ can be expressed by $\Psi(X)=\Psi_{A}^{a}(X) \partial_{a} \otimes d X^{A}$. Its inverse is a map $T_{x} \mathbb{E}^{3} \rightarrow T_{X} \mathscr{B}$ given by $\Psi^{-1}(x)=\Psi_{b}^{A}(x) \partial_{A} \otimes d x^{b}$ with

$$
\begin{equation*}
\Psi_{b}^{B}(x) \Psi_{B}^{a}(X)=\delta_{b}^{a} \quad \text { and } \quad \Psi_{b}^{A}(x) \Psi_{B}^{b}(X)=\delta_{B}^{A} \tag{2.1.2}
\end{equation*}
$$

The deformation gradient of $\phi$ is $F=D \phi$ (sometimes denoted $\phi_{*}$ ). For any $X \in \mathscr{B}, F(X)$ is a linear map from $T_{X} \mathscr{B}$ into $T_{x} \mathbb{E}^{3}$. In terms of components, $F=F_{A}^{a} \partial_{a} \otimes d X^{A}$ with $F_{A}^{a}=\partial_{A} \phi^{a}$ satisfying $\operatorname{det} F(X)>0$. Its inverse $\phi^{*}(x)$ is given by $\phi^{*}(x)=F_{b}^{A}(x) \partial_{A} \otimes d x^{b}$ with

$$
\begin{equation*}
F_{b}^{A}(x) F_{A}^{a}(X)=\delta_{b}^{a} \quad \text { and } \quad F_{b}^{A}(x) F_{B}^{b}(X)=\delta_{B}^{A} \tag{2.1.3}
\end{equation*}
$$

Note that the notation $x=\phi(X)$ is used with $X \in \mathscr{B}$. If there is no room for confusion, we neglect the notations $x, X$ in some formulas.

Let us denote $\nabla^{0}$ the Levi-Civita connection defined on $\mathbb{E}^{3}$ with coefficients $\gamma_{b c}^{a}$, the ambient metric

$$
\begin{equation*}
\mathrm{g}(x)=\mathrm{g}_{a b}(x) d x^{a} \otimes d x^{b} \tag{2.1.4}
\end{equation*}
$$

By definition, the connection $\gamma$ is metric-compatible $\nabla^{0} \mathrm{~g}=0$.
Let $U, V$ be vector fields on $\mathscr{B}$, we define the two quantities G and $\nabla$ given on $\mathscr{B}$ as follows:

$$
\begin{equation*}
\mathrm{G}(U, V)=\mathrm{g}(\Psi U, \Psi V) \quad \text { and } \quad \nabla_{V} U=\Psi^{-1}\left(\nabla_{\phi_{*} V}^{0} \Psi U\right) . \tag{2.1.5}
\end{equation*}
$$

In terms of components,

$$
\begin{equation*}
\mathrm{G}_{A B}=\Psi_{A}^{a} \mathrm{~g}_{a b} \Psi_{B}^{b} \quad \text { and } \quad \Gamma_{B C}^{A}=\Psi_{c}^{A} F_{B}^{b}\left(\Psi_{C}^{a} \gamma_{a b}^{c}+\partial_{b} \Psi_{C}^{c}\right) \tag{2.1.6}
\end{equation*}
$$

Proposition 2.1.1. $\nabla$ is an affine connection defined on $\mathscr{B}$. Furthermore, the connection $\nabla$ is compatible with the metric G .

Proof. We first need to verify that $\nabla$ is an affine connection defined on $\mathscr{B}$. Recall $f$ is a smooth real function, $V, U, W$ are vector fields over $\mathscr{B}$, one has

$$
\begin{align*}
\nabla_{V+U} W & =\Psi^{-1} \nabla_{\phi_{*}(V+U)}^{0} \Psi W & \nabla_{V}(U+W) & =\Psi^{-1} \nabla_{\phi_{*} V}^{0} \Psi(U+W) \\
& =\Psi^{-1}\left(\nabla_{\phi_{*} V}^{0} \Psi W+\nabla_{\phi_{U} U}^{0} \Psi W\right) & & =\Psi^{-1}\left(\nabla_{\phi_{*} V}^{0} \Psi U+\nabla_{\phi_{v}}^{0} \Psi W\right)  \tag{2.1.7}\\
& =\Psi^{-1} \nabla_{\phi_{*} V}^{0} \Psi W+\Psi^{-1} \nabla_{\phi_{*} U}^{0} \Psi W & & =\Psi^{-1} \nabla_{\phi_{*} V}^{0} \Psi U+\Psi \nabla_{\phi_{*} V}^{0} \Psi W \\
& =\nabla_{V} W+\nabla_{U} W . & & =\nabla_{V} U+\nabla_{V} W .
\end{align*}
$$

and

$$
\begin{array}{rlrl}
\nabla_{(f V)} U= & \nabla_{V}(f U) & =\Psi^{-1} \nabla_{\phi_{*} V}^{0} \Psi(f U) \\
& =\nabla_{\phi_{*}(f V)}^{0} \Psi U & & \Psi^{-1}\left(\phi_{*} V[f] \Psi U+f \nabla_{\phi_{*} V}^{0} \Psi U\right) \\
& =\Psi^{-1} f \nabla_{\phi_{*} V}^{0} \Psi U & & \Psi^{-1}\left(\phi_{*} V[f]\right) \Psi U+\Psi^{-1}\left(f \nabla_{\phi_{*} V}^{0} \Psi U\right) \\
& =f \Psi \nabla_{\phi_{*} V}^{0} \Psi U & & =\phi_{*} V[f] U+f \nabla_{V} U \\
& =f \nabla_{V} U . & & =\left(\partial_{A} \phi^{a}\right) V^{A}\left(\partial_{a} f(\phi(X))\right) U+f \nabla_{V} U \\
& & =\left(\partial_{A} \phi^{a}\right) V^{A}\left(\partial_{B} f\right)\left(\partial_{a} \phi^{-1 B}\right) U+f \nabla_{V} U \\
& & =V[f] U+f \nabla_{V} U .
\end{array}
$$

Moreover, as follow we prove that the connection $\nabla$ is compatible with the metric $G$. From a fact that

$$
\nabla_{\phi_{*} V}^{0}\left(f \circ \phi^{-1}\right)=\phi_{*} V\left[f \circ \phi^{-1}\right]=F_{A}^{a} V^{A} \frac{\partial(f \circ \phi)}{\partial x^{a}}=F_{A}^{a} V^{A} \frac{\partial f}{\partial X^{B}} F_{a}^{B}=V^{A} \frac{\partial f}{\partial X^{A}}=V[f]=\nabla_{V} f,
$$

one gets

$$
\nabla_{V} \mathrm{G}(W, U)=\nabla_{\phi_{*} V}^{0} \mathrm{~g}(\Psi W, \Psi U)
$$

$\operatorname{Put} v=\phi_{*} V, u=\Psi U$ and $w=\Psi W$, one obtains

$$
\mathrm{G}\left(W, \nabla_{V} U\right)+\mathrm{G}\left(\nabla_{V} W, U\right)=\mathrm{g}\left(w, \nabla_{v}^{0} u\right)+\mathrm{g}\left(\nabla_{v}^{0} w, u\right)=\nabla_{v}^{0} \mathrm{~g}(w, u)=\nabla_{V} \mathrm{G}(W, U) .
$$

This proves that $\nabla \mathrm{G}=0$.
To end the proof, we find out components of the induced metric $G$ and the connection $\nabla$ : for any $U, V \in T_{X} \mathscr{B}$, the induced metric reads $\mathrm{G}_{A B}=\Psi_{A}^{a} \mathrm{~g}_{a b} \Psi_{B}^{b}$. Remind that $\partial_{a}$ (respectively $\partial_{A}$ ) is the natural basis defined on $\mathbb{E}^{3}$ (respectively $\mathscr{B}$ ) with respect to the chosen coordinates. One gets

$$
\begin{aligned}
\nabla_{\phi_{*} \partial_{B}}\left(\Psi \partial_{A}\right) & =\nabla_{F_{B}^{b} \partial_{B}}^{0} \Psi_{A}^{a} \partial_{a} \\
& =F_{B}^{b}\left(\Psi_{A}^{a} \nabla_{\partial_{b}}^{0} \partial_{a}+\partial_{b} \Psi_{A}^{a} \partial_{a}\right) \\
& =F_{B}^{b}\left(\Psi_{A}^{a} \gamma_{a b}^{c}+\partial_{b} \Psi_{A}^{c}\right) \partial_{c} .
\end{aligned}
$$

Consequently,

$$
\nabla_{\partial_{B}} \partial_{A}=\Psi^{-1}\left(\nabla_{\phi * \partial_{B}}^{0} \Psi \partial_{A}\right)=\Psi_{c}^{C} F_{B}^{b}\left(\Psi_{A}^{a} \gamma_{a b}^{c}+\partial_{b} \Psi_{A}^{c}\right) \partial_{C}
$$

Therefore, we obtain that the connection coefficients are

$$
\begin{equation*}
\Gamma_{B A}^{C}=\Psi_{c}^{C} F_{B}^{b}\left(\Psi_{A}^{a} \gamma_{a b}^{c}+\partial_{b} \Psi_{A}^{c}\right) . \tag{2.1.9}
\end{equation*}
$$

This ends the proof.
The antisymmetric part of the affine connection defines the torsion tensor T. When the Cartesian coordinates are used, the connection is $\gamma_{a b}^{c}=0$, and hence the induced connection may be rewritten as

$$
\begin{equation*}
\Gamma_{B C}^{A}=\Psi_{a}^{A} \partial_{B} \Psi_{C}^{a} \tag{2.1.10}
\end{equation*}
$$

and the torsion tensor becomes:

$$
\begin{equation*}
\mathrm{T}_{B C}^{A}=\Psi_{a}^{A}\left(\partial_{B} \Psi_{C}^{a}-\partial_{C} \Psi_{B}^{a}\right) \tag{2.1.11}
\end{equation*}
$$

Remark 2.1.2. The connection coefficients are exactly as the same as the so-called wryness tensor introduced by Eringen (Eringen, 1999).
Proposition 2.1.3. The induced torsion vanishes if and only if there exists (at least locally) a function $\psi: \mathscr{B} \rightarrow \mathbb{E}^{3}$ such that $\Psi=D \psi$.
Proof. Trivially, if there exists a function $\psi: \mathscr{B} \rightarrow \mathbb{E}^{3}$ such that $\Psi=D \psi$ the connection induced by $\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3}$ has zero torsion. Without losing any information, we assume that Cartesian
coordinate system on $T \mathbb{E}^{3}$ are used. The torsion $\mathrm{T}=0$ yields $\Gamma_{B A}^{C}=\Gamma_{A B}^{C}$ i.e. $\Psi_{c}^{C} \partial_{B} \Psi_{A}^{c}=\Psi_{c}^{C} \partial_{A} \Psi_{B}^{c}$. Then, one gets $\partial_{B} \Psi_{A}^{c}=\partial_{A} \Psi_{B}^{c}$. Write $\omega^{c}=\Psi_{A}^{c} d X^{A}$ (with $c=\overline{1,3}$ must be seen as labels of the oneform and not as indices). Its exterior derivative ${ }^{1}$ is the 2 -form:

$$
\begin{equation*}
\mathrm{d} \omega^{c}=\left(\partial_{A} \Psi_{B}^{c}-\partial_{B} \Psi_{A}^{c}\right) d X^{A} \wedge d X^{B} . \tag{2.1.12}
\end{equation*}
$$

Hence, the torsion T vanishes if and only if $\mathrm{d} \omega^{c}=0$. Remind that a $r$-form $\beta$ is called exact if there is a $(r-1)$-form such that $\mathrm{d} \eta=\beta$. $r$-form $\beta$ is closed if $\mathrm{d} \beta=0$. Note that if a 1 -form is closed, there is a neighborhood such that it is exact (see definition in (Epstein and Segev, 2014)). Applying this result, there exists $\eta^{c}$ (at least locally on $\mathscr{B}$ ) such that $\mathrm{d} \eta^{c}=\omega^{c}$ and hence $\Psi_{A}^{c}=\partial_{A} \eta^{c}$. This establishes that $\psi=\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$.

Proposition 2.1.4. The connection $\nabla$ has zero curvature.
Proof. As the curvature tensor is a map $\mathrm{R}: T \mathscr{B} \times T \mathscr{B} \times T \mathscr{B} \rightarrow T \mathscr{B}$ defined by $\mathrm{R}(U, V) \mathrm{W}=$ $\nabla_{U} \nabla_{V} W-\nabla_{V} \nabla_{U} W-\nabla_{[u, V]} W$, direct computations show:

$$
\begin{align*}
\mathrm{R}(U, V) W & =\nabla_{U} \Psi^{-1}\left(\nabla_{\phi_{*} V}^{0} \Psi W\right)-\nabla_{V} \Psi^{-1}\left(\nabla_{\phi_{*} U}^{0} \Psi W\right)-\Psi^{-1}\left(\nabla_{\phi_{*}[U, V]}^{0} \Psi W\right) \\
& =\Psi^{-1}\left(\nabla_{\phi_{*} U}^{0} \nabla_{\phi_{*} V}^{0} \Psi W-\nabla_{\phi_{*} V}^{0} \nabla_{\phi_{*} U}^{0} \Psi W-\nabla_{\left[\phi_{*} U, \phi_{*} V\right]}^{0} \Psi W\right)  \tag{2.1.13}\\
& =\Psi^{-1} \mathrm{R}^{0}\left(\phi_{*} U, \phi_{*} V\right) \Psi W .
\end{align*}
$$

Since the curvature $\mathrm{R}^{0}$ of the Euclidean space is zero, R vanishes.
Remark 2.1.5. The forms of the metric and the connection looks qualitatively similar to the ones in almost all defect-theories, see Section-(1.9), (1.5.2.1). Among them, one of the powerful tools is the nonholonomic principle Kleinert, 2008; Kleinert, 2000. Roughly, $\Psi$ plays the same roles as $\mathbf{e}$. It suggests that G can be used to measure lengths and relative angles on $\mathscr{B}$. Nevertheless, the present approach differs on a crucial point. The motion of the material manifold $\mathscr{B}$ is presented by $\Upsilon$ that consists of two independent variables, $\phi$ and $\Psi$, that are both smooth and single-valued maps. This point allows wide types of mathematical analysis and numerical simulation may be more comfortably handled.

Remark 2.1.6. The bundle map seems to be an alternative representation of elastoplastic process with $\mathbb{F}=\Psi$, the elastic deformation part $\mathbb{F}_{e}=F=D \phi$, and immediately $\mathbb{F}_{p}=F^{-1} \Psi$. However, in such a way, the intermediate configuration is not needed. In fact, we have identified this configuration to the initial configuration.

### 2.1.2 Geometrical interpretation of the induced connection

Denote $\sigma(t)$ a curve in $\mathscr{B}$, this curve generates a vector field $U=\dot{\sigma}(t)$ along $\sigma$ with $t \in \mathbb{R}$. Let $V$ be another vector field defined along $\sigma$. To determine an affine connection on the current manifold, we have to specify how the vector field $V$ is parallel transported from one material
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FIGURE 2.2: Pictorial representation of the induced connection: Two points $P, Q$ belonging to $\sigma(t)$ are very close. Let $v=\Psi V$ and $v_{p}^{\|}$be a parallel transport of $v_{q}$ from $q$ to $p$. The gap between $v_{p}^{\|}$and $v_{p}$ gives us a covariant variation of $v$ along $u$. Hence, its pull-back is the gap between $V_{P}^{\|}$and $V_{p}$ by $\Psi$.
point to another along $\sigma(t)$. The following proposition demonstrates a link between parallel transport and a connection.

Proposition 2.1.7 (Chapter 1, Page 74, Marsden and Hughes, 1994). Let $\sigma(t)$ be a given curve in $\mathscr{B}$ generating $U:=\dot{\sigma}(t)$, and $V$ be a vector field defined along $\sigma$. Denote $\rho_{t, s}: T_{\sigma(s)} \mathscr{B} \rightarrow T_{\sigma(t)} \mathscr{B}$ is a parallel transport from $\sigma(s)$ to $\sigma(t)$. Then

$$
\nabla_{\dot{\sigma}(t)} V(\sigma(t))=\frac{d}{d s}\left(\rho_{t, s} V(\sigma(s))\right)_{\left.\right|_{\mathrm{s}=t}}
$$

Let $\ell_{t, s}: T_{\phi(\sigma(s))} \phi(\mathscr{B}) \rightarrow T_{\phi(\sigma(t))} \phi(\mathscr{B})$ denote the parallel translation from $\phi(\sigma(s))$ to $\phi(\sigma(t))$. Then, the parallel translation $\rho(t, s)$ is naturally defined by

$$
\begin{equation*}
\rho(t, s)=\Psi^{-1}(\sigma(t)) \circ \ell_{t, s} \circ \Psi(\sigma(s)) . \tag{2.1.14}
\end{equation*}
$$

Insert (2.1.7) into (2.1.14), we conclude that

$$
\begin{aligned}
\nabla_{\dot{\sigma}(t)} V(\sigma(t)) & =\Psi^{-1}(\sigma(t)) \frac{d}{d s}\left(\ell_{t, s} \Psi(\sigma(s)) V(\sigma(s))\right)_{\left.\right|_{s=t}} \\
& =\Psi^{-1}(\sigma(t)) \nabla_{(\dot{\phi} \sigma)(t)}^{0} \Psi(\sigma(t)) V(\sigma(t)) \\
& =\Psi(\sigma(t)) \nabla_{\phi^{*} \sigma(t)}^{0} \Psi(\sigma(t)) V(\sigma(t)) .
\end{aligned}
$$

It verifies $\nabla_{U} V=\Psi^{-1} \nabla_{\phi_{*}}^{0} \Psi V$.

### 2.2 Physical interpretations

Some physical illustrations are presented hereafter. It is the occasion to interrogate the physical meaning of each geometrical quantities but also the way to illustrate each phenomena.


Figure 2.3: Micro structure of a media: a center of mass of infinitesimal element $d V$ is assumed to be a mathematical point $p$ belongs to $\mathscr{B}$, while an atom including the element is identified with a tangent vector to the manifold $\mathscr{B}$ at the point $p$.

### 2.2.1 Physical picture

When geometrical description is used to express mechanical processes, it is assumed that the body consists of a huge number of infinitesimal volume elements $d V$ which are considered as mathematical points in the base manifold $\mathscr{B}$. The motion of such a point $P$ is governed by the map $\phi$. Mathematically, these points span the body continuously, whereas mechanically speaking, the volume element $d V$ contains finite quantities of matter (for which $P$ is interpreted as the center of mass of $d V$ ). More interestingly, this interpretation breaks the continuous interpretation of mathematical points as matters are presented between two adjacent points $\mathrm{P}^{\prime}$. This remark remains without effect if the mater in $d V$ is stretched by $D \phi$, as in the standard Riemannian description of continuum mechanics Marsden and Hughes, 1994. Relaxing this hypothesis consists in considering that each material element (atom) in $d V$ supports a stretch associated with a map $\Psi \neq D \phi$.

In the reference configuration, let us note $U$ a local position vector of an atom relative to P , i.e. $U$ is the two-point vector PA (with base P and head A ) in $d V$. In a non-Riemannian case, $u=\Psi U$ is associated with the current position of this atom relatively to the material center of mass P. This description is closely related to the Eringen point of view in the Eringen-Mindlin theory in Suhubi and Eringen, 1964; Eringen and Suhubi, 1964; Eringen, 1999. In the following, this approach is called unique-scale modeling (USM).

### 2.2.1.1 Numerical simulation

In the present section, graphical simulations are performed in order to propose illustrations of each process. These simulations represent the current state of the material domain lying in the Euclidean space. Hence, the position of each material point $P$ is prescribed by $x=\phi(X)$. These points are elements of a Cartesian grid in the reference configuration $\mathscr{B}$. The size of the grid is $L$ in each direction: $X^{A}=n_{A} L$ where $n_{A}$ is a natural number. Mathematically speaking, $L$ has to be small in regard to the variation of $\phi$. From the mechanical point of view, $L$ is the typical dimension of $d V$. Then each atom $A$ from a volume element $d V$ centered around $P$ is placed in the Euclidean space at $x+u$, where $x=\phi(X)$ and $u=\Psi(X) U$ (recall that $U=\overrightarrow{P A} \in T_{P} \mathscr{B}$ ). In practice, the element $A$ of $d V$ is chosen in a sub-Cartesian grid in $\mathscr{B}$ around $P$. In other words,
$U^{I}=\left(-\frac{1}{2}+n_{I} \frac{\mathfrak{d}}{L}\right) L$ where $n_{I}$ is an integer smaller than $L / \mathfrak{d}$. Hence, $\mathfrak{d}$ is the reference distance between two atoms, and the scale ratio $\mathfrak{d} / L$ imposes the number $L / \mathfrak{d}$ of atoms along a Cartesian direction of $\mathscr{B}$. It must be underlined that the scale ratio $\mathfrak{d} / L$ is here nothing else than a numerical and graphical choice: it does not contain any significance neither in the mechanical nor in the geometrical point of view.

FIGURE 2.4: Graphical presentation of a reference configuration in the Euclidean space. Each color cell is macroelement. Points are atoms contained in the cells. Size of the cell $L=1$, distance of two atoms $\mathfrak{d}=1 / 12$.


### 2.2.2 Introducing a sub-scale

FIGURE 2.5: Various length scales of a model: microscopic and macroscopic. The scale ratio $\ell / L$ is defined for accounting for scaling effects.


As it has been underlined, no specific sub-scale has been introduced through preceding modeling: the new physical effect introduced by $\Psi \neq D \phi$ acts uniformly in the whole domain $d V$. However, from a mechanical point of view, the effect of the length scales can not be ignored. For instance, experiment tests have shown that continuum plasticity is used at macroscopic level ( $\geq 300 \mu \mathrm{~m}$ ). A macroscopic plasticity of materials involves microscopic slip ( $\simeq 10^{4} \mu \mathrm{~m}$ ). Focusing on this, the microscopic effects constitutes the basic point of view for crystalline plasticity. In between, gradient continuum models have been proposed to take into consideration mesoscopic
plasticity (Rakotomanana, 2018; Rakotomanana, 2005). A sub-scale may be introduced by considering that $d V$ is composed of a large number of microelements $\delta V$ of finite (but tiny) size. In the current state, the localization of each microelement (centered at a point Q ) is prescribed by $F(X)=D \phi$ measured at P , whereas the stretch of microelement is controlled by $\Psi(X)$ still measured at P. This description is closely related to the Mindlin point of view in the EringenMindlin theory Eringen and Suhubi, 1964; Suhubi and Eringen, 1964; Mindlin, 1964. Hereafter, this approach is called sub-scale modeling (SSM).

### 2.2.2.1 Numerical simulation

In a numerical point of view, let us consider a cubic microelement $\delta V$ is of side $\ell$. Then $\ell$ is the typical length for which the cut-and-glued process operates in dislocations theories (Nabarro, 1967; Acharya, Knops, and Sivaloganathan, 2019). In the reference configuration, the position of the center $Q$ of $\delta V$ relatively to $P$ is defined by the two-point vector $U=\overrightarrow{P Q}$. For this cubic arrangement, $U^{A}=\left(-\frac{1}{2}+\frac{2 n_{A}+1}{2} \frac{\ell}{L}\right) L$ with $n_{A}$ an integer in $\left[0, \frac{L}{\ell}-1\right]$. The center of $\delta V$ are then placed at $x+u$ in the Euclidean space, where $u=F U$. As $F$ is computed at $P$, the center $Q$ of microelements of $d V$ are rearranged in a parallelipedic grid in the current configuration. An atom $A$ placed in a microelement is rearranged around $Q$ according to $v=\Psi V$ where $V$ is the two-point vector $\overrightarrow{Q A}$ in the reference state. For simulation purpose, the atoms are placed in $\delta V$ according to a Cartesian grid; in other words $V^{I}=\left(-\frac{1}{2}+n_{I} \frac{\partial}{\ell}\right) \ell$, where $n_{I} \in\left[0, \frac{\ell}{\partial}\right]$. Again $\mathfrak{d}$ is the distance between each atoms; it is introduced for graphical reasons but does not offer any physical or mathematical informations. However, the scale ratio $\ell / L$ (i.e. the volume-ratio $\delta V / d V)$ represents the spatial gap for-which macro-stretch $F$ and micro-stretch $\Psi$ act uniformly. Indeed, even if $\Psi(X)$ is evaluated at $P$ and is then homogeneous in all microelements $\delta V$ of $d V$, the action of $\Psi$ on all microelements of $d V$ introduces a non-uniform pattern on $d V$ (if $\Psi(X) \neq$ $F(X)$ ). Numerically, this is obtained because $\Psi$ and $F$ act on position vectors relative to different origins.

Nevertheless, it must be underlined that mathematically $F$ and $\Psi$ act on vector belonging to $T \mathscr{B}$ and both are computed at P hence the geometrical state characterized by the metric and torsion tensor is the same in Eringen and Mindlin point of view. The sub-scale $\ell$ brings some interesting illustrations, but it is not unfortunately tractable in a mathematical language in the frame-work of Riemann-Cartan geometry, see examples in the next section.

### 2.3 Examples

We assume that the body is defect-free, and is subset in the Euclidean space. Let consider an example proposed by Acharya and Bassani, 2000 and reconsidered in Yavari and Goriely, 2012a. In this example, the material point map $\phi$ is identity (then $F=\mathbb{I}$ ) but $\Psi$ is given as below:

$$
\begin{equation*}
\Psi=\mathbb{I}+\psi \partial_{1} \otimes \partial_{2} \tag{2.3.1}
\end{equation*}
$$

Figure 2.6: Graphical presentation of a reference configuration in the Euclidean space. Smaller cells are microelements $d V$. Each color cell is macroelement $\delta V$. Points are atoms contained in $\delta V$. Here we consider $L=1$, and $\ell=1 / 3$, and a distance of two atoms is $\mathfrak{d}=1 / 12$.

where Cartesian coordinates are used both in the body and in the ambient Euclidean space (then $\mathrm{g}=\delta$ and $\gamma=0$ ). Even if $\psi\left(X^{2}\right)$ is in Yavari and Goriely, 2012a, here $\psi: \mathscr{B} \rightarrow \mathbb{R}$ is a smooth function (at least $\mathscr{C}^{2}$ ) of any $\left(X^{1}, X^{2}, X^{3}\right)$.
The induced metric $\mathrm{G}_{A B}=\Psi_{A}^{a} \mathrm{~g}_{a b} \Psi_{B}^{b}$ is

$$
\begin{equation*}
\mathrm{G}=\mathbb{I}+\psi\left(\partial_{1} \otimes \partial_{2}+\partial_{2} \otimes \partial_{1}\right)+\psi^{2} \partial_{2} \otimes \partial_{2} \tag{2.3.2}
\end{equation*}
$$

In particular, $\operatorname{det}(G)=1$ which means that the volume of the element $d V$ does not change.
The connection coefficients are

$$
\begin{equation*}
\Gamma_{A 2}^{1}=\partial_{A} \psi \tag{2.3.3}
\end{equation*}
$$

This yields to a possible non-zero torsion $T$ with non-zero components:

$$
\mathrm{T}_{A 2}^{1}=-\mathrm{T}_{2 A}^{1}=\partial_{A} \psi \quad \text { with } \quad A \in\{1,3\}
$$

Specifically, if $\psi$ depends only on $X^{1}, T_{12}^{1}=\partial_{1} \psi$ corresponding to a density of edge type dislocations. On the other hand, if $\psi$ depends only on $X^{3}$, one have $T_{32}^{1}=\partial_{3} \psi$ characterizing a density of screw type dislocations. Last, suppose $\psi$ is function of $X^{2}$, the current state is defect free even if $\Psi \neq F$.

In Figure 2.7, the illustration is provided for $A=1$ and 2 in the $U S M$ framework with:

$$
\begin{equation*}
\psi\left(X^{A}\right)=\frac{1}{2 L} \sin \left(\frac{X^{A}}{4 L} \pi\right) \tag{2.3.4}
\end{equation*}
$$

The magnitude of the transformation is voluntarily intensified as can be observed in the illustration. For $X^{A}=X^{1}$ (Figure 2.7-left), the presence of screw dislocations induces local transformations of the element $d V$ that does not allow any gluing process without introducing additional elastic strain. From another point of view, the total gap of current vector field (green) along a closed material loop does not vanish as it is illustrated too. These phenomena are not observed if
$X^{A}=X^{2}$ (Figure 2.7-right), this gliding process does not introduce defect even if, as $F \neq \Psi$, two initial adjacent atoms belonging to distinct macroelements are no more neighbors after transformation.

In the end, it is in agreement with theoretical analysis since on the one side (Figure 2.7-left) $\mathrm{T} \neq 0, \mathrm{R}=0$ and $\nabla \mathrm{g}=0$, and on the other side (Figure2.7-right) $\mathrm{T}=0, \mathrm{R}=0$ and $\nabla \mathrm{g}=0$. The same transformation is observed within the $S S M$ point of view in Figure 2.8. If $X^{A}=X^{1}$, the


Figure 2.7: Current configuration in the Euclidean space for a transformation prescribed by (2.3.1) and (2.3.4) with $A=1$ (left) and $A=2$ (right). The USM point of view is used with $L=1$ and $\mathfrak{d}=1 / 12$.
local defects look less intense but more present and distributed along the macroelement in such a way that the total amount of defect is preserved in a macroelement (Figure 2.8-left). If $X^{A}=X^{2}$, the gliding process supports a spacial dispersion too (Figure 2.8-right). Notice that if $\phi$ is defined


Figure 2.8: Same as Figure 2.7 but within the SSM point of view with $L=1$, $\mathfrak{d}=1 / 12$ and $\ell=1 / 3$.
by

$$
\begin{equation*}
x^{1}=X^{1}-\frac{2}{\pi} \cos \left(\frac{X^{A}}{4 L} \pi\right) \quad \text { and } \quad x^{2}=X^{2} \tag{2.3.5}
\end{equation*}
$$

then $F=\Psi$ if $X^{A}=X^{2}$. In that case, the resulting transformation is the same whatever the choice of either USM or SSM computation (see Figure 2.9).


FIGURE 2.9: Current configuration for a compatible transformation prescribed by (2.3.1) and (2.3.4) with $A=2$ and $\phi:\left(X^{1}, X^{2}\right) \rightarrow\left(X^{1}-\frac{2}{\pi} \cos \left(\frac{X^{A}}{4 L} \pi\right), X^{2}\right)$. Computation is performed within the $S S M$ point of view with $L=1, \mathfrak{d}=1 / 12$ and $\ell=1 / 3$. Same result is obtained if USM is chosen.

It is the occasion to underline a risk of confusion introduced through SSM simulations. Here, the lowest pattern is a dot with a typical size $\mathfrak{d}$. If $\ell$ is similar or smaller than $\mathfrak{d}$, no transformation is observed: atoms are along the Cartesian grid in the current state. Nonetheless, in a mathematical point of view, the torsion is unchanged. As already underlined $\mathfrak{d}$ does not have physical or mathematical significance, this observation is just a numerical artifact. This motivates to impose $\ell>\mathfrak{d}$ in the same spirit than the Nyquist criteria in signal processing.

### 2.4 Conclusion

A simple geometric theory of defects inspired by the micromorphic models has been introduced. It shows how the new transformation changes the intrinsic geometry of matter, from which dislocations may be created (underling, by the way, the non-zero torsion tensor). The interesting thing is that we have proved that even if the map yields perturbation of the body at the micro scale, it may not create defects. The example has shown how this situation may be captured. Even though the models do not incorporate all classes of defects in the topological point of view, it motivates the development of geometrical modelling that fullfils this gap. A further generalization of the present theory is mentioned in the following tasks.

Another important thing is that starting with the transformation, Eringen defined some strain and the wryness tensor is one of them (Eringen, 1999). Nevertheless, we have proved in our theory that the wryness tensor is a connection, then it is not a tensor in the geometrical sense. Hence, the wryness tensor can not be defined as a strain. Additionally, one of the incompatibility conditions, being a measurement of the disclinations, is precisely equal to the curvature tensor of our connection. Hence, the incompatibility law is always satisfied. To sum up, the present theory modify this misfit.

## Chapter 3

## Field equations

In the preceding chapter, we see how the material transformation $\Upsilon$ changes the intrinsic geometry of matter. This new geometry is interpreted as a material manifold with defects. Up to present, $\phi$ and $\Psi$ are unknown that we have to look for in order to describe the motion of matter entirely.

We begin with some strain measurements in Section-3.1. Section-3.2 gives a formula of internal energy and the stress tensors. Section-3.3 is devoted to the concepts of mass, microinertia, and kinetic energy; these points play central roles in the dynamical equations of microcontinuum. In continuum mechanics, it is possible to derive all the balance equations by using Hamilton's principle; this point is displayed in Section-3.4. Linear constitutive equations for isotropic material are collected in Section-3.5.

### 3.1 Strain measures

Recall the bundle map (2.1.1), for simplicity, the manifold $\mathscr{B}$ is assumed to be a subset evolving within Euclidean space; the Cartesian coordinate is used on $\mathbb{E}^{3}$. To keep things simple, we suppose that the reference configuration and the manifold $\mathscr{B}$ are merged together. The Kronecker metric $\delta_{A B}$ and the Levi-Civita connection $\gamma$ are employed on the reference configuration. The current state is described by the metric $G$ and the connection $\Gamma$ that are derived from the material transformation (see (2.1.6)).

### 3.1.1 Green-Lagrange measure

The change of the distance and angle between the material point and its neighbourhood during the motion is measured by the classical (Green-Lagrange) strain E (Marsden and Hughes, 1994;

Gonzalez and Stuart, 2008). This is defined by the change of the material matrices

$$
\begin{equation*}
\mathrm{E}=\frac{1}{2}(\mathrm{G}-\delta) . \tag{3.1.1}
\end{equation*}
$$

### 3.1.2 Relative strain

The measurement of the difference between the micro and macro-deformation is obtained by the relative strain, and it is formalized by

$$
\begin{equation*}
\mathcal{E}=\Psi^{-1} F-\mathbb{I}, \tag{3.1.2}
\end{equation*}
$$

where $\mathbb{I}=\delta_{B}^{A} \partial_{A} \otimes d X^{B}$ is the identity tensor. This strain was introduced by Eringen (Eringen, 1999).

Alternatively, one can define another relative strain as

$$
\underset{\sim}{\mathcal{E}}=F^{-1} \Psi-\mathbb{I} .
$$

### 3.1.3 Change of torsion

The changes in the intrinsic material manifold can be considered as strains measurement. By the construction, the new defects may be created by the material transformation. It is crucial to exhibit a dedicated tool measuring such creation of dislocations. This tool is in agreement with the torsion tensor T .

### 3.2 Internal energy density and stress tensors

Let us denote $\Xi$ internal or free energy density. Throughout the remainder of our developments, we assume that $\Xi$ is in the form:

$$
\begin{equation*}
\Xi=\Xi(\mathrm{E}, \mathcal{E}, \mathrm{~T}) \tag{3.2.1}
\end{equation*}
$$

All the arguments of $\Xi$ are components of tensors. They are invariant under the action of the diffeomorphism (in the sense that they transform covariantly according to usual tensor transformations depending on their type). Therefore, the Lagrangian function is covariant. Now, we can define the set of stress tensors as follows:

$$
\begin{equation*}
\mathrm{S}=\frac{\partial \Xi}{\partial \mathrm{E}}, \quad \mathscr{D}=\frac{\partial \Xi}{\partial \mathcal{E}}, \quad \mathscr{T}=\frac{\partial \Xi}{\partial \mathrm{T}} . \tag{3.2.2}
\end{equation*}
$$

### 3.3 Mass, inertia and kinetic energy

The results appearing here are similar to Eringen, 1999. However, to make the section selfcontained and easy for the readers, we would like to reformulate these results ourselves.

The concepts of mass and inertia require a finite volume of the material body. Before we take an asymptotic analysis of each material point: indeed one considers a particle " $P$ " having volume


Figure 3.1: Micro-volume element.
$\Delta \mathrm{V}$, in the reference state and its image " $p$ " within a volume $\Delta \mathrm{v}$, in the current configuration at time $t$. The total mass of these particles is the sum of the masses of microelements i.e.

$$
\begin{equation*}
\rho_{0} \Delta \mathrm{~V}=\int_{\Delta V} \rho_{0}^{\prime} d \mathrm{~V}^{\prime} \quad \rho \Delta \mathrm{v}=\int_{\Delta v} \rho^{\prime} d \mathrm{v}^{\prime} \tag{3.3.1}
\end{equation*}
$$

where primed quantities refer to microelements contained in " $P$ " and " $p$ ", respectively. A pictorial interpretation is given in Figure 3.1. We assume that the mass of the microelements is conserved during the motion

$$
\begin{equation*}
\rho_{0}^{\prime} d \mathrm{~V}^{\prime}=\rho^{\prime} d \mathrm{v}^{\prime} \tag{3.3.2}
\end{equation*}
$$

This implies that, in the limit as $\Delta \mathrm{V} \rightarrow 0$ and $\Delta \mathrm{v} \rightarrow 0$, one gets

$$
\begin{equation*}
\rho_{0} d \mathrm{~V}=\rho d \mathrm{v} \tag{3.3.3}
\end{equation*}
$$

The relative position vectors $U$ and $u$ of the elements are taken with respect to center mass " $P$ " and " $p$ ", so that.

$$
\begin{equation*}
\int_{\Delta \mathrm{v}} \rho_{0}^{\prime} U d \mathrm{~V}^{\prime}=0 \quad \int_{\Delta \mathrm{v}} \rho^{\prime} u d \mathrm{v}^{\prime}=0 \tag{3.3.4}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Delta \mathrm{v}} \rho^{\prime} u d \mathrm{v}^{\prime}=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Delta \mathrm{v}} \rho_{0}^{\prime} \Psi U d \mathrm{~V}^{\prime}=\int_{\Delta \mathrm{v}} \rho_{0}^{\prime} \dot{\Psi} U d \mathrm{~V}^{\prime}=\int_{\Delta \mathrm{v}} \rho^{\prime} \dot{u} d \mathrm{~V}^{\prime}=0 . \tag{3.3.5}
\end{equation*}
$$

Now, let us denote $\mathcal{K}$ a kinetic energy density per unit mass:

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2 \rho d \mathrm{v}} \int_{\Delta v} \rho^{\prime}(\dot{x}+\dot{u}) \cdot(\dot{x}+\dot{u}) d \mathrm{v}^{\prime} . \tag{3.3.6}
\end{equation*}
$$

Here, the "cdot" product is defined by: for arbitrary vectors $v, u \in T_{x} \mathbb{E}^{3}, u \cdot v=u^{a} \mathrm{~g}_{a b} v^{b}$. Applying (3.3.4) and (3.3.5), we conclude

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} V \cdot V+\frac{1}{2} \frac{1}{\rho d \mathrm{v}} \int_{\Delta \mathrm{v}} \rho^{\prime} \dot{u}^{a} \mathrm{~g}_{a b} \dot{u}^{b} d \mathrm{v}^{\prime} \tag{3.3.7}
\end{equation*}
$$

where $V$ is a material velocity

$$
\begin{equation*}
V^{a}(X, t)=\frac{\partial \phi^{a}(X, t)}{\partial t} \tag{3.3.8}
\end{equation*}
$$

The first part is analogous to the macroscopic kinetic energy, while the second term is associated with the kinetic energy of microelements.

Next, since $\dot{u}^{a}=\dot{\Psi}_{A}^{a} U^{A}=\dot{\Psi}_{A}^{a} \Psi_{c}^{A} u^{c}=v_{c}^{a} u^{c}$. It is time to define a so-called microgyration variable (Eringen, 1999).

$$
\begin{equation*}
v_{c}^{a}=\dot{\Psi}_{A}^{a} \Psi_{c}^{A} . \tag{3.3.9}
\end{equation*}
$$

Applying this notion, one gets $\dot{u}^{a}=v_{c}^{a} u^{c}$ and hence the microscopic kinetic energy can be rewritten as

$$
\begin{equation*}
\frac{1}{2} \frac{1}{\rho d \mathrm{v}} \int_{\Delta \mathrm{v}} \rho^{\prime} \dot{u}^{a} \mathrm{~g}_{a b} \dot{u}^{b} d \mathrm{v}^{\prime}=\frac{1}{2} v_{s}^{a} \mathrm{~g}_{a b} v^{b}{ }_{h} \frac{1}{\rho d \mathrm{v}} \int_{\Delta \mathrm{v}} \rho^{\prime} u^{s} u^{h} d \mathrm{v}^{\prime}=\frac{1}{2} v^{a} \mathrm{~g}_{a b} v^{b}{ }_{h}{ }^{\text {s }}{ }^{s h}, \tag{3.3.10}
\end{equation*}
$$

where a microinertia tensor i is given by (Eringen, 1999)

$$
\begin{equation*}
\mathrm{i}^{s h}=\frac{1}{\rho d \mathrm{v}} \int_{\Delta \mathrm{v}} \rho^{\prime} u^{s} u^{h} d \mathrm{v}^{\prime} \tag{3.3.11}
\end{equation*}
$$

Insert (3.3.10) into (3.3.7), one gets

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} V \cdot V+\frac{1}{2} \mathrm{i}: v \mathrm{~g} v \tag{3.3.12}
\end{equation*}
$$

It is called the spatial formula of the kinetic energy. Its material form will be constructed as follows: first of all, similar to (3.3.11) a material microinertia tensor I is defined by (Eringen, 1999)

$$
\begin{equation*}
\mathrm{I}^{S H}=\frac{1}{\rho_{0} d \mathrm{~V}} \int_{\Delta \mathrm{V}} \rho_{0}^{\prime} U^{S} U^{H} d \mathrm{~V}^{\prime} \tag{3.3.13}
\end{equation*}
$$

After that, upon using the law of conversation of mass (3.3.3), we conclude a law of conservation of microinertia (Eringen, 1999)

$$
\begin{equation*}
i^{s h}=\Psi_{S}^{s} \Psi_{H}^{h} \frac{1}{\rho d \mathrm{~V}} \int_{\Delta \mathrm{V}} \rho_{0}^{\prime} U^{S} U^{H} d \mathrm{~V}^{\prime}=\left.\Psi_{S}^{s}\right|^{S H} \Psi_{H}^{h} \tag{3.3.14}
\end{equation*}
$$

Thanks to this relation and (3.3.9), we obtain

$$
\begin{align*}
\mathrm{i}: v \mathrm{~g} v=v_{s}^{a} \mathrm{~g}_{a b} v_{h}^{b} i^{\mathrm{s} h} & =\left.\dot{\Psi}_{A}^{a} \Psi_{s}^{A} \mathrm{~g}_{a b} \dot{\Psi}_{B}^{b} \Psi_{h}^{B} \Psi_{S}^{s}\right|^{S H} \Psi_{H}^{h} \\
& =1^{S H} \dot{\Psi}_{A}^{a} \mathrm{~g}_{a b} \dot{\Psi}_{B}^{b}\left(\Psi_{s}^{A} \Psi_{S}^{s}\right)\left(\Psi_{h}^{B} \Psi_{H}^{h}\right)=1^{S H} \dot{\Psi}_{S}^{a} \mathrm{~g}_{a b} \dot{\Psi}_{H}^{b}=1: \dot{\Psi} \mathrm{g} \dot{\Psi} . \tag{3.3.15}
\end{align*}
$$

Finally, inserting (3.3.15) into (3.3.12), the kinetic energy can be rewritten as

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} V \cdot V+\frac{1}{2} I: \dot{\Psi} \mathrm{g} \dot{\Psi} . \tag{3.3.16}
\end{equation*}
$$

### 3.4 Variational equations

In continuum mechanics, it is possible to derive all the balance equations by using a Hamilton's principle. The principle states that the dynamics of a physical system are determined by a variational problem for a functional based on a single function, the Lagrangian, which may contain all physical information concerning the system and the forces acting on it. Now, we first consider the infinitesimal variations of the coordinates

$$
\begin{equation*}
x \rightarrow \tilde{x}=x+\delta u \quad \Psi \rightarrow \tilde{\Psi}=\Psi+\delta \Psi \tag{3.4.1}
\end{equation*}
$$

Variation $\delta u$ is called external variation, whereas variation of fields $\delta \Psi$ are called internal (Capozziello and De Laurentis, 2011; Rakotomanana, 2018). We write Hamilton's principle for independent variations $\delta u$ and $\delta \Psi$ between fixed limits of $u$ and $\Psi$ at times $t_{0}$ and $t_{1}$ :

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \delta \mathcal{K} d t+\int_{t_{0}}^{t_{1}} \delta \mathcal{W}_{e} d t=\int_{t_{0}}^{t_{1}} \delta \mathcal{W} d t \tag{3.4.2}
\end{equation*}
$$

where $\mathcal{K}$ and $\mathcal{W}_{e}$ are the total kinetic energy and the work done by external forces, respectively. $\mathcal{W}$ designates the work of the internal forces.

### 3.4.1 Work of the internal forces

The virtual work of the internal forces will be stored in the material

$$
\begin{equation*}
\delta \mathcal{W}=\int_{\mathscr{B}} \delta \Xi d V \quad \text { with } \quad \delta \Xi=\mathrm{S}: \delta \mathrm{E}+\mathscr{D}: \delta \mathcal{E}+\mathscr{T}: \delta \mathrm{T} . \tag{3.4.3}
\end{equation*}
$$

Firstly, as $\mathrm{E}_{A B}=\frac{1}{2}\left(\Psi_{A}^{a} \mathrm{~g}_{a b} \Psi_{B}^{b}-\delta_{A B}\right)$, one obtains

$$
\begin{align*}
\mathrm{S}: \delta \mathrm{E}=\mathrm{S}^{A B} \delta \mathrm{E}_{A B} & =\frac{1}{2} \mathrm{~S}^{A B}\left(\mathrm{~g}_{a b} \Psi_{A}^{a} \delta \Psi_{B}^{b}+\mathrm{g}_{a b} \Psi_{B}^{b} \delta \Psi_{A}^{a}\right) \\
& =\left(\Psi_{A}^{a} \mathrm{~S}^{A B} \mathrm{~g}_{a b}\right) \delta \Psi_{B}^{b}=\mathrm{P}: \delta \Psi, \quad \text { with } \quad \mathrm{P}_{b}^{B}=\mathrm{g}_{b a} \Psi_{A}^{a} \mathrm{~S}^{A B} \tag{3.4.4}
\end{align*}
$$

Second, as $\delta\left(\Psi_{C}^{a} \Psi_{b}^{C}\right)=0$, one obtains $\delta \Psi_{C}^{a} \Psi_{b}^{C}+\Psi_{C}^{a} \delta \Psi_{b}^{C}=0$ and then

$$
\begin{equation*}
\delta \Psi_{b}^{B}=\Psi_{a}^{B} \Psi_{C}^{a} \delta \Psi_{b}^{C}=-\Psi_{a}^{B} \delta \Psi_{C}^{a} \Psi_{b}^{C} . \tag{3.4.5}
\end{equation*}
$$

Applying the above relation, one obtains

$$
\begin{align*}
\mathscr{D}: \delta \Psi^{-1} F & =\mathscr{D}_{B}^{A} \delta \Psi_{b}^{B} F_{A}^{b}=\mathscr{D}_{B}^{A} F_{A}^{b} \delta \Psi_{b}^{B} \\
& =-\left(\mathscr{D}_{B}^{A} F_{A}^{b} \Psi_{a}^{B} \Psi_{b}^{C}\right) \delta \Psi_{C}^{a}:=-\widetilde{\mathscr{D}}: \delta \Psi, \quad \text { with } \quad \widetilde{\mathscr{D}}_{a}^{C}:=\Psi_{a}^{B} \mathscr{D}_{B}^{A} F_{A}^{b} \Psi_{b}^{C} . \tag{3.4.6}
\end{align*}
$$

Then, we can write

$$
\begin{equation*}
\mathscr{D}: \delta \mathcal{E}=\mathscr{D}: \delta \Psi^{-1} F+\mathscr{D}: \Psi^{-1} \delta F=-\widetilde{\mathscr{D}}: \delta \Psi+\overline{\mathscr{D}}: \delta F, \quad \text { with } \quad \overline{\mathscr{D}}_{b}^{A}:=\Psi_{b}^{B} \mathscr{D}_{B}^{A} . \tag{3.4.7}
\end{equation*}
$$

Next, as $\Gamma_{A B}^{C}=\Psi_{b}^{C} \partial_{A} \Psi_{B}^{b}$, variation of the connection reads

$$
\begin{equation*}
\delta \Gamma_{A B}^{C}=\delta \Psi_{b}^{C} \partial_{A} \Psi_{B}^{b}+\Psi_{b}^{C} \partial_{A} \delta \Psi_{B}^{b}=-\Psi_{a}^{C} \delta \Psi_{D}^{a} \Psi_{b}^{D} \partial_{A} \Psi_{B}^{b}+\Psi_{b}^{C} \partial_{A} \delta \Psi_{B}^{b} . \tag{3.4.8}
\end{equation*}
$$

We deduce that

$$
\begin{align*}
\mathscr{T}: \delta \mathrm{T}=\mathscr{T}_{C}^{A B} \delta \mathrm{~T}_{A B}^{C}= & \left(\mathscr{T}_{C}^{A B} \Psi_{a}^{C} \Psi_{b}^{D} \partial_{B} \Psi_{A}^{b}-\mathscr{T}_{C}^{A B} \Psi_{a}^{C} \Psi_{b}^{D} \partial_{A} \Psi_{B}^{b}\right) \delta \Psi_{D}^{a} \\
& +\left(\mathscr{T}_{C}^{A B} \Psi_{b}^{C}\right) \partial_{A} \delta \Psi_{B}^{b}-\left(\mathscr{T}_{C}^{A B} \Psi_{b}^{C}\right) \partial_{B} \delta \Psi_{A}^{b} \\
= & 2\left(\mathscr{T}_{C}^{A B} \Psi_{a}^{C} \Psi_{b}^{D} \partial_{B} \Psi_{A}^{b}\right) \delta \Psi_{D}^{a}+2\left(\mathscr{T}^{A B} \Psi_{b}^{C}\right) \partial_{A} \delta \Psi_{B}^{b} \\
= & \mathscr{T}: \delta \Psi+\mathscr{T}: \nabla \delta \Psi . \tag{3.4.9}
\end{align*}
$$

Here, we have used the fact that $\mathscr{T}_{C}^{A B}=-\mathscr{T}_{C}^{B A}$, and have defined

$$
\begin{equation*}
\widetilde{\mathscr{T}}_{a}^{D}:=2\left(\mathscr{T}_{C}^{A B} \Psi_{a}^{C} \Psi_{b}^{D} \partial_{B} \Psi_{A}^{b}\right) \quad \text { and } \quad \bar{T}_{b}^{A B}:=2\left(\mathscr{T}_{C}^{A B} \Psi_{b}^{C}\right) \tag{3.4.10}
\end{equation*}
$$

Insert (3.4.4), (3.4.7), and (3.4.9) into (3.4.3), the virtual work of the internal forces reads

$$
\begin{equation*}
\delta \mathcal{W}=\int_{\mathscr{B}} \overline{\mathscr{D}}: \delta F+(\mathrm{P}-\widetilde{\mathscr{D}}+\widetilde{\mathscr{T}}): \delta \Psi+\overline{\mathscr{T}}: \nabla \delta \Psi d V \tag{3.4.11}
\end{equation*}
$$

Notice that the first term can be expressed by

$$
\begin{equation*}
\overline{\mathscr{D}}_{a}^{A} \delta F_{A}^{a}=\partial_{A}\left(\overline{\mathscr{D}}_{a}^{A} \delta u^{a}\right)-\partial_{A}\left(\overline{\mathscr{D}}_{a}^{A}\right) \delta u^{a}, \tag{3.4.12}
\end{equation*}
$$

and the third one is reformulated by

$$
\begin{equation*}
\overline{\mathscr{T}}_{b}^{A B} \partial_{A} \delta \Psi_{B}^{b}=\partial_{A}\left(\overline{\mathscr{T}}_{b}^{A B} \delta \Psi_{B}^{b}\right)-\partial_{A}\left(\mathscr{T}_{b}^{A B}\right) \delta \Psi_{B}^{b} . \tag{3.4.13}
\end{equation*}
$$

Denote " $N$ " a unit normal vector to $\partial \mathscr{B}$, employing the Divergence Theorem (Marsden and Hughes, 1994; Gonzalez and Stuart, 2008), it yields that

$$
\begin{gather*}
\delta \mathcal{W}=\int_{\mathscr{B}}-\operatorname{Div} \overline{\mathscr{D}} \cdot \delta u+(\mathrm{P}-\widetilde{\mathscr{D}}+\widetilde{\mathscr{T}}-\operatorname{Div} \overline{\mathscr{T}}): \delta \Psi d V  \tag{3.4.14}\\
+\int_{\partial \mathscr{B}} \overline{\mathscr{D}} \cdot N \cdot \delta u+\overline{\mathscr{T}} \cdot N: \delta \Psi d S
\end{gather*}
$$

### 3.4.2 Work of the external forces

The form of (3.4.14) is the motivation for the variation of work done by external forces:

$$
\begin{equation*}
\delta \mathcal{W}_{e}=\int_{\mathscr{B}} \mathfrak{b} \cdot \delta u+\mathfrak{Z}: \delta \Psi d V+\int_{\partial \mathscr{B}} \mathfrak{s} \cdot \delta u+\mathfrak{D}: \delta \Psi d S, \tag{3.4.15}
\end{equation*}
$$

where $\mathfrak{b}$ is the body force per unit volume, $\mathfrak{s}$ is the surface force per unit area (stress-vector or traction), and $\mathfrak{Z}$ is interpreted as a double force per unit volume and $\mathfrak{D}$ is a double force per unit area.

### 3.4.3 Work of the kinetic energy

The kinetic work is known as

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \delta \mathcal{K} d t=\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \rho_{0} \delta\left(\frac{1}{2} V \cdot V+\frac{1}{2} I: \dot{\Psi} \mathrm{g} \dot{\Psi}\right) d V d t \tag{3.4.16}
\end{equation*}
$$

Firstly, we noticed that $\delta\left(V^{a} \mathrm{~g}_{a b} V^{b}\right)=2 V^{a} \mathrm{~g}_{a b} \delta V^{b}$ and $\delta V^{a}(X, t)=\partial \delta u^{a}(X, t) / \partial t$, in the usual way (see Love, 1944, p.166) we find

$$
\begin{aligned}
\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \frac{1}{2} \rho_{0} \delta\left(V^{a} \mathrm{~g}_{a b} V^{b}\right) d V d t & =\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} V^{a} \mathrm{~g}_{a b} \delta V^{b} d V d t \\
& =-\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \rho_{0} A \cdot \delta u d V d t
\end{aligned}
$$

where the material acceleration $A$ is given by $A(X, t)=\frac{\partial V(X, t)}{\partial t}$.
Secondly, it can be verify that

$$
\begin{equation*}
\frac{1}{2} \mathrm{I}: \delta(\dot{\Psi} \mathrm{g} \dot{\Psi})=\mathrm{I}^{A B} \dot{\Psi}_{A}^{a} \mathrm{~g}_{a b} \delta \dot{\Psi}_{B}^{b} \tag{3.4.17}
\end{equation*}
$$

Consequently, one gets

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \frac{1}{2} \rho_{0} \mathrm{I}: \delta(\dot{\Psi} \mathrm{g} \dot{\Psi}) d V d t=-\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \rho_{0} \Lambda: \delta \Psi d V d t \tag{3.4.18}
\end{equation*}
$$

where the micro acceleration or spin inertia $\Lambda$ is defined by

$$
\begin{equation*}
\Lambda_{b}^{B}=\left.\mathrm{g}_{a b} \ddot{\Psi}_{A}^{a}\right|^{A B} \tag{3.4.19}
\end{equation*}
$$

Furthermore, if we apply $\delta \Psi=\dot{\Psi}$ to (3.4.18), one gets

$$
\begin{equation*}
\Lambda: \dot{\Psi}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}(\mathrm{I}: \dot{\Psi} \mathrm{g} \dot{\Psi}) \tag{3.4.20}
\end{equation*}
$$

Finally, insert (3.4.17) and (3.4.18) into (3.4.16), we conclude that

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \delta \mathcal{K} d t=-\int_{t_{0}}^{t_{1}} \int_{\mathscr{B}} \rho_{0}(A \cdot \delta u+\Lambda: \delta \Psi) d V d t \tag{3.4.21}
\end{equation*}
$$

### 3.4.4 Local equations of motion

Substituting (3.4.14) - (3.4.15) - (3.4.21) into (3.4.2) (drop the integration with respect to time), one obtains

$$
\begin{align*}
\int_{\mathscr{B}}\left(\mathfrak{b}-\rho_{0} A+\operatorname{Div} \overline{\mathscr{D}}\right) \cdot \delta u & +\left(\mathfrak{Z}-\rho_{0} \Lambda+\widetilde{\mathscr{D}}-\mathrm{P}-\widetilde{\mathscr{T}}+\operatorname{Div} \overline{\mathscr{T}}\right): \delta \Psi d V \\
& +\int_{\partial \mathscr{B}}(\mathfrak{s}-\overline{\mathscr{D}} \cdot N) \cdot \delta u+(\mathfrak{D}-\overline{\mathscr{T}} \cdot N): \delta \Psi d S=0 . \tag{3.4.22}
\end{align*}
$$

The necessary and sufficient conditions to ensure the above equation to be satisfied for arbitrary variation $\delta u$ and $\delta \Psi$

$$
\left\{\begin{array}{cl}
\mathfrak{b}+\operatorname{Div} \overline{\mathscr{D}} & =\rho_{0} A  \tag{3.4.23}\\
\mathfrak{Z}+\widetilde{\mathscr{D}}-\mathrm{P}-\widetilde{\mathscr{T}}+\operatorname{Div} \overline{\mathscr{T}} & =\rho_{0} \Lambda
\end{array}\right.
$$

together with its boundary conditions:

$$
\begin{equation*}
\mathfrak{s}=\overline{\mathscr{D}} \cdot N \quad \text { and } \quad \mathfrak{D}=\overline{\mathscr{T}} \cdot N . \tag{3.4.24}
\end{equation*}
$$

These are local equations of motion, of which the first equations are the local balance of momentum while the second is balance of moment of momentum.

### 3.5 Linear equations

This section concerns the linear theory of the equations of motion. In what follows we use, for instance, we write $u_{, A}^{a}$ instead of $\partial_{A} u^{a}$.

### 3.5.1 General equations

Due to the aim of the section, we employ linear approximations

$$
\begin{array}{ll}
F_{A}^{a} \simeq\left(\delta_{b}^{a}+u_{, b}^{a}\right) \delta_{A}^{b} & \Psi_{A}^{a} \simeq\left(\delta_{b}^{a}+m_{b}^{a}\right) \delta_{A}^{b}  \tag{3.5.1}\\
& \Psi_{a}^{A} \simeq \delta_{b}^{A}\left(\delta_{a}^{b}-m_{a}^{b}\right) .
\end{array}
$$

where $u$ is small displacement vector field. With these, in the first approximation, one gets

$$
\begin{array}{ll}
\Gamma_{B C}^{A} \simeq m_{c, b}^{a} \delta_{a}^{A} \delta_{C}^{c} \delta_{B}^{b} & \mathrm{E}_{A B} \simeq \frac{1}{2}\left(\delta_{c b} m_{a}^{c}+\delta_{a c} m_{b}^{c}\right) \delta_{A}^{a} \delta_{B}^{b}  \tag{3.5.2}\\
\mathrm{~T}_{B C}^{A} \simeq\left(m_{c, b}^{a}-m_{b, c}^{a}\right) \delta_{a}^{A} \delta_{B}^{b} \delta_{C}^{c} & \mathcal{E}_{B}^{A} \simeq\left(u_{, b}^{a}-m_{b}^{a}\right) \delta_{a}^{A} \delta_{B}^{b} .
\end{array}
$$

This is the occasion to define:

$$
\begin{align*}
\mathfrak{t}_{a b c} & =\delta_{a e}\left(m_{c, b}^{e}-m_{b, c}^{e}\right)  \tag{3.5.3}\\
\mathfrak{d}_{a b} & =\delta_{a e}\left(u_{, b}^{e}-m_{b}^{e}\right)  \tag{3.5.4}\\
\epsilon_{a b} & =\frac{1}{2}\left(\delta_{c b} m_{a}^{c}+\delta_{a c} m_{b}^{c}\right) . \tag{3.5.5}
\end{align*}
$$

The linear approximation for the stress, and the stress fields require a quadratic approximation for the stored energy $\Xi$, in its variables. In this work, we suppose that

$$
\begin{align*}
& \Xi=\frac{1}{2} c \epsilon_{a a} \epsilon_{b b}+d \epsilon_{a b} \epsilon_{a b}+\frac{1}{2} \varrho \mathfrak{d}_{a a} \mathfrak{d}_{b b}+\frac{1}{2} \eta \mathfrak{d}_{a b} \mathfrak{d}_{b a}+\frac{1}{2}(\eta+\varepsilon) \mathfrak{d}_{a b} \mathfrak{d}_{a b} \\
& g \mathfrak{d}_{a a} \epsilon_{b b}+h\left(\mathfrak{d}_{a b}+\mathfrak{d}_{b a}\right) \epsilon_{b a}-\frac{1}{4} \alpha \mathfrak{t}_{b b a} \mathfrak{t}_{c a c}  \tag{3.5.6}\\
& \quad+\frac{1}{8} \beta \mathfrak{t}_{b c a} \mathfrak{t}_{b c a}+\frac{1}{4} \gamma \mathfrak{t}_{b c a} \mathfrak{t}_{c a b} .
\end{align*}
$$

In which," $-\frac{1}{4} \alpha \mathfrak{t}_{b b a} \mathfrak{t}_{c a c}+\frac{1}{8} \beta \mathfrak{t}_{b c a} \mathfrak{t}_{b c a}+\frac{1}{4} \gamma \mathfrak{t}_{b c a} \mathfrak{t}_{c a b}$ " is coming from a distribution of dislocations. It is similar to one in (Katanaev, 2005).

For the homogeneous isotropic material, the linear constitutive equations for stresses read

$$
\begin{align*}
\sigma^{a b} & \simeq \frac{\partial \Xi}{\partial \epsilon_{a b}}=c \delta_{a b} \epsilon_{i i}+2 d \epsilon_{a b}+g \delta_{a b} \mathfrak{d}_{i i}+h\left(\mathfrak{d}_{a b}+\mathfrak{d}_{b a}\right)  \tag{3.5.7}\\
\tau^{a b} & \simeq \frac{\partial \Xi}{\partial \mathfrak{d}_{a b}}=\varrho \delta_{a b} \mathfrak{d}_{i i}+(\varepsilon+\eta) \mathfrak{d}_{a b}+\eta \mathfrak{d}_{b a}+g \delta_{a b} \epsilon_{i i}+2 h \epsilon_{a b} \tag{3.5.8}
\end{align*}
$$

The last ones $\mu^{q r p} \simeq \frac{\partial \Xi}{\partial \mathrm{t}_{g r p}}$ are explicitly expressed by

$$
\begin{align*}
& 2 \mu^{a a b}=\alpha \mathfrak{t}_{q q b}+(\beta-\gamma) \mathfrak{t}_{a a b}=-2 \mu^{a b a}, \quad a \neq b  \tag{3.5.9}\\
& 2 \mu^{a b c}=\beta \mathfrak{t}_{a b c}+\gamma\left(\mathfrak{t}_{c a b}+\mathfrak{t}_{b c a}\right), a \neq b \neq c . \tag{3.5.10}
\end{align*}
$$

By the way, the components $\mu^{a a b}$ are associated with edge dislocations, while the other ones are related to screw dislocation.

For the homogeneous, isotropic material the micro acceleration (3.4.19) reads

$$
\begin{equation*}
\Lambda_{b}^{B}=\mathrm{I}^{A B} \ddot{\Psi}_{A}^{a} \mathrm{~g}_{a b} \quad \Rightarrow \quad \Lambda_{b}^{B}=\mathrm{I}^{A B} \ddot{m}_{c}^{a} \delta_{A}^{c} \delta_{a b}=\left.\ddot{m}_{b c} \delta_{B}^{c}\right|^{B B} \tag{3.5.11}
\end{equation*}
$$

with $I^{B B}$ are constants.
Next, from (3.5.2), (3.5.3), (3.5.7), and (3.5.9), one gets

$$
\begin{align*}
\mathrm{S}^{A B} & =\frac{\partial \Xi}{\partial \mathrm{E}_{A B}} \simeq \delta_{a}^{A} \sigma^{a b} \delta_{b}^{B}  \tag{3.5.12}\\
\mathscr{D}_{A}^{B} & =\frac{\partial \Xi}{\partial \mathcal{E}_{B}^{A}} \simeq \delta_{A}^{a} \delta_{a e} \tau^{e b} \delta_{b}^{B}  \tag{3.5.13}\\
\mathscr{T}_{A}^{B C} & =\frac{\partial \Xi}{\partial \mathrm{T}_{B C}^{A}} \simeq \delta_{A}^{a} \delta_{a e} \mu^{e b c} \delta_{b}^{B} \delta_{c}^{C} . \tag{3.5.14}
\end{align*}
$$

Consequently,

$$
\begin{align*}
\mathrm{P}_{b}^{B} & =\mathrm{g}_{b a} \Psi_{A}^{a} \mathrm{~S}^{A B} \simeq \delta_{b c} \sigma^{c d} \delta_{d}^{B}  \tag{3.5.15}\\
\widetilde{\mathscr{D}}_{a}^{C} & =\Psi_{a}^{B} \mathscr{D}_{B}^{A} F_{A}^{b} \Psi_{b}^{C} \simeq \delta_{a e} \tau^{e d} \delta_{d}^{C}  \tag{3.5.16}\\
\overline{\mathscr{D}}_{b}^{A} & =\Psi_{b}^{B} \mathscr{D}_{B}^{A} \simeq \delta_{b e} \tau^{e d} \delta_{d}^{A}  \tag{3.5.17}\\
\widetilde{\mathscr{T}}_{a}^{D} & =2\left(\mathscr{T}_{C}^{A B} \Psi_{a}^{C} \Psi_{b}^{D} \partial_{B} \Psi_{A}^{b}\right) \simeq 0  \tag{3.5.18}\\
\mathscr{T}_{b}^{A B} & =2\left(\mathscr{T}_{C}^{A B} \Psi_{b}^{C}\right) \simeq 2 \delta_{b e} \mu^{e d c} \delta_{d}^{A} \delta_{c}^{B} . \tag{3.5.19}
\end{align*}
$$

Finally, insert these into (3.4.23), the linearization of the local equations of motion on $m$ and $u$ are given by (as the infinitesimal transformation, there is no distinction between the upper and lower indices, all the equations as below will be written with indices down with the small letter ( $x^{a}$ )

$$
\left\{\begin{array}{ccc}
\mathfrak{b}_{a}+\tau_{a b, b} & = & \rho_{0} \ddot{u}_{a}  \tag{3.5.20}\\
\mathcal{Z}_{a b}+\tau_{a b}-\sigma_{a b}+2 \mu_{a c b, c} & =\left.\rho_{0}\right|_{b b} \ddot{m}_{a b} .
\end{array}\right.
$$

It looks quantitatively the same as the linear equations of the micromorphic continuum (Eringen, 1999). The linear equations of a Cauchy continuum (Marsden and Hughes, 1994) are obtained by setting: $c=g, d=h, F=\Psi, I_{b b}=0$, and $\varrho=\varepsilon=\eta=\alpha=\beta=\gamma=0$.

### 3.5.2 One dimensional dynamics

We investigate here a simplified solution for which all kinematic variable are just dependent on time and $x^{3}$. We focus on self-sustained waves (or vibrations), then $\mathfrak{b}=0$ and $\mathfrak{Z}=0$. The first equation of (3.5.20) is $\tau_{a 3,3}=\rho_{0} \ddot{u}_{a}$. It gives explicitly:

$$
\begin{gather*}
\varrho \delta_{a 3} u_{3,33}+(\varepsilon+\eta) u_{a, 33}+\eta u_{3, a 3}  \tag{3.5.21}\\
+(g-\varrho) \delta_{a 3} m_{i i, 3}+(h-\varepsilon-\eta) m_{a 3,3}+(h-\eta) m_{3 a, 3}=\rho_{0} \ddot{u}_{a} .
\end{gather*}
$$

The second equation of (3.5.20) is $\tau_{a b}-\sigma_{a b}+2 \mu_{a 3 b, 3}=\rho_{0} \mathbf{l}_{b b} \ddot{ल}_{a b}$. In which, (3.5.7) gives

$$
\begin{align*}
\tau_{a b}-\sigma_{a b}= & (\varrho-g) \delta_{a b} u_{3,3}+(\varepsilon+\eta-h) u_{a, b}+(\eta-h) u_{b, a} \\
& +(2 g-\varrho-c) \delta_{a b} m_{i i}+(2 h-\varepsilon-\eta-d) m_{a b}+(2 h-\eta-d) m_{b a} . \tag{3.5.22}
\end{align*}
$$

Using the constitutive laws (3.5.9), we obtain:

$$
\begin{align*}
& 2 \mu_{113}=-(\alpha+\beta-\gamma) m_{11,3}-\alpha m_{22,3}  \tag{3.5.23}\\
& 2 \mu_{123}=-\beta m_{12,3}+\gamma m_{21,3} .  \tag{3.5.24}\\
& 2 m_{213}=-\beta m_{21,3}+\gamma m_{12,3}  \tag{3.5.25}\\
& 2 m_{223}=-\alpha m_{11,3}-(\alpha+\beta-\gamma) m_{22,3} .  \tag{3.5.26}\\
& 2 m_{313}=-(\alpha+\beta-\gamma) m_{31,3}  \tag{3.5.27}\\
& 2 m_{323}=-(\alpha+\beta-\gamma) m_{32,3} . \tag{3.5.28}
\end{align*}
$$

The other components are zero. Therefore, the second equation of (3.5.20) gives explicitly

$$
\begin{align*}
(\varrho-g) u_{3,3}+(2 g-\varrho-c) m_{i i}+(4 h-\varepsilon-2 \eta-2 d) m_{11} & \\
+(\alpha+\beta-\gamma) m_{11,33}+\alpha m_{22,33} & =\rho_{0} I_{11} \ddot{m}_{11} \\
(2 h-\varepsilon-\eta-d) m_{12}+(2 h-\eta-d) m_{21}+\beta m_{12,33}-\gamma m_{21,33} & =\rho_{0} I_{22} \ddot{m}_{12}  \tag{3.5.29}\\
(\varepsilon+\eta-h) u_{1,3}+(2 h-\varepsilon-\eta-d) m_{13}+(2 h-\eta-d) m_{31} & =\rho_{0} I_{33} \ddot{m}_{13} \\
(2 h-\varepsilon-\eta-d) m_{21}+(2 h-\eta-d) m_{12}+\beta m_{21,33}-\gamma m_{12,33} & =\rho_{0} I_{11} \ddot{m}_{21} \\
(\varrho-g) u_{3,3}+(2 g-\varrho-c) m_{i i}+(4 h-\varepsilon-2 \eta-2 d) m_{22} & \\
+\alpha m_{11,33}+(\alpha+\beta-\gamma) m_{22,33} & =\rho_{0} I_{22} \ddot{m}_{22}  \tag{3.5.30}\\
(\varepsilon+\eta-h) u_{2,3}+(2 h-\varepsilon-\eta-d) m_{23}+(2 h-\eta-d) m_{32} & =\rho_{0} l_{33} \ddot{m}_{23} \\
(\eta-h) u_{1,3}+(2 h-\varepsilon-\eta-d) m_{31}+(2 h-\eta-d) m_{13} & \\
+(\alpha+\beta-\gamma) m_{31,33} & =\rho_{0} l_{11} \ddot{m}_{31} \\
(\eta-h) u_{2,3}+(2 h-\varepsilon-\eta-d) m_{32}+(2 h-\eta-d) m_{23} &  \tag{3.5.31}\\
+(\alpha+\beta-\gamma) m_{32,33} & =\rho_{0} l_{22} \ddot{m}_{32} \\
(\varrho-g+\varepsilon+2 \eta-2 h) u_{3,3}+(2 g-\varrho-c) m_{i i}+(4 h-\varepsilon-2 \eta-2 d) m_{33} & =\rho_{0} I_{33} \ddot{m}_{33} .
\end{align*}
$$

The systems (3.5.21) and (3.5.29)-(3.5.30)-(3.5.31) form a linear differential system of 12 unknowns. Even if this system is strongly coupled, some simplified solutions are exhibited hereafter in the case where the micro-inertia phenomena are isotropic : $I_{11}=I_{22}=I_{33}:=I$.

By means of linear combinations, the systems (3.5.21) and (3.5.29)-(3.5.30)-(3.5.31) can be decomposed into three independent systems of equations:

## Micro-rotation:

$$
\begin{align*}
& (2 h-\varepsilon-\eta-d) m_{12}+(2 h-\eta-d) m_{21}+\beta m_{12,33}-\gamma m_{21,33}=\rho_{0} l \ddot{m}_{12}  \tag{3.5.32}\\
& (2 h-\varepsilon-\eta-d) m_{21}+(2 h-\eta-d) m_{12}+\beta m_{21,33}-\gamma m_{12,33}=\rho_{0} l \ddot{m}_{21} .
\end{align*}
$$

Let us consider a micro-rotation such that $m_{12}=-m_{21}$. In this case, the above systems reduce to

$$
\begin{equation*}
-\varepsilon m_{12}+(\beta+\gamma) m_{12,33}=\rho_{0} \mid \ddot{m}_{12} . \tag{3.5.33}
\end{equation*}
$$

Transversal waves:

$$
\begin{align*}
(\varepsilon+\eta) u_{1,33}+(h-\varepsilon-\eta) m_{13,3}+(h-\eta) m_{31,3} & =\rho_{0} \ddot{u}_{1} \\
(\varepsilon+\eta-h) u_{1,3}+(2 h-\varepsilon-\eta-d) m_{13}+(2 h-\eta-d) m_{31} & =\rho_{0} l \ddot{m}_{13}  \tag{3.5.34}\\
(\eta-h) u_{1,3}+(2 h-\eta-d) m_{13}+(2 h-\varepsilon-\eta-d) m_{31}+(\alpha+\beta-\gamma) m_{31,33} & =\rho_{0} l \ddot{m}_{31} .
\end{align*}
$$

The other transversal systems are the same as before except $u_{1}, m_{13}$ and $m_{31}$ are replaced with $u_{2}$, $m_{23}$ and $m_{32}$, respectively.

## Longitudinal waves:

$$
\begin{align*}
\lambda_{1} u_{3,33}+\alpha_{1} m_{11,3}+\alpha_{1} m_{22,3}+\lambda_{2} m_{33,3} & =\rho_{0} \ddot{u}_{3} \\
\alpha_{2} u_{3,3}+\lambda_{3} m_{11}+\zeta_{2} m_{22}+\zeta_{2} m_{33}+\lambda_{4} m_{11,33}+\alpha m_{22,33} & =\rho_{0} l \ddot{m}_{11}  \tag{3.5.35}\\
\alpha_{2} u_{3,3}+\zeta_{2} m_{11}+\lambda_{3} m_{22}+\zeta_{2} m_{33}+\alpha m_{11,33}+\lambda_{4} m_{22,33} & =\rho_{0} \ddot{m}_{22} \\
\zeta_{1} u_{3,3}+\zeta_{2} m_{11}+\zeta_{2} m_{22}+\lambda_{3} m_{33} & =\rho_{0} \mid \ddot{m}_{33},
\end{align*}
$$

where

$$
\begin{array}{ll}
\lambda_{1}=\varrho+2 \eta+\varepsilon & \alpha_{1}=g-\varrho \\
\lambda_{2}=2 h-\varepsilon-2 \eta+g-\varrho & \alpha_{2}=\varrho-g \\
\lambda_{3}=4 h-\varepsilon-2 \eta-2 d+2 g-\varrho-c & \zeta_{1}=\varrho-g+\varepsilon+2 \eta-2 h \\
\lambda_{4}=\alpha+\beta-\gamma & \zeta_{2}=2 g-\varrho-c .
\end{array}
$$

We try to find harmonic solutions of the form:

$$
\begin{equation*}
u_{a}\left(X_{3}, t\right)=U_{a} i e^{\left.i\left(k X_{3}-\omega t\right)\right)}, \quad m_{a b}\left(X_{3}, t\right)=M_{a b} e^{\left.i\left(k X_{3}-\omega t\right)\right)}, \tag{3.5.36}
\end{equation*}
$$

where $\omega$ is the frequency and $k$ is the wavenumber. Three dispersion relations (the relations between $\omega$ and $k$ ) result:

## Micro-rotation:

$$
\begin{equation*}
\omega^{2}=\frac{\varepsilon+(\beta+\gamma) \mathrm{k}^{2}}{\rho_{0} \mathrm{l}} . \tag{3.5.37}
\end{equation*}
$$

Transversal waves: $\omega^{2}$ are the eigenvalues of $\mathcal{A}$ with

$$
\mathcal{A}=\frac{1}{\rho_{0} l}\left(\begin{array}{ccc}
(\varepsilon+\eta)!k^{2} & -(h-\varepsilon-\eta)!k & -(h-\eta)!k  \tag{3.5.38}\\
(\varepsilon+\eta-h) k & -(2 h-\varepsilon-\eta-d) & -(2 h-\eta-d) \\
(\eta-h) k & -(2 h-\eta-d) & (\alpha+\beta-\gamma) k^{2}-(2 h-\varepsilon-\eta-d)
\end{array}\right) .
$$

Longitudinal waves: $\omega^{2}$ are the eigenvalues of $\mathcal{A}$ with

$$
\mathcal{A}=\frac{1}{\rho_{0} \mid}\left(\begin{array}{cccc}
\lambda_{1} \mid k^{2} & -\alpha_{1} \mid k & -\alpha_{1} \mid k & -\lambda_{2} \mid k  \tag{3.5.39}\\
\alpha_{2} k & \lambda_{4} k^{2}-\lambda_{3} & \alpha k^{2}-\zeta_{2} & -\zeta_{2} \\
\alpha_{2} k & \alpha k^{2}-\zeta_{2} & \lambda_{4} k^{2}-\lambda_{3} & -\zeta_{2} \\
\zeta_{1} k & -\zeta_{2} & -\zeta_{2} & -\lambda_{3}
\end{array}\right) .
$$

Only one eigenvector may be computed analytically, it corresponds to $(0,1,-1,0)$ and is associated with the eigenfrequency

$$
\begin{equation*}
\omega^{2}=-\frac{4 h-\varepsilon-2 \eta-2 d+(\gamma-\beta) k^{2}}{\rho_{0} l} . \tag{3.5.40}
\end{equation*}
$$

### 3.6 Conclusion

In this chapter, we have presented kinematics of a defected medium in terms of Riemann-Cartan geometry, supposing the inconsistent transformation (i.e. the internal state vector is associated with the micro-deformation of material with the internal structure. The map of vectors is not consistent with the transformation of the material point). The theory is very close to the micromorphic theories. Nevertheless, the present model seems to clarify the interaction of a defected continuum with the microcontinuum. Variational equations and their linearizations are derived from this perspective. The number of material parameters has been reduced in comparison with the classical micromorphic theories (Mindlin, 1964; Eringen, 1999 for example). The theory is applied to wave propagation in a fixed direction. The physical meaning of the material parameters as well as the relation between the present model and the second-order gradient continuum (Polizzotto, 2013 an example) is still missing and would be a perspective of future works.

## Part II

## Tangent geometry and applications to mechanics

## Chapter 4

## Fiber bundle manifolds: a geometry of a microstructured material

As mentioned several times, the evolution of the internal state is the cause of defects in the body. We want to look for a mathematical framework that could help us to examine effectively this physical intuition. I recently became conscious that such a framework exists based on the notions of the fiber bundle manifold and Ehresmann connection.

The fiber bundle manifold is an "extra" structure generalized to the product of the base (material) manifold and the space of internal state. The total space can be equipped with a connectionnamely Ehresmann connection $N$ and metric tensor $G$ of Sasaki form. In general, these geometric objects and derived quantities (torsion, curvature) may not only depend on the position but also on the internal state (Wang, 1967/68). The fiber bundle equipped with the connection and the metric is known as a fiber geometry ( Epstein, 2010; Epstein, 2014; Nakahara, 2003). This extends the Riemannian geometry for which (relative) position of material points control all geometrical objects as underlined by Weyl, 1918. It encompasses various geometries among Euclidean, Riemannian, Weitzenböck, Weyl manifolds. The satisfactory framework could be adapted in a natural way for several phenomena in physics. As examples, its application concerns mainly general relativity theory - the theory of gravity, but other applications are already investigated by Iliev, 2001; Romano, 2007.

As a field of applications, the microcontinuum can be modeled as a fiber bundle because it suffices to mention that each point on the base manifold can be endowed with additional degrees of freedom or internal states. As a consequence, a motion of the microcontinuum is formally a fiber morphism (Epstein and Elżanowski, 2007), see also the next chapter. As such approach encompasses the macroscopic and microscopic universes as a whole, all the physical quantities may be considered as single-valued and smooth (outside macroscopic inhomogeneities). Accordingly,
both theoretical and numerical analysis may be handled without additional difficulties. Furthermore, the complete description of the microcontinuum is derived from introducing an additional field - namely a solder form. At the same time, the solder form enriches the fiber geometry somehow.

This chapter is organized as follows: Section-4.1 gives a short review about general fiber bundles, Ehresmann connection on a fiber bundle. These concepts are essential ingredients in this thesis. This connection is a generalization of the affine connection. All concepts explained throughout this chapter can be found in detail in (Epstein, 2010; Epstein, 2014; Nakahara, 2003). Section-4.2 gives a presentation of a microstructured material in terms of fiber geometry.

### 4.1 Fiber bundle manifolds

To get some intuition for the bundle concept, let us start with a definition of a product bundle. Let $\mathscr{B}$ and $\mathcal{F}$ be smooth manifolds, equipped with the coordinates ( $x^{a}$ ), and ( $y^{i}$ ) respectively. Consider the Cartesian product $\mathscr{B} \times \mathcal{F}$ - a so-called product bundle. It is endowed with two natural projection maps, namely:

$$
\begin{aligned}
p r_{1}: \mathscr{B} \times \mathcal{F} & \longrightarrow \mathscr{B} \\
\left(x^{a}, y^{i}\right) & \longmapsto x^{a}
\end{aligned} \quad \text { and } \quad p_{2}: \mathscr{B} \times \mathcal{F} \quad \longrightarrow \mathcal{F} . \quad \begin{aligned}
& \longrightarrow y^{i} \\
\left(x^{a}, y^{i}\right) & \longmapsto
\end{aligned}
$$

The concept of fiber bundle is a generalization of the product bundle. Essentially, what we want to achieve is the loss of the second projection $p r_{2}$, while preserving the first $p r_{1}$.

### 4.1.1 Smooth fiber bundle manifold

In order to define the notion carefully, we first review some basic properties of group actions:
Definition 4.1.1 (Topological group Epstein, 2010). Recall that a group is a set $\mathscr{G}$ endowed with a binary associative internal operation, called group multiplication or group product, which is usually indicated by simple apposition, namely: if $g, h \in \mathscr{G}$ then the product is $g h \in \mathscr{G}$. Associativity means that $(g h) k=g(h k)$, for all $g, h, k \in \mathscr{G}$. Moreover, it is assumed that there exists an identity element $e \in \mathscr{G}$ such that eg $=g e=g$ for all $g \in \mathscr{G}$. Finally, for each $g \in \mathscr{G}$, there exists an inverse $g^{-1} \in \mathscr{G}$ such that $g g^{-1}=g^{-1} g=e$. The identity can be shown to be unique, and so is also the inverse of each element of the group.
A topological group is a topological space (or, in particular, a topological manifold) $\mathscr{G}$ with a group structure that is compatible with the topological structure, namely, such that the multiplication $\mathscr{G} \times \mathscr{G} \rightarrow \mathscr{G}$ and the inversion $\mathscr{G} \rightarrow \mathscr{G}$ are continuous maps.

Definition 4.1.2 (Left action Epstein, 2010). If $\mathscr{G}$ is a group and $\mathscr{M}$ is a set, we say that $\mathscr{G}$ acts on the left on $\mathscr{M}$, if for each $g \in \mathscr{G}$, there is a map $L_{g}: \mathscr{M} \rightarrow \mathscr{M}$ such that: (i) $L_{e}(m)=m$ for all $m \in \mathscr{M}$, where $e$ is the group identity; (ii) $L_{g} \circ L_{h}=L_{g h}$ for all $g, h \in \mathscr{G}$. When there is no room for confusion, we also use the notation gm for $L_{g} m$.
The action of $\mathscr{G}$ on $\mathscr{M}$ is said to be effective if $L_{g}(m)=m$ for every $m \in \mathscr{M}$ implies $g=e$.

Definition 4.1.3 (Epstein, 2010). Let $\mathscr{G}$ be a topological group acting on a topological manifold $\mathscr{M}$. The topological group $\mathscr{G}$ is said to act on the left on a manifold $\mathscr{M}$ if: (i) Every element $g \in \mathscr{G}$ induces a homeomorphism $L_{g}: \mathscr{M} \rightarrow \mathscr{M}$. (ii) $L_{g} \circ L_{h}=L_{g h}$, namely, $(g h)(x)=g(h(x))$ for all $g, h \in \mathscr{G}$ and $m \in \mathscr{M}$. (iii) The left action $L: \mathscr{G} \rightarrow \mathscr{M}$ is a continuous map. In other words, $L(g, m)=L_{g}(m)$ is continuous in both variables ( $g$ and $m$ ).

The object $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$ (obviously, $(\mathscr{M}, \pi, \mathscr{B}, \mathcal{F}, \mathscr{G})$ ) is called a fiber bundle manifold, consisting of smooth manifolds $\mathscr{M}$, called the total space, $\mathscr{B}$ as the base manifold, typical fiber $\mathcal{F}$ and structure group $\mathscr{G}$ (acting effectively on the left on $\mathcal{F}$ ) and a continuous surjective bundle-projection map $\pi: \mathscr{M} \rightarrow \mathscr{B}$ such that there exists an open covering of $\mathscr{B}$, with open sets $\mathcal{U}_{\mathscr{Q}}$, and respective homeomorphisms (called local trivializations)

$$
\begin{equation*}
\varsigma_{\omega}: \pi^{-1}\left(\mathcal{U}_{\mathscr{O}}\right) \rightarrow \mathcal{U}_{\mathscr{\omega}} \times \mathcal{F}, \tag{4.1.1}
\end{equation*}
$$

with the property $\pi=p r_{1} \circ \zeta_{\omega}$. This property means that for every point $x$ in $\mathcal{U}_{\omega}$ the fiber $\pi^{-1}(x)$ is entirely mapped onto the fiber $p r_{1}^{-1}(x)$ of the product $\mathcal{U}_{\omega} \times \mathcal{F}$. More precisely, a local trivialization $\varsigma_{\omega}$ consists of the identity map of $\mathcal{U}_{\mathscr{\omega}}$ and a continuous family of fiber-wise homeomorphisms $\tilde{\zeta}_{\omega, x}: \pi^{-1}(x) \rightarrow p r_{1}^{-1}(x)$.


FIGURE 4.1: Pictorial representation of local trivializations and transition functions
Consider two trivializations, $\zeta_{\omega}$ and $\zeta_{\iota}$, such that their respective open sets have a non-empty intersection $\mathcal{U}_{\mathscr{\omega}} \cap \mathcal{U}_{l}$. At each point $x \in \mathcal{U}_{\omega} \cap \mathcal{U}_{l}$, we obtain two different homeomorphisms $\tilde{S}_{\omega, x}$ and $\tilde{\varsigma}_{1, x}$. We call the composition

$$
\begin{equation*}
\tilde{\zeta}_{\omega l, x}=\tilde{\zeta}_{\iota, x} \circ \tilde{\zeta}_{\omega, x}^{-1}: \mathcal{F} \rightarrow \mathcal{F}, \tag{4.1.2}
\end{equation*}
$$

the transition map at $x$ between the first and the second trivializations. We demand to each transition map to be a transformation of $\mathcal{F}$ induced by some elements $g(x)$ of the structure group $\mathscr{G}$. The dependence on $x$ must be continuous.

Definition 4.1.4. A fiber-bundle morphism between $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$ and $\mathscr{M}^{\prime} \xrightarrow{\pi^{\prime}} \mathscr{B}^{\prime}$ as a pair of (smooth) maps, $K: \mathscr{M} \rightarrow \mathscr{M}^{\prime}$ and $k: \mathscr{B} \rightarrow \mathscr{B}^{\prime}$ such that

$$
\begin{equation*}
\pi^{\prime} \circ K=k \circ \pi . \tag{4.1.3}
\end{equation*}
$$

### 4.1.1.1 The tangent bundle manifold

The tangent bundle of a manifold is a special fiber bundle which is naturally constructed for every smooth n-dimensional manifold $\mathscr{B}$. It is denoted by $T \mathscr{B}$, obtained by attaching to each point $b$ on $\mathscr{B}$ its tangent space $T_{b} \mathscr{B}$. Explicitly,

$$
\begin{equation*}
T \mathscr{B}=\bigcup_{b \in \mathscr{B}} T_{b} \mathscr{B} . \tag{4.1.4}
\end{equation*}
$$

More precisely, an element in $T \mathscr{B}$ is a pair $(b, v)$ where $b \in \mathscr{B}$ and $v$ is a tangent vector to $\mathscr{B}$ at the point $b$. The canonical projection is given by the assignation:

$$
\begin{aligned}
\pi: \quad T \mathscr{B} & \longrightarrow \mathscr{B} \\
(b, v) & \longmapsto b .
\end{aligned}
$$

$T \mathscr{B}$ is also a smooth manifold with dimension $2 n$. Indeed, let $\left(\mathcal{U},\left(x^{a}\right)_{a=1, \ldots, n}\right)$ be a local chart in $\mathscr{B}$ around $b$. This yields a natural basis $\partial / \partial x^{a}$ at $T_{b} \mathscr{B}$ with $b \in \mathscr{B}$. For any tangent vector $v \in T_{b} \mathscr{B}$, we can identify it with its components $v^{a}$. Hence, we assign to each point $(b, v) \in T \mathscr{B}$ the $2 n$ numbers $\left(x^{1}, . ., x^{n}, v^{1}, \ldots, v^{n}\right)$, namely, a point in $\mathbb{R}^{2 n}$. Thus, the coordinate chart in $\pi^{-1}(\mathcal{U})$ is obtained. The fiber at the point $b \in \mathscr{B}$ is $\pi^{-1}(b)=T_{b} \mathscr{B}$. Since each fiber is an n-dimensional vector space, we say that the typical fiber of $T \mathscr{B}$ is $\mathbb{R}^{n}$. To construct its group action $\mathcal{G}$, let us denote $\left(\tilde{x}^{a}\right)$ an other coordinate chart at $b$. The components $\tilde{v}^{a}$ of $v$ in the new natural basis $\partial / \partial \tilde{x}^{a}$ are related to the old ones

$$
\begin{equation*}
\tilde{v}^{a}=\frac{\partial \tilde{x}^{b}}{\partial x^{a}} v^{a} \tag{4.1.5}
\end{equation*}
$$

Last, for $\left(x^{a}\right)$ and ( $\left.\tilde{x}^{a}\right)$ to be good coordinate systems, the matrix $A_{a}^{b}=\partial \tilde{x}^{b} / \partial x^{a}$ must be nonsingular. Consequently, the structure group of the tangent bundle is indeed the general linear group $G L(n, \mathbb{R})$.

### 4.1.2 Vertical tangent spaces

Recall $x^{a}(a=1, \ldots, n=\operatorname{dim}(\mathscr{B}))$ and $y^{i}(i=1, \ldots, m=\operatorname{dim}(\mathcal{F}))$ are the coordinate charts in $\mathscr{B}$ and $\mathcal{F}$, respectively. Their Cartesian product constitutes a local coordinate chart $x^{a}, y^{i}$ for the fiber bundle $\mathscr{M}$. A given tangent vector field $w$ over $\mathscr{M}$ evaluated at $c \in \mathscr{M}$ can be expressed as

$$
\begin{equation*}
w=w^{a}(c) \frac{\partial}{\partial x^{a}}+w^{i}(c) \frac{\partial}{\partial y^{i}} . \tag{4.1.6}
\end{equation*}
$$

By the definition of the projection $\pi$, it induces a tangent mapping $\pi_{*}: T \mathscr{M} \rightarrow T \mathscr{B}$ which acts in the following way

$$
\begin{equation*}
\pi_{*}: T_{c} \mathscr{M} \rightarrow T_{\pi(c)} \mathscr{B}, \quad w \mapsto w^{a} \frac{\partial}{\partial x^{a}} . \tag{4.1.7}
\end{equation*}
$$

The kernel $\operatorname{ker}\left(\pi_{*}\right)$ is exactly that part of the tangent space $T \mathscr{M}$ spanned by the induced basis elements $\frac{\partial}{\partial y^{i}}$ which comes from the fiber $\mathcal{F}$, while the image of $\pi_{*}$ is a vector tangent to the base space at $\pi(c)$ expressed in the coordinate basis from the base space. Hence, at each point $c \in \mathscr{M}$
the tangent space $T_{c} \mathscr{M}$ has a canonically vertical subspace $V_{c} \mathscr{M}$, explicitly defined by

$$
\begin{equation*}
V_{c} \mathscr{M}=\operatorname{ker}\left(\pi_{*}\right)=\operatorname{span}\left(\frac{\partial}{\partial y^{i}}\right) . \tag{4.1.8}
\end{equation*}
$$

### 4.1.3 Ehresmann connection

Given a fiber $\mathscr{M}_{p}$ at p and a fiber $\mathscr{M}_{q}$ at q , we want to connect them from a given point belonging to the fiber $\mathscr{M}_{p}$. To do so, we have to build a "bridge". If p and q are infinitesimally close, it can be identified with a tangent vector $v$ to $\mathscr{B}$ at p . At this stage, the bridge is a lift of $v$ to the bundle $\mathscr{M}$. We require this assignment to be smooth and unique. For instance, let $m$ be the starting point belonging to the fiber $\mathscr{M}_{p}$, the collection of all the possible bridges is called the horizontal space, see Figure 4.2. This task is performed by Ehresmann connections and formulated by the following definition:

Formally, Ehresmann connection consists of a smooth assignment to each point $m \in \mathscr{M}$ of an n-dimensional subspace $H_{m} \mathscr{M} \subset T_{m} \mathscr{M}$ the tangent bundle of $\mathscr{M}$, called the horizontal subspace at $c$, such that

$$
\begin{equation*}
T_{m} \mathscr{M}=H_{m} \mathscr{M} \oplus V_{m} \mathscr{M} . \tag{4.1.9}
\end{equation*}
$$

In this equation, $\oplus$ denotes the direct sum of vector spaces. In the other words, each tangent vector $w \in T_{m} \mathscr{M}$ is uniquely decomposable as the sum of a horizontal part $\operatorname{hor}(w) \in H_{m} \mathscr{M}$ and a vertical part $\operatorname{ver}(w) \in V_{m} \mathscr{M}$.


Figure 4.2: An Ehresmann connection
Equivalently, Ehresmann connection can be formalized by a lift operator defined as follows.
Definition 4.1.5. An Ehresmann connection on $\mathscr{M}$ is a morphism $N: T \mathscr{B} \times \mathscr{\mathscr { M }} \times T \rightarrow T$ such that $d \pi \circ N(v, m)=v$. In local coordinates,

$$
N=\left(\frac{\partial}{\partial x^{a}}-N_{a}^{i}(m) \frac{\partial}{\partial y^{i}}\right) \otimes d x^{a} .
$$

We can lift the natural local basis $\partial / \partial x^{a}$ of $T_{p} \mathscr{B}$ to respective bases of the horizontal spaces at any point $c \in \mathscr{M}_{p}$ :

$$
\begin{equation*}
H_{c} \mathscr{M}=\operatorname{span}\left(\frac{\delta}{\delta x^{a}}:=\frac{\partial}{\partial x^{a}}-N_{a}^{i}(c) \frac{\partial}{\partial y^{i}}\right) \quad \text { and } \quad V_{c} \mathscr{M}=\operatorname{span}\left(\frac{\partial}{\partial y^{i}}\right) . \tag{4.1.10}
\end{equation*}
$$

The dual of the horizontal and vertical tangent spaces are given by

$$
\begin{equation*}
H_{c}^{*} \mathscr{M}=\operatorname{span}\left(d x^{a}\right) \quad \text { and } \quad V_{c}^{*} \mathscr{M}=\operatorname{span}\left(\delta y^{i}:=d y^{i}+N_{a}^{i}(c) d x^{a}\right) . \tag{4.1.11}
\end{equation*}
$$

### 4.1.4 Parallel transport

A smooth curve in a fiber bundle $\mathscr{M}$ always projects, by composition, onto a unique smooth curve in the base manifold $\mathscr{B}$. The converse is, of course, not true since a curve $\sigma$ in the base manifold can be obtained as the projection of any of an infinite number of curves in the fiber. However, if the fiber bundle is endowed with an Ehresmann connection $N$, it is possible to lift the curve $\sigma$ to a unique horizontal curve $\sigma^{\uparrow}$ in the fiber through a given point $c \in \mathscr{M}$. Such curve is defined as the following:


Figure 4.3: Parallel transport along a curve
Consider a curve $\sigma:[0,1] \rightarrow \mathscr{B}$, with $\sigma(0)=a, \sigma(1)=b, a, b \in \mathscr{B}$, and a point $c \in \mathscr{M}$. The unique horizontal lift $\sigma^{\uparrow}$ satisfies the following properties: for all $t \in(0,1)$

$$
\begin{align*}
\pi \circ \sigma^{\uparrow} & =\sigma .  \tag{4.1.12a}\\
\operatorname{ver}\left(\dot{\sigma^{\uparrow}(t)}\right) & =0 .  \tag{4.1.12b}\\
\pi_{*}\left(\dot{\sigma^{\uparrow}}\right) & =\dot{\sigma}(t) . \tag{4.1.12c}
\end{align*}
$$

This horizontal lift of a base curve $\sigma$ through any point $c \in \mathscr{M}$ exists locally and is unique Epstein, 2010; Epstein, 2014; Nakahara, 2003. As this horizontal curve cuts through the various fibers hovering over the original curve $\sigma$, the point $c$ is said to undergo a parallel transport with respect to the given connection and the given curve., see Figure 4.3.

We end this section with the auto-parallel equations:

Definition 4.1.6 (Auto-parallels of an Ehresmann connection). With the smooth curve $\sigma$ on $\mathscr{B}$, its natural lift to the tangent bundle is $\hat{\sigma}=(\sigma, \dot{\sigma}) \in \mathscr{M}$. The curve $\sigma$ is said to be an auto-parallel of an Ehresmann connection $N$ if and only if its natural lift is a horizontal curve. In coordinates, this yields to the auto-parallel equations (Miron, 1994)

$$
\begin{equation*}
\ddot{\sigma}^{\alpha}+N_{a}^{\alpha}(\sigma, \dot{\sigma}) \dot{\sigma}^{a}=0 \tag{4.1.13}
\end{equation*}
$$

### 4.1.5 Ehresmann curvature

The split of the tangent spaces of $\mathscr{M}$ into the horizontal and vertical subspaces gives rise to the question whether these subspaces belong to integral manifolds which are sub manifolds of $\mathscr{M}$. The answer to this question is given by the definition of the curvature of a connection with the help of the Fröbenius theorem which we cite here without proof (the proof is reported in Epstein, 2010; Epstein, 2014).

## Theorem 4.1.7. Fröbenius Theorem

A $k$-dimensional distribution $\mathcal{D}$ in a smooth m-dimensional $\mathscr{M}$ (with $k<n$ ) is a smooth assignment of a $k$-dimensional subspace $\mathcal{D}_{p} \subset T_{p} \mathscr{M}$ to each point $p \in \mathscr{M}$. A distribution with the property that the Lie bracket of any two vector fields belonging to the distribution also belongs to the distribution is said to be involutive. Theorem of Fröbenious states that a distribution is an integration if and only if it is involutive.


FIGURE 4.4: Lack of vertical closure of the horizontal lift of a loop.
Applying Fröbenius theorem, we conclude that there exists a submanifold of $\mathscr{M}$ for which $V_{c} \mathscr{M}$ is the tangent space; this submanifold is the fiber $\mathscr{M}_{c}$. Since for arbitrary basis $\partial / \partial y^{i}$ and $\partial / \partial y^{j}$, one has $\left[\partial / \partial y^{i}, \partial / \partial y^{j}\right]=0$.

For the horizontal tangent spaces the situation is more complicated. To analyse whatever this distribution is integrable we calculate the Lie bracket of the basis vector fields. This failure of integrability leads to the definition of the curvature coefficients of the connection as

$$
\mathfrak{R}_{a b}^{i}=\left\langle\delta y^{i},\left[\frac{\delta}{\delta x^{a}}, \frac{\delta}{\delta x^{b}}\right]\right\rangle
$$

in the coordinates expression,

$$
\begin{equation*}
\mathfrak{R}_{a b}^{i}=\frac{\partial N_{a}^{i}}{\partial x^{b}}-N_{b}^{j} \frac{\partial N_{a}^{i}}{\partial y^{j}}+N_{a}^{j} \frac{\partial N_{b}^{i}}{\partial y^{j}}-\frac{\partial N_{b}^{i}}{\partial x^{a}} . \tag{4.1.14}
\end{equation*}
$$

The geometrical interpretation of the curvature is the following: let $\sigma$ be a loop in the base manifold. For zero curvature case, its horizontal lift will be closed. Otherwise, it may not be closed, see Figure 4.5.

### 4.2 Geometry of a microstructured material

A microstructured material is modeled by a fiber bundle $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$ with extra data described in this section. The three-dimensional differentiable manifold $\mathscr{B}$ is compact (in general with boundaries, even if this point is not addressed in this manuscript) and orientable. It is the geometrical support of the material, hereafter called the body. Fiber of the bundle $\mathscr{M}$ at $p \in \mathscr{B}$ is denoted by $\mathscr{M}_{p}$. It is considered as the microelement present in the material at the point $p$.

After the general definitions, each subsection will end by the application of the definition in a special case where $\mathscr{M}=T \mathscr{B}$ meaning that microelements are interpreted as a first order infinitesimal neighborhoods of points. Such interpretation coincides with standard analysis with defective crystals or grained material. This equality means that the same mathematical object, namely $T \mathscr{B}$, is used to model different mechanical objects: the space of "velocities" of geometrical point $p: T_{p} \mathscr{B}$ on the one hand and the microelement at $p: \mathscr{M}_{p}$ on the other hand.

This general formalism, supposing possibly that $\mathscr{M} \neq T \mathscr{B}$, also has the advantage to extend the present theoretical background to other physical materials (porous media, phase transformation, soft mater, etc.; see for example Epstein, 2012; Bradlyn and Read, 2015; Lychev et al., 2020).

### 4.2.1 The solder form



Figure 4.5: A vertical vector $v$ is a tangent to $\mathscr{M}_{p}$. The solder form is used to glue the tangent to the fiber to the tangent to the body manifold $\mathscr{B}$.

Let us denote by $V(\mathscr{M})$ the vertical tangent bundle of $\mathscr{M} \xrightarrow{\pi} \mathscr{B}$, i.e. the subbundle ker $d \pi \subset$ $T \mathscr{M}$. The fiber of $V(\mathscr{M})$ at $p \in \mathscr{B}$ is the tangent bundle to the microelement $\mathscr{M}_{p}$, namely $T\left(\mathscr{M}_{p}\right)$. One supposes that the tangent at the microelement at $m \in \mathscr{M}_{p}$, namely $T_{m}\left(\mathscr{M}_{p}\right) \equiv V_{m} \mathscr{M}$, should be $T_{p} \mathscr{B}$, meaning that microelements are tangent to the body $\mathscr{B}$. It is formalized in the following definition:

Definition 4.2.1. A solder form on $\mathscr{M}$ is an isomorphism $T \mathscr{B} \underset{\mathscr{B}}{\times} \mathscr{M}^{1} \xrightarrow{\vartheta} V(\mathscr{M})$.
The definition (4.2.1) implies that the dimension of a microelement is equal to the dimension of $\mathscr{B}$. Hereafter, we consider the case where $\operatorname{dim} \mathscr{B}=\operatorname{dim} \mathscr{M}_{p}$. An alternative definition of the solder form can be found in (Hélein, 2009). Note however this latter reference is only related to vector bundles and is then less general. On the other hand, the definition of a solder form (4.2.1) does not correspond to the original definition by Ehresmann for general fiber bundles e.g (Kobayaschi, 1957).

Let $\left(x^{a}\right)$ be coordinates on $\mathscr{B}$. Let us complete the definition of the solder form in a coordinate $\operatorname{system}\left(x^{a}, y^{i}\right)$ on $\mathscr{M}$. A solder form can be written accordingly:

$$
\vartheta=\vartheta_{a}^{i}(m) \frac{\partial}{\partial y^{i}} \otimes d x^{a}
$$

If $\widetilde{x}^{a}\left(x^{b}\right)$ and $\widetilde{y}^{i}\left(x^{b}, y^{j}\right)$ define another coordinate systems on the bundle $\mathscr{M}$ then we have:

$$
\vartheta=\widetilde{\vartheta}_{a}^{i}(m) \frac{\partial}{\partial \widetilde{y}^{i}} \otimes d \widetilde{x}^{a}=\left(\widetilde{\vartheta}_{a}^{i}(m) \frac{\partial y^{j}}{\partial \widetilde{y}^{i}} \frac{\partial \widetilde{x}^{a}}{\partial x^{b}}\right) \frac{\partial}{\partial y^{j}} \otimes d x^{b} .
$$

When $\mathscr{M}$ is a vector bundle ${ }^{2}$ on $\mathscr{B}$, then one obtains $V(\mathscr{M}) \cong \mathscr{M} \underset{\mathscr{B}}{\times} \mathscr{M}^{3}$. A particular type of solder form can be defined by a bundle map over $\mathscr{M}, T \mathscr{B} \underset{\mathscr{B}}{\times} \mathscr{M} \xrightarrow{\vartheta} \mathscr{M} \times \mathscr{B} \times \mathscr{M}$, induced by an isomorphism $T \mathscr{B} \rightarrow \mathscr{M}$. This is a strong interpretation of the tangency condition of $V(\mathscr{M})$ with $\mathscr{B}$ modeled by the solder form.

One should keep in mind that the bundle $T \mathscr{B}$ is used to model two different objects: the tangent spaces $T \mathscr{B}$ on the one hand, and the microelements $\mathscr{M}$ on the other hand.
For the special case $\mathscr{M}=T \mathscr{B}$, the canonical solder form is reduced to the isomorphism associated with the identity $T \mathscr{B}=\mathscr{M}$. This isomorphism $T \mathscr{B} \underset{\mathscr{B}}{ } \times \mathscr{M} \xrightarrow{\vartheta_{c a n}} V(\mathscr{M})$ is given by the following construction. A coordinate system $\left(x^{a}\right)$ on $\mathscr{B}$ induces coordinates $\left(x^{a}, y^{i}\right)$ on $T \mathscr{B}$ such that for $v \in T \mathscr{B}, v=\delta_{i}^{a} y^{i}(v) \frac{\partial}{\partial x^{a}}$. Expressed in these coordinates, the canonical solder form is:

$$
\vartheta_{c a n}=\delta_{b}^{j} \frac{\partial}{\partial y^{j}} \otimes d x^{b}
$$
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### 4.2.2 Connections

For infinitesimally close points $p$ and $q$ in $\mathscr{B}$, the identification of the microelements $\mathscr{M}_{p}$ and $\mathscr{M}_{q}$ is a matter of choice that takes part in the overall model. This identification is performed by using a field of tangent vector to $\mathscr{M}$ along $\mathscr{M}_{p}$ whose projection on $\mathscr{B}$ is the constant vector $\overrightarrow{p q}$. This should be done along any fiber $\mathscr{M}_{p}$ and this assignment should be smooth and unique. This task is performed by Ehresmann connections. Let $N$ be the connection, in local coordinates ( $x^{a}, y^{i}$ ),

$$
N=\left(\frac{\partial}{\partial x^{a}}-N_{a}^{i}(m) \frac{\partial}{\partial y^{i}}\right) \otimes d x^{a} .
$$

This formula can be read as follow: the microelement $\mathscr{M}_{p}$ at $p$ (with coordinates $\left(x^{a}\right)$ ) is identified with its neighbor $\mathscr{M}_{q}$ at $q$ (with coordinates $\left(x^{a}+d x^{a}\right)$ ) using the infinitesimal transformation $\left(-N_{a}^{i}(m) d x^{a}\right) \frac{\partial}{\partial y^{i}}$ where $m \in \mathscr{M}_{p}$. If the points $p$ and $q$ are connected by a finite path $\sigma$, then $\mathscr{M}_{q}$ is identified with $\mathscr{M}_{p}$ by solving $\left.\left(d y^{i}+N_{a}^{i}(m) d x^{a}\right)\right|_{\sigma}=0$ with $m=(x, y)$. This last ordinary differential equation (ODE) may not have solution defined on the whole path $\sigma$ and then the finite identification may not exist. A large class of connections ensuring the existence of finite identification is given by principal connections. Among them, the linear and affine connections are described below.

Definition 4.2.2. Given a connection $N$ and a solder form $\vartheta$, another connection $N-\vartheta$ is defined by expression in local coordinate is:

$$
N-\vartheta=\left(\frac{\partial}{\partial x^{a}}-\left(N_{a}^{i}(m)+\vartheta_{a}^{i}(m)\right) \frac{\partial}{\partial y^{i}}\right) \otimes d x^{a} .
$$

If $\mathscr{M}=T \mathscr{B}$, one may be especially interested in the particular case of linear connection meaning that $N_{a}^{i}(x, y)=\Gamma_{a j}^{i}(x) y^{j}$. In that case, the connection $N-\vartheta_{c a n}$ is will be called the associated linear connection. For a change of the coordinate system on $\mathscr{B}: \widetilde{x}^{a}=\widetilde{x}^{a}\left(x^{b}\right)$ leading to $\widetilde{y}^{i}=\left(\partial \widetilde{x}^{i} / \partial x^{j}\right) y^{j}$ on $T \mathscr{B}$, the connection coefficient satisfies the specific transformation rule:

$$
\begin{equation*}
\frac{\partial \widetilde{x}^{b}}{\partial x^{a}} \widetilde{N}_{b}^{k}=\frac{\partial \widetilde{x}^{k}}{\partial x^{b}} N_{a}^{b}-\frac{\partial^{2} \widetilde{x}^{k}}{\partial x^{a} \partial x^{b}} y^{b} \tag{4.2.1}
\end{equation*}
$$

For linear connections, this implies that $\Gamma$ satisfies the transformation law (1.2.3) (properties of the covariant derivative are given in (1.2)). It means that from any linear connection $N$ on $\mathscr{M}=T \mathscr{B}$ one gets a covariant derivative $\nabla$ on $\mathfrak{X}(\mathscr{B})$ with Christoffel symbols $\Gamma$ and vice-versa (see Kolev and Desmorat, 2021 for discussion on covariant derivatives). Remark that all along the thesis the terminology Christoffel symbols will refer to coefficient of a covariant derivative or connection (see (1.2)) and they are not necessarily related to Riemannian metric.

### 4.2.3 Parallel and rolling transport

Let $\sigma:[0,1] \rightarrow \mathscr{B} ; t \mapsto \sigma(t)=\left(x^{a}(t)\right)$ be a curve on $\mathscr{B}$. If $\mathscr{B}$ is an open subset of $\mathbb{E}^{3}$ this curve may be defined by the prescription of its origin $p=\sigma(0)$ and its tangent (velocity) field $\dot{\sigma}(t)=$ $\dot{x}^{a}(t) \partial / \partial x^{a}$. For more general (non-euclidean) manifold $\mathscr{B}$, special attention should be paid to
such integration. Indeed, parallel and rolling without slipping transports along $\sigma$ are usually defined for the Levi-Civita connection on a Riemannian manifold. In our context, "parallel" refers to the connection $N$ and "rolling" ${ }^{4}$ to the connection $N-\vartheta$. The definitions are as follows.

1. Its parallel lift is defined by

$$
\dot{x}^{a}\left(\partial / \partial x^{a}-N_{a}^{i}(\sigma(t), y) \partial / \partial y^{i}\right) .
$$

Hence the parallel lift of $\sigma$ is obtained by solving

$$
\dot{y}^{i}=-N_{a}^{i}(\sigma(t), y) \dot{x}^{a} .
$$

2. Its rolling lift is defined by

$$
\dot{x}^{a}\left(\partial / \partial x^{a}-\left(N_{a}^{i}(\sigma(t), y)+\vartheta_{a}^{i}(\sigma(t), y)\right) \partial / \partial y^{i}\right)
$$

Accordingly, the rolling lift of $\sigma$ is obtained by solving

$$
\dot{y}^{i}=-\left(N_{a}^{i}(\sigma(t), y)+v_{a}^{i}(\sigma(t), y)\right) \dot{x}^{a} .
$$

These lifts of the curve through any point $m \in \mathscr{M}$ exists locally and is unique, but it may not have solutions defined on the whole path $\sigma$ (Epstein, 2010; Epstein, 2014; Nakahara, 2003). The above equations can be understood as they transport a point $\left(y^{i}(0)\right) \in \mathscr{M}_{\sigma(0)}$ along a curve $\sigma$ into a point $\left(y^{i}(t)\right) \in \mathscr{M}_{\sigma(t)}$. Particularly, $\mathscr{M}=T \mathscr{B}$ so that $y^{i}(t)$ are components of vector $y(t)=y^{i}(t) \partial / \partial x^{i} \in T_{\sigma(t)} \mathscr{B}$. Hence, it can be interpreted as a transport of vectors.

Let us consider the particular case where $\mathscr{M}=T \mathscr{B}$, the connection is linear $\left(N_{a}^{i}(x, y)=\right.$ $\left.\Gamma_{a j}^{i}(x) y^{j}\right)$ and the solder form is the canonical one. The coordinate system ( $x^{a}$ ) defines a basis $e_{i}=\delta_{i}^{a} \frac{\partial}{\partial x^{a}}$ in each tangent space. Writing $\mathcal{O}_{j}^{i}=\Gamma_{a j}^{i}(x) d x^{a}$ and $\mathrm{J}^{i}=\delta_{a}^{i} d x^{a}$, the above systems can be read as follows:

1. The parallel transport by the connection $N$ of a vector $\left(y^{i}(0)\right) \in T_{p} \mathscr{B}$ along a curve $\sigma$ on $\mathscr{B}$ with $\sigma(0)=p$ is obtained by solving the equations

$$
\begin{equation*}
\mathrm{d} Y=-\mathcal{O} Y \quad \text { with } \quad Y(t)=\left(y^{i}(t)\right) \tag{4.2.2}
\end{equation*}
$$

2. The rolling transport by the connection $N-\vartheta$ of a point $p+y^{i}(0) e_{i} \in \mathscr{M}_{p}$ along $\sigma$ is $\sigma(t)+$ $y^{i}(t) e_{i} \in \mathscr{M}_{\sigma(t)}$ where $Y(t)=y^{i}(t) e_{i} \in T_{\sigma(t)} \mathscr{B}$ solves the equations

$$
\begin{equation*}
\mathrm{d} Y=-\mathcal{O} Y-\mathrm{J} . \tag{4.2.3}
\end{equation*}
$$
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### 4.2.4 Curvature and torsion

The total curvature $\mathcal{R}$ of our material (i.e. the bundle $\mathscr{M}$ ) measures the compatibility of $N-\vartheta$ with Lie brackets of vector fields. For two vector fields $V$ and $W$ on the base manifold $\mathscr{B}$, the curvature,

$$
\mathcal{R}(V, W)=(N-\vartheta)[V, W]-[(N-\vartheta) V,(N-\vartheta) W]
$$

is a vertical vector field on $\mathscr{M}$. This formula can be divided into two terms

$$
\begin{aligned}
\mathcal{R}(V, W)= & (N[V, W]-[N V, N W]) \\
& +(-[\vartheta V, \vartheta W]+[N V, \vartheta W]+[\vartheta V, N W]-\vartheta[V, W]) .
\end{aligned}
$$

At this step two contributions have to be highlighted:
Definition 4.2.3. The first term is the Ehresmann curvature, namely $\mathfrak{R}(V, W)$, also called the curvature of the connection. The second term is the weak torsion, namely $\mathfrak{T}(V, W)$. We can write, $\mathfrak{R}=\mathfrak{R}^{i}{ }_{a b} \frac{\partial}{\partial y^{i}} \otimes$ $d x^{a} \otimes d x^{b}$ and $\mathfrak{T}=\mathfrak{T}^{i}{ }_{a b} \frac{\partial}{\partial y^{i}} \otimes d x^{a} \otimes d x^{b}$ where their components are respectively given by:

$$
\begin{align*}
& \mathfrak{R}_{a b}^{i}=\frac{\partial N_{b}^{i}}{\partial x^{a}}-\frac{\partial N_{a}^{i}}{\partial x^{b}}-N_{a}^{j} \frac{\partial N_{b}^{i}}{\partial y^{j}}+N_{b}^{j} \frac{\partial N_{a}^{i}}{\partial y^{j}},  \tag{4.2.4}\\
& \mathfrak{T}_{a b}^{i}=-\vartheta_{a}^{j} \frac{\partial \vartheta_{b}^{i}}{\partial y^{j}}+\vartheta_{b}^{j} \frac{\partial \vartheta_{a}^{i}}{\partial y^{j}}+\frac{\partial \vartheta_{b}^{i}}{\partial x^{a}}-N_{a}^{j} \frac{\partial \vartheta_{b}^{i}}{\partial y^{j}}+\vartheta_{b}^{j} \frac{\partial N_{a}^{i}}{\partial y^{j}}-\vartheta_{a}^{j} \frac{\partial N_{b}^{i}}{\partial y^{j}}-\frac{\partial \vartheta_{a}^{i}}{\partial x^{b}}+N_{b}^{j} \frac{\partial \vartheta_{a}^{i}}{\partial y^{j}} . \tag{4.2.5}
\end{align*}
$$

The geometrical interpretation of the curvature is as follows.
Lemma 4.2.4. If the curvature of a connection vanishes, then the lift of any loop $\sigma$ on base manifold $\mathscr{B}$, when defined, is closed Epstein, 2010; Epstein, 2014.

One gets two connections from one, adding or not the solder form. In general, the vanishing of $\mathcal{R}$ and the vanishing of $\mathfrak{R}$ are independent. When the connection have a special structure, it can happen that $\mathcal{R}$ controls $\mathfrak{R}$ as it is the case in the linear situation below where $\mathcal{R}=0$ implies $\mathfrak{R}=0$ and $\mathfrak{T}=0$.

Lemma 4.2.5. Let us consider the case where $\mathscr{M}=T \mathscr{B}$ and $N$ linear, meaning that $N_{a}^{i}(x, y)=\Gamma_{a j}^{i}(x) y^{j}$, and $\vartheta=\vartheta_{\text {can }}$. It follows by direct computation :

$$
\begin{align*}
\mathfrak{R}_{a b}^{i} & =\left(\frac{\partial \Gamma_{b j}^{i}}{\partial x^{a}}-\frac{\partial \Gamma_{a j}^{i}}{\partial x^{b}}+\Gamma_{b j}^{k} \Gamma_{a k}^{i}-\Gamma_{a j}^{k} \Gamma_{b k}^{i}\right) y^{j}=\mathrm{R}^{i}{ }_{j a b} y^{j},  \tag{4.2.6}\\
\mathfrak{T}_{a b}^{i} & =\vartheta_{b}^{j} \Gamma_{a j}^{i}-\vartheta_{a}^{j} \Gamma_{b j}^{i}=\mathrm{T}_{a b}^{i} . \tag{4.2.7}
\end{align*}
$$

Here R and T are respectively the associated curvature and torsion tensor of the covariant derivative $\nabla$ associated with Christoffel symbols $\Gamma$. In this sense, the derived tensors $\mathfrak{R}$ and $\mathfrak{T}$ of the connection $N$ on $\mathscr{M}$ are a geometrical reformulation of the ones of $\nabla$ on $\mathfrak{X}(\mathscr{B})$.

The curvature and torsion can be interpreted as an obstruction: let us remind that the rolling transport of $Y=\left(y^{i}\right) \in \mathscr{M}_{p}$ along the path $\sigma$ is obtained by solving the equations (4.2.3): $\mathrm{d} Y=$
$-\mathcal{O Y}-$ J. Solutions may depend on the chosen path. It is not always possible to solve this system. In practice, this is possible if and only if $\mathrm{dd} Y=0$, otherwise the multivaluedness is measured by the non vanishing of

$$
\begin{equation*}
\mathrm{dd} Y=-(\mathrm{d} \mathcal{O}+\mathcal{O} \wedge \mathcal{O}) Y-(\mathrm{dJ}+\mathcal{O} \wedge \mathrm{J}) \tag{4.2.8}
\end{equation*}
$$

The first component $\mathrm{d} \mathcal{O}+\mathcal{O} \wedge \mathcal{O}$ is the usual curvature matrix valued two-form R . The second term $\mathrm{dJ}+\mathcal{O} \wedge \mathrm{J}$ is the torsion vector valued two-form of T . Both are tensors over $\mathscr{B}$. By the way, the total curvature vanishes if and only if both the usual curvature and the usual torsion vanish.

### 4.2.5 Sasaki metric

At this stage, no metric tensor $g$ has to be prescribed on $\mathscr{M}$. This latter is then, at this stage, a free parameter that could complete the characterization of the material manifold. In the following, particular metrics would appear naturally. These are Sasaki metrics (Bao, Chern, and Shen, 2000; Bucataru and Miron, 2007a; Pfeifer, 2013) defined in the coordinates $\left(x^{a}, y^{i}\right)$ by:

$$
\begin{equation*}
\mathfrak{g}(m)=\mathrm{g}_{a b}^{h}(m) d x^{a} \otimes d x^{b}+\mathrm{g}_{i j}^{v}(m) \delta y^{i} \otimes \delta y^{j} \tag{4.2.9}
\end{equation*}
$$

The first term is called the horizontal metric and the other one is the vertical metric.
The benefit of this type of metric is that the split structure of the metric is preserved under any change of coordinates. This effect is ensured by the proper bases of such metric tensor that preserves the split structure of the tangent space $T \mathscr{M}$ involved by using the Ehresmann connection $N$. Indeed, it was stressed in (4.1.10) and (4.1.11) that for a given Ehresmann connection, the nonholonomic bases $\left(\delta_{a}, \partial_{i}\right)$ and $\left(d x^{a}, \delta y^{i}\right)$ are convenient local basis on $T \mathscr{M}$ and $T^{*} \mathscr{M}$, respectively. In practice, this illustrates that the notion of angle and length are meaningful only if such quantities are related to neighbouring points belonging to the same micro- or macro-universe. More precisely the horizontal metric is related to the macroscopic observations on the material, whereas the vertical part is related to points belonging to a given microelement.

### 4.3 Conclusion

A new description of a generalized microcontinuum in considering a vector bundle of fiber geometry character has been introduced. Even if no material transformation and no equation are mentioned at the moment, we believe that it demonstrates the power of geometric methods applied towards the framework of mechanics of the microstructured continuum. The geometrical construction encompasses many kinds of geometry. In this sense, it may capture a wide physical phenomenon. The application of our approach to model material with a distribution of defects is presented in the following research.

## Chapter 5

## On tangent geometry and generalized continuum with defects

The concepts of the geometrical structure of a microstructured continuum in terms of fiber character such as a solder form, an Ehresmann connection and a Sasaki metric are discussed just before. This chapter introduces tools on fiber geometry towards the framework of mechanics of microstructured continuum. The material is modeled by an appropriate bundle for which the associated connection and metric are induced from the Euclidean space by a smooth transformation represented by a fiber morphism from the bundle to the Euclidean space. Furthermore, the general kinematic structure of the theory includes macroscopic and microscopic fields in a multiscaled approach, including large transformation. Defects appear in this geometrical point of view by an induced curvature, torsion and non-metricity tensor in the induced geometry. Special attention is given to transport along a finite path in order to extend the standard infinitesimal analysis of torsion and curvature to a macroscopic point of view. Both theoretical and numerical analysis may be handled without additional difficulties. Accordingly, several examples of transformation involving the distribution of material defects are exhibited and analysed.

This chapter is organized as follows: Section-5.2 uses the notions in the previous chapter to material transformations. The primary intention is to describe structural changes in real materials; special attention is paid to kinematical interpretation. In this context, a scaled material modelling is introduced, which concerns material transformations represented by fiber morphisms. An induced connection and metric are first described, then derived geometrical quantities such as curvature, torsion, and non-metricity tensor are obtained. In Section-5.4, alternative approaches are reviewed and compared, significant features of this model are also exhibited. The applications of this theory are presented in Section-5.5. Special attention is paid to the simulation
of each process (transformation, parallel transport) in a dedicated space (tangent space, body, etc.) At the same time, several examples of material transformation with distributed defects are proposed and discussed. Conclusions follow in Section-5.6.

### 5.1 Toward transformation of microstructured media

On the one side, a continuum with microstructure is assumed to be a tangent bundle over a threedimensional differentiable manifold $\mathscr{B}$. On the other side, $\mathbb{E}^{3}$ is the three-dimensional Euclidean space. For instance a fiber morphism or so-called bundle map $\mathscr{M} \rightarrow T \mathbb{E}^{3}$ presents the evolution of the microstructured material manifold $\mathscr{M}$ in the Euclidean space (Epstein, 2010; Epstein, 2014). It may possibly depend on time. By a language shortcut, such bundle map is sometimes called transformation hereafter.

The configuration of the body is described by the geometrical structure induced by pullingback from $T \mathbb{E}^{3}$ onto $\mathscr{M}$. This current-induced geometry must be able to reveal if material defects are present or created by a material transformation. The main objective of this chapter is to specify how such defective configuration is obtained via such type of bundle mapping or generalization of this latter.

In particular, the complete characterization of the current configuration have to specify how measures and variations are performed around an infinitesimal neighbourhood of an element of $\mathscr{M}$. Such information is encoded on the covariant derivative $\nabla$ and the metric tensor. These latter are acting on elements on $T \mathscr{M}$. In other words, the full configuration is controlled by the bundle map $T \mathscr{M} \rightarrow T T \mathbb{E}^{3}$. The following section is dedicated to this crucial point.

### 5.2 Scaled material model

Briefly, the model in Chapter-2 is not sufficient to describe all topological defects: even if dislocation densities are simulated, it looks impossible to introduce curvature that is the geometrical quantities measuring disclination densities. Additionally, some artifacts observed in the simulations seems to be not quantified by the geometrical properties of the manifold.

However, the language of fiber bundle geometry presented in Section-4.1 may help to overcome this drawback. For this purpose, the way how the pull-back operation of a fiber-mapping is used to construct an induced geometry of the transformed material body is presented and studied.

### 5.2.1 Preliminary

Here a special model is presented. It is restricted to the particular case where $\mathscr{M}$ is isomorphic to $T \mathscr{B}$ and where the solder form is canonical (in the following $\vartheta=\vartheta_{\text {can }}$ ).

Let us first remind some standard conventions: denote $\left(X^{A}, Y^{I}\right)$ (respectively $\left(x^{a}, y^{i}\right)$ ) a chart on $\mathscr{M}$ (respectively $T \mathbb{E}^{3}$ ). The Euclidean space $\mathbb{E}^{3}$ has a canonical affine connection, namely the Levi-Civita connection $\gamma$ of the Euclidean metric $g$ (of course, if Cartesian chart is used on the Euclidean space, the connection coefficients vanish). Its tangent bundle, as any tangent bundle,
has a canonical solder form denoted by $\underline{\delta}$ as its component $\left(\delta_{a}^{i}\right)$ in any frame of $\mathbb{E}^{3}$ is the identity. Last the tangent bundle of the Euclidean space may be equipped with a trivial Ehresmann connection, with the following expression in a local coordinate system

$$
\begin{equation*}
n_{a}^{i}(x, y)=\gamma_{a j}^{i}(x) y^{j}, \tag{5.2.1}
\end{equation*}
$$

and a metric tensor $\mathfrak{g}$ having a Sasaki form:

$$
\begin{equation*}
\mathfrak{g}=\mathrm{g}_{a b}(x) d x^{a} \otimes d x^{b}+\mathrm{g}_{i j}(x) \delta y^{i} \otimes \delta y^{j} \tag{5.2.2}
\end{equation*}
$$

Define $\left(E^{K}\right)=\left(d X^{A}, d Y^{I}\right)$ with $K$ running from 1 to 6 , the first three basis elements are $d X^{A}$, the others are $d Y^{I}$ ( $A$ and $I$ run from 1 to 3 ). Similarly, $\left(e_{k}\right)=\left(\partial_{a}, \partial_{i}\right)$ with $k$ running from 1 to 6 . The first three basis elements denote the $\partial_{a}$ basis, the others coincide with $\partial_{i}$.

A geometrical transformation $\phi: \mathscr{B} \rightarrow \mathbb{E}^{3}$ is inducing an "idealized" material transformation

$$
\mathscr{M} \rightarrow T \mathbb{E}^{3}
$$

using the derivative and the canonical solder form : $(X, Y) \mapsto(\phi(X), \underline{\delta} F(X) \vartheta(Y))$ with $F=\phi_{*}$. In local coordinates the latter can be written $\delta_{a}^{i} F_{A}^{a} \vartheta_{I}^{A} Y^{I}$. From now on, the formula will be in shorter form: $F_{I}^{i} Y^{I}$. In that way, we define

$$
\begin{equation*}
F_{I}^{i}=\delta_{a}^{i} F_{A}^{a} \vartheta_{I}^{A} \quad \text { and } \quad F_{I}^{a}=F_{A}^{a} \vartheta_{I}^{A} \tag{5.2.3}
\end{equation*}
$$

### 5.2.2 Overall approach

In most of standard works on the geometrical analysis of defective media, the tangent transformation $T \mathscr{M} \rightarrow T T \mathbb{E}^{3}$ is induced by the derivative of $\mathscr{M} \rightarrow T \mathbb{E}^{3}$ but this choice is not a strict constraint and could be relaxed. For this purpose, an Ehresmann connection has to be created. In the present chapter, the solder form defined on $T \mathscr{B}$ is always assumed to be the canonical form. The Ehresmann connection may be linear or not. However, in the following, special attention is given to the linear case for which Ehresmann curvature and weak torsion will coincide with the ones defined through covariant derivatives.

Mathematically, it is assumed that the continuum consists of a huge number of infinitesimal volume elements $d V$, located at point $p$ in the base manifold $\mathscr{B}$ ( $p$ may be interpreted as the center of mass of $d V$, see Figure 2.5). The motion of $p$ is governed by the map $\phi$. Deformation of $d V$ is controlled by $F=\phi_{*}$. In addition, the volume elements $d V$ are composed of a large number of sub-domains/microelements $\delta V$ of finite (but tiny) size. As $\delta V$ contains a finite quantity of matter, its stretch may be considered. In this context, the continuum is deformed by two independent maps: $F$ defines the stretch at a macroscopic scale whereas $\Theta$ defines the stretch at a microscopical scale.

If the material transformation is described by the bundle mapping $\mathscr{M} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto$ $(\phi(X), \Theta(X) Y)$ the scaling effect is not easily tractable as $F$ and $\Theta$ are acting on vector belonging to $T_{p} \mathscr{B}$ and $\mathscr{M}_{p}$, respectively, that are equivalent manifolds (as $\mathscr{M}=T \mathscr{B}$ then $\mathscr{M}_{p}=T_{p} \mathscr{B}$ ), see also Section-2.

This difficulty can be circumvented in the following way: let us consider that the local change of a vector $Y$ associated with the microstructure and belonging to $\mathscr{M}$, is measured by an element $Z^{v}$ of $V(\mathscr{M})$. Hence, the material transformation is represented by a smooth map

$$
\begin{equation*}
\Upsilon^{v}: V(\mathscr{M}) \rightarrow V T \mathbb{E}^{3}, \quad\left(X, Y, Z^{v}\right) \mapsto\left(\phi(X), \underline{\delta} F(X) \vartheta Y, \Theta(X) Z^{v}\right), \tag{5.2.4}
\end{equation*}
$$

where $\Theta(X)$ is smooth, invertible and orientation preserving. Accordingly, such sub-scale modeling is no longer redundant since the maps related to each scale are separated.

To construct an induced Ehresmann connection the first idea is to extend $\Upsilon^{v}$ to the whole space i.e. find a bundle map $\Upsilon: T \mathscr{M} \rightarrow T T \mathbb{E}^{3}$ of the form

$$
\begin{equation*}
(X, Y, Z) \mapsto(\phi(X), \underline{\delta} F(X) \vartheta Y, \Omega(X, Y) Z) \tag{5.2.5}
\end{equation*}
$$

with $X \in \mathscr{B}, Y \in \mathscr{M}_{X}, Z \in T_{(X, Y)} \mathscr{M}$. At this stage the attention is now focused on $\Omega=\Omega_{K}^{k} e_{k} \otimes E^{K}$ or, in detail:

$$
\Omega=\Omega_{A}^{a} \partial_{a} \otimes d X^{A}+\Omega_{I}^{a} \partial_{a} \otimes d Y^{I}+\Omega_{A}^{i} \partial_{i} \otimes d X^{A}+\Omega_{I}^{i} \partial_{i} \otimes d Y^{I},
$$

for which one has a great freedom of choice. The image of $(X, Y)$ is already partially prescribed. Indeed, as the restriction of $\Upsilon$ for any element of $V(\mathscr{M})$ is imposed by (5.2.4):

$$
\begin{equation*}
\Omega_{I}^{i}(X, Y)=\Theta_{I}^{i}(X) . \tag{5.2.6}
\end{equation*}
$$

In order to avoid too complex interpretations, a second idea is proposed by considering that if $\Theta=F$ the scaling effect must not be observed. Then, if $\Theta=F$, the material transformation has to coincide with the simpler one $\mathcal{H}: \mathscr{M} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto(\phi(X), \underline{\delta} F(X) \vartheta Y)$ for which $\Omega$ is nothing else than the total gradient $\mathcal{H}_{*}$. Accordingly, one gets:

$$
\begin{equation*}
\Omega_{A}^{a}(X, Y)=F_{A}^{a}(X) \quad \text { and } \quad \Omega_{I}^{a}=0 . \tag{5.2.7}
\end{equation*}
$$



Figure 5.1: Pictorial representation of an induced Ehresmann connection.

### 5.3 Induced structure

At this stage $\Omega$ takes the following form:

$$
\begin{equation*}
\Omega=F_{A}^{a} \partial_{a} \otimes d X^{A}+\Omega_{A}^{i} \partial_{i} \otimes d X^{A}+\Theta_{I}^{i} \partial_{i} \otimes d Y^{I} \tag{5.3.1}
\end{equation*}
$$

where the choice of $\Omega_{A}^{i}(X, Y)$ is still free. The inverse of $\Omega$ is given by $\Omega^{-1}=\Omega_{k}^{K} E_{K} \otimes e^{k}$ with $\Omega_{k}^{K} \Omega_{K}^{\ell}=\delta_{k}^{\ell}$ and $\Omega_{k}^{K} \Omega_{L}^{k}=\delta_{L}^{K}$. This later is of the form:

$$
\begin{equation*}
\Omega^{-1}=F_{a}^{A} \partial_{A} \otimes d x^{a}+\Omega_{a}^{I} \partial_{I} \otimes d x^{a}+\Theta_{i}^{I} \partial_{I} \otimes d y^{i} \tag{5.3.2}
\end{equation*}
$$

where $\Theta_{i}^{I} \Theta_{I}^{j}=\delta_{i}^{j}$ and $F_{a}^{A} F_{A}^{b}=\delta_{a}^{b}$.
Let $V$ be an arbitrary tangent vector to $\mathscr{B}$ at a point $X \in \mathscr{B}$, the induced Ehresmann connection is naturally defined by considering its horizontal lift given by (a pictorial interpretation is given in Figure 5.1)

$$
\begin{equation*}
N(X, Y) V=\Omega^{-1}\left(n(\phi(X), \underline{\delta} F(X) \vartheta Y)\left(\phi_{*} V\right)\right) \tag{5.3.3}
\end{equation*}
$$

$$
\text { with coefficients } \quad N_{A}^{I}=\Theta_{i}^{I} \Omega_{A}^{i}+\Theta_{i}^{I} n_{a}^{i} F_{A}^{a} \text {. }
$$

Here, we remind that $n$ is the ambient Ehresmann connection. The connection coefficients $\eta_{a}^{i}(x, y)=$ $\gamma_{a j}^{i}(x) y^{j}$, and $\gamma$ the Levi-Civita connection given on $\mathbb{E}^{3}$ (see the beginning of Section-5.2). Note that the definition of the induced connection is independent of the chosen chart.

Proof. Firstly, let us define $v:=\phi_{*} V=\left(F_{A}^{a} V^{A}\right) \partial_{a}$ a tangent vector to $\mathscr{B}$ at the point $x=\phi(X)$. Secondly, applying the ambient Ehresmann connection $n$, there is a unique horizontal lift $v^{\uparrow}=$ $n(y) v=v^{a} \partial_{a}-n_{a}^{i} v^{a} \partial_{i}$ as a tangent vector to $T \mathscr{B}$ at $(x=\phi(X), y=\underline{\delta} F(X) \vartheta Y)$. Finally, the natural lift of $V$ is obtained by solving the equation (5.3.3). Straightforward computations, using $\Omega_{a}^{J}=0$, give

$$
\begin{aligned}
V^{\uparrow} & =\Omega_{a}^{B} v^{\uparrow a} \partial_{B}+\Omega_{i}^{B} v^{\uparrow} \partial_{B}+\Omega_{a}^{J} \vartheta^{\uparrow a} \partial_{J}+\Omega_{a}^{J} v^{\uparrow i} \partial_{J} \\
& =\Omega_{a}^{B} F_{A}^{a} V^{A} \partial_{B}+\Omega_{a}^{J} F_{A}^{a} V^{A} \partial_{J}-\Omega_{i}^{I} n_{a}^{i} F_{A}^{a} V^{A} \partial_{J} \\
& =F_{a}^{B} F_{A}^{a} V^{A} \partial_{B}+\Omega_{a}^{J} F_{A}^{a} V^{A} \partial_{J}-\Omega_{i}^{I} n_{a}^{i} F_{A}^{a} V^{A} \partial_{J} \\
& =V^{A} \partial_{A}-\left(\Omega_{i}^{J} n_{a}^{i} F_{A}^{a}-\Omega_{a}^{J} F_{A}^{a}\right) V^{A} \partial_{J} .
\end{aligned}
$$

It claims that the connection coefficients are

$$
N_{A}^{J}=\Omega_{i}^{I} n_{a}^{i} F_{A}^{a}-\Omega_{a}^{J} F_{A}^{a} .
$$

Finally, because $\Omega_{Z}^{i} \Omega_{a}^{Z}=\Omega_{B}^{i} \Omega_{a}^{B}+\Omega_{J}^{i} \Omega_{a}^{J}=0$, one has $\Omega_{J}^{i} N_{A}^{J}=-\Omega_{J}^{i} \Omega_{a}^{J} F_{A}^{a}+\Omega_{J}^{i} \Omega_{j}^{J} n_{a}^{j} F_{A}^{a}=$ $\Omega_{B}^{i} \Omega_{a}^{B} F_{A}^{a}+n_{a}^{i} F_{A}^{a}=\Omega_{A}^{i}+n_{a}^{i} F_{A}^{a}$. Once again, writing $\Omega_{J}^{z} \Omega_{z}^{I}=\Omega_{J}^{a} \Omega_{a}^{I}+\Omega_{J}^{i} \Omega_{i}^{I}=\Omega_{J}^{i} \Omega_{i}^{I}=\delta_{J}^{I}$, the connection can be rewritten in the form

$$
N_{A}^{I}=\Omega_{i}^{I} \Omega_{J}^{i} N_{A}^{J}=\Omega_{i}^{I} \Omega_{A}^{i}+\Omega_{i}^{I} n_{a}^{i} F_{A}^{a} .
$$

Using the notation $\Omega_{i}^{I}(X, Y)=\Theta_{i}^{I}(X)$ introduced in the section 5.2, the formula (5.3.3) is verified.

Proposition 5.3.1. If the manifold $\mathscr{M}$ is endowed with the connection $N$ given in (5.3.3), one obtains

$$
\begin{equation*}
\Omega=F_{A}^{a} \frac{\delta}{\delta x^{a}} \otimes d X^{A}+\Theta_{I}^{i} \frac{\partial}{\partial y^{i}} \otimes \delta Y^{I} . \tag{5.3.4}
\end{equation*}
$$

Hence $\Omega$ may be seen as the collection of two maps: $H_{m}(\mathscr{M}) \rightarrow H_{(x, y)} T \mathbb{E}^{3}$ and $V_{m}(\mathscr{M}) \rightarrow$ $V_{(x, y)} T \mathbb{E}^{3}$. Roughly speaking, this states the existence of two independent mechanisms, the first one is the ordinary dragging of vectors by means of the deformation gradient $F=\phi_{*}$ of the macrostructure; the second mechanism is associated with the transformation $\Theta$ of the microstructure.

Proof. Without loss of generality Cartesian coordinate system is used on $T \mathbb{E}^{3}$ and accordingly $\delta / \delta x^{a}=\partial_{a}$. Combining with a fact that $\Omega_{I}^{i} \Omega_{j}^{I}=\Theta_{I}^{i} \Omega_{j}^{I}=\delta_{j}^{i}$, one obtains

$$
\Omega=F_{A}^{a} \frac{\delta}{\delta x^{a}} \otimes d X^{A}+\Theta_{I}^{i} \frac{\partial}{\partial y^{i}} \otimes\left(\Omega_{j}^{I} \Omega_{A}^{j} d X^{A}+d Y^{I}\right)
$$

The proof of the proposition ends because $N_{A}^{I}=\Omega_{i}^{I} \Omega_{A}^{i}$ and $\delta Y^{I}=N_{A}^{I} d X^{A}+d Y^{I}$.
The induced metric is given by $\mathcal{G}=\Omega^{*} \mathfrak{g}$ or explicitly $\mathcal{G}(V, U)=\mathfrak{g}(\Omega V, \Omega U)$ for all $V, U \in$ $T \mathscr{M}$. According to the connection $N$ given in (5.3.3), this metric tensor has a Sasaki structure:

$$
\begin{gather*}
\mathcal{G}(X, Y)=\mathrm{G}^{h}{ }_{A B}(X) d X^{A} \otimes d X^{B}+\mathrm{G}^{v}{ }_{I J}(X) \delta Y^{I} \otimes \delta Y^{J} \\
\text { with } \quad \mathrm{G}^{h}{ }_{A B}=F_{A}^{a} \mathrm{E}_{a b} F_{B}^{b} \quad \mathrm{G}^{v}{ }_{I J}=\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j} . \tag{5.3.5}
\end{gather*}
$$

Their components are just functions of the base coordinates $X$ : the metric is uniquely defined at the point $p$ of $\mathscr{B}$. Besides, it can be seen that the vertical metric component is always given by $\mathrm{G}^{v}{ }_{I J}=\mathcal{G}\left(\partial_{I}, \partial_{J}\right)=\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j}$ what is explicitly independent of the definition of the Ehresmann connection $N$ (even if the latter is a key ingredient of the definition of proper bases for the horizontal and vertical sub-spaces, see (4.1.10) and (4.1.11)). More precisely, the components of $\mathcal{G}$ in the proper horizontal and vertical bases are completely specified by $\Upsilon^{v}$ and they are independent of the choice of the (possibly non-linear) connection $N(X, Y)$.

From (5.3.4) and (5.3.5) it is observed that microscopic and macroscopic processes are naturally separated. More specifically, for microscopic process, the solder form is an important tool that relates the microscopic quantities (belonging to $V(\mathscr{M})$ ) to macroscopic quantities (belonging to $T \mathscr{B})$. By way of illustration, let us consider a vector field $V=V^{A} \partial / \partial X^{A}$ on $\mathscr{B}$. Its canonical vertical lift is $\vartheta V=\delta_{A}^{I} V^{A} \partial / \partial Y^{I}$ at any point along the fiber $\mathscr{M}_{X}$. The vertical metric $\mathrm{G}^{v}$ induces a metric G on $\mathscr{B}$ defined by $\mathrm{G}(X)(V, W)=\mathrm{G}^{v}(X)(\vartheta V, \vartheta W)$ for every $V, W \in T_{X} \mathscr{B}$. In a coordinates system:

$$
\begin{equation*}
\mathrm{G}_{A B}=\vartheta_{A}^{I} \Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j} \vartheta_{B}^{I} \quad\left(\text { in short } \quad \mathrm{G}_{A B}=\Theta_{A}^{a} \mathrm{~g}_{a b} \Theta_{B}^{b}\right) . \tag{5.3.6}
\end{equation*}
$$

This metric G may be chosen as a measure on $\mathscr{B}$ of the current configuration of the microsctructure. The construction of the connection $N$ from this split-structure allows us to interpret macroscopically a change of microscopic quantities, this is evident through the mix-indices of the connection $N_{A}^{I}$.

### 5.3.1 Linear induced connection

Remind that the Euclidean space $\mathbb{E}^{3}$ has a canonical connection: the Levi-Civita connection $\gamma$ of the Euclidean metric g. More precisely, the trivial Ehresmann connection $n$ has the form $n_{a}^{i}(x, y)=\gamma_{a j}^{i} y^{j}$.
Lemma 5.3.2. The connection is linear i.e. $N_{A}^{I}(X, Y)=\Gamma_{A J}^{I}(X) Y^{J}$ if and only if $\Omega_{A}^{i}(X, Y)$ is linear i.e. $\Omega_{A}^{i}(X, Y)=\Omega_{A J}^{i}(X) Y^{J}$. In that case, one obtains

$$
\begin{equation*}
\Gamma_{A J}^{I}=\Theta_{i}^{I} \Omega_{A J}^{i}+\Theta_{i}^{I} \gamma_{a j}^{i} F_{J}^{j} F_{A}^{a}, \tag{5.3.7}
\end{equation*}
$$

and if Cartesian coordinates are applied on $T \mathbb{E}^{3}, \Gamma_{A J}^{I}=\Theta_{i}^{I} \Omega_{A J}^{i}$.
Proof. It is direct thanks to (5.3.3) as $\Theta$ is independent of $Y$. Keep in mind that $n_{a}^{i}=\gamma_{a j}{ }_{a j}(x) y^{j}$ with $x=\phi(X)$ and $y=\underline{\delta} F \vartheta Y$, then straightforward computations gives $N_{A}^{I}(X, Y)=\Theta_{i}^{I} \Omega_{A}^{i}-$ $\Theta_{i}^{I} n_{a}^{i} F_{A}^{a}=\Theta_{i}^{I} \Omega_{A J}^{i} Y^{J}-\Theta_{i}^{I} \gamma_{a j}^{i} y^{j} F_{A}^{a}=\Theta_{i}^{I} \Omega_{A J}^{i} Y^{J}-\Theta_{i}^{I} \gamma_{a j}^{i} F_{J}^{j} Y^{J} F_{A}^{a}$ which verifies (5.3.7).

One considers hereafter $\Omega_{A}^{i}(X, Y)=\Omega_{A I}^{i}(X) Y^{I}$ where $\Omega_{A I}^{i}$ is free up to now. In order to remove this indeterminacy $\Omega_{A I}^{i}$ is constructed by a linear balance between the stretching variations at each scale (Figure 2.5):

$$
\begin{equation*}
\Omega_{A I}^{i}=(1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i} \tag{5.3.8}
\end{equation*}
$$

where $0<\zeta \leq 1$ is a free parameter controlling the scaling effect. For example and without any loss of generality, it can be defined as $\zeta=\ell / L$ where $L$ and $\ell$ are the macroscopic and microscopic characteristic scales, respectively. The parameter $\zeta$ is called scaling factor hereafter.

The map $\Omega$ coincides with the total gradient of a linear bundle map $\mathscr{M} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto$ $(\phi(X), \underline{\delta} F(X) \vartheta Y)$ if $\Theta_{I}^{i}=F_{I}^{i}$. On the other hand, if $\zeta=1$, the transformation coincides formally with the total gradient of $\mathscr{M} \rightarrow T \mathbb{E}^{3},(X, Y) \mapsto(\phi(X), \Psi(X) Y)$ with $\Psi_{I}^{i}=\Theta_{I}^{i}$ (note that $\Psi$ and $\Theta$ are not exactly the same tensor as they act on different spaces: $\mathscr{M}_{p}$ and $V_{m}(\mathscr{M})$ respectively).

Corollary 5.3.2.1. If $\Omega_{A}^{i}$ satisfies (5.3.8), then one gets

$$
\begin{equation*}
\Gamma_{A J}^{I}=\Theta_{i}^{I}\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right)+\Theta_{i}^{I} \gamma_{a j}^{i} F_{J}^{j} F_{A}^{a}, \tag{5.3.9}
\end{equation*}
$$

and if Cartesian chart applied on $T \mathrm{E}^{3}$ is used, $\gamma_{a j}^{i}=0$ gives

$$
\begin{equation*}
\Gamma_{A J}^{I}=\Theta_{i}^{I}\left((1-\zeta) \partial_{A} F_{J}^{i}+\zeta \partial_{A} \Theta_{J}^{i}\right) . \tag{5.3.10}
\end{equation*}
$$

### 5.3.2 Induced torsion, curvature and non-metricity tensor

As the induced Ehresmann connection $N$ (5.3.10) is linear and the solder form defined on the tangent bundle is the canonical form, the affine connection $\Gamma$ and the connection $N$ contain the same information. Hence, following results are presented with $\Gamma$ instead of $N$. From these connection and metric, it is easy to obtain the derived geometrical quantities such as curvature, torsion and non-metricity tensors.

The torsion of the connection is given by

$$
\begin{align*}
\mathrm{T}_{A B}^{I} & =\vartheta_{B}^{I} \Gamma_{A J}^{I}-\vartheta_{A}^{J} \Gamma_{B J}^{I}, \\
& =(1-\zeta) \Theta_{i}^{I}\left(\delta_{B}^{I} \partial_{A} F_{J}^{i}-\delta_{A}^{J} \partial_{B} F_{J}^{i}\right)+\zeta \Theta_{i}^{I}\left(\delta_{B}^{I} \partial_{A} \Theta_{J}^{i}-\delta_{A}^{J} \partial_{B} \Theta_{J}^{i}\right), \\
& =(1-\zeta) \Theta_{i}^{I} \delta_{c}^{i}\left(\partial_{A} F_{B}^{c}-\partial_{B} F_{A}^{c}\right)+\zeta \Theta_{i}^{I}\left(\delta_{B}^{J} \partial_{A} \Theta_{J}^{i}-\delta_{A}^{J} \partial_{B} \Theta_{J}^{i}\right),  \tag{5.3.11}\\
& =\zeta \Theta_{i}^{I}\left(\delta_{B}^{J} \partial_{A} \Theta_{J}^{i}-\delta_{A}^{J} \partial_{B} \Theta_{J}^{i}\right) .
\end{align*}
$$

Here, we have used the fact that since $F=\phi_{*}$ then $\partial_{A} F_{B}^{c}=\partial_{B} F_{A}^{c}$. The torsion is proportional to the scaling factor $\zeta$.

Second, the induced curvature of the connection is directly obtained from (4.2.6):

$$
\begin{equation*}
\mathrm{R}_{J A B}^{I}=\Omega_{B J}^{i} \partial_{A} \Theta_{i}^{I}-\Omega_{A J}^{i} \partial_{B} \Theta_{i}^{I}+\Theta_{i}^{I} \Theta_{j}^{K}\left(\Omega_{B J}^{i} \Omega_{A K}^{j}-\Omega_{A J}^{i} \Omega_{B K}^{j}\right) . \tag{5.3.12}
\end{equation*}
$$

According to (5.3.8) the curvature contains both linear and quadratic dependency on the scaling factor.

Finally, the connection may be not compatible with the vertical metric. It is measured by the non metricity tensor $\mathrm{Q}=\nabla \mathrm{G}$ for which components are $\mathrm{Q}_{I J A}=\nabla_{A} \mathrm{G}_{I J}$. Let us compute the general form of the non metricity tensor by computing separately each contribution of $\partial_{A} G_{I J}-$ $\Gamma_{A I}^{K} \mathrm{G}_{K J}-\Gamma_{A J}^{K} \mathrm{G}_{I K}$.

$$
\begin{aligned}
\partial_{A} G_{I J} & =\partial_{A}\left(\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j}\right) \\
& =\left(\partial_{A} \Theta_{I}^{i}\right) \mathrm{g}_{i j} \Theta_{J}^{j}+\Theta_{I}^{i} \mathrm{~g}_{i j}\left(\partial_{A} \Theta_{J}^{j}\right)+\Theta_{I}^{i} \partial_{A} \mathrm{~g}_{i j} \Theta_{J}^{j} .
\end{aligned}
$$

Keep in mind that on the Euclidean space the connection is metric compatible

$$
\begin{aligned}
\partial_{A} \mathrm{~g}_{i j} & =\delta_{i}^{a} \delta_{j}^{b} \partial_{A} \mathrm{~g}_{a b}=\delta_{i}^{a} \delta_{j}^{b} \partial_{c} \mathrm{~g}_{a b} F_{A}^{c}=\delta_{i}^{a} \delta_{j}^{b}\left(\gamma_{c a}^{d} \mathrm{~g}_{d b}+\gamma_{c b}^{d} \mathrm{~g}_{d a}\right) F_{A}^{c} \\
& =\left(\gamma_{a i}^{k} \mathrm{~g}_{k j}+\gamma_{a j}^{k} \mathrm{~g}_{k i}\right) F_{A}^{a} .
\end{aligned}
$$

Hence, one gets

$$
\begin{aligned}
\partial_{A} G_{I J} & =\partial_{A}\left(\Theta_{I}^{i} \mathrm{~g}_{i j} \Theta_{J}^{j}\right) \\
& =\left(\partial_{A} \Theta_{I}^{i}\right) \mathrm{g}_{i j} \Theta_{J}^{j}+\Theta_{I}^{i} g_{i j}\left(\partial_{A} \Theta_{J}^{j}\right)+\Theta_{I}^{i}\left(\gamma_{a i}^{k} \mathrm{~g}_{k j}+\gamma_{a j}^{k} \mathrm{~g}_{k i}\right) F_{A}^{a} \Theta_{J}^{j} .
\end{aligned}
$$

$$
\begin{aligned}
& \Gamma_{A I}^{K} G_{K J}=\Theta_{i}^{K}\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) \Theta_{K}^{k} g_{k j} \Theta_{J}^{j}+\Theta_{k}^{K} \gamma^{k}{ }_{a i} F_{I}^{i} F_{A}^{a}\left(\Theta_{K}^{l} \mathrm{~g}_{l j} \Theta_{J}^{j}\right) \quad \Theta_{i}^{K} \Theta_{K}^{k}=\delta_{i}^{k} \\
& =\delta_{i}^{k}\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) g_{k j} \Theta_{J}^{j}+\gamma_{a i}^{k} F_{I}^{i} F_{A}^{a} \mathrm{~g}_{k j} \Theta_{J}^{j} \\
& =\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) g_{i j} \Theta_{J}^{j}+\gamma_{a i}^{k} F_{I}^{i} F_{A}^{a} \mathrm{~g}_{k j} \Theta_{J}^{j} . \\
& \Gamma_{A J}^{K} \mathrm{G}_{I K}=\Gamma_{A J}^{K} \mathrm{G}_{K I} \\
& \mathrm{G}_{I K}=\mathrm{G}_{K I} \\
& =\left((1-\zeta) \partial_{A} F_{J}^{i}+\zeta \partial_{A} \Theta_{J}^{i}\right) \mathrm{g}_{i j} \Theta_{I}^{j}+\gamma_{a i}^{k} F_{J}^{i} F_{A}^{a} \mathrm{~g}_{k j} \Theta_{I}^{j} \\
& i \leftrightarrow j \\
& =\Theta_{I}^{i} \mathrm{~g}_{i j}\left((1-\zeta) \partial_{A} F_{J}^{j}+\zeta \partial_{A} \Theta_{J}^{j}\right)+\gamma_{a j}^{k} F_{J}^{j} F_{A}^{a} \mathrm{~g}_{k i} \Theta_{I}^{i} . \\
& Q_{I J A}=\left(\partial_{A} \Theta_{I}^{i}\right) g_{i j} \Theta_{J}^{j}+\Theta_{I}^{i} g_{i j}\left(\partial_{A} \Theta_{J}^{j}\right)-\left((1-\zeta) \partial_{A} F_{I}^{i}+\zeta \partial_{A} \Theta_{I}^{i}\right) g_{i j} \Theta_{J}^{j} \\
& -\Theta_{I}^{i} \mathrm{~g}_{i j}\left((1-\zeta) \partial_{A} F_{J}^{j}+\zeta \partial_{A} \Theta_{J}^{j}\right) \\
& +\left(\Theta_{I}^{i}\left(\gamma_{a i}^{k} \mathrm{~g}_{k j}+\gamma_{a j}^{k} \mathrm{~g}_{k i}\right) F_{A}^{a} \Theta_{J}^{j}-\gamma_{a i}^{k} F_{I}^{i} F_{A}^{a} \mathrm{~g}_{k j} \Theta_{J}^{j}-\gamma_{a j}^{k} F_{J}^{j} F_{A}^{a} \mathrm{~g}_{k i} \Theta_{I}^{i}\right) \\
& =(1-\zeta)\left(\left(\partial_{A} \Theta_{I}^{i}\right) g_{i j} \Theta_{J}^{j}+\Theta_{I}^{i} \mathrm{~g}_{i j}\left(\partial_{A} \Theta_{J}^{j}\right)\right)-(1-\zeta)\left(\partial_{A} F_{I}^{i} g_{i j} \Theta_{J}^{j}+\Theta_{I}^{i} g_{i j} \partial_{A} F_{J}^{j}\right) \\
& +\left(\gamma_{a i}^{k} \mathrm{~g}_{k j} F_{A}^{a} \Theta_{J}^{j}\left(\Theta_{I}^{i}-F_{I}^{i}\right)+\gamma_{a j}^{k}{ }_{k}{ }_{k i} F_{A}^{a} \Theta_{I}^{i}\left(\Theta_{J}^{j}-F_{J}^{j}\right)\right) \\
& =(1-\zeta) g_{i j}\left(\Theta_{J}^{j} \partial_{A}\left(\Theta_{I}^{i}-F_{I}^{i}\right)+\Theta_{I}^{i} \partial_{A}\left(\Theta_{J}^{j}-F_{J}^{j}\right)\right) \\
& +\gamma_{a i}^{k} \xi_{k j} F_{A}^{a}\left(\Theta_{J}^{j}\left(\Theta_{I}^{i}-F_{I}^{i}\right)+\Theta_{I}^{j}\left(\Theta_{J}^{i}-F_{J}^{i}\right)\right) .
\end{aligned}
$$

For Cartesian coordinates on the Euclidean space, $\mathrm{g}_{i j}=\delta_{i j}$ and the Christoffel symbols are $\gamma_{i j}^{k}=$ 0 , in such a case the formulas are simpler:

$$
\begin{align*}
\mathrm{Q}_{I J A} & =\partial_{A} \mathrm{G}_{I J}-\Gamma_{A I}^{K} \mathrm{G}_{K J}-\Gamma_{A J}^{K} \mathrm{G}_{I K}, \\
& =(1-\zeta)\left(\Theta_{J}^{i} \partial_{A}\left(\Theta_{I}^{i}-F_{I}^{i}\right)+\Theta_{I}^{i} \partial_{A}\left(\Theta_{J}^{i}-F_{J}^{i}\right)\right) . \tag{5.3.13}
\end{align*}
$$

The metric is compatible with the connection, i.e. $Q=0$ if $\zeta=1$ (no scaling effect) or if $\Theta=F$ (Euclidean manifold). Metricity of a transformation written in Cartesian coordinates on $\mathbb{E}^{3}$ is equivalent to the equation

$$
\begin{equation*}
\Theta_{J}^{i} \partial_{A}\left(\Theta_{I}^{i}-F_{I}^{i}\right)=-\Theta_{I}^{i} \partial_{A}\left(\Theta_{J}^{i}-F_{J}^{i}\right), \quad \forall I, J, A, \tag{5.3.14}
\end{equation*}
$$

meaning that, for any $A$, the tensor $\Theta_{I}^{i} \partial_{A}\left(\Theta_{J}^{i}-F_{J}^{i}\right) \partial_{I} \otimes \partial_{J}$ must be skew symmetric.

### 5.3.3 Summary

The manifold $(\mathscr{M}, \mathcal{G}, \Gamma)$ provides a complete description of the current configuration of the microstructured material. If (5.3.8) is assumed, it is governed by three independent quantities $\phi, \Theta$ and $\zeta$. The split structure of the transformation and metrics, underlined at the end of the section 5.3, allows us to describe the current state as the superposition of a microscopic and macroscopic
processes. These latters are coupled as they are driven by the same kinematic quantities $\phi$ and $\Theta$. The scalar $\zeta$ governs such coupling, this has motivated the scaling factor name. This structure is able to describe the current configuration on $\mathscr{B}$ by defining a micro-manifold $(\mathscr{B}, \mathrm{G}, \Gamma)$ with $\mathrm{G} \equiv \mathrm{G}^{v}$ (see (5.3.6)) and a macro-manifold $\left(\mathscr{B}, \mathrm{G}^{h}, \mathrm{~L}\right)$ with

$$
\begin{equation*}
\mathrm{L}_{A B}^{C}=\frac{1}{2} \mathrm{G}^{h}{ }^{C D}\left(\partial_{A} \mathrm{G}_{B D}^{h}+\partial_{B} \mathrm{G}_{A D}^{h}-\partial_{D} \mathrm{G}^{h}{ }_{A B}\right), \tag{5.3.15}
\end{equation*}
$$

being the Christoffel symbols of the horizontal metric. This connection has no torsion and no curvature and is metric-compatible. The properties of $(\mathscr{B}, \Gamma, \mathrm{G})$ is richer:
Proposition 5.3.3. If $\Omega_{A}^{i}$ satisfies lemma-5.3.2, with $\Omega_{A J}^{i}$ satisfying (5.3.8), the manifold ( $\mathscr{B}, \mathrm{G}, \Gamma$ ) has the following properties:

- If $\Theta=F$, then macro and microelements behave in the same way. It yields that $\mathrm{T}=0 ; \mathrm{R}=0$ and $\nabla \mathrm{G}=0$. The manifold behaves as an Euclidean space.
- If $\zeta=1$, then the scaling effect is no longer considered. In that case the manifold behaves as a Weitzenböck manifold with $\mathrm{T} \neq 0, \mathrm{R}=0$ and $\nabla \mathrm{G}=0$.
- If $\zeta \rightarrow 0$, then the size of the microsctructure tends to be negligible. Even if $\mathrm{T} \rightarrow 0$, one may observe $\mathrm{R} \neq 0$ and $\nabla \mathrm{G} \neq 0$. In particular, if $\nabla \mathrm{G}=0$ the manifold tends to behaves as Riemann-Cartan manifold.
- If $\Theta \neq F$ and $0<\zeta<1$, then $T \neq 0, R \neq 0$ and $\nabla \mathrm{G} \neq 0$. The manifold behaves as a Weyl manifold.


### 5.4 Alternative approaches

### 5.4.1 Non-scale material modeling

In the previous section, the material transformation has been enriched by introducing a map $\Theta$ specifying how vector belonging to $V(\mathscr{M})$ is transformed independently on $\phi$. An alternative method consists in prescribing an enrichment on the tangent-map acting on $\mathscr{M}_{p}=T_{p} \mathscr{B}$. In such a case, the transformation is specified by the bundle map:

$$
\begin{equation*}
\mathcal{H}: \mathscr{M} \rightarrow T \mathbb{E}^{3} \quad(X, Y) \mapsto(\phi(X), \Psi(X, Y)) \tag{5.4.1}
\end{equation*}
$$

where $\Psi(X, Y)$ is supposed to be smooth, with a smooth inverse and satisfies the condition that $\Psi(X, Y)=0$ if and only if $Y=0$. Accordingly, the total gradient $\mathcal{H}_{*}=D \mathcal{H}$ of the bundle mapping is given by

$$
\begin{align*}
\mathcal{H}_{*} & =\mathcal{H}_{K}^{k} e_{k} \otimes E^{K}=\partial_{K} \mathcal{H}^{k} e_{k} \otimes E^{K} \\
& =\partial_{A} \phi^{a} \partial_{a} \otimes d X^{A}+\partial_{A} \Psi^{i} \partial_{i} \otimes d X^{A}+\partial_{I} \Psi^{i} \partial_{i} \otimes d Y^{I} \tag{5.4.2}
\end{align*}
$$

Its inverse is given by $\mathcal{H}^{*}=\mathcal{H}_{k}^{K} E_{K} \otimes e^{k}$ with $\mathcal{H}_{k}^{K} \mathcal{H}_{K}^{\ell}=\delta_{k}^{\ell}$ and $\mathcal{H}_{k}^{K} \mathcal{H}_{L}^{k}=\delta_{L}^{K}$. It givens explicitly:

$$
\begin{equation*}
\mathcal{H}^{*}=F_{a}^{A} \partial_{A} \otimes d x^{a}+\partial_{a} \Psi^{I} \partial_{I} \otimes d x^{a}+\partial_{i} \Psi^{I} \partial_{I} \otimes d y^{i} \tag{5.4.3}
\end{equation*}
$$

With the same spirit as (5.3.3), an induced Ehresmann connection is obtained by

$$
\begin{align*}
N(Y) V & =\mathcal{H}^{*} n(\phi(X), \Psi(X, Y)) \phi_{*} V  \tag{5.4.4}\\
\text { with coefficients } \quad N_{A}^{I} & =\partial_{j} \Psi^{I} n_{a}^{j} F_{A}^{a}+\partial_{i} \Psi^{I} \partial_{A} \Psi^{i} .
\end{align*}
$$

The induced connection is not necessarily linear as soon as it is not the case for $\Psi(X, Y)$.
Proof. Define $V^{\uparrow}=N(Y) V=\mathcal{H}^{*} n(y) v$ where $v^{\uparrow}=n(y) v=v^{a} \partial_{a}-n_{a}^{i} v^{a} \partial_{i}$ with $v=\phi_{*} V=$ $F_{A}^{a} V^{A} \partial_{A}$. Using (5.4.3), straightforward computations give

$$
\begin{aligned}
V^{\uparrow} & =\mathcal{H}_{a}^{B} v^{\uparrow a} \partial_{B}+\mathcal{H}_{i}^{B} v^{\uparrow} \partial_{B}+\mathcal{H}_{a}^{J} \vartheta^{\uparrow} \partial_{J}+\mathcal{H}_{i}^{J} v^{\uparrow i} \partial_{J} \\
& =F_{a}^{B} v^{a} \partial_{B}+\mathcal{H}_{a}^{J} v^{a} \partial_{J}+\mathcal{H}_{i}^{J} v^{\uparrow} \partial_{J} \\
& =F_{a}^{B} F_{A}^{a} V^{A} \partial_{B}+\mathcal{H}_{a}^{J} F_{A}^{a} V^{A} \partial_{J}-\mathcal{H}_{i}^{J} n_{a}^{i} F_{A}^{a} V^{A} \partial_{J} \\
& =\delta_{A}^{B} V^{A} \partial_{B}-\left(\mathcal{H}_{i}^{J} n_{a}^{i} F_{A}^{a}-\mathcal{H}_{a}^{J} F_{A}^{a}\right) V^{A} \partial_{J} \\
& =V^{A} \partial_{A}-\left(\mathcal{H}_{i}^{J} n_{a}^{i} F_{A}^{a}-\mathcal{H}_{a}^{J} F_{A}^{a}\right) V^{A} \partial_{J} .
\end{aligned}
$$

Hence, the connection coefficients are

$$
N_{A}^{J}=\mathcal{H}_{i}^{J} n_{a}^{i} F_{A}^{a}-\mathcal{H}_{a}^{J} F_{A}^{a} .
$$

Next, using a fact that $\mathcal{H}_{Z}^{i} \mathcal{H}_{a}^{Z}=\partial_{B} \Psi^{i} F_{a}^{B}+\partial_{I} \Psi^{i} \partial_{a} \Psi^{I}=0$, one gets

$$
\begin{aligned}
\partial_{I} \Psi^{i} N_{A}^{I} & =\partial_{I} \Psi^{i}\left(\partial_{j} \Psi^{I} n_{a}^{j} F_{A}^{a}-\partial_{a} \Psi^{I} F_{A}^{a}\right) \\
& =\partial_{I} \Psi^{i} \partial_{j} \Psi^{I} n_{a}^{j} F_{A}^{a}+\partial_{B} \Psi^{i} F_{a}^{B} F_{A}^{a} \\
& =\partial_{I} \Psi^{i} \partial_{j} \Psi^{I} n_{a}^{j} F_{A}^{a}+\partial_{A} \Psi^{i} .
\end{aligned}
$$

Once again, writing $\mathcal{H}_{I}^{z} \mathcal{H}_{z}^{J}=\mathcal{H}_{I}^{a} \mathcal{H}_{a}^{J}+\mathcal{H}_{I}^{i} \mathcal{H}_{i}^{J}=\mathcal{H}_{I}^{i} \mathcal{H}_{i}^{J}=\partial_{I} \Psi^{i} \mathcal{H}_{i}^{J}=\delta_{I}^{J}$, one obtains

$$
\begin{aligned}
N_{A}^{J} & =\mathcal{H}_{i}^{J} \partial_{I} \Psi^{i} N_{A}^{I}=\mathcal{H}_{i}^{J} \partial_{I} \Psi^{i} \partial_{j} \Psi^{I} n_{a}^{j} F_{A}^{a}+\mathcal{H}_{i}^{J} \partial_{A} \Psi^{i} \\
& =\partial_{j} \Psi^{J} n_{a}^{j} F_{A}^{a}+\partial_{i} \Psi^{J} \partial_{A} \Psi^{i} .
\end{aligned}
$$

This is the end of the proof.
Lemma 5.4.1. The associated Ehresmann curvature $\mathfrak{R}$ always vanishes.
Proof. From definition 4.2.3, for arbitrary vectors field $V$ and $U$ on $\mathscr{B}$, one has

$$
\begin{align*}
\mathfrak{R}(U, V) & =N[V, U]-[N V, N U] \\
& =\mathcal{H}^{*}\left(n\left(\phi_{*}[V, U]\right)\right)-\left[\mathcal{H}^{*}\left(n\left(\phi_{*} V\right)\right), \mathcal{H}^{*}\left(n\left(\phi_{*} U\right)\right)\right]  \tag{5.4.5}\\
& =\mathcal{H}^{*}\left(n\left(\left[\phi_{*} V, \phi_{*} U\right]\right)\right)-\mathcal{H}^{*}\left[n\left(\phi_{*} V\right), n\left(\phi_{*} U\right)\right] .
\end{align*}
$$

Since the curvature of the connection $n$ vanishes, $n\left(\left[\phi_{*} V, \phi_{*} U\right]\right)=\left[n\left(\phi_{*} V\right), n\left(\phi_{*} U\right)\right]$. This proves that $\mathfrak{R}(U, V)=0$ yielding that the Ehresmann curvature $\mathfrak{R}$ vanishes ${ }^{1}$.

To go further the pull-back operator has not to be defined by the total gradient $\mathcal{H}_{*}$. This is exactly what has been done in the scaled material model, see Section-5.2.

Proposition 5.4.2. If the manifold $\mathscr{M}$ is endowed with the connection $N$, the total gradient $\mathcal{H}_{*}$ becomes

$$
\begin{equation*}
\mathcal{H}_{*}=F_{A}^{a} \frac{\delta}{\delta x^{a}} \otimes d X^{A}+\partial_{I} \Psi^{i} \frac{\partial}{\partial y^{i}} \otimes \delta Y^{I} . \tag{5.4.6}
\end{equation*}
$$

Next, an induced metric is defined by $\mathcal{G}=\mathcal{H}^{*} \mathfrak{g}$ i.e. $\mathcal{G}(V, U)=\mathfrak{g}\left(\mathcal{H}_{*} V, \mathcal{H}_{*} U\right)$ with $V, U \in$ $T \mathscr{M}$. With respect to the connection $N$, this tensor splits like Sasaki metric:

$$
\begin{gather*}
\mathcal{G}(X, Y)=\mathrm{G}^{h}{ }_{A B}(X) d X^{A} \otimes d X^{B}+\mathrm{G}^{v}{ }_{I J}(X, Y) \delta Y^{I} \otimes \delta Y^{J},  \tag{5.4.7}\\
\text { with } \quad \mathrm{G}_{A B}^{h}=F_{A}^{a} \mathrm{~g}_{a b} F_{B}^{b}, \quad \mathrm{G}_{I J}^{v}=\partial_{I} \Psi^{i} \mathrm{~g}_{i j} \partial_{J} \Psi^{j} .
\end{gather*}
$$

Similarly, it can be seen that the vertical metric components are always given by $\mathrm{G}^{v}{ }_{I J}=\mathcal{G}\left(\partial_{I}, \partial_{J}\right)=$ $\partial_{I} \Psi^{i} \mathrm{~g}_{i j} \partial_{J} \Psi^{j}$, then the vertical metric is independent of the induced connection $N$.

Keeping in mind that our objective was to construct a linear Ehresmann connection with torsion and curvature, the present bundle maps fail for the following reasons: (1) the vertical metric $\mathrm{G}^{v}(X, Y)$ is generally dependent on fiber coordinates; (2) the connection is not linear; (3) the curvature of the connection is always zero.
However, in the linear situation for which $\Psi^{i}(X, Y)=\Psi_{I}^{i}(X) Y^{I}$, the non-scale material modeling may be seen as a subset of the scaled material model. Indeed, the micro-manifold on $\mathscr{B}$ (specified in Section-5.3.3) shares the same properties as the manifold induced by (5.4.1) if $\Theta=\Psi$ and/or $\zeta=1$. More precisely, one gets

Theorem 5.4.3. If (5.4.1) is linear, one gets

- $N_{A}^{I}(X, Y)=\Gamma_{A J}^{I}(X) Y^{J} ;$ with $\Gamma_{A B}^{C}=\Psi_{c}^{C} \partial_{A} \Psi_{B}^{c}$ if Cartesian coordinates are used on $T \mathbb{E}^{3}$.
- The metric $\mathrm{G}^{v}$ induces a metric on $\mathscr{B}$ by $\mathrm{G}=\vartheta^{*} \mathrm{G}^{v}$, locally $\mathrm{G}_{A B}=\Psi_{A}^{a} \mathrm{~g}_{a b} \Psi_{B}^{b}$.

This elements construct a Weitzenböck manifold $(\mathscr{B}, \Gamma, G)$ with metric-compatible connection and torsion while vanishing curvature. Obviously, if $\Psi=F$, no defect appears meaning that the torsion and curvature of the connection vanish.

Remark 5.4.4. Our approach may be interesting to those who are familiar with (pseudo-)Finsler geometry and its applications. For Finsler space, the connection and its derived geometric quantities (curvature, etc.) are generated by a metric tensor that is driven by a fundamental scalar function $L(X, Y)$ exists at every point (except for $Y=0$ ), homogeneous of degree one in $Y$ (Bao, Chern, and Shen, 2000). Our geometric construction resembles a so-called pseudo-Finsler space (Bejancu, 1990) where the fundamental scalar function with requisite properties Bao, Chern, and Shen, 2000, from which the components of the metric are obtained by differentiation, does not exist. Consequently, the connection and metric are

[^5]completely independent. The geometrical construction affords great generality for describing several phenomena in physics. Application of (pseudo-)Finsler geometry in continuum mechanics and physics have been suggested earlier by Kondo, 1963, later by Saczuk, 1997; Fu, Saczuk, and Stumpf, 1998; Stumpf and Saczuk, 2000, and nowadays by Pfeifer, 2013; Clayton, 2015; Clayton, 2017a; Clayton, 2017b; Yajima and Nagahama, 2020. Non-conservative mechanical systems may be explored through a non-linear connection in the Riemannian and Finslerian framework Bucataru and Miron, 2007b. Such non-linear connections are mainly used to express the non-linear relation between fields having different natures Yajima and Na gahama, 2007. An example of an application for a Rikitake system may be found in Yajima and Nagahama, 2007.

### 5.4.2 On comparison with the nonholonomic principle

The forms of the metric and the connection presented in Theorem-5.4.3 look qualitatively similar to the ones in numerous other defect-theories Bilby, Bullough, and Smith, 1955; Noll, 1967/68; Kröner, 1981; Le and Stumpf, 1996a; Yavari and Goriely, 2012a. Among them, one of the powerful tools is the nonholonomic principle Kleinert, 2000; Katanaev, 2005; Kleinert, 2008. In this context, the continuum is modeled by a differential manifold $\mathscr{B}$ supporting a non-standard material transformation: a map from $\mathscr{B}$ into $\mathbb{E}^{3}$ ) $X \mapsto x$ which is not smooth in general and may be multivalued (to simplify problem we assume ( $x^{a}$ ) is Cartesian). However, it is possible to map the points surrounding $X$ defined by the tangent vector $d X$ to $d x$ via an infinitesimal transformation thanks to triads $\mathbf{e}_{A}^{a}$ such that

$$
\begin{equation*}
d x^{a}=\mathbf{e}_{A}^{a} d X^{A} \tag{5.4.8}
\end{equation*}
$$

Their reciprocal triads are introduced by $\mathbf{e}_{A}^{a} \mathbf{e}_{b}^{A}=\delta_{b}^{a}$ and $\mathbf{e}_{A}^{a} \mathbf{e}_{a}^{B}=\delta_{A}^{B}$. It is therefore usual to define metric-components, as extension of the usual definitions

$$
\begin{equation*}
\widehat{\mathrm{G}}_{A B}=\mathrm{g}\left(\mathbf{e}_{A}^{a} e_{a}, \mathbf{e}_{B}^{b} e_{b}\right)=\mathbf{e}_{A}^{a} \mathrm{~g}_{a b} \mathbf{e}_{B}^{b}, \tag{5.4.9}
\end{equation*}
$$

where g is the metric tensor of the Euclidean space $\mathbb{E}^{3}$.
On the other hand, one can differentiate the vector base, and implicitly define an affine connection coefficients

$$
\begin{equation*}
\widehat{\nabla}_{B} e_{C}=\frac{\partial e_{C}}{\partial X^{B}}=\frac{\partial \mathbf{e}_{C}^{c}}{\partial X^{B}} e_{c}=\left(\mathbf{e}_{c}^{A} \frac{\partial \mathbf{e}_{C}^{c}}{\partial X^{B}}\right) e_{A}:=\widehat{\Gamma}_{B C}^{A} e_{A} . \tag{5.4.10}
\end{equation*}
$$

The connection may have both torsion and curvature. Furthermore, the connection is metriccompatible.

By construction, several cases may occur, it permits us to highlight the role of torsion and curvature tensors on the classification of continuum transformation:

Holonomic transformation: If the mapping $X \mapsto x$ is smooth and single-valued, the triads are usually the deformation gradient of the map with $\mathbf{e}_{A}^{a}=\partial x^{a} / \partial X^{A}$. Then it is straightforward to check that the torsion and curvature are equal to zero during the holonomic transformation. The same result is obtained if $F=\Psi$ in Theorem-(5.4.3), or if $F=\Theta$ in Proposition-(5.3.3).

Nonholonomic transformation and torsion: If $\mathbf{e}$ are single-valued but they are not the deformation gradient in the case of the mapping $X \mapsto x$ is smooth and/or not single-valued. the induced manifold is a Weitzenböck manifold like in Theorem-5.4.3. In that sense, $\Psi$ plays the same role than the triads e. However, the presented approach differs on a crucial point: in the present model the material manifold is a fiber bundle and the material transformation is a fiber morphism. Such a map is smooth and single-valued and is sufficient to define the induced metric and connection thanks to the concepts of Ehresmann connection. This point allows wide type of mathematical analysis and numerical simulation is more comfortably handled.

Nonholonomic transformation and curvature: let us focus on some modeling for which triads are multivalued. As a consequence, the connection has both torsion and curvature. This connection is metric compatible. However, the connection and metric are, generally, also multivalued. This could cause difficulties in performing consistent length measuring and parallel transport. On the contrary, to achieve this goal the scaled material model in Section-5.2 is still driven by smooth fields (without additional degree-of-freedom if (5.3.8) is used). Furthermore, the large class of manifold have been observed, see Proposition-(5.3.3).

### 5.4.3 Spin connection

Remind that connection having both torsion and curvature cannot be obtained with singlevalued triads. Another method consists in introducing an additional field to give a connection (Obukhov, Ponomariev, and Zhytnikov, 1989) (see discussion Rakotomanana, 2018; Katanaev, 2005):

$$
\begin{equation*}
\widetilde{\Gamma}_{B C}^{A}=\mathbf{e}_{c}^{A} \partial_{B} \mathbf{e}_{C}^{c}+\mathbf{e}_{c}^{A} \omega_{B a}^{c}{ }^{c} \mathbf{e}_{C}^{a}, \tag{5.4.11}
\end{equation*}
$$

where the first term reduces to the Weitzenböck connection with non-zero torsion but zero curvature. The second term has a role of spin connection, with possibly non-zero torsion and/or non-zero curvature. Such a connection is metric compatible, see Section-1.5.2.3.

The similarity with (5.3.10) has to be underlined even if the overall approach is different. One can write

$$
\begin{equation*}
\Gamma_{B C}^{A}=\zeta \Theta_{a}^{A} \partial_{A} \Theta_{C}^{a}+(1-\zeta) \Theta_{a}^{A} \partial_{B} F_{C^{\prime}}^{a} \tag{5.4.12}
\end{equation*}
$$

in which the first term is the Weitzenböck connection, whereas the other $\Theta_{a}^{A} \partial_{B} F_{C}^{a}$ plays the role of spin connection. Here, the sum of the two distributions is controlled by the factor $\zeta$ in the linear way.

### 5.4.4 On comparison with Kröner-Lee-decomposition

Lee and his coworker Le and Stumpf, 1996a; Le and Stumpf, 1996c starting with the ideas from Noll, 1967/68; Wang, 1967/68 and the multiplicative decomposition $\mathbb{F}=\mathbb{F}_{e} \mathbb{F}_{p}$ generally used for elastoplastic transformation of material, see Section-1.5.1.2, they obtained some relations between torsion of the crystal connection and the elastic and plastic distortions. The induced material
manifold is Weizenböck. Later, Yavari and Goriely, 2012a was inspired by this approach and had introduced the slightly different method where they identified the plastic deformation gradients as Cartan's moving frames to construct the appropriate material manifolds. Nevertheless, the requirement that the material manifold with an evolving connection (compatible with the metric) yielding that the frame field is everywhere parallel is not apparent.

The present model seems to be an alternative to the multiplicative decomposition. It is clear that the total gradient is $\Theta$ which controls the stretch of microelement from the initial to the final state. Elastic part is then the derivative of $\phi$ and hence $\mathbb{F}_{p} \sim F^{-1} \Theta$. This last expression obscures a crucial point: in the present model, the intermediate configuration is not present. This concept is replaced by the consideration of vertical and horizontal tangent spaces that are the support for map linearization on vector field related to distinct quantities: $H(\mathscr{M})$ is related to macroscopic vector field whereas $V(\mathscr{M})$ is related to vector field associated with the microstructure (orientation of grain in a lattice for example).
Such interpretation avoids the intermediate configuration. More crucially, it is an alternative to the homogenization process recently introduced Reina, Schlömerkemper, and Conti, 2016. In this latter work, as in the present chapter, a scaling effect is introduced in order to replace the intermediate configuration. The point of view exposed in Section-5.2 suffices to introduce several types of microstructural processes and defect in a unified geometrical formalism and with a reduce the number of kinematical variables (in practice, the class of defect is wider than in Reina et al.'s approach).

### 5.4.5 The solder form and moving frame

If we cut the continuum into many small pieces $(d V)$, each piece will be individually deformed using the solder form (it defines a new piece $\delta V=\vartheta(d V)$ ). After that, each piece will be driven by the embedding $\phi$ that defines its position while its stretch is controlled by the elastic deformation $F=d \phi$. Mathematically, this process can be formalized as a mapping

$$
\mathscr{M} \rightarrow T \mathbb{E}^{3},(X, V)=(\phi(X), F \vartheta(V))
$$

Therefore, $F \vartheta$ may be considered as the total gradient, and the solder form naturally defines a moving frame for the material manifold. Such interpretation also avoids the standard-intermediate configuration.

### 5.5 Explicit transformations producing curvature, torsion and metricity tensor

This section presents the applications of the proposed theory. Special attention is paid to the simulation of each process (transformation, parallel transport) in dedicated spaces (tangent space, body, etc.) in order to compare the properties of the material transformations $\Upsilon^{v}$ and the derived connection generated by $\Upsilon$. Accordingly, several examples of material transformation with distributed defects are proposed and discussed. Mainly, we will find explicit material transformations producing curvature, torsion and metricity tensor separately.

### 5.5.1 Parallel and rolling transport



Figure 5.2: Left: representation of the body $\mathscr{B}$. Cells are a representation of $V_{m} T \mathscr{B}$. A closed material loop $\sigma(t)$ is specified. This loop $\sigma$ will be used all along Section 5.5. Right: a defect-free current state in the ambient space $\mathbb{E}^{2}$.

In order to present the application of the scaled material model, illustrations are restricted to in-plane motion in the Euclidean ambient space endowed with $\mathrm{g}=\delta$ and the trivial Levi-Civita connection $n=0$. Hence, the body $\mathscr{B}$ is labeled by two Cartesian coordinates $\left(X^{1}, X^{2}\right)$ with respect to an affine frame $\left(O, e_{1}, e_{2}\right)$ on the plane, see Figure 5.2-left.
A current state related to a defect-free transformation is represented in the ambient space $\mathbb{E}^{2}$ (Figure 5.2-right). As no defect are present, the parallel transport of a normal frame (red arrows) along a path $\phi(\sigma(t))$ do not change its ambient properties. However, material components of a parallel transported vector change along the path. On the other hand, the dragging of material vectors by the transformation is depicted by the change of size and form of the cells. This shape reveals the material metrics.
In Figure 5.3 another point of view is proposed where the transformation is presented in $\mathscr{B}$ by a pull-back operation. Here, the non-uniformity of the parallel transported frames is the manifestation of the material transformation.
For a more general transformation, for which the body contains defects, $\Upsilon^{v}$ is defined by (5.2.4)


Figure 5.3: Left: The same defect-free current state than in Figure 5.2 but represented in $\mathscr{B}$. Right: developing curve $\widetilde{\sigma}$ of $\sigma$ on $T_{p} \mathscr{B}$.
and with condition (5.3.8). The prescribed $\operatorname{map} \phi, F=\phi_{*}$ and $\Theta$ are smooth, invertible and orientation preserving. Hence, for a given $\zeta$, these ingredients are used to define $G, \Gamma, T, R$ and $Q$ (see (5.3.6), (5.3.10), (5.3.11), (5.3.12), (5.3.13) respectively). These Lagrangian tensors depend on the reference coordinates and are associated with fiber bundles on the body $\mathscr{B}$. In order to illustrate the various types of defect, the parallel and rolling transports are complementary tools revealing the geometrical properties of the manifold (Section-4.2.3). However, their manifestations differ according to the chosen representation as it was already observed by comparing Figure 5.2 and 5.3. Here are presented briefly how such transports may be computed and illustrated.

Let us first consider a point $p \in \mathscr{B}$ and a path $\sigma(t)=\left(X^{A}(t)\right)$ on $\mathscr{B}$ parameterized by $t \in[0,1]$ with $\sigma(0)=p$. The parameterization $\sigma(t)$ generates a tangent vector field $\dot{\sigma}(t)=\dot{X}^{A}(t) \partial / \partial X^{A}$, last $d X^{A}=\dot{X}^{A}(t) d t$ is defined for numerical purpose.

1. The parallel transport of a vector $Y^{I} e_{I} \in T_{p} \mathscr{B}$ along $\sigma$ is the point $\sigma(t)+Y^{I}(t) e_{I} \in \mathscr{M}_{\sigma(t)}$ obtained by solving (4.2.2):

$$
\begin{equation*}
Y^{I}(t+d t)=Y^{I}(t)-\Gamma_{A J}^{I}(\sigma(t)) Y^{J} d X^{A} \quad \text { with } \quad Y^{I}(0)=Y^{I} . \tag{5.5.1}
\end{equation*}
$$

A vector $Y^{I}(t)$ belongs to $T_{\sigma(t)} \mathscr{B}$. For illustration on $\mathbb{E}^{2}, F(\sigma(t)) Y(t)$ is presented at $\phi(\sigma(t))$.
2. The rolling transport of the point $p+\widetilde{Y}^{I} e_{I} \in T_{p} \mathscr{B}$ along $\sigma$ is obtained by determining $Y(t)=$ $\left(Y^{I}(t)\right)$ solving (4.2.3) :

$$
\begin{equation*}
Y^{I}(t+d t)=Y^{I}(t)-\Gamma_{A J}^{I}(\sigma(t)) Y^{I} d X^{A}-\delta_{A}^{I} d X^{A} \quad \text { with } \quad Y^{I}(0)=\widetilde{Y}^{I} \tag{5.5.2}
\end{equation*}
$$

Such a vector gives the coordinates of a point in the frame $\left(\sigma(t), e_{1}, \ldots e_{n}\right)$ of $T_{\sigma(t)} \mathscr{B}$. Remember that $\mathscr{M}_{p}$ is $T_{p} \mathscr{B}$ which is viewed as an abstract affine space tangent to $\mathscr{B}$ at $p$. In particular $\mathscr{M}_{p} \cap \mathscr{B}=\{p\}$.


FIGURE 5.4: A pictorial representation of the developing curve.
This last transport is used to defines two reciprocal transports of curves:

1. For a path $\sigma$ on $\mathscr{B}$, the developing curve is the curve $\widetilde{\sigma}$ on $T_{p} \mathscr{B}$ such that the rolling transport of $\widetilde{\sigma}(t)=p+\widetilde{Y}^{I}(t) e_{I}$ in $T_{\sigma(t)} \mathscr{B}$ is the origin of this tangent space, namely $\sigma(t)$ (a pictorial representation is given by Figure (5.4)). This curve is the curve drawn by the contact point of tangency of an affine space that rolls without slipping along $\sigma$, staying tangent to $\mathscr{B}$. It can be computed by searching the successive initial conditions $\widetilde{Y}(t)$ such that the coordinates of the rolling transport on $T_{\sigma(t)} \mathscr{B}$ is null. The procedures is the following:
Let $A(t)$ be the matrix solving $d A=-\mathcal{O} A$ along $\sigma$ with initial condition $A(0)=I d$ and $B(t)$ be the solution of $d B=-\mathcal{O} B-J$ along $\sigma$ with initial condition $B(0)=0$. Then the solution of (4.2.3) along $\sigma$ with initial condition $Y(0)$ is $Y(t)=A(t) Y(0)+B(t)$. Now the developing curve is $\sigma(0)+\widetilde{Y}^{I}(t) e_{I}$ with $\widetilde{Y}(t)$ satisfying $0=A(t) \widetilde{Y}(t)+B(t)$ i.e. $\widetilde{Y}(t)=-A^{-1}(t) B(t)$. Technically one solves the equations on $A$ and $B$ by a numerical Euler scheme:

$$
\begin{array}{rlrl}
A_{K}^{I}(t+d t) & =A_{K}^{I}(t)-\Gamma_{A J}^{I}(\sigma(t)) A_{K}^{J}(t) d X^{A}(t) \\
B^{I}(t+d t) & =B^{I}(t)-\Gamma_{A J}^{I}(\sigma(t)) B^{J}(t) d X^{A}(t)-\delta_{A}^{I} d X^{A}(t) & \text { with } \quad A(0)=I d \tag{5.5.4}
\end{array}
$$

Then $\widetilde{Y}(t)=-A^{-1}(t) B(t)$ is plotted on $T_{p} \mathscr{B}$. The developing curve $\widetilde{\sigma}$ of $\sigma$ is presented on $T_{p} \mathscr{B}$ in Figure 5.3-right. On $T_{p} \mathscr{B}$ all the frames parallel-transported along $\sigma$ are equal (this holds true even for defective transformations).
2. The driven curve is the curve $\sigma$ on $\mathscr{B}$ whose developping curve is a given curve $\widetilde{\sigma}$ in $T_{p} \mathscr{B}$. The driven curve is unique if the initial point of $\widetilde{\sigma}$ is $p$. Indeed, comparison of two deformations could be done by fixing a curve $\widetilde{\sigma}$ in $T_{p} \mathscr{B}$ and compare the two driven curves on $\mathscr{B}$.
This curve is obtained by solving a non linear system of ODE. Let $\Gamma_{A J}^{I}$ be the coefficients of the connection and $\widetilde{\sigma}(t)=p+\widetilde{Y}^{I}(t) e_{I}$ be a path in $T_{p} \mathscr{B}$ satisfying $\widetilde{Y}^{I}(0)=0$. The driven curve $\sigma(t)=\left(X^{A}(t)\right)$ and the matrix of the parallel transport $A(t)$ along $\sigma$ have to be computed simultaneously:

$$
\begin{align*}
X^{A}(t+d t)-X^{A}(t) & =\delta_{I}^{A} A_{J}^{I}(t)\left(\tilde{Y}^{J}(t+d t)-\tilde{Y}^{J}(t)\right)  \tag{5.5.5}\\
A_{J}^{I}(t+d t)-A_{J}^{I}(t) & =-\Gamma_{A K}^{I}(\sigma(t)) A_{J}^{K}(t)\left(X^{A}(t+d t)-X^{A}(t)\right) \tag{5.5.6}
\end{align*}
$$

where $\Gamma_{A J}^{K}(\sigma(t))$ is nothing else than $\Gamma_{A J}^{K}\left(X^{A}(t)\right)$. Initial conditions are $X^{A}(0)=0$ and $A(0)=I d$. The driven curve can be plotted either on $\mathscr{B}$ or on $\phi(\mathscr{B})$.

Let us denote $\mathcal{D}:(p, \sigma(t)) \rightarrow(p, \widetilde{\sigma}(t))$ the application defining a developing curve. If $\widetilde{\sigma}$ is the developing curve of $\sigma$ on $\mathscr{B}$, then $\sigma$ is the driven curve of $\widetilde{\sigma}$. In other words, the application $(p, \widetilde{\sigma}(t)) \rightarrow(p, \sigma(t))$ defining a driven curve is $\mathcal{D}^{-1}$. Hence, the presence of defect may be characterized on $T_{p} \mathscr{B}$ (by fixing a loop $\sigma$ and analysing the properties of $\widetilde{\sigma}$ ) or in $\mathscr{B}$ (by fixing a $\widetilde{\sigma}$ and checking the properties of the corresponding driven curve). These two methods are equivalent.

For a defect-free transformation, the image of the transformation given by the driven curve (Figure 5.3-right) and by the embedding in the Euclidean space (Figure 5.2-right) are the same
up to a rigid motion. It is no more true for a defective transformation as it would be seen in the next examples.

### 5.5.2 Pure-non-metric transformation



Figure 5.5: Numerical simulations of the transformation (5.5.7). The current state has no torsion and no curvature but the metric is not compatible with the induced connection. Top representation in $\mathbb{E}^{3}$ (right) and in $\mathscr{B}$ (left). The frame at $p$ is parallel-transported along $\sigma$. Bottom developing curve of $\sigma$ on $T_{p} \mathscr{B}$ obtained.

Let us consider the map $\phi$ and its derivative $F$ as follows:

$$
\begin{array}{lll}
\phi & X^{1} \rightarrow x^{1}=X^{1}+h\left(X^{2}\right) & F=\left(\begin{array}{cc}
1 & f\left(X_{2}\right) \\
0 & 1
\end{array}\right) . \tag{5.5.7}
\end{array}
$$

where $h$ is a $C^{2}$-function $\mathscr{B} \rightarrow \mathbb{R}$ and of course $f\left(X^{2}\right)=\partial_{2} h$. Suppose that $\Theta$ is identity, and then $\mathrm{G}=\delta$. The only non-zero connection coefficient is $\Gamma_{22}^{1}=(1-\zeta) \partial_{2} f$ and consequently, $\mathrm{T}=0$. Direct computation shows that $\mathrm{R}=0$. However, the connection is not metric-compatible as:

$$
\begin{equation*}
\nabla_{2} \mathrm{G}_{12}=\nabla_{2} \mathrm{G}_{21}=-(1-\zeta) \frac{\partial f}{\partial X^{2}} . \tag{5.5.8}
\end{equation*}
$$

The other components of $Q$ are zero.
This situation is illustrated in Figure 5.6 with

$$
\begin{equation*}
f\left(X^{A}\right)=\frac{\pi}{4} \sin \left(\frac{X^{A}}{8 L} \pi\right) \tag{5.5.9}
\end{equation*}
$$

of course $X^{A}=X^{2}$. Each cell is related to a microelement. As relative placement of microcell is controlled by $F$ the superposition of macro and micro-stretch is graphically interpretable. The identity $\mathrm{G}=\delta$ supported by the local metric is clearly highlighted as shape and size of cells are unchanged. This lattice representation is not sensitive to $\zeta$. A rigid translation of each microscopic layer is observed in the current configuration. In practice, no-void or overlap appear, no defect is created during such transformation. In addition, the incompatibility of the gliding of macro-cell with the metric of microelement is clearly quantified by $\nabla_{2} \mathrm{G}_{12} \neq 0$.

Geometrically, the parallel-transport along $\sigma$ of a vector-frame initially placed at $p$ is obtained by solving (5.5.1). It is observed that the vectors change along the loop even if no torsion and no-curvature are present in the induced manifold. This phenomena is a direct repercussion of the non-standard connection which takes into consideration the transformation at both scales. After transportation along the closed loop the final vector coincides with the initial vector as no curvature is present Figure 5.6. However, the closure of the developing curve assures that the connection has vanishing torsion and vanishing curvature Figure 5.6.

Last, from an energetic point of view it is clear that the reference and current state share the same internal energy. This is quantified by the preservation of metric, torsion and curvature between the two states. One may consider that in such infinite domain, the current state is obtained by a re-labeling of reference state. But in a mechanical point of view such re-organisation of material points involves some energy to cut inter-atomic interaction, even if the total energy involved for both cutting and re-connecting all atoms is null. Hence from a physical point of view, this process is associated with a shift of energetic interaction but is time-consuming too. The non-metricity tensor $Q$ is a geometric candidate for measuring such non-elastoplastic process.

### 5.5.3 Length-scale dependence

Theoretically, the parallel-transport is highly sensitive to the scaling factor $\zeta$. If $\zeta=0$, the effect of the micro-stretch is absent on the parallel transport. If $\zeta=1$ the connection is compatible with the micro-metric, the parallel transport does not change locally the frame as $\Theta=I d$; however vectors are converted by $F$ if the transformation is presented in the ambient space, see Figure 5.6.

In practice, the metric-incompatibility of the connection can be illustrated by the observation from the developing curve if defects are absent. If the factor $\zeta=0$, the developing curve coincide with $\phi(\sigma)$ up to a rigid motion. For $\zeta=1$, the connection is metric-compatible and the developing curve coincides with $\sigma$ as $\mathrm{G}=\delta$. In all these processes, the developing curves are closed, see Figure 5.6. The scaling factor effects for the torsion and curvature (or observation of dislocations and disclinations) is presented in the following subsections.


FIGURE 5.6: Numerical simulations of the transformation (5.5.7). The current state has no torsion and no curvature but the metric is not compatible with the induced connection. Top representation in $\mathbb{E}^{3}$ (right) and in $\mathscr{B}$ (left). The frame at $p$ is parallel-transported along $\sigma$. Bottom developing curve of $\sigma$ on $T_{p} \mathscr{B}$ obtained for various $\zeta$.

### 5.5.4 Torsion with no curvature

The first example is already mentioned in subsection-1.6.3.2. For such transformation, the metric tensor becomes

$$
\mathrm{G}=\left(\begin{array}{cc}
1 & \theta  \tag{5.5.10}\\
\theta & 1+\theta^{2}
\end{array}\right)
$$

The non-zero connection coefficient is now $\Gamma_{12}^{1}=\zeta \partial_{1} \theta$ and the torsion is no more null. More precisely the non-zero components of the torsion are

$$
\begin{equation*}
\mathrm{T}_{12}^{1}=-\mathrm{T}_{21}^{1}=\zeta \frac{\partial \theta}{\partial X^{1}} . \tag{5.5.11}
\end{equation*}
$$

The curvature is zero, but the non-metricity tensor indicates:

$$
\begin{equation*}
\nabla_{1} \mathrm{G}_{22}=2(1-\zeta) \theta \frac{\partial \theta}{\partial X^{1}} \quad \nabla_{1} \mathrm{G}_{12}=\nabla_{1} \mathrm{G}_{21}=(1-\zeta) \frac{\partial \theta}{\partial X^{1}} . \tag{5.5.12}
\end{equation*}
$$

Illustration is given in Figure 1.14-left with $\theta\left(X^{1}\right)$ as follows:

$$
\begin{equation*}
\theta\left(X^{A}\right)=\frac{\pi}{4} \cos \left(\frac{X^{A}}{4 L} \pi\right) . \tag{5.5.13}
\end{equation*}
$$

The presence of edge dislocation with defect along $X^{1}$ is clearly observed. Other type of disloca-


Figure 5.7: Representation in the ambient space of the current configuration for the transformation (5.5.14). There is no curvature but the non-zero components of the torsion are $\mathrm{T}_{12}^{1}=-\mathrm{T}^{1}{ }_{21}$, last the metric is not compatible with the induced connection.
tions may be obtained, with still $F=\mathbb{I}$ but:

$$
\Theta=\left(\begin{array}{cc}
1+\theta\left(X^{2}\right) & 0  \tag{5.5.14}\\
0 & 1
\end{array}\right)
$$

Here

$$
\mathrm{G}=\left(\begin{array}{cc}
(1+\theta)^{2} & 0  \tag{5.5.15}\\
0 & 1
\end{array}\right)
$$

and the only non zero connection coefficient is $\Gamma_{21}^{1}=\zeta\left(\partial_{2} \theta\right) /(1+\theta)$ leading to a non zero torsion:

$$
\mathrm{T}_{21}^{1}=-\mathrm{T}_{12}^{1}=\zeta \frac{1}{1+\theta} \frac{\partial \theta}{\partial X^{2}}
$$

what looks qualitatively similar to (5.5.11). The non-metricity has a unique non-zero component:

$$
\nabla_{2} \mathrm{G}_{11}=2(1-\zeta)(1+\theta) \frac{\partial \theta}{\partial X^{2}}
$$

Last the curvature is still zero. Illustration is given in Figure 5.7 with $\theta$ still specified by Figure 1.14 (with $X^{A}=X^{2}$ ). The pattern is clearly different to Figure 1.14. The two simulations show that several processes may be involved in order to create material with no-curvature but Burger vector along $X^{1}$. The first one is related to a non-uniform gliding of the microelement whereas the second one is obtained by a non-uniform extension of these latter. However, even if the value of the torsion $T_{12}^{1}$ is the same at a fixed point, for the two processes, the non-metricity tensor Q differs and provides information on the process involved.

Geometrically, since $\phi$ is smooth and $\sigma$ is closed, $\phi(\sigma)$ is closed whatever the transformation (1.6.12) or (5.5.14). If a vector is parallel transported along this close loop (arrow in Figure 1.15
and Figure 5.7) the final vector recovers its initial properties as it returns to the initial point (as the curvature is absent). Such procedure is not suitable for highlighting torsion of the manifold and hence revealing a distribution of dislocation in the defected material. But the presence of dislocation is predicted as follows: In Figure 1.17 and Figure 5.8 the developing curve $\widetilde{\sigma}$ of $\sigma$ on $T_{p} \mathscr{B}$ is given. In that case the curve $\widetilde{\sigma}$ is no more closed if $T \neq 0(\zeta \neq 0)$ and presents a gap along $X^{1}$ direction. Further discussion follows in the next subsection.


Figure 5.8: Representation in the ambient space of the current configuration for the transformation (5.5.14) (left) and developing curve $\widetilde{\sigma}$ obtained for various $\zeta$ (right). There is no curvature but the non-zero components of the torsion are $\mathrm{T}_{12}^{1}=$ $-T^{1}{ }_{21}$, last the metric is not compatible with the induced connection.

### 5.5.5 Discussion on Burger vector

We continue the discussion on the developing curve in Figure 1.17 and Figure 5.8. If computation is performed around $p$ along an infinitesimal material loop of size $\delta x^{1} \times \delta x^{2}$ this gap coincides with $\mathrm{T}_{12}^{1} \delta x^{1} \delta x^{2}$. For such infinitesimal loop, it is a quantifier of dislocation density. Here the computation is performed on a finite domain and this gap on $\widetilde{\sigma}$ does not coincide with $\mathrm{T}_{12}^{1} \Delta x^{1} \Delta x^{2}$ (where $\Delta x^{i}$ are size of the loop $\sigma$ ) as the torsion is not uniform in these simulations. It must be highlighted that even for such finite loop, the directions $\dot{\sigma}$ at $p$ are unchanged. The developing curve preserves this signature if curvature is null as it is commonly observed for infinitesimal domain. It can be seen as a characterisation of the absence of curvature in a finite domain.
It must be emphasized that the developing curve $\widetilde{\sigma}$ of a material curve $\sigma$ does not correspond to


FIGURE 5.9: Burger's circuit $\underline{\sigma}$ obtained for various $\zeta$ and for the transformations (1.6.12) (left) and (5.5.14) (right) represented in the ambient space.
the heuristic process consisting to following, along with the microstructure, the directions prescribed by a macroscopic loop. This principle is commonly presented as a methodology to define the Burger vector over an infinitesimal material loop. It can be obtained by searching the path $\underline{\sigma}(t)$ (hereafter called the Burger's circuit) in $\mathscr{B}$ associated with coordinates $\underline{X}^{A}(t)$. The unknown $\underline{X}^{A}(t)$ is obtained by solving iteratively the process

$$
\begin{equation*}
(p, \sigma(t)) \xrightarrow{\mathcal{D}}(p, \tilde{\sigma}(t)) \xrightarrow{\mathrm{D}^{-1}}(p, \underline{\sigma}(t)) \tag{5.5.16}
\end{equation*}
$$

where D is the application defining the developing curve with connection of the base manifold $\left(\mathscr{B}, \mathrm{G}^{h}, \mathrm{~L}\right)$. As $\mathrm{D} \neq \mathcal{D}$, the Burger's circuit $\underline{\sigma}(t)$ is not $\sigma(t)$. In practice the following explicit Euler numerical scheme is used to solve (5.5.16):

$$
\begin{align*}
A_{J}^{I}(t+d t) & =A_{J}^{I}(t)-\Gamma_{A K}^{I}(\underline{\sigma}(t)) A_{J}^{K}(t) \underline{d X^{A}}(t) & \text { with } \quad A(0)=I d  \tag{5.5.17}\\
d \tilde{\tilde{Y}}(t) & =A(t)^{-1} d X(t) & \text { with } \quad d \tilde{Y}(0)=d X(0),  \tag{5.5.18}\\
\mathrm{A}_{J}^{I}(t+d t) & =\mathrm{A}_{J}^{I}(t)-\mathrm{L}_{A K}^{I}(\underline{\sigma}(t)) \mathrm{A}_{J}^{K}(t) \underline{d X^{A}}(t) & \quad \text { with } \quad \mathrm{A}(0)=I d,  \tag{5.5.19}\\
\underline{d}(t) & =\mathrm{A}(t) d \tilde{\tilde{Y}}(t) & \text { with } \underline{d X}(0)=d X(0),  \tag{5.5.20}\\
\underline{X}(t+d t) & =\underline{X}(t)+\underline{d X}(t) & \text { with } \underline{X}(0)=X(0), \tag{5.5.21}
\end{align*}
$$

Illustration is given in Figure 5.9 for the two transformations. If $\zeta=1$, the result is equivalent to the standard illustration of Burgers-circuit on Riemann-Cartan manifold (2.1) (with $\zeta=0$ and for zero-curvature $\underline{\sigma}(t)=\sigma(t)$ ). The present scaled material model weight this effect if $\zeta \neq 1$.
In Figure 5.9, the orientation $\underline{\dot{\sigma}}$ is not preserved after the finite loop: $\Delta \underline{\dot{\sigma}}=\underline{\dot{\sigma}}(1)-\underline{\dot{\sigma}}(0) \neq 0$ as opposed to what was observed on the developing-curve. In other words, on a finite Burgercircuit $\Delta \underline{\dot{\sigma}}=0$ is not a signature of absence of curvature. It must be also observed that the gap between initial and final point of the path $\Delta \underline{\sigma}=\underline{\sigma}(1)-\underline{\sigma}(0)$ is different to $\Delta \widetilde{\sigma}=\widetilde{\sigma}(1)-\widetilde{\sigma}(0)$. Last numerical simulations show that $\Delta \underline{\sigma}$ changes if traveling along $\sigma$ is performed clockwise or counterclockwise. This confirms that Burger-circuit is not a topologically invariant measure of defect density. In contrary $\Delta \widetilde{\sigma}$ is unchanged and looks more robust for a quantification of the defect density.

### 5.5.6 Curvature with no torsion

Let us consider a kinematic transformation specified by the following tensors:

$$
F=\left(\begin{array}{cc}
1 & f\left(X^{2}\right)  \tag{5.5.22}\\
0 & 1
\end{array}\right) \quad \Theta=\left(\begin{array}{cc}
1+\theta\left(X^{1}\right) & 0 \\
0 & 1
\end{array}\right)
$$

Note that both of them may be defined as a total derivative of a $\mathscr{B} \rightarrow \mathbb{E}^{3}$ map. The metric is of the form (5.5.15). The non-null connection coefficients are

$$
\begin{equation*}
\Gamma_{11}^{1}=\frac{\zeta}{1+\theta} \frac{\partial \theta}{\partial X^{1}} \quad \Gamma_{22}^{1}=\frac{1-\zeta}{1+\theta} \frac{\partial f}{\partial X^{2}} \tag{5.5.23}
\end{equation*}
$$



Figure 5.10: Representation in the ambient space of the transformation (5.5.22) (left) and (5.5.26) (right). There is no torsion but the non-zero components of the curvature are $R^{1}{ }_{212}=-R_{221}^{1}$ and the metric is not compatible with the induced connection.
then the torsion is null. The non-zero components of the curvature are

$$
\begin{equation*}
\mathrm{R}_{212}^{1}=-\mathrm{R}_{221}^{1}=-\left(\frac{1-\zeta}{1+\theta}\right)^{2} \frac{\partial f}{\partial X^{2}} \frac{\partial \theta}{\partial X^{1}} . \tag{5.5.24}
\end{equation*}
$$

The non-metricity tensor has the following non-null components:

$$
\begin{equation*}
\nabla_{1} \mathrm{G}_{11}=2(1-\zeta)(1+\theta) \frac{\partial \theta}{\partial X^{1}}, \quad \quad \nabla_{2} \mathrm{G}_{12}=\nabla_{2} \mathrm{G}_{21}=-(1-\zeta)(1+\theta) \frac{\partial f}{\partial X^{2}} . \tag{5.5.25}
\end{equation*}
$$

Numerical simulation is given in Figure 5.10-(left) with $f\left(X^{2}\right)$ and $\theta\left(X^{1}\right)$ specified by (5.5.9) and (5.5.13) respectively.

As for the example related to torsion, some other processes may be involved in order to obtain the same type of curvature. Indeed, consider the transformation

$$
F=\left(\begin{array}{cc}
1+f\left(X^{1}\right) & 0  \tag{5.5.26}\\
0 & 1
\end{array}\right) \quad \Theta=\left(\begin{array}{cc}
1 & \theta\left(X^{2}\right) \\
0 & 1
\end{array}\right)
$$

for which the metric is of the same form than (5.5.10). The non-null connection coefficients are

$$
\begin{equation*}
\Gamma_{11}^{1}=(1-\zeta) \frac{\partial f}{\partial X^{1}} \quad \Gamma_{22}^{1}=\zeta \frac{\partial \theta}{\partial X^{2}} \tag{5.5.27}
\end{equation*}
$$

then the torsion is null. The non-zero components of the curvature are

$$
\begin{equation*}
\mathrm{R}_{212}^{1}=-\mathrm{R}_{221}^{1}=(1-\zeta) \zeta \frac{\partial f}{\partial X^{1}} \frac{\partial \theta}{\partial X^{2}} \tag{5.5.28}
\end{equation*}
$$

The non-metricity has the following non-null components:

$$
\begin{aligned}
\nabla_{1} \mathrm{G}_{11} & =-2(1-\zeta) \frac{\partial f}{\partial X^{1}}, & \nabla_{1} \mathrm{G}_{12} & =\nabla_{1} \mathrm{G}_{21}
\end{aligned}=-(1-\zeta) \theta \frac{\partial f}{\partial X^{1}}, ~(1-\zeta) \frac{\partial \theta}{\partial X^{2}} .
$$

The corresponding illustration Figure 5.10-(right) exhibits pattern highly different from Figure 5.10-(left) even if the same components of the curvature are involved. For both simulations a frame initially placed at $p$ is parallel transported along $\sigma$ by solving (5.5.1). For both transformations the initial (vertical) vector $Y(0)$ and last vector $Y(1)$ differ if the curvature is not zero. Indeed, for infinitesimal loop of side $\delta x^{1} \times \delta x^{2}$ the horizontal gap of $\Delta Y=Y(0)-Y(1)$ is measured by $\mathrm{R}_{212}^{1} Y^{2} \delta x^{1} \delta x^{2}$. For infinitesimal domain, it is a signature of the curvature and then of disclination's densities. At a macroscopic point of view, it is still measurable by such gap. The


Figure 5.11: Developing curve $\widetilde{\sigma}$ obtained for various $\zeta$ and for the transformations (5.5.22) (left) and (5.5.22) (right).
developing curve $\widetilde{\sigma}$ is presented for the two transformations in Figure 5.11. Here the computation is performed for finite loop and $\widetilde{\sigma}$ is no more closed as if the manifold presents non-null curvature. For infinitesimal loop the computation of such gap $\Delta \widetilde{\sigma}=\widetilde{\sigma}(1)-\widetilde{\sigma}(0)$ shows that $\Delta \widetilde{\sigma}=\mathcal{O}\left(\delta x^{3}\right)$ in the presence of curvature. In other words, for an infinitesimal loop $\Delta Y$ is predominant to $\Delta \widetilde{\sigma}$. However for an finite loop, this hierarchy is broken as both $\Delta Y$ and $\Delta \widetilde{\sigma}$ are not negligible. As $\Delta \widetilde{\sigma}$ is of the same order of magnitude in presence of curvature or torsion (Figure 1.17 and Figure 5.8), it is impossible to confirm that no torsion is present in such finite domain. In other words, $\Delta \widetilde{\sigma}$-observation on a finite domain is not able to detect the density of dislocations if some disclinations are present.
The Burger's circuits $\underline{\sigma}$ obtained by (5.5.16) are presented in Figure 5.12. As in the previous


FIGURE 5.12: Burger's circuit $\underline{\sigma}$ obtained for various $\zeta$ and for the transformations (5.5.22) (left) and (5.5.26) (right) represented in the ambient space.
example ( $i$ ) the gap of Burger's circuit differs quantitatively from the gap observed for the developing curve (ii) the vectors $\underline{\dot{\sigma}}(1)$ and $\underline{\dot{\sigma}}(0)$ are distinct. Hence this Burger's circuit associated with finite loop is not able to detect if defects are associated with torsion only, curvature only or both of them together. From this point of view the analysis of the developing curve has the advantage to detect the presence of curvature or not by considering $\Delta \dot{\tilde{\sigma}}$.

### 5.6 Conclusion

In order to model a material transformation that takes into consideration the change and possibly creations of defects, a geometrical approach has been introduced. In this context, such transformation is considered as a fiber morphism - or so-called bundle map - from the appropriate fiber bundle of the material manifold to the Euclidean space. The method is based on the concepts of Ehresmann connection and solder form. The induced connection $N$ and metric $G$ are first described, then curvature, torsion and non-metricity of the connection may be obtained. The more straightforward method consists in studying $\mathscr{M} \rightarrow T \mathbb{E}^{3}$. It has been proven that this approach is not able to introduce curvature, even in the case of non-linear maps.

The main idea to introduce rich enough transformations consists in considering that the bundle supporting the transformation is $V \mathscr{M}$, which is the vertical tangent bundle of $\mathscr{M}$. In this article, the transformations $\Upsilon^{v}: V \mathscr{M} \rightarrow V T \mathbb{E}^{3}$ are restricted to the case of linear microstructure, meaning that $\mathscr{M}$ is isomorphic to $T \mathscr{B}$.

This assertion does not constraint entirely $T \mathscr{M}$ and is a geometrical modeling of the misfit between the microscopic and macroscopic states of the material, it is a scaled material model. Technically this misfit is taken into account by the connections that illustrate - through its torsion, curvature and non-metricity - the presence of various material defects. Here the material is described by a body $\mathscr{B}$ having a microstructure $\mathscr{M}$. In such a way, each geometrical quantity may be measured or computed on the same material support: the body $\mathscr{B}$. In all the cases, the current state is obtained by a pull-back operation that prescribed an induced geometry on $\mathscr{B}$.

As the scaled material model embraces various underlying points of view (microscopic, macroscopic and macroscopic interpretation of a microscopic phenomena) the standard parallel transport is not sufficient. For this purpose, various interpretations, including the rolling without slipping transport and the developing curve, have been exhibited and illustrated in order to link the mathematical tools to the mechanical processes.

Such scaled material model is parameterized by single-valued and smooth fields. It is the case for the induced (linear) connection $\Gamma$ and metric $G$ (then for torsion or curvature) but also for the point and vector maps $\phi$ and $\Theta$. This feature distinguishes the present model from other known theories referring to the nonholonomic principle. It allows mathematical analysis and numerical simulation taking into account both scales.
The non-metricity of the connection can be considered as the price to paid by the scaled material model to overcome multivalued fields. However, through this modeling, the non-metricity reveals the process involved to obtain a defective media. Analysing more deeply this mechanical interpretation is among the possible objectives of future works.

The restriction of the bundle map $\Upsilon$ to any element of $V \mathscr{M}$ is imposed by the transformation $\Upsilon^{v}$. Accordingly, specifying the completed bundle map $\Upsilon$ is somehow free. In the present work,
a family of bundle map $\Upsilon$ is considered by introducing just an unique scalar $\zeta$. This choice is sufficient to illustrate the presence of various defect types and avoids adding new unknown fields in the theory. In the present example, $\zeta$ gives a weight of macro and micro effect in a linear way, but other formulations (leading, for instance, to non-linear connection) are possible. It must be noticed that the choice of such completion may reveal some interesting physical interpretations that are beyond the scope of the chapter (in particular for multi-physical problems).

Numerical simulations are presented and show how bridges are built between microscopic defects and macroscopic observations. It is the occasion to underline that for a given density of disclinations, the characterisation of a possible presence of dislocations is not attainable by macroscopic observations (at least with the $\zeta$-family of bundle map $\Upsilon$ chosen in the present case).

Up to now, the present model is purely kinematic. However, this first step was indispensable to consider full mechanical problems afterwards. (1) Staying on this kinematic approach, other possible extensions $\Upsilon$ (than the $\zeta$-family) may be explored in order to take into account specific microstructured materials such as nano-material; (2) Study of the solder form turns out to be another interesting subject; (3) Another possible step consists in considering an energetic counterpart in order to define the equilibrium laws of such model. (4) Note that the present scaled material model is kinematically non-linear, and a linearization may be the occasion to find some meaningful explicit solutions. (5) Another possible issue consists in introducing time in the Galilean or in the Lorentzian framework.

## Conclusion

There is no doubt that geometry plays a fundamental role in the understanding of physics. As a typical example, the continuum theory of dislocations and disclinations could be formulated in the Riemann-Cartan geometry framework. Once again, this statement has been confirmed by the development of fiber geometry throughout this dissertation. We pay attention to enriching the differential material manifold by metrics and connections derived from material transformations. The resulting geometry can describe and investigate the behaviour of microscopic defects in the continuum. The proposed theories allow, in many aspects, to better understand the observed phenomena. Several examples given for different types of defects distributed in the medium have thus been made to highlight the consistency between theoretical analysis and numerical simulations and to link the mathematical tools to the mechanical processes. Since our approaches involve single-valued and smooth fields, both theoretical and numerical analyses are easily treated.

The new framework yields consistent geometric backgrounds for the microcontinuum framework. It could be helpful to formulate the field theories in a universal language of differential geometry. Our ideas open a lot of interesting problems for the future. Notably, the geometrical nature of our approach suggests that it would be not difficult to obtain the relativistic version of the theory, which should fit impressively to the geometrical settings of general relativity theories. In what follows, we will summarize our contribution to the current state of understanding of defects.

## Contributions

This thesis concerns a geometric model of mechanical transformations of material media with a microstructure. This type of material is common in nature. Modeling the behavior of these media is a broad subject. It encompasses homogenization, influential media theories, and multiscale theories. These approaches are often effective for infinitesimal transformations, but geometric difficulties appear for large transformations.

An alternative consists in interpreting the continuum as a fiber bundle manifold $\mathscr{M}$ over the base manifold $\mathscr{B}$. The latter is immersed in the Euclidean ambient space. In this case, the type of manifold illustrates some characteristics of the material. In continuum mechanics, the base manifold $\mathscr{B}$ makes it possible to model the macroscopic behavior of material domains. Its microstructure is modeled by choosing a connection and a metric on the bundle $\mathscr{M}$.

Our study only considers mechanical type defects arising from inconsistency in the placements and orientations of the microelements. Such a process is convincingly captured by a smooth embedding represented by a fiber morphism $\Upsilon$ from $\mathscr{M}$ into $T E^{3}$. The embedding induces a connection and a metric on the material manifold by pulling back from the geometry of Euclidean space. Defects are then measured through the torsion, curvature and nonmetricity of the connection. Therefore, the choice of the kinematics of the embeddings is a crucial element for the construction of the model. In addition, the numerical and theoretical analyses are easier to handle since the geometric quantities are derived from the smooth maps rather than the existing methods.

We first specify how the linear transformation $\Upsilon: T \mathscr{B} \rightarrow T \mathbb{E}^{3},(X, V) \mapsto(\phi(X), \Psi(X) V)$ changes the intrinsic geometry of the continuum in the RC framework. Using this kind of map, the pull-back of the Levi-Civita connection and the Euclidean metric enrich $\mathscr{B}$ in the form of a special type of RC geometry called Weitzenböck manifold. This latter is not efficient to deal with all topological defects since it is impossible to introduce curvature (the geometric quantities measuring disclinations densities). Finally, we gave the formalism of Eringen theory based on geometry. Notably, it reduces the number of material parameters compared to classical microscopic theories.

The breakthroughs of this thesis consist of the second approach - the scaled material model. This study answered nicely and in an elegant way the drawback just before. It was initially motivated by reproducing the previous research on another geometrical background - fiber geometry - that more effectively describes the microcontinuum. It turns out that if we consider the embedding of the manifold $\mathscr{B}$ and its tangent space, the induced manifold has characteristics of an RC manifold already exploited for the study of materials with crystalline defects or with dislocations.

Instead, the scaled material model deals with the material transformation that is described by the bundle map $\Upsilon^{v}: V \mathscr{M} \rightarrow V T \mathbb{E}^{3}$. To construct an Ehresmann connection pulling back from the Euclidean space, one needs to enrich the transformation $\Upsilon^{v}$ to the fiber morphism $\Upsilon$ defined on the whole space $T \mathscr{M}$. The extension $\Upsilon$ is completely constructed by just introducing a scalar field. It is sufficient to illustrate the presence of various defect types and avoids adding new unknown fields in the theory. Moreover, it recovers to give a weight of macro and micro effect in a linear way. This interpretation also has the advantage of recovering some standard behaviors: it recovers a case where the micro and macro universes behave in the same way. Recover transformation for which scaling effect is absent. The induced manifold is richer because it has a connection provided with torsion and curvature, and the metric is no longer necessarily compatible with the connection.

One of the main contributions of this thesis is to introduce a new approach to the transformations of microstructured materials. The transformations are defined on a space tangent to the material manifold $T \mathscr{M}$. The induced manifold has very rich properties distinguished from a classical Riemann manifold that can model a large class of microstructural defects. This approach allows great freedom in the description of the induced structure on the material manifold $\mathscr{M}$. It is possible to distinguish the notions of connection and metric at various scales. It gives to the model the possibility of having a physical interpretation of the results. Applications in continuum mechanics are broad: from fluid mechanics to work hardening through plasticity, but this thesis will not approach these topics.

The second significant contribution consists in the choice of this fiber morphism $\Upsilon$. The present work is obtained by introducing only a new scalar quantity - the scaling factor $\zeta$. The other ingredients (degrees of freedom of the model) used are associated with the kinematics of the microelement and have existed for a long time in other models. We, therefore, have controllable modeling by a reduced number of independent variables, which allows an exhaustive and rigorous discussion. In particular, the notion of the scale factor is relatively explicit on reading the results.

The third contribution of this thesis relates to the practical application of these models through
numerical simulations. These simulations illustrate the microscopic and macroscopic properties of the material after transformation. The effects of these connections are illustrated by numerically simulating the parallel transport of directors along a path of finite length. It is possible to interpret macroscopically some phenomena that are often presented only for infinitesimal paths. In the context of multiscale modeling, these infinitesimal loops provide only partial information. In order to broaden and complete this type of interpretation, other transports have been developed to provide original tools to mechanics: rolling without slipping transport, transport along a finite domain and Burger circuit. All of these simulations allow an exhaustive analysis of the properties of the model on scalar or vector variables. From our perspective, it can improve the agreement between the theoretical and numerical analysis.

## Outlook

The thesis ends at this stage but the developed geometric construction in the geometrical theory of defects always raises many interesting questions. The answers to these will help us to better understand the applicability of the proposed approaches. Some of them are discussed as follows.

First, it is conspicuous that the induced manifold is richer than ones derived from the classical theories because the connection may not be compatible with the metric system. In this thesis, we have shown that it reveals the processes involved in rearranging elements in materials. From a mechanical point of view, such reorganization requires some energy. In this context, the nonmetricity tensor should be treated as an argument of the strain energy function. However, a deeper understanding of this quantity needs additional works, it is of interest in future research.

Second, the extension of the bundle map $\Upsilon$ to the mechanical transformation $\Upsilon^{v}$ is somehow free. In this study, a family of bundle maps $\Upsilon$ is completed by introducing a unique scalar factor $\zeta$. It is enough to illustrate various defect types and to avoid adding new unknown fields in theory. The present example gives a weight of macro and micro effect linearly, but other formulations (leading, for instance, to non-linear connection) are possible. The choice of such completion may reveal some interesting physical phenomena, in particular, for multi-physical problems. Besides, other possible extensions $\Upsilon$ may be explored to investigate specific microstructured materials such as nano-material.

Third, the canonical soldering form $\vartheta$ is assumed throughout the manuscript. The reason behinds this restriction is described in the following statements: In standard literature on continuum theories of defects, dislocations and disclinations are related to torsion and curvature of the affine connection of the base manifold $\mathscr{B}$, respectively. Accordingly, the application of the model focuses mainly on linear connection $N$ (i.e., $N_{A}^{I}=\Gamma_{A J}^{I} Y^{J}$ ), for which $\Gamma$ well defined an affine connection on $\mathscr{B}$, and the torsion, curvature of $N$ coincides with those of the affine connection $\Gamma$. The canonical solder form is initially introduced to emphasize these relationships. In other words, technical constraints and pedagogic reasons have motivated us to restrict the application to canonical solder form.
Nevertheless, we believe that such an assumption may contain some physical processes. The Section-4.2 presents the formulation with a non-canonical solder form to underline the enormous
scope of such modeling. Honestly, we have found no literature using non-canonical solder form for physical problems except in cosmology. In addition, at the moment, we have not found any physical phenomena that are enabled or omitted by the particular belief.

Fourth, the micro-state could be very complex. In particular, the fiber above each point may not have the same dimension of the body manifold. For example, the micro-state may be a point on the 2 -sphere. Then the restriction imposed by using the canonical solder form is not suitable. It is understandable to start with the simplest case for which microelements are interpreted as first-order infinitesimal neighborhoods of geometrical points. For such cases, the micro-state is uniform inside the macroelement. The present work shows that this hypothesis is sufficient to illustrate various defect types and points out many interesting properties. In particular, torsion, curvature and non-metricity appeared through a synthetic kinematic model. It corresponds to the scope of the study, which is an attempt to introduce tools of fiber geometry towards the framework of a microstructured continuum with distributions of defects. Moreover, our construction has the advantage that it is not difficult to obtain the relative version of the theory regarding the complicated microcontinuum. The complex microstructure could be investigated by setting $\operatorname{dim} \mathscr{B}=\operatorname{dim} \mathscr{M}_{p}$ but using another solder form.

Next, the induced Ehresmann connection is generally non-linear even if the bundle map $\Upsilon^{v}$ is linear in the case of the scaled material model, see Section 5.2 or for the non-linear transformation $\mathcal{H}$ in the non-scale material modeling, see Section 5.4.1. The connection and metric are entirely independent. This construction is closed to the pseudo-Finsler space, in which exceptional cases include various types of geometries. Thus, it affords great generality for describing several phenomena in physics. It is an occasion to ask what a physical interpretation of such a non-linear connection is, at least in the framework of defects.

Up to the present, torsion, curvature and non-metricity tensors or equivalently the functions $\phi, \Psi$ or $\Theta$ are unknown fields in this theory. We plan to apply some mechanical processes to obtain governing equations or consider an energetic counterpart to define the equilibrium laws of such models. It helps us to solve numerical or analytic material transformations. Finally, the linearization of the present models may be the occasion to provide meaningful, explicit solutions.

Last but not least, one of the possible issues that we intend to study consists of a generalization of general relativity theory. The general relativity theory is Einstein's theory of space, time and gravitation in terms of differential geometry of curved spacetime. This theory states that most forces of nature are represented by fields defined on the spacetime manifold, while gravity is an intrinsic property of the spacetime manifold - curvature. The geometry of spacetime is derived from a Lorentzian metric and has the structure of Minkowskian space. The flat manifold may be twisted and curved using multi-valued coordinate transformations. However, our approaches emphasizes that such a twisted and curved manifold can be obtained by using smooth transformations. Obviously, for any new geometry background, one question arises: how to modify and extend the theory in this framework? We strongly believe that the geometrical nature of our approach also suggests that it would be not difficult to obtain the relativistic version of the current theory, which should adapt convincingly to the geometrical settings of general relativity theories.
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Résumé : Cette thèse porte sur l'étude de la modélisation mathématique d'un milieu matériel potentiellement défectueux dans le cadre de la géométrie différentielle. II est couramment admis que la modélisation des milieux à défauts est étroitement en lien avec l'étude des variétés de Riemann-Cartan. Dans ce cadre, les tenseurs de torsion et de courbure sont interprétés comme des densités de dislocations et de disclinations. C'est la raison pour laquelle notre attention s'est concentrée sur la formulation de telles variétés mais aussi sur l'observation de l'évolution des défauts au cours d'une transformation.

Deux modèles sont présentés, ils sont basés sur une géométrie (de variétés) de Riemann Cartan associée à une variété de base ou à une
structure de fibré. La seconde approche possède des caractéristiques plus avantageuses dans le sens ou elle permet d'inclure une large classe de matériaux en illustrant des phénomènes à plusieurs échelles. Comme, nous nous concentrons uniquement sur des transformations lisses de variétés lisses les modèles s'adaptent facilement à une exploitation numérique. C'est l'occasion d'étudier numériquement et théoriquement comment l'introduction d'un facteur d'échelle permet de tenir compte de l'influence de la micro-structure sur la macro-structure. Enfin nous montrerons comment ces théories motivent une nouvelle interaction entre les mathématiques et la mécanique.
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#### Abstract

This dissertation focuses on studying mathematical modeling of the material with defects in the framework of differential geometries. Since it has been recognized for a long time, the defective media closely connects with Riemann-Cartan manifolds. Torsion and curvature tensors are being interpreted as densities of dislocations and disclinations, respectively. Our attention is thus paid to establishing such manifolds and investigating the evolution of defects during a transformation.

The two proposed models are based on different geometrical backgrounds, saying Riemann-Cartan geometry and Fiber bundle geometry. These approaches concern new


kinds of material transformations that encompass the microcontinuum theories. Besides we focus only on smooth fields rather than multivalued fields used in existing theories. It leads that the numerical and theoretical analyses are easier to handle. Especially, the influence of the micro and macro mechanics are taken into consideration as a whole by introducing a so-called scaling factor. Special attention is given to transport along a finite path in order to extend the standard infinitesimal analysis of torsion and curvature to a macroscopical point of view. Last, the present theories motivate several interesting problems in mathematics and mechanics.


[^0]:    ${ }^{1}$ when an index variable appears twice in a single term and is not otherwise defined, it implies summation of that term over all the values of the index. This convention is called Einstein summation.

[^1]:    ${ }^{2} \Upsilon^{*}$ is a pull-back operator or inverse of a gradient of $\Upsilon$ and is defined as the same manner as the definition (1.3.1).

[^2]:    ${ }^{1}$ If we denote the vector space of r-forms $\Omega^{r}(\mathscr{B})$, the exterior derivative $d_{r}$ is a map $\Omega^{r}(\mathscr{B}) \rightarrow \Omega^{r+1}(\mathscr{B})$ whose action on an r-form $\omega=\frac{1}{r!} \omega_{\mu_{1}, \ldots, \mu_{r}} d x^{\mu_{1}} \wedge \ldots \wedge d x^{\mu_{r}}$ is defined by $d_{r} \omega=\frac{1}{r!}\left(\partial_{\nu} \omega_{\mu_{1}, \ldots, \mu_{r}} d x^{\mu_{1}}\right) \wedge \ldots \wedge d x^{\mu_{r}} \wedge d x^{\nu}$ Nakahara, 2003

[^3]:    ${ }^{1} T \mathscr{B} \underset{\mathscr{B}}{\times} \mathscr{M}=\left\{(v, u) \in T \mathscr{B} \times \mathscr{M} \mid \pi_{T \mathscr{B}}(v)=\pi(u)\right\}$.
    ${ }^{2} \mathrm{~A}$ vector bundle $\mathscr{E} \xrightarrow{\pi} \mathscr{N}$ is a fiber bundle whose fiber is a vector space. The tangent bundle $T \mathscr{E}$ over an $\mathrm{m}-$ dimensional manifold $\mathscr{N}$ is a vector bundle whose typical fiber is $\mathbb{R}^{m}$ with $m=\operatorname{dim} \mathscr{N}$.
    ${ }^{3}$ Indeed, for any $m, n \in \mathscr{M}_{p}$ with $p \in \mathscr{B},(1-t) m+t n \in \mathscr{M}_{p}$ since $\mathscr{M}_{p}$ is a vector space. Therefore, $\frac{d((1-t) m+t n)}{d t} \in$ $V_{m} \mathscr{M}$. It establishes a isomorphism between $\mathscr{M} \underset{\mathscr{B}}{\times} \mathscr{M}$ and $V(\mathscr{M})$.

[^4]:    ${ }^{4}$ The name "rolling" transport is motivated by Cartan who generalized the notion of an affine connection. It may also be regarded as a specialization of the general concept of a principal connection, in which the geometry of the principal bundle is tied to the geometry of the base manifold using a solder form. Consider a smooth surface $S$ in 3D $\mathbb{E}^{3}$. Every smooth surface $S$ has a unique affine plane tangent to it at each point. A tangent plane can be "rolled" along S, and as it does so the point of contact traces out a curve on $S$. Conversely, given a curve on $S$, the tangent plane can be rolled along that curve. This provides a way to identify the tangent planes at different points along the curve.

[^5]:    ${ }^{1}$ In the above proof, we have used the fact that let $\mathfrak{M}$ and $\mathfrak{N}$ be arbitrary differential manifolds, for any vector $u, v$ on $\mathfrak{M}$ and differential map $h: \mathfrak{M} \rightarrow \mathfrak{N}$, then $h_{*}[u, v]=\left[h_{*} u, h_{*} v\right]$ see Chapter 5.3.2 in Nakahara, 2003

