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Résumé: La quatrième révolution indus-

trielle et l'arrivée de l'Internet des Objets intro-

duisent de nouveaux dé�s pour la conception de

circuits �ables. Dans les nouveaux véhicules, les

circuits doivent pouvoir fonctionner de manière

�able dans une plage de température étendue.

Les caractéristiques des transistors sont con-

nues pour être fortement dépendantes de la tem-

pérature. Pour minimiser ces e�ets de dérive

thermique, l'utilisation de points de polarisation

ZTC (Zero Temperature Coe�cients) a déjà été

proposée. Cependant, cette approche ZTC con-

sidère l'in�uence d'un seul transistor sur le com-

portement en température des di�érentes spéci-

�cations du circuit et ne permet pas une ap-

proche plus générale et méthodologique.

D'autre part, les techniques de concep-

tion tels que la gm/ID permettent une ap-

proche méthodologique pour la conception

analogique, sans possibilité d'analyse en tem-

pérature. Ce travail propose une extension de

la méthodologie gm/ID en introduisant le con-

cept de paramètres gm/ID normalisés en tem-

pérature. Ce paramètres permetent au concep-

teur de prendre en compte les e�ets de la tem-

pérature à un stade très précoce de la concep-

tion de la plupart des circuits analogiques, per-

mettant ainsi une méthodologie uni�ée pour la

conception sensible à la température. Ces ré-

sultats sont validés à partir de données de sim-

ulation et de mesures de -40 ◦C à 200 ◦C avec

la technologie XT018 de X-FAB. Trois exemples

de conception di�érents sont également présen-

tés dans cette thèse: circuit de référence de ten-

sion (Bandgap), Ampli�cateur à Transconduc-

tance (OTA), et oscillateur contrôlé par tension

(VCO). Ces circuits présentent une meilleure

performance en température comparable aux

spéci�cations de l'état de l'art.

Title: A Temperature-Aware Framework for Analog Design Using a gm/ID Approach

Keywords: Analog Design, gm/ID, Temperature E�ects, Semiconductor Physics

Abstract: The fourth industrial revolution

and the Internet of things introduce new chal-

lenges to reliable circuit design. In this con-

text, new transports circuits must be able to re-

liably work at an extensive temperature range.

Transistor characteristics have been known to be

highly temperature-dependent. Zero Tempera-

ture Coe�cients (ZTC) bias points have already

been proposed to minimize transistor's temper-

ature drift e�ects. However, this ZTC approach

considers the in�uence of a single transistor on

the di�erent circuit speci�cations' temperature

behavior. Moreover, it does not allow and does

not allow a more general and methodological ap-

proach.

On the other hand, design frameworks such

as the gm/ID allow a methodological approach

for analog design, with no possibility of temper-

ature analysis. This work proposes an extension

of the gm/ID methodology by introducing the

concept of temperature normalized gm/ID pa-

rameters. This concept allows the designer to

take temperature e�ects in a very early design

stage in most analog circuits, allowing a uni-

�ed methodology for temperature-aware design.

Those results are validated from simulation and

measurement data from -40 ◦C to 200 ◦C on

the XT018 technology node of X-FAB. Three

di�erent design examples are also presented in

this thesis, being: a Band Gap voltage refer-

ence, an operational transconductance ampli-

�er (OTA), and a voltage-controlled oscillator

(VCO). Those circuits present a better present-

ing a better temperature performance compara-

ble to the state-of-the-art speci�cations.
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Chapter 1

The need of Temperature-Aware
Circuits

According to Professor Jeremy Rifkin, all significant economic changes in history
originate from a paradigm change over three leading technologies: communication,
transport, and energy [11]. In the first industrial revolution, the steam printing
press and the telegraph joined with charcoal, and railroads allowed the beginning
of modern urban society and industry. Some decades after, telephone and radio
communications powered by a centralized electricity system, mostly based on fossil
fuels and cars, allowed urban and industrial growth to the present state.

In the last few years, the most significant advancement in communication is
that the internet is now arriving in transport and energy through the Internet of
Things (IoT) framework. The exponential advances in circuits, processing power,
and the internet deeply affected our relationship with technology and reshaped our
society. Those innovations, promoted in the latest decades, now arrive at objects
with Big Data, allowing better performance in data analytics and the Internet of
Things (IoT), shortening the time to acquire information, and allowing real-time
control and analysis of processes [1].

As with the previous industrial revolutions, Industry 4.0 starts to deeply affect
our way to design, manufacture and consume new products. In his book entitled
Entropy [11], Professor Rifkin discusses the productivity paradox present in our
society. Even though technology and education standards have known and massive
growth, producing better performance machines and workers, productivity has
been declining in the last 20 years. This paradox is later discussed in his book
and explained by introducing thermodynamical inspired modeling of economics,
showing that the major efficiency losses in the production phases are due to our
inability to control our processes closely.

The Industry 4.0, the productivity paradox is solved using the IoT framework,
where connected machines and sensors are used to gain better knowledge and have
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better decisions through the process. In this context, it becomes critical to access
real-time, accurate, and reliable information to monitor and control any process
included in the IoT framework.

To achieve this goal, circuits and sensors must work reliably, have low produc-
tion costs and environmentally sustainable materials. According to the Boston
Consulting Group [2], the fast spread of IoT is mainly limited by production and
maintenance costs. Circuit reliability is a complex task and should be considered
through the whole design and manufacturing process. Since IoT circuits need to
be placed inside machines, vehicles, and portable devices, they can be submitted
to extreme and harsh environments.

1.1 Circuits Reliability in Harsh Environments
With the increasing demand for sensors to monitor performance, the readout cir-
cuits must reliably work under the different environmental conditions they are
surrounded by. Those external perturbations must not deteriorate their ability
to provide fast and accurate measurements. Temperature, pressure, and radia-
tion impacts on circuit reliability have to been studied since the early stages of
electronics development [12].

Much work has been done to model, characterize and minimize different phys-
ical phenomena that reduce circuit reliability [13]–[15]. In IoT and smart vehicle
applications, temperature considerations are arguably one of the main challenges
for reliable circuit design [16]. Today, electric vehicles represent new investments
in sensors and integrated circuits that, between 2017 and 2019, accounted for 1.3
billion dollars worldwide, with projections of growth in the next coming years
[17]. The usual approach for small temperature sensitivity circuits, relies on wide
bandgap semiconductor materials such as GaN [18] or SiC [19]. Even though those
materials present intrinsically smaller performance degradation over temperature
[18], [19], they come with a higher production cost, not enabling the integration
of digital circuits on-chip, an essential feature of smart sensing.

Even though temperature effects are widely understood and present in the
simulation transistor models, one needs to have a deep physical understanding
of their origins and consequences on circuits to incorporate and minimize those
effects. Based on the physical characterizations of the problem, some works have
been done that create simple design rules that are easier to be followed and taken
into account in the early design stages. In [13] a pareto approach to optimiza-
tion is developed to account for component statistical variability. In [14] a design
methodology to overcome aging effects and transistor variability in Radio Fre-
quency circuits (RF) is proposed. In [15] a tool that allows the evaluation and
adjustment of tracks dimensions to overcome electromigration effects is proposed.
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However, when considering temperature effects, no general methodology was pro-
posed in the literature before this work.

1.2 Context of Temperature Considerations in
Circuits

The search for temperature-aware circuits started even before the popularization
of integrated circuits. In 1956, Lin presented one of the first papers concerning
temperature considerations in circuits [20]. In this work, Lin and Barcor present
and analytical and experimental results showing a technique for stable saturation
current of germanium over temperature.

Widlar, inspired by [20] and the advance of circuits integration, proposes first a
paper that takes advantage of the thermal coupling provided by integration to pro-
pose some of the basic building blocks of modern analog integrated electronics [21].
Some years after Widlar publishes "New Developments in IC Voltage Regulators"
[22], in this work, the working principles of arguably the circuit where temperature
studies were more explored in the research are presented, the bandgap reference.

The voltage reference proposed by Widlar laid the foundations for a research
problem that continues to be explored 50 years after his proposition [23]. The
working principle of the bandgap reference is to combine two voltages having
similar temperature behaviors in magnitude but with opposite signals arriving
at a voltage with a zero temperature coefficient (ZTC). His name comes from
using the semiconductor bandgap temperature dependency to create a negative
temperature coefficient (NTC) voltage.

The same principle of joining two opposite temperature coefficient effects has
been explored in low temperature sensitivity circuits. In [24] the opposite temper-
ature coefficients from the threshold voltage and mobility coefficient of MOSFET
transistors were used to propose ZTC bias points for the drain current and the
maximum operating frequency of an SRAM circuit. The drain current ZTC bias
(IDSZTC ) has been used for temperature-aware designs since their first appearance
in literature. As an example, Fonseca et al. [25] used the same temperature mod-
els and techniques employed by [24] to propose a temperature-aware analysis of a
latched comparator. Toledo et al. explored another ZTC bias point in [26], the
gate transconductance ZTC point, based on the UICM model and explored this
point to design a 34 ppm/◦C single-ended Gm closed-loop resistor.

In circuits in which in some transistors eighter the drain bias current (IDS),
or the gate transconductance (gm) are key for this circuit parameter, the known
ZTC can be used to reduce temperature dependency. However, this is not nec-
essarily the case for all circuits, and no general framework exists for obtaining
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the desired temperature behavior. Besides, the existence of both ZTC points de-
pends hugely on the transistor’s mobility temperature behavior that has gained
increasing complexity in more recent nanometric scale transistors [27].

On the other hand, with the advances in transistor miniaturization, short-
channel effects have become an important consideration in analog design. These
second-order effects increase design challenges and make simple transistor models
no longer effective. Incorporating short-channel effects into hand-calculation mod-
els leads to impractical equations to solve, making those models lose their purpose.
On the other hand, since this effect has gained importance, oversimplified models
lose their accuracy. Therefore, new design techniques have been developed to aid
analog circuit development providing a good compromise between simplicity and
accuracy.

One of the techniques that stands out in analog circuit design is the gm/ID
methodology [28]. Proposed by Silveira et al. [28] is a powerful transconduc-
tance to drain current method to help designers size up transistors quickly. The
so-called “gm/ID design” was initially developed to calculate parameters such as
small-signal gain and bandwidth, later extended to distortion analysis [29], age-
dependent degradation effects [30], and short channel effects [31], but not temper-
ature effects.

1.3 Contributions
This work proposes a temperature analysis using the gm/ID methodology. Intro-
ducing the concept of temperature normalized gm/ID parameters. This analysis
allows the designer to account for temperature effects on circuits from an early
design step using sensitivity analysis and the normalized gm/ID parameters ZTC
bias points.

The presented ZTC bias points have no significant influence on mobility tem-
perature dependency and are still compatible with the gm/ID methodology. The
methodology is then applied to standard cells in analog design. The final designs
present temperature awareness with little or nil performance constraints. This
thesis resumes the present the obtained results in the following publications:
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Chapter 2

Transistor Temperature Effects

The first theoretical and experimental papers from Bardeen, Shockley and Brattain
already pointed out the temperature as an important parameter on semiconductors
[32], [33]. In those papers, performances at different temperatures were usually
presented to highlight the temperature effects. However, with the increasing com-
plexity in circuit design, minimization of temperature effects were reserved for
critical areas, such as voltage references and precision circuits, wherein less impor-
tant blocks temperature were controlled externally by using either heat sinks or
forced ventilation.

With the increase of electronics portability and miniaturization, external tem-
perature control are no longer an option since it requires an important space in
the IoT imprint and is exigent in power consumption. Moreover, in applications
such as autonomous vehicles, temperature heavily fluctuates, for example, due to
mechanical losses in nearby devices, making temperature changes in electronics
inevitable.

To understand how temperature changes affect transistor performances and
how those effects are integrated into simulation models. This chapter reviews the
different temperature effects on transistors. First, by making a brief introduction
into semiconductor physics, evaluating how temperature affects the different mate-
rial properties, then using these principles analyze how modern transistor models
incorporate temperature effects and explore how these physical phenomena can
be used in the designer’s favor to achieve temperature-awareness in some cases.
All the concepts on this chapter are extensively reviewed on the developed open
source MOSLab package [34]

Those results are compared when possible to measurement data from X-FAB
XT018 technology, a leading technology on the automotive industry. The XT018
allows the design of mixed signal circuits with simulation models validated from
-40 ◦C to 175 ◦C. This manuscript presents also measurement data up to 200 ◦C
never seen before on the literature for this technology.
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2.1 Semiconductor Temperature Effects
Semiconductors are crystalline materials1, that even though they behave like in-
sulators at very low temperatures, can conduct somewhat at temperatures close
to the ambient temperature [35].

Classifying materials conductivity into insulators, semiconductors, and con-
ductors can be done using a measurable quantity: the bandgap. The bandgap
is defined as the minimum energy necessary to make an electron on the valence
band (bounded to the crystal lattice) go to the conduction band. The periodicity
of the crystal lattice can explain the origin of the bandgap, that due to phonons
interactions 2 and thermal expansion, will change with temperature.

2.1.1 Band Gap Temperature dependency
The determination of the bandgap temperature dependency from a theoretical
point of view, incorporating both effects, without fitting parameters was only
proposed recently in literature [36]:


EG (T ) =

{
EG (T0)− [EG (T0)− EG (T1)]

( ∫ T
T0
Cp(T )dT∫ T1

T0
Cp(T )dT

)} (
1+

∫ T0
0 α(T )dT

)3

(
1+

∫ T
0 Cp(T )dT

)3

Cp (T ) = 9NkB
M

(
T
ΘD

)3 ∫ ΘD
T

0
x4ex

(ex−1)2
dx

,

(2.1)
where N is the Avogadro number; ΘD the Debye temperature; Cp the specific heat
capacity at constant pressure; M the molar mass and α the temperature-dependent
linear expansion coefficient of the semiconductor. Even though (2.1) fits pretty well
with data, it involves a computational-intensive process to calculate, and it is not
feasible for circuit simulations.

Previous to the physical modeling proposed on [36] some semi-empirical bandgap
temperature dependencies were highlighted. The first model proposed by [37]
comes from the asymptotic temperature behavior of the bandgap that has a
quadratic behavior at low temperatures and a linear behavior when the tempera-
ture is closer to ΘD.

EG(T ) = EG(T0)−
αT 2

T + β
(2.2)

Equation (2.2) is still widely used in compact modeling [6] but not universally,
as an example, in [38] a second-order polynomial gives the temperature behav-
ior of the bandgap. Figure 2.1 shows the comparison between [37] used also in

1Materials in which atoms are arranged periodically
2Thermal vibration waves propagating through the coupled charge carriers
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Figure 2.1: Bandgap temperature model comparison to experimental data from
[36].

[6],[36], and [38] models and experimental data extracted from [37]. The calcula-
tion of Varnishni’s model implemented in Julia using an adaptive Gauss-Kronrod
integration method took 10 times longer to calculate than the simpler Gen Model
[34].

2.1.2 Carriers Concentration
When considering a classical approach to the electrons and holes behavior, the
Gibbs measure predicts that the probability per unit time that energy as large as
Eg at one atomic site is proportional to [see Appendix A ]

p (E = Eg) ∝ e
− −Eg
kb T , (2.3)

where T is the temperature, and kb is the Boltzmann’s constant. At a given
temperature, those holes and electrons pairs will be generated and recombined
with the probability (2.3). The probability of this recombination depends on the
generation of an electron and a hole and therefore is proportional to the product
of both carriers’ generation probability [35]. Since in equilibrium, the generation
and recombination rates must equal the electron density (n) and hole density
(p) product ( usually denoted n2

i ) must be proportional to (2.3). Besides, in
equilibrium, in the absence of external electric field n must be equal to p and
therefore to ni also called the intrinsic carriers concentration.

A more careful quantum treatment that takes into account the Pauli exclusion
principle predicts a probability distribution other than Boltzmann’s, the Fermi
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distribution. However for energy bigger than 3kbT the Boltzmann approxima-
tion is considered a good approximation [ see Appendix B ]. Figure 2.2 shows the
calculation of the intrinsic carriers concentration using the Fermi-Dirac distribu-
tion. As it can be seen the ni temperature dependency is almost exponential at
temperatures close to the ambient temperature.
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Figure 2.2: Intrinsic carrier concentration relation with inverse temperature using
Fermi-Dirac distribution.

2.1.3 The Fermi Level
Since the number of electrons at the conduction band and holes are equal in equi-
librium, the middle of the bandgap can be seen as the energy level, in which there
is an equal probability of having an electron or a hole. This energy level is named
the Fermi level (EF ), or chemical potential can also be seen as the mean semicon-
ductor energy. By introducing the EF , the electrons and holes concentrations can
be expressed by:

n (T ) = NC (T ) e
−EC−EF

kbT , (2.4)

p (T ) = NV (T ) e
EV −EF
kbT , (2.5)

where NC and NV are the effective density of states at the conduction and the
valence band with an exponential temperature relation; EC and EV are the mini-
mum conduction band energy and the maximum valence band energy. Using the
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definitions of n and p using the Boltzmann distribution, the intrinsic Fermi level
(Ei) can be calculated

Ei =
EC + EV

2
+
kBT

2
ln

(
NV

NC

)
. (2.6)

Equation (2.6) shows that as explained before, the intrinsic Fermi level is very
close to the middle of the bandgap (EC+EV )/2 and that would be the case if NC =
NV . However the difference on the effective mass of electrons and holes makes the
intrinsic Fermi level slightly below the middle of the bandgap.

2.1.4 Doping
The semiconductor conductivity is directly related to the number of free carriers.
So far, the only two ways that extra free carriers can be added are either by thermal
energy or an external electron source. However, there is still a major tool that can
be used to control the number of free carriers on Silicon: doping. Doping consists
of substituting silicon atoms (that possess four electrons on the valence shell) with
other atoms having three or 5 electrons on the valence shell.

For Silicon technology, the usual dopants used are Boron and Phosphorus. The
addition of those elements will add one extra electron (donor) or vacant electron
(acceptor) per dopant atom. The number of extra free electrons or free holes is
directly proportional to acceptors density NA or donors density ND. The addition
of electrons and holes will change the position of the Fermi-Level, that can be
interpreted as the electrons mean energy level, the addition of electron donors
will fill higher energy levels and increase the Fermi-Level when compared to the
intrinsic level (Ei) while the addition of acceptors will decrease the Fermi level.
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Figure 2.3: Fermi-level position due to doping concentration, negative values are
for P-doped silicon and positive for N-doped Silicon.
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Figure 2.3 illustrates the Fermi level shift for different doping levels, where
negative part of the x-axis is P-doping and the positive N-doping at 300 K. It is no-
ticeable that for doping concentrations smaller than ni approximately 10−10 cm−3

at 300 K the Fermi-Level shift is negligible.
The insertion of dopants disturb the crystalline structure and add intermediate

levels of energy, usually, inside the Band Gap at the doping atom locus. When
doping is added, depending on the impurity level and temperature, not all dopants
will necessarily present a free carrier (ionized). The ionized concentration for
donors and acceptors is given by [39]

N+
D =

ND

1 + gDe
EF−ED
kBT

(2.7)

N−
A =

NA

1 + gAe
EA−EF
kBT

(2.8)

where gA and gD are the ground state degeneracy factor for acceptors and donors;
and EA and ED the ionization energy for the acceptor and donor. Those effects are
only at very low temperatures, since for higher temperatures the thermal energy
is sufficient to ionize the dopants. However, for a given doping concentration at
a high enough temperature, since ni presents a positive temperature coefficient,
the intrinsic concentration will be higher than the dopping concentration. Those
effects are illustrated on Fig. 2.4 for a N doped Silicon with doping concentration
of 10−15 cm−3.
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Figure 2.4: Electrons concentration for a N doped Silicon with doping concentra-
tions of 10−15 cm−3 and Ea = 0.044 eV .
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2.2 MOSFET
An illustration of a bulk MOSFET structure is presented in Fig. 2.5; it is formed
by two minority charges reservoirs (drain and source) implanted on a bulk semi-
conductor. Between the two reservoirs, an oxide is added to form a capacitor that
allows charge control, as shown in Fig. 2.5.

p doped Si

oxide
n-type n-type

Source DrainGate

Channel

Source Gate Drain

n-type MOSFET

Figure 2.5: MOSFET structure and electrical symbol.

The gate contact forms a capacitor between the metallic contact and silicon
surface that allows the repulsion or attraction of minority carriers. When a volt-
age difference is applied between the drain and source, a carrier’s concentration
gradient and an electric field create a current between drain and source. The
MOSFET behavior can be divided into two distinct but related analyses: MOS-
FET electrostatics and transport phenomena that will be the subject of the next
two subsections.

2.3 The MOS Electrostatics
In the middle of the channel, the MOSFET consists of a simple two-terminal device
composed from a sandwich of a contact material (historically metal, but nowadays
highly doped polysilicon), a thin oxide layer, and a semiconductor slab as shown
in Fig. 2.6. In equilibrium, the Fermi-Levels must align since they represent the
mean system potential energy. Considering a metal with the same Fermi-Level as
a P-doped semiconductor, the band structure will be as illustrated Fig. 2.6.

The total structure capacitance is given by the series of the linear Cox capacitor
given by εox/tox, where εox is the oxide material permittivity and tox the oxide
thickness. The silicon capacitance Cs is dependent on the silicon surface potential
ψs and can be obtained by solving the Poisson equation on silicon. For a P-dopped
silicon with complete ionization of dopants and assuming Boltzmann statistics, the
Poisson equation can be written as
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Figure 2.6: Physical structure and Band Diagram on the y axis of a MOS Structure.

∂2ψ

∂y2
= − q

εSi

[
NC · e−

Ec−Ef−qψ(y)
kB.T +NV · e−

Ef−Ev+qψ(y)
kB.T −NA

]
, (2.9)

ξ(ψ) = −∂ψ(y)
∂y

= ±
√

2kBTNA

εSi
F (ψ) (2.10)

where ψ(y) is the electrical potential across the semiconductor; ξ is the electric field
and F (ψ) is called the Kingston function since was first proposed by Kington et al.
[40], another proposition with a complete treatment using Fermi-Dirac Statistics,
non-complete dopants ionization and minority carriers inclusion can be found in
[41]. The surface charge Qs(ψs) can be calculated as Qs (ψs) = −εsiξ (ψs).
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Figure 2.7: Surface Charge of a P-type Silicon with the assumptions of [29]
(dashed) and [30] (solid) (a) and the surface potential (b) for an with P-type dopant
concentration of 5 · 1018 cm−3 considering a Boron doping with Ea = 0.044 eV at
three different temperatures: −40 ◦C (blue), 27 ◦C (black) and 175 ◦C (red).
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Figure 2.8: Electrons (log10(n(y)/NA) blue) and holes (log10(p(y)/NA) grey) con-
centration on the bulk of a PMOS at three different biasing conditions respetivelly
accumulation (a),depletion (b) and inversion (c).

The surface charge relation with the surface potential (ψs) by using the def-
initions of [40] and [41] are here illustrated on Fig. 2.7 for a P-type Silicon
with doppant concentration of 5 · 1018 cm−3 considering a Boron doping with
Ea = 0.044 eV at three different temperatures: −40 ◦C, 27 ◦C and 175 ◦C

The graph present three different regions with different behaviours, first for
ψs < 0 the majority carriers are attracted to the Silicon-Oxide interface creating
an accumulation of majority carriers. For 0 < ψs < 2 (EF − Ei) /q, the minor-
ity carriers are attracted to the interface and recombinate with minority carriers
creating an depletion region on the semiconductor. For ψs > 2 (EF − Ei) /q the
band-bending is such a layer of minority carriers form on the interface "inverting"
the majority carriers on the region. This can be better visualized with a plot of
electrons and holes concentrations on the Silicon for ψs at those three different
regions illustrated on Fig. 2.8.

All the present electric information from the MOS structure is given as a func-
tion of ψs, however the variation of ψs is actually given by the voltage between the
gate and the bulk (VGB), by the Kirchhoff voltage law:

VGB = VFB + ψs −
Qs (ψs)

Cox
(2.11)

VFB = φm − χSi − ECSi − EFSi (2.12)
where, VFB is the flatband voltage that accounts for the difference on the metal and
semiconductor work function; φm the metal work-function; χSi the semiconductor
vacuum energy; ECSi e EFSi the semiconductor conduction and Fermi levels; and
Cox the oxide capacitance per unit area given by εox/tox. Solving the (2.11) for
ψs cannot be done analytically but an numeric solution for ψs is shown on Fig.
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Figure 2.9: Analytical expressions for total gate capacitance and the silicon and
Cox capacitance.

2.9 for an P-type MOS with Boron doping with concentration of 5 · 1018 cm−3

considering a Boron doping with Ea = 0.044 eV at three different temperatures:
−40 ◦C, 27 ◦C and 175 ◦C and φm = 4.1 eV

Notice that on the structure two parallel capacitances are present, one from the
metal to silicon surface (Cox)and another due to the depletion/inversion region cre-
ated (Csi) in such a way that the total capacitance is given by

(
C−1
ox + C−1

si

)−1. The
Silicon capacitance can be obtained by differentiating the silicon charge Qs (ψs) in
respect to the surface potential (dQs (ψs) /dψs). The total gate capacitance and
the silicon and Cox capacitances are presented on Fig. 2.9.

Notice that at deep accumulation and inversion the total capacitance is almost
equal to Cox. Physically, in accumulation and inversion, the carrier concentra-
tion is high making the semiconductor behave like a metal at surface. Besides,
the two highlighted bias points present a capacitance value that are temperature
independent, those bias points will be explored in the proposal of this thesis

2.3.1 Carriers Transport on MOSFETs

As explained before, when a potential difference is applied between the drain
and source, the mobile charges on the channel will flow due to a concentration
gradient (diffusion) and the generated electric field (drift). The drift-diffusion
model encapsulates this behavior as [see more details in Appendix.C ]:

Jn = qµn

(
n(x)ξ(x) + φT

dn

dx

)
(2.13)
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Jp = qµp

(
p(x)ξ(x) + φT

dp

dx

)
(2.14)

where Jn and Jp are the current density for electrons and holes; µn and µp the
electrons and holes mobility; and ξ the electric field on the x direction. The
mobility parameter characterizes how fast a carrier can move when pulled by an
electric field. When passing through the channel, carriers will be deflected by
the lattice, in bulk Silicon, there are 3 major scattering mechanisms: Coulomb
Scattering, Phonon Scattering and Surface Roughtnes Scattering.

At low temperatures and low electric fields, carriers will be scattered by the
coulombic potential of the lattice. When temperature is higher, the lattice vi-
brations increase and phonon (mechanical vibrations quanta) scattering becomes
more frequent. At higher electric fields, another scattering takes place, in this
condition most carriers will be present at the rough silicon-oxide interface, and
surface roughness scattering will be more present. Besides at high enough electric
fields scattering events will become much more frequent and an increased electric
field mobility will not increase carriers velocity and the mobility will be saturated.

To model those effects, Caughey and Thomas [42] proposed a local doping an
temperature low-field mobility tuned from 77K to 450K as

µn0 = µ1

(
T

T0

)α
+
µ2 ·

(
T
T0

)β
− µ1

(
T
T0

)α
1 +

(
T
T0

)γ
·
(

N
Ncrit

)δ , (2.15)

with mobility saturation defined by

µ =
1(

1 +
(
µ0ξ
Vsat

)β) 1
β

, (2.16)

Vsat =
vα

1 + vθ · e
T
T0

. (2.17)

The parameters used for the silicon are given by [42] are shown on Tab. 2.1
The local mobility behaviour with doping, temperature, and bias are illustrated
in Fig. 2.10, the calculations where done with the Caughey Thomas Mobility
mobilty model. In Fig. 2.10(a) one can see that the increase of dopants will make
scattering events increase therefore decreasing mobility, on the Fig. 2.10(c) the
increase of the potential will increase the electric field and the scattering events,
however, at a given temperature, the scattering will be more frequent and mobility
will saturate.
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Figure 2.10: Caughey Thomas Mobility mobilty model behavior over tempera-
ture, doping concentration and electric potential.
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Table 2.1: Default Caughey Thomas Mobility model default parameters used in
ATLAS.

NMOS PMOS

µ1 55.24 cm2/V/s 49.7 cm2/V/s
µ2 1429.23cmˆ2/V/s 479.37cmˆ2/V/S
α 0.0 0.0
β -2.3 -2.3
γ -3.8 -3.7
δ 0.73 0.7

Ncrit 1.072 1017 cm−3 1.606 1017 cm−3

Figure 2.10(d) shows the temperature sensitivity of the mobility for different
doping concentrations and electric potentials. The SµT represents the exponential
temperature coefficient of the mobility (β in the expression µ = µ0 ·

(
T
T0

)β
) as

it can be seen the mobility exponential temperature coefficient varies widely for
different electric potential and consequently different biases.

The use of the drift-diffusion model was able to accurately predict devices
behaviors up to 100 nm. However, for small nodes the assumptions made are no
longer justifiable. Thus, it is an actual field of research the modeling of mobility
for more modern nodes.

In this section, a brief introduction to semiconductor physics focuses on MOS-
FETs and temperature effects was presented. However, the physics and calculation
involved can not be easily handed at circuit level with a considerable amount of
transistors. Next chapter will propose an analysis of the major modeling paradigms
presented on hand-analysis models and simulation models for MOSFETs used in
the industry

2.3.2 MOSFET Models
Similarly presented in the MOS example, the MOSFET presents three operation
modes, accumulation, depletion, and inversion. The theory previously developed
for the MOS structure can be directly extended to MOSFET by considering the
channel potential due to the lateral electric field from source to drain. By consid-
ering the source referenced MOSFET (VS = 0 V), due to an external VDS voltage
applied, as for the MOS, the energy term on the carriers concentration will include
a new potential called the channel potential Vch, such that{

Vch (x = 0) VSB

Vch (x = L) VSB + VDS
(2.18)
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Similar to the MOS structure, the different potentials can be calculated through
the Poisson equation; generally, the MOSFET is a 3D structure. Since the external
potentials are applied evenly (except for very small transistor widths), we can treat
the problem as a 2D structure. Further, by assuming that the gate to bulk electric
field variation is greater than the variation on the source to drain direction, we
have:

ξx � ξy ∴
∂2ψ

∂x2
� ∂2ψ

∂y2
(2.19)

Equation (2.19) is usually referred to as the gradual channel approximation
(GCA) that allows for solving the MOSFET much like a MOS structure uncon-
sidering the coupling between Vch and ψ and to obtain Qs making all previously
derive equations for the MOS the same by replacing ψ (y) → ψ (y) − Vch (y). By
taking this approximation, the drain to source current can be obtained by:

IDS =

∫ VDS

VSB

µ ·W ·Qi (VGB, Vch) · dVch (2.20)

where the µ is the silicon mobility, Qi the inversion charge per unit area, by using
the previously derived charge to potential relation, the equation can be further
developed as:

IDS = −qµeff
W

L

∫ VDS

VSB

[∫ ψs

ψB

p (ψ, Vch)− n (ψ, Vch)

ξ(ψ, Vch)
dψ

]
dVch (2.21)

where µeff is the average channel mobility. Equation (2.21) is known as the Pao-
Sah double integral formula and is considered as the reference to transistor mod-
els. The equation is usually presented with no holes concentration dependency
(p(ψ, Vch) since minority carriers concentration is usually way smaller than minor-
ity carriers, therefore for a P doped Bulk MOSFET (NMOS) the hole concentration
can be neglected and for a N doped MOSFET (PMOS) the electron concentration
n(ψ, Vch)/ξ(ψ, Vch) ≈ 0.

Figure 2.11 shows the Pao-Sah Model for a NMOS with acceptors concentration
of 5 ·1017cm−3, oxide thickness of 4 nm and Alluminium gate contact. The integral
was approximated using a hcubature with an maximum absolute error estimated
at 10−19. Even though the (2.21) is very powerful, the integral must be done
numerically, having a computational cost not affordable for computer-aided design
(CAD) tools, where possibly millions of transistors must be simulated at for other
thousands of time steps. For this matter, some approximations were developed
for different transistor compact models. Those approximations and their influence
on temperature-related effects will be further investigated in the next sections.
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Figure 2.11: Pao-Sah Current model numerical calculations

But first to obtain a complete current model the effective mobility µeff must be
investigated.

2.3.3 The Effective Silicon Mobility

For MOSFET simulations some specific mobility models were developed, where the
mobility is only carried for the inversion layer and Matthiesen’s rule approximation
is usually taken [43] [44]. For an more accurate mobility modelling Monte-Carlo
or quantum transport simulations must be carried out [45] [46].

Usual effective mobility temperature dependency modelling considers an expo-
nential temperature dependency. This model is valid under the assumption that
one of Si’s significant scattering events is predominant. The primary approach to
combine different scattering effects is Matthiessen’s rule:

1

µeff
=
∑
i

1

µi
, (2.22)

where µeff is the total effective mobility and µi the contribution of each scattering
event. However, as pointed out in [45] [see more on Appendix D], Matthiesen’s
rule is only valid using the Time Relaxation Approximation, assuming Boltzmann
statistics, and, more importantly, if the characteristic scattering exponents are
the same for the different scattering mechanisms. Although (2.22) is widely used
on compact models, from a theoretical point of view the assumptions taken are
hardly valid. Typical process design kit, transistor models combine surface phonon
scattering and surface roughness using Matthiesen’s rule expressed as :
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Figure 2.12: Effective Mobility Temperature dependency extracted from mea-
surement data, for holes (µp) and electrons (µn) for different doping concentrations
extracted from [39].

µeff =
µ0

1 +
[
(θph · Eeff )ν/3 + (θsr · Eeff )k·ν

]1/ν ·
(
T

T0

)−βµ
, (2.23)

where Eeff is the effective electric field; θph, θsr are empirical parameters related
to phonon scattering and surface roughness; µ0 is the carrier mobility limited
by ionized impurity scattering and acoustic phonon scattering; ν is an empirical
parameter that accounts for a statistical averaging of the relaxation times [47];
βµ is the strong inversion temperature coefficient [6]. This claim can hold either
in a short temperature range or at a specific inversion level where a scattering
mechanism is dominant.

2.3.4 The Charge Sheet Approximation
One of the first attempts to further simplify the double integral Pao-Sah model
was proposed by J.R Brews [48]. Since at inversion the surface potential raises
slowly with a gate voltage increase, as discussed in the MOS structure section,
and the inversion layer thickness is always smaller than the depletion width, the
inner integral on (2.21) varies greatly with a small ψs increase. Mathematically
this assumption can be expressed as:

Qi = Qs −Qd = −Cox (VGS − VFB − ψs) +
√

2εsiNAψs (2.24)
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This simplification, along with the same assumptions made on [40] , allow to
solve Vch as a function of ψs as:

Vch = ψs − φT ln

{
NA

n2
i

[
C2
ox (VGS − VFB − ψs)

2 − ψs
φT

]}
(2.25)

Allowing to rewrite the double integral as a single one with a change of vari-
able. However, this substitution leads to another single integral with no analytical
solution:

IDS = µ
W

L

∫ ψs,d

ψ,s,s

[
Cox (VGS − VFB − ψs)−

√
2εsiqNAψs (2.26)

+2φT
C2
ox (VGS − VFB − ψs) + εsiqNA

Cox (VGS − VFB − ψs)−
√
2εsiqNAψs

]
dψs (2.27)

This issue is tackled by Brews by introducing a new approximation, since the
second term in (2.27) is multiplied by φT and therefore is much smaller than the
first term it can be neglected, leading to:

IDS = µ
W

L

{
Cox (VGS − VFB + φT )ψs −

1

2
Coxψ

2
s −

2

3

√
2εsiqNAψ

3/2
s + φT

√
2εsiqNAψs

}∣∣∣∣ψs,d
ψs,s

(2.28)
The Brews Charge sheet approximation presents an analytical approximation

for the Pao-Sah model. However, the surface potential at the source and drain sides
still need to be calculated numerically. Many solutions for the calculation appeared
in literature; however, using such a model is not possible for hand calculations.
For this matter, a piece-wise approach was developed to simplify the hand analysis
of transistor circuits.

Regional Approximations of the Charge Sheet Model

On the onset inversion, however far from current saturation, the surface potential
can be approximated by ψs ≈ 2(Ei−EF )+Vch(y) as shown in fig 2.13 for a NMOS
transistor with NA = 5 · 1017 cm−3 and tox = 4 nm

By using this approximation ψs,s = 2φB = 2(Ei − EF ) and ψs,d = 2φB + VDS,
and the MOSFET current can be expressed as:

IDS =µeffCox
W

L

{(
VGS − VFB − 2φB − VDS

2

)
VDS− (2.29)

2
√
2εsiqNA

3Cox

[
(2φB + VDS)

3/2 − (2φB)
3/2
]}

(2.30)
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Figure 2.13: Brews approximation for the the surface potential as a function of
Vch and VGB.

In the ψslinear region the current can be approximated by the first order
McLaurent expansion of (2.30) of VDS:

IDS = µeffCox
W

L
(VGS − Vth)VDS, (2.31)

Vth = VFB + 2φB +

√
4εsiqNAφB
Cox

, (2.32)

where Vth is the threshold voltage. Physically the threshold voltage can be defined
as the gate to bulk voltage in which ψs = 2φB and that the bulk depletion charge
is equal to the total silicon charge. For higher VDS (VDS > Vth) the second order
terms on (2.30) become important, however as seen in Fig. 2.13 for higher Vch is
pinned to 2φB that corresponds to VDS = VGS−Vth making the saturated current:

IDS = µeffCox
W

2L
(VGS − Vth)

2 (2.33)

2.3.5 Vth Temperature effects
The threshold voltage is a key parameter for large transistors. When considering
the series expansions of the Brews models, the only two parameters that have a
temperature dependency are the effective mobility µeff and the threshold voltage.
Differently from the mobility, the threshold voltage comes from an electrostatic
formulation, and therefore an analytical temperature coefficient can be obtained.
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From (2.32) the only two parameters that have temperature dependency are the
flat band voltage and the bulk poteintial voltage φb.

VFB Temperature Variation

The flat band is defined as VFB = φm−χSi−ECSi−EFSi in this definition the metal
work-function and semiconductor vacuum energy posses very little temperature
dependency [49]. For the silicon Conduction Band and Fermi-level difference,
temperature dependency will be a function of the body dopping NB. By assuming
Boltzmann-Statistics:

EC − EF = φT ln

(
NC

n0

)
(2.34)

where n0 is the equilibrium electron concentration and NC is the effective density of
states at the conduction band. Figure 2.14 shows the temperature derivative of VFB
in mV/K for different doping profiles and temperatures using Fermi distribution
and non-ionized acceptors with Ea = 0.044eV . Modern transistors present high
bulk dopping and therefore very little VFB temperature dependency.
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Figure 2.14: VFB temperature coefficient of in mV/K for different doping profiles
and temperatures using Fermi distribution and non-ionized acceptors with Ea =
0.044eV and aluminum gate contact.

For an NMOS transistor, the equilibrium electron concentration can be approx-
imated by n0 ≈ n2

i /NA, while for an PMOS n0 ≈ ND by using this approximation
the flatband voltage temperature dependency can be expressed by:
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∂VFB
∂T

=


1
2

kB
ni (T )q

(
2 ln

(
Nv (T0 )TNA

T0(ni(T ))
2

√
T
T0

)
ni (T ) + 3 ni (T )− 4

(
d
dT

ni (T )
)
T
)

NMOS
1
2

kB
q

(
2 ln

(
NV (T0 )T
T0ND

√
T
T0

)
+ 3
)

PMOS
(2.35)

φB Temperature Dependency

The flat band is defined as φB = Ei −Ef , by considering that Ei is at the middle
of the bandgap and assuming Boltzmann statistics:

φB = φT ln

(
NA

ni

)
(2.36)
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Figure 2.15: Bulk potential temperature coefficient at different temperatures and
doping concentrations.

Figure 2.15 shows the temperature coefficient for the bulk potential over differ-
ent doping concentrations and temperatures; it is noticeable that the bulk potential
possesses an opposite temperature relation to the flat band voltage. Those two
temperature relations recombine to compose the threshold voltage temperature
dependency. However, for the threshold voltage temperature dependency, the ox-
ide thickness plays also a role in the γ factor by using Dennard’s scaling rule and
using a base transistor with (NB = 5 · 1017cm−3, tox = 4 nm)

Figure 2.16 shows the Vth temperature coefficient in mV/K and a plot of Vth
for a NB = 5 · 1018cm−3, tox = 4 nm transistor using Fermi-Distribution. It
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Figure 2.16: Threshold voltage temperature coefficient at different temperatures
and doping concentrations, and threshold voltage temperature behavior for a NB =
5 · 1018cm−3, tox = 4 nm transistor.

is noticeable that Vth presents almost linear behavior with temperature with a
negative temperature coefficient for a very large temperature range. The threshold
voltage temperature coefficient is usually represented by αth, and the Vth (T ) is
given by

Vth (T ) = Vth0 − αth · T. (2.37)

2.3.6 Current ZTC Point
While considering the threshold voltage and mobility temperature dependency,
Giralt et al. proposed the first analytical bias condition for achieving a tempera-
ture stable IDS current. Those bias points in which a given transistor parameter
does not change with temperature this point is commonly referred as the zero
temperature coefficient (ZTC) bias point.

The analytical condition of the ZTC condition was studied in a long transistors
using the quadratic model in [50]:

VGS − Vth =
Vth + φB

2

 1
T

− ∂ni
∂T

1

ni · ln
(
ND
ni

)
− ∂µeff

∂T

1

2 · µeff
(2.38)

This ZTC point have even been used to achieve temperature-aware designs in
analog and digital electronics [24], [25]. Figure 2.17 illustrates de IDZTC found
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Figure 2.17: Drain do source current of a PMOS transistor calculated numerically
at different temperatures using Pao-Sah model.

using the Pao-Sah model with CVT mobility model, 5 · 1016cm−3 P-type bulk
doping, 4 nm oxide thickness and Aluminium Gate. The same ZTC is found on
the measurement data for a transistor with similar parameters here illustrated on
Fig. 2.18.
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Figure 2.18: Measured Drain do source current of a PMOS transistor at different
temperatures.
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2.3.7 Small Channel Effects in Analog Design
In the previous sections, a transistor model was developed base on some assump-
tions e.g the electric field on the longitudinal (Drain to Source) is small, that the
channel is sufficiently long such as "edge" effects could be neglected and so an
one-dimensional analysis could be done.

In real devices, specially more recent technological nodes, those assumptions
break down and some important effects appear that had not been previously de-
scribed. Some of effects have a deep impact on the analog design and must be
considered in a temperature-aware framework. Following subsections will consider
this effects an comment on their temperature drift effects.

Velocity Saturation

When transistor lengths gets smaller the longitudinal electric field gets bigger for
the same VDS applied, with the increased electric field mobility saturates, virtually
creating a depletion area and reducing the effective transport length.

Figure 2.19 shows the longitudinal electric field of two NMOS with bulk dopping
of 5.7 · 1017 cm−3, a source/drain dopping of 6 · 1016 cm−3 with an Aluminium
gate and a gate oxide of 4 nm at two different gate lengths (0.54 µm, 2.0 µm)
with an lattice temperature of 300 Kat a 0.9 nm distance from the silicon-oxide
interface The small transistor presents an longitudinal electric field up to 7 orders
of magnitude higher than the long transistor.

The simulation is done numerically using a finite volume method with 5151
grid points, no recombination and generation phenomena with Shaffered-Gummel
flux using the developed MOSLab package [34]. The mobility considering electric
field is usually modeled by

µ =
µ0(

1 +
(
ξx·µ0
Vsat

)β) 1
β

(2.39)

where Vsat is a temperature dependent parameter that represents the saturated
velocity and β a fitting parameter that goes from 1 to 3, and are usually close to 1
for holes and close to 2 for electrons. The Vsat temperature and doping dependency
is given by Swarts [51]

Vsat (T ) =
α

1 + θ · e
T
T0

(2.40)

The usual parameters for α, θ at T0 = 600K are 2.4 · 107 cm/s and 0.8 re-
spectively. Figure 2.20 shows the temperature behavior of the saturation veloc-
ity and the saturated mobility. The mobility temperature behavior is taken as
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Figure 2.19: Longitudinal electric field calculated numerically [43] using a finite
volume method whit 5151 grid points, no recombination and generation phenom-
ena with Shaffered-Gummel flux, of two NMOS with bulk dopping of 5.7·1017 cm−3,
a source/drain dopping of 6 · 1016 cm−3 with an Alluminum gate and a gate oxide
of 4 nm at two different gate lengths (0.54 µm, 2.0 µm) with an lattice tempera-
ture of 300 Kat a 0.9 nm distance from the silicon-oxide interface.
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Figure 2.20: Temperature behavior of the saturation velocity and the saturated
mobility given by the Swarts Model.

µ(T ) = µ0 ·
(
T
T0

)−1.5

(predominant Surface Roughness Scattering mobility behav-
ior) with a low-field mobility at room temperature of 1470 cm2/V/s. The saturated
velocity temperature behavior have an approximate linear behavior, over a large
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temperature range, however when considering the mobility model temperature has
small effect on the saturated mobility value.

Channel Length Modulation (CLM)

When the drain to source voltage exceeds VDsat (VDS voltage in which the current
starts to become saturated), the pinch-off region starts to grow towards the source,
making the effective channel length smaller with the increase of VDS. Classically
the CLM effect for long channel effects is incorporated in the quadratic saturated
current function by:

IDS = µeffCox
W

2L
(VGS − Vth)

2 (1 + λVDS) (2.41)

λ =
∆L

L
(2.42)

The modeling of CLM of long channel MOSFETs inherits from the Early effect
on the bipolar transistor that have approximately the same effects on the collector
current as the MOSFET CLM effect. The relative channel length shortening is
related to the Early voltage by λ = 1

VEarly
.

In short channel transistors, the current saturation may occur in a smaller
voltage then the classical VDsat = VGS−Vth due to the velocity saturation. Besides,
the short channel VDsat is dependent on the longitudinal electric field and not on
VGS. Thus, the MOSFET saturation current increases linearly with VGS rather
than quadratically as in the long transistor.

IDSsat = µeffCox
W

L

{(
VGS − Vth −

VDsat
2

)
VDsat

}
(2.43)

Figure 2.21 shows the measured current characteristics of a 220 × 180 nm2

NMOS transistor and its comparison with the quadratic model. For high VDS, the
quadratic model predicts saturation current proportional to V 2

GS. When comparing
to measurement data from small transistors it over estimates the real saturation
current, that occurs earlier VGS bias. Besides, the quadratic model without CLM
predicts a constant IDS current, independent of VDS where in the measurement
data IDS increases slowly with VDS.

Drain Induced Barrier Lowering (DIBL)

As seen before the carriers current density can be expressed in terms of the spatial
variation of Vch (the quasi-Fermi-Level). When considering a long NMOS tran-
sistor the electrons have to overcome a barrier created between source and bulk
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Figure 2.21: Comparison between the quadratic model drain current and mea-
surement data of a NMOS transistor.

(EFB − EFS) to then conduct to the drain. However, when the channel gets smaller
the lowering of the drain potential affects the source side of the channel potential,
lowering the source to bulk barrier when compared to the long channel case.

Figure 2.22 shows the conduction band difference in relation to the source
EC at the same depth and condition as in Fig. 2.19. In the long channel tran-
sistor the conduction band presents constant values at the middle of the source
(−1.0 < x/(Lgate) < 0.0); gate (0.0 < x/(Lgate) < 1.0); and drain (1.0 < x/(Lgate)
< 2.0) allowing to separate the source-bulk interaction and the bulk-drain one.
However, the on the short channel transistor this separation can no longer be
considered and the maximum EC value is not reached in the bulk.

In threshold based models, the incorporation of the DIBL effect is done by
making Vth a function of the source to drain voltage and the channel length. The
usual approach comes from empirical formulas to describe the effect [52]:

VTH (VDS, L) = Vth(0, L)− σ (L) (2.44)

σ (L) =
(β4 + β5 · VSB)

Lβ6
(2.45)

where σ is the DIBL coefficient; VSB the source to bulk voltage; and β4,β5,β6 are
fitting parameters
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Figure 2.22: Electric potential from source to drain calculated numerically using
a finite volume method with 5151 grid points, no recombination and generation
phenomena with Shaffered-Gummel flux, of two NMOS with bulk dopping of 5.7 ·
1017 cm−3, a source/drain dopping of 6 · 1016 cm−3 with an Alluminum gate and a
gate oxide of 4 nm at two different gate lenghts (0.54 µm, 2.0 µm) with an lattice
temperature of 300 Kat a 0.9 nm distance from the silicon-oxide interface.

2.4 Transistor Compact Models

The small-channel effects make the transistors compact model more complicated
and do not allow. Modern transistor compact models for simulation have hun-
dreds of parameters to account for various effects, such as temperature variation,
small geometries effects, and stress effects. Besides, incorporating such effects
must be donne carefully to avoid model discontinuities that may lead to erroneous
simulation results [53].

For this matter most modern transistor compact models take another approach
to compact transistor modeling in small nodes. In this section the two main
approaches will be discussed (Symmetric Linearisation and Charge Linearization)
and the main simulation and hand-analysis models will be developed.

2.4.1 Symmetric Linearization Models

Symmetric Linearisation models rely on a numerical fast algorithm to calculate
the surface potential at the drain and bulk sides. By defining qb as the normalized
bulk charge to the oxide capacitance per unit area (Cox) and qi the Cox normalized
inversion charge, by charge neutrality:
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qi = −(VGB − VFB − ψs)− qb (2.46)

By defining since deep in the bulk no inversion charge is present qb can be taken
as the approximated depletion charge:

qb = −sign (ψs) γ

√
ψs − φT

[
1− e

− ψs
φT

]
≈ −γ

√
ψs − φT ;ψs > 3φT (2.47)

The main approximation taken by symmetric linearizations models is that the
normalized channel inversion charge can be expressed as a function of the inversion
charge at the point in which the surface potential is equal to the mean of the ψs
at the source and the drain. By using this assumption, on the charge sheet model,
the drain to source current can be obtained by [ See more on Appendix E]

IDS = µeff
W

L
Cox (−qim + αφT ) (ψsD − ψsS) , (2.48)

where ψsD and ψsS are the surface potential at the drain and source sides; α the
linearization factor; and qim the inversion charge at the mean surface potential. To
calculate the drain current the surface potentials on the source and drain needs to
be calculated, to solve this problem symmetric linearisation compact models such
as the PSP model proposes an fast but accurate algorithm to solve the surface
potential equation.

The algorithm presented on [54] is the first non-iterative solution for ψs that
presents an maximum absolute on the order of nano Volts for the surface potential
when considering only majority carriers contributions, Boltzmann distribution and
complete ionization. Figure 2.23 shows the comparison of the PSP surface poten-
tial calculation with numerical results using Fermi-Dirac distribution, including
minority carriers contributions and incomplete ionization with an reduced ion-
ization energy of 0.044 eV for a transistor with Boron dopping concentration of
5 · 1017 cm−3 and oxide thickness of 4 nm. At low temperatures the incomplete
ionization reduces the surface potential since the effective doping is smaller than
the impurities concentration, when the bias has an higher absolute value the Boltz-
mann approximation is less accurate and the surface potential is smaller than the
numerical results. The maximum absolute error of the PSP approximation for dif-
ferent impurity concentrations and temperatures with an oxide thickness of 4 nm
is here shown on the Fig. 2.23 an present an error in the order of mV .

Figure 2.24 shows the complete PSP model for various biasing and tempera-
tures for the same NMOS transistor as illustrated in Fig. 2.23. Notice that the
same IDS ZTC point presented on the Pao-Sah model is also presented on the PSP
model.
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Figure 2.23: Comparison between PSP approximation for the surface poten-
tial (solid) and numerical results considering Fermi-Dirac distribution (dashed)
and maximum absolute error on the approximation for different temperatures and
doping levels.

Temperature Effects

Figure 2.23 highlights two main temperature effects on the ψs×VGB characteristics,
an horizontal shift and a surface potential reduction with the temperature increase.
The horizontal shift is a consequence of the flat-band voltage temperature drift
that was addressed on Chap. 2. However, in new CMOS nodes the gate contact
is done using highly doped polycrystalline silicon (Poly). The replacement of the
gate contact material affects the temperature behaviour of VFB, Fig. 2.25 shows
the VFB temperature coefficient for the same MOS structure as in Fig. 2.23 with
a Aluminum contact, and with a Poly Contact. The Poly contact MOS structure
presents a lower temperature coefficient in this case 4.5 to 3.2 times smaller than
the metal contact.

In order to evaluate the temperature behaviour of the surface potential and
the current, the concept of the temperature sensitivity needs to be introduced.
The temperature sensitivity of a parameter y(T ), defined as Sy(T )T is defined as the
percentual change of the y(T ) when T is changed by 1.0 or mathematically:

S
y(T )
T = lim

∆T→0

y(T+∆T )−y(T )
y(T )

∆T
T

=
T

y (T )

∂y (T )

∂T
(2.49)
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Figure 2.24: ID×VGB Characteristics of long channel MOSFET calculated using
the PSP model.
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Figure 2.26: Mean Temperature Sensitivity of the surface potential by averaging
on the VGB voltage and the Vch voltage.

And the mean temperature sensitivity of y(T, p) over p ∈ [p0, p1] defined as:

S̄
y(T,p)
T

∣∣∣
p
=

1

p1 − p0

∫ p1

p0

∣∣∣Sy(T,p)T

∣∣∣ dp (2.50)

Since temperature sensitivities defined as in (2.49) and (2.50) are dimensionless
quantities the temperature sensitivity of parameters having different units can be
compared. The mean temperature sensitivity of the ψs PSP calculation of ψs in
relation to VGB and Vch from 0 to 1.8 V are here shown in Fig. 2.26

The mean sensitivities are here shown for a transistor with body doping density
of 5 · 1017 cm−3 an oxide thickness of 4 nm and a Poly gate. The derivatives for
ψs to temperature are calculated using automatic differentiation and the integral
using Gaussian adaptive Gauss-Kronrod quadrature [55]. It is visible that the ψs
sensitivity presents a minimum for a VGB smaller than 0.5 V and around 0.4 V at
300 K and for higher Vch the temperature sensitivity is smaller.

The same analysis can be done on the drain current considering a three terminal
MOSFET (Bulk and source connected) and averaging by VGB and VDS. The mean
temperature sensitivity of IDS on the PSP model for the same transistor as in Fig.
2.26 is here shown on Fig. 2.27.

As discussed before the mobility temperature behavior is complex and influ-
enced by many parameters, such as the channel charge concentration, longitudinal
and transverse electric fields and temperature and becomes a difficult task to de-
signers to consider all those parameters for the transistors on the circuit. For this
matter, one may define a normalized drain current as ID0 = IDS/(µeff ·W/L). By
using this definition the mean temperature sensitivity can then be calculated:

Figure 2.28 shows the mean temperature sensitivity(MTS) of ID0, it is notice-
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Figure 2.27: Drain to source current mean temperature sensitivities by averaging
on the VGB voltage and the VDS voltage.
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Figure 2.28: Mean Temperature Sensitivity of the drain current when considering
(first row) and not considering mobility temperature dependency by averaging on
the VGB voltage and the VDS voltage.

able that both MTS from IDS and ID0 possesses the same overall behavior. At
higher VDS the MTS in relation to VGB present an almost constant value, the
MTS in relation to VDS presents a decreasing behaviour with a constant value un-
der temperature (ZTC point) for VGB ≈ 0.55 V . This similarity can be explained
by the averaging of the mobility temperature effects under the bias conditions.



42 CHAPTER 2. TRANSISTOR TEMPERATURE EFFECTS

0.0 0.5 1.0 1.5 2.0 2.5
0

1

2

3

ψs [V ]

−
Q
i/
C
o
x

VGB = 2.0 V
VGB = 0.1 V
VGB = 0.5 V

Figure 2.29: Theoretical inversion charge given by (2.52) (solid lines) charge
linearization approximation (dashed lines) for different gate to bulk voltages.

2.4.2 Inversion Charge Linearization Based Models
The charge sheet modeling approach uses an implicit variable ψs(VG, VS, VD) to
define transistor properties continuously. However, using ψs to calculate the in-
version charge needed for the Pao-Sah formulation does not represent any helpful
concept for the design, where more global properties such as charges, currents,
transcapacitances, and transconductances are key.

The Brews charge approximation (2.24) can be rewritten in terms of the ψs as:

VGB − VFB = ψs + γ
√
ψs −

Qi

Cox
(2.51)

Qi = −γCox
√
φT

[√
ψs
φT

+ e
ψs−2φB−Vch

φT −

√
ψs
φT

]
(2.52)

γ =

√
2qεsiNA

Cox
(2.53)

The inversion charge variation is almost linear when the gate to bulk voltage
is kept constant, as shown in Fig. 2.29 for a 15 nm oxide thickness, 5 · 1016 cm−3

acceptor concentration at 300 K.
By defining the pinch-off surface potential as the surface potential at wich

Qi = 0, one may find:

ψp = VGB − VFB − γ2

(√
VGB − VFB

γ2
+

1

4
− 1

2

)
(2.54)
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The inversion charge can then be defined by the secant between (0,ψp) and
another arbitrary surface potential (Qi0,ψs0) as:

Qi

Cox
= nq (ψs − ψp) (2.55)

nq =

(
1 +

γ
√
ψs0 +

√
ψp

)
(2.56)

By using this linearized inversion charge expression, one may find another Vch
expression as:

Vch
φT

= ln

[
−Qi

γCox
√
φT

(
−Qi

γCox
√
φT

+ 2

√
Qi

nqCoxφT
+
ψp
φT

)]
− Qi

nqCoxφT
− ψp − ψs0

φT
(2.57)

Using this Vch (ψs) relation into the Pao-Sah model, the drain to source current
can then be expressed as:

i =
IDS
I0

=
(
q2s − qs

)
−
(
q2d − qd

)
(2.58)

qi =
Qi

Q0

(2.59)

where I0 and Q0 are the specific current and charges per unit surface [56] given
by:

I0 = 2nqµeffCoxφ
2
T

W

L
(2.60)

Q0 = −2nqCoxφT (2.61)

By defining normalized potentials as v = V/φT ; normalized body factor G =
γ/

√
φT ; normalized pincth off surface potential φp = ψp/φt; and normalized bulk

potential ϕB = φB/φT the charge to bias relation can be expressed as:

ln (qi) + ln

[
2nq
G

(
qi
2nq
G

+ 2
√
φp − 2qi

)]
+ 2qi = φp − 2ϕB − vch (2.62)

Equation (2.4.2) present two asymptotic behaviors, when qi � 1 (weak inver-
sion) the normalized inversion charge can be obtained by
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qi ≈
G

4nq
√
φp
eφp−2ϕB−vch (2.63)

In contrast, when qi � 1 (strong inversion) the normalized inversion charge
presents a linear relation to φp:

qi ≈
φp − 2ϕB − vch

2
(2.64)
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Figure 2.30: Normalized Inversion Charge over three different temperatures given
as function of the normalized pitch off surface potential and normalized channel
potential difference.

Figure 2.30 shows the relation between the normalized charge and the nor-
malized pintch-off and channel voltage for three different temperatures. Notice
that when considering the normalized variables the temperature variation of the
inversion charge is negligible.

Solutions to Charge Linearization Models

The charge linearization models have gained popularity in the latest years due to
its simplicity and performance in compact models [56] [7] [6]. One of the first
attempts to solve analytically the normalized charge given the transistor bias is
donne by the EKV model. The EKV model relies on an interpolation function that
covers both assymptotic behaviours of the linearized inversion charge previouslly
discussed [57]. The EKV model approximates (2.4.2) the qi to Vp characteristics
by:
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q2i − qi ≈ ln2
(
1 + e

φp−2ϕB−vch
2

)
(2.65)

Allowing the drain current to be written as:

IDS = 2nqφ
2
TµeffCOX

W

L

[
ln2

(
1 + e

Vp−VS
2φT

)
− ln2

(
1 + e

Vp−VD
2φT

)]
(2.66)

where the Vp is the called pintch-off voltage given by ψp − 2φB. Notice that when
compared with the PSP current model equation the EKV equation presents a
much more direct relation between transistor bias and the current allowing its use
to hand-designed circuits.
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Figure 2.31: The EKV approximation for the charge linearisation model for a
large transistor considering multiple bias points and temperatures.

As for the PSP model the current the IDS characteristics for the EKV model
are here shown on Fig. 2.31. The EKV strong inversion model of the pinch-off
voltage needs to approach VGB−VTh in order to be compatible with the quadratic
model.

Figure 2.32 shows the Vp× VGB relation on the EKV model and the VGB − Vth
approximation given in dashed lines, both approximations agree close to the Vp ≈ 0
however deviate on others bias points since the slope of Vp is actually smaller than
1. This problem can be solved by dividing VGS−Vth by nq resulting in an very good
approximation for Vp as shown in the dotted lines especially in low temperatures.
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Figure 2.32: Pitch-Off voltage approximation, overdrive voltage (dashed), indro-
duction of nq (doted) and numerical calculation (solid ) at multiple temperatures.

2.4.3 The UICM model
Another approach to the charge linearisation model is given by [58]. The Unified
Current Charge Model (UICM) introduces a new normalization constant to the
inversion charges on the channel and a novel interpretation to the Vp model in such
a way that the Vp to qi relation can be expressed analytically.

The charge linearisation from the UICM model derivation starts very close to
the PSP charge sheet representation, by defining the inversion charge in differential
form as:

dQi = (Cox + Cb) dψs = nCoxdψs (2.67)
where Cb is the depletion capacitance and n is given by 1+ Cb

Cox
. By this definition

the transistor IDS can be written as:

ID =

∫ L

0

−µeffW
nCox

(QI−φTnCox)
dQI

dx
dx = µeffCoxn

φ2
T

2

W

L

[(
q2is − 2qis

)
−
(
q2id − 2qid

)]
(2.68)

where qis and qid are the inversion charges at source and drain normalized by
−nCoxφT . Notice that the IDS current can be divided into a forward current
if (controlled by qis) and a reverse current ir (controlled by qid). Those current
components can be written as:
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Figure 2.33: The ACM approximation for the charge linearisation model for a
large transistor considering multiple bias points and temperatures.

ir(f) =
(
qis(d) + 1

)2 − 1 (2.69)

By defining the pintch-off voltage as the gate voltage in which the normalized
inversion charge is equal to 1 the following relation between qis(d) and the pintch-off
voltage:

Vp − VS(D)

φT
= qis(d) − 1 + ln

(
qis(d)

)
=
√

1 + if(r) − 2 + ln
(√

1 + if(r) − 1
)

(2.70)

This relation can be analytically solved by introducing the WLambert function
defined as W0(x)e

W0(x) = x. Even though an analytical solution is achievable the
calculation of the WLambert function cannot be donne accurately by series expan-
sions and need some more computer intensive method such as newton iterations. A
solution to the calculation of the W0 function with only one newton iteration with
acceptable precision for circuit simulations is proposed in [59]. The Vp expression
for the depletion and inversion region can be approximated in a similar matter as
did for the EKV model.

The current characteristics of a long channel UICM transistor are here shown
for different bias conditions and temperatures in Fig. 2.33. In contrast to the EKV
model the UICM does not relly on an interpolation function, however posseses an
increased computational cost. The precision of the shown models approximations
will be latter discussed and compared in this chapter.
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2.4.4 The BSIM 6 Model
The Berkeley Short-channel IGFET Model (BSIM) model is one of the first devel-
oped model for small channel transistors and is considered, as the PSP model, one
of the industry standard models. Up to the version 4v7 the BSIM model was a Vth
based model. With some known minor limitations, the BSIM4 is still widely used
in the industry. It has been extensively reviewed and presents curve-fitting tech-
niques from measurements, keeping it essential in the development of MOSFET
devices in the industry. As known, BSIM4 has separate equations to describe the
drift and the diff regimes resulting in less smoothness in current derivative and
discontinuities in the transition region between sub threshold and moderate inver-
sion of the IDS ×VGS curve [60]. Its complexity makes it challenging to be used in
a designer-friendly framework by the extensive list of parameters and equations,
however makes it a very useful validation and simulation model.

In order to mitigate these problems, beginning from the version 5 the BSIM
model changed their modeling paradigm to a charge linearization model [53]. The
BSIM derivation follows closely to the EKV model, however instead of using an
interpolation function, it proposes a fast algorithms for calculating Vp and the
normalized inversion charges with no approximations taken. Besides, the complete
BSIM6 model includes many second-order and small channel effects [6].

Figure 3.17 shows the two proposed temperature normalized gm/ID parameters
(Gg, Gd) for two different channel lengths, extracted using (3.28) and the previous
extracted values. At first glance, it is noticeable that a ZTC point occurs in the
DIBL dominated portion of Gd in small channel sizes. This ZTC point indicates
that contrary to the usual analog design rule of thumbs of using a L bigger than
Lmin in order to minimize second-order effects when considering a temperature-
aware design, a smaller L can be preferable

Figure 2.34 illustrates the current characteristics of a long channel BSIM6
transistor at different biases and temperatures. The temperature modeling of the
BSIM6 model presents more than 50 parameters and accounts for temperature
coefficients variations with scaling. However, contrary to the PSP model that
inherited the MOS11 mobility model that includes Coulomb Scattering, the BSIM6
mobility model (same as the BSIM4) does not account for it [6]. The absence of
Coulomb Scattering at mobility may lead to problems at very low temperatures
and biases.

2.5 The gm/ID methodology
As seen before the transistor compact models can be extremely complicated, in the
last chapter only an introduction to the basic formulation of the compact models
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Figure 2.34: The BSIM6 approximation for the charge linearisation model for a
large transistor considering multiple bias points and temperatures.

is given. In reality simulation models can have hundreds of parameters and can
no longer be used to hand design circuits. For this matter Silveira et al. [28]
proposed the gm/ID method, the basis for gm/ID comes from the fact that tran-
sistors connected in parallel behave as a stand-alone transistor with an equivalent
width which is the sum of all the devices widths. The only hypothesis behind
this principle is that devices are biased at the same VGB. Thus, parallel transis-
tors have the same gm/ID characteristic as the equivalent stand-alone transistor.
This methodology have been employed and extended to handle noise analysis [61],
small geometry effects [31], parameters extraction [62] and in the next chapter
temperature.

One of the main advantages of the gm/ID methodology is its weak dependency
on transistor sizing in general. The parameters employed by the technique are
usually a ratio of parameters that are both proportional to the transistor aspect
ratio W/L. Figure 2.35 shows the extracted gm/ID

(
∂ ln(IDS)
∂VGB

)
from 3 measured

transistors of different sizes. Apart from noise the three characteristics follows the
same overall shape and possesses similar parameters.

The gm/ID parameter can also be seen as a "transistor amplification efficiency",
since most amplifier gains will be proportional the gate transconductance gm and
the power consumption is proportional to the sum of IDS for the different branches
connected to the power line. Once the gm/ID parameters are extracted (either by
measurement data or CAD simulations) the methodology allows to size transistors
appropriately only relying on the extracted design space. For analog electron-
ics, the gm/ID represents a very powerful and versatile. However, as seen before
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Figure 2.35: gm/ID calculated from measurement data for different transistor
dimensions.

many of those models rely on approximations, that were never before studied over
temperature variations on the gm/ID characteristics.

gm/ID Temperature Modeling on Compact Models

The gm/ID characteristics have an important temperature variation as depicted in
Fig. 2.35. However, it has the advantage of having very little mobility dependency,
except of Coulomb Scattering, that occurs in very low temperatures, the mobility
is not much affected by VGB. Figure 2.36 shows the gm/ID characteristics of a long
and wide (10µm/10µm) transistor for 5 different temperatures). The illustrated
gm/ID characteristics present a negative temperature coefficient, the same can
be seen on the mean sensitivity plot in which for the entire biasing condition
(0 < VGB < 1.8V ) the sensitivity is negative. In weak inversion, the sensitivity is
high but the transistor amplifying efficiency is high, where in strong inversion the
opposite is true. Those plots tends to indicate that a moderate inversion biased
transistor present a good trade-off between gm/ID and temperature awareness.

2.5.1 Pao-Sah and Brews gm/ID description
Even though the Pao-Sah model has no direct application in analog design it is still
considered a reference model to long channel effects, by taking the single integral
formulation (2.20) and using the effective mobility definition, and considering that
the inversion charge an L2 function the gm/ID can be expressed as:
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Figure 2.36: gm/ID calculated from measurement data for different transistor
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gm
ID

=
∂ ln (µeffW )

∂VGB
+

∫ VDS

VSB

∂Qi (VGB, Vch)

∂VGB
· dVch =

∫ VGB

VSB

∂Qi (VGB, Vch)

∂VGB
· dVch
(2.71)

which can be seen as a channel averaged capacitance, this definition comes with
the hypothesis that the log of the effective mobility has nil or negligible VGB depen-
dency. This hypothesis can be verified in Fig. 2.37 where the gm/ID characteristics
of a transistor possessing the same process parameters as the measured transistor
obtained by a third order central difference method considering the CVN mobility
model (dashed lines) and constant mobility (solid lines). The relative error is also
shown in Fig. 2.37, for low gate bias (VGB < 1.0V ) the error is no bigger than 10%.
For higher VGB the error grows, however, high gate bias is not desirable for analog
circuits since the gm gain at this condition comes with a large power consumption.

By using the regional brews model the gm/ID asymptotes can be obtained as:

gm
ID

=

{
1
ηφt

VGS → 0
1

2(VGS−Vth)
VGS → ∞

(2.72)

where η is the non ideality factor in weak inversion. The asymptotic curves (in
dashed black lines) are here shown in Fig. 2.38 and, even though, shows a poor
approximation which highlights the advantage of the gm/ID method in the mod-
erate inversion region. Such region could never been modeled by the traditionally
used quadratic model.
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Figure 2.37: gm/ID characteristics obtained by a third order central difference
method when considering the CVN mobility model (dashed lines) and constant
mobility (solid lines) and their relative error.
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Chapter 3

A Temperature-Aware design
Methodology

As analog circuit increases in complexity and miniaturization, even the simplest
transistor current models become an overwhelming design challenge. The whole
design process becomes a big non-linear coupled, often transcendental, system
of equations attached to constraints such as system performance (noise, linear-
ity, gain, speed), power consumption, and in this work scope, the temperature-
awareness. Literature has already presented some design methodologies to over-
come this challenge. As discussed in the last chapter, the gm/ID is a promising
analog design methodology that was successfully extended before for distortion
analysis [29], age-dependent degradation effects [30], and short channel effects [31].
Even though powerful, the gm/ID was never before used to address temperature
effects in analog design.

This chapter proposes an extension to the gm/ID methodology that allows the
designer to account for temperature effects on an early design stage. First, an
gm/ID parameters versus temperature effects analysis through the UICM model
is developed. With the proposed analysis, the modified gm/ID parameters are
introduced to facilitate a temperature-aware design task. These modified gm/ID
parameters, here called temperature normalized gm/ID parameters, are then ex-
plored to find ZTC points. Analytical approximations for the temperature sen-
sitivity are proposed. All models and temperature sensitivities are compared to
BSIM 4v6 simulations and measurement data for a 0.18 µm SOI technology from
X-FAB XT018 node through a temperature ranging from -40 ◦C to 200 ◦C.

53
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3.1 Zero Temperature Coefficients (ZTC) Point

Most temperature-aware circuit designs rely on ZTC bias conditions, i.e., points
where the value of a given parameter remains almost independent of temperature.
The known ZTC bias conditions are based on the threshold voltage and mobility
temperature dependency [4], [52]. For this reason, they are dependent on the
temperature modeling of those quantities, which are not necessarily accurate in
the circuit working conditions [63]. Before our work [9], here developed, there were
two known ZTC bias points, the IDS ZTC that where already discussed in Sec.
2.3.6, and more recently the gm ZTC proposed by Toledo el al. [4].
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Figure 3.1: Electric Simulation of (a) ID × VGS, VDS = 1.8 V, (b) gm × VGS ,
VDS = 1.8 V for a 10 × 0.22 µm2 low Vth NMOS transistors of XT018. One may
observe in Fig. 3.1(a) and Fig. 3.1(b) present a ZTC bias point around 0.6 V and
0.5 V, respectively. Both figures are taken at -40 ◦C (blue), 27 ◦C (black), and
175 ◦C (red), which lies on the temperature range in which the process design kit
is validated.

Both IDSZTC and gmZTC are illustrated in Fig. 6.1 from electric simulation for a
10×0.22µm2 low Vth NMOS transistors of XT018. Sub-figures (a) and (b) present
a ZTC bias point around 0.6 V and 0.5 V, respectively. Both figures are taken
at -40 ◦C (blue), 27 ◦C (black), and 175 ◦C (red), which lies on the temperature
range in which the process design kit is validated trough measurements.
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3.1.1 The gm ZTC Bias
The gate transconductance is, as the Vth, a key parameter for analog design. The
gate transconductance ZTC (gmZTC ) was proposed by Toledo et al. in[4]. The bias
point condition for the gmZTC using the UICM model, considering a transistor in
strong inversion if � ir, and it can be expressed as

gm =
2IS
nφt

(√
1 + if − 1

)
, (3.1)

considering a mobility exponential temperature dependency with coefficient βµ
and a linear Vth temperature dependency with a temperature coefficient of αvth.
The temperature derivative of the gate transconductance can be expressed by [4]

∂gm
∂T

= βµ

(√
1 + if − 1

)
− 2

−
√

1 + if + 1√
1 + if

(
|αvth| q
αkb

+ 2− ln
(√

1 + if − 1
))

. (3.2)

Notice that by disregarding the βµ and αvth temperature dependency, for a
fixed if , the gm temperature coefficient does not depend on temperature. A solu-
tion to (3.2) can be found numerically. Figure 3.2 shows the inversion coefficient(
IDS/µeffηCOX

φ2t
2
W
L

)
at 300 K.

The ZTC point was calculated using a bisection algorithm on the difference
of VGB × gm characteristics at 290 K and 310 K for a transistor having dopping
and oxide thickness considering Denard’s scaling rules from 90 nm to 1 µm, the
inversion coefficient was calculated at 300 K.

According to [5] the inversion coefficient is an indicator of the transistor op-
erating mode, for ic < 1.0 indicates weak inversion, 1.0 < ic < 100 moderate
inversion ic > 100 strong inversion, when considering Dennard’s scaling [64] the
gmZTC can be found in any inversion level (WI, MI or SI) and iCgmZTC gets smaller
with technology scaling.

The gmZTC is not only a function of VGB as shown on Fig. 6.1 but also a
function of VDS. Figure 3.3 was obtained in the same manner as on Fig. 3.2, it
illustrates the impact of VDS and βµ at the overdrive voltage to Vth ratio, this ratio
grows as transistor length gets smaller and βµ gets higher. For large VDS, the ratio
reaches a plateau that for a L = 180 nm, βµ = −1.0 corresponds to a 1.2 · VDS
variation when compared to the VGB taken at VDS = 0 (if = ir).

Besides, as it can be seen in Fig. 3.3, the VGB needed for gmZTC can vary largely
with the transistors VDS which can be a function of temperature when transistor
drain and source are not connected to stable voltage sources.
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Even though those ZTC points exist, their bias condition relies on mobility
temperature dependency, which depends on several scattering effects including
ballistic ones in new technologies [45]. For this reason, modeling the temperature
dependency is a challenging task. Besides, Fig. 6.1(a) and 3.1(b) highlight a
required VGS close to Vth for XT018 technology and, therefore, the transistor should
be in moderate inversion region. In opposition to the strong and weak inversion,
the moderate inversion does not present a straightforward current model [52].
Furthermore, some critical parameters for analog and digital design, i.e., gDS, are
already proven to do not have a ZTC point, as pointed out in [25].

This thesis proposes a common framework for temperature-aware design, one
may approach using a design methodology such as gm/ID, the development of such
framework will be detailed on the next section.

3.2 Temperature analysis of gm/ID Parameters

The gm/ID methodology introduces width-independent parameters allowing the
designer to choose the transistor W to accommodate other circuit prerequisites
such as power consumption, occupied active surface, and operation region.

Some work has been done when analyzing the temperature effects when con-
sidering different gm/ID values. However, no ZTC point was exploited, nor were
analytical expressions for the different gm/ID temperature behaviors discussed.
In [65] Eggermont et. al., discusses some m/ID guidelines for high-temperature
applications when designing a single-stage operation transconductance amplifier
(OTA). The paper proposes four different designs achieving an estimated temper-
ature coefficient from 2917 ppm/◦C, to 4674.16 ppm/◦C, for the gain and from
2686.32 ppm/◦C to 3719.43 ppm/◦C for the transition frequency at a measured
circuit. In [66], the same considerations taken in [65] are now stated for gate-all-
around transistors at the same circuit achieving 327 ppm/◦C for the gain and 2303
ppm/◦C for the gain bandwidth. Even though some gm/ID guidelines for temper-
ature considerations were explored before, those discussions never made possible
a systematic approach when considering temperature awareness.

The main parameters analyzed in this thesis are the gate transconductance
ratio (gm/ID) and the transistor self-gain (gm/gds). The mathematical model to
analyse those parameters will be based on the UICM model, introduced by Galup
et al. [7]. The UICM is a charge-based model that accounts for accurate, straight-
forward gm/ID parameters expressions, even quasi-ballistic nanometer-sized tran-
sistors [8]. The validation is done using the factory temperature validated BSIM
model from -40 ◦C to 175 ◦C and novel measurement data from 27 ◦C to 200 ◦C.
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3.2.1 Gate Transconductance Ratio
The gm/ID parameter for a long-channel transistor, neglecting specific current gate
voltage dependency, is defined in the UICM model as:

gm
ID

=
2

η(VG) · φT (qis(VG, VS) + qid(VG, VD) + 2)
; (3.3)

where φT is the thermal voltage; qis, qid are the inversion charge on the source side
and the drain side normalized by the inversion charge at pinch-off.
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Figure 3.4: Electric Simulation of gm/ID × VGS, VDS = 0.1 V, low Vth NMOS
transistors of XT018 taken at -40 ◦C (blue), 27 ◦C (black), and 175 ◦C (red), which
lies on the temperature range in which the process design kit is validated.

Figure 3.4 illustrates the gm/ID parameter obtained from electric simulation
using XT018 process design kit for a 10 × 0.22µm2 low Vth NMOS transistor for
three different temperatures, one may notice the absence of ZTC bias. From a
design point of view, it is helpful to analyze the bias dependency of the given
parameter, through (3.3). There the only term that is not bias dependent is φT .
In order to consider a temperature-aware bias selection using gm/ID, one may
define the temperature normalized gate transconductance ratio (Gg) as:

Gg = φT · gm
ID

. (3.4)
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The sensitivity is defined in [67] as the normalized variation S
y(x)
x =

∆y
y

∆x
x

≈
x
y(x)

· dy(x)
dx

. The temperature normalized gate transconductance Gg is a function of
η, qIS and qID, and can be expressed as:

S
Gg
T = −

[
SηT + (qis · Sqis + qid · Sqid) ·

Gg · η
2

]
. (3.5)

As reported in [8], the weak inversion slope factor η is sufficient to represent the
gm/ID characteristics even in quasi-ballistic transistors; therefore, one may define
η by neglecting the inversion charge as:

η =

(
∂ψsa
∂VGB

)−1

= 1 +
γ

2 ·
√
ψsa

, (3.6)

ψsa =

(
−γ
2
+

√
γ2

4
+ VGB − VFB (T )

)2

, (3.7)

by definition, the η sensitivity can be calculated as:

SηT =
T

2

∂VFB/∂T

ψ2
sa

(
2 ·

√
ψsa + γ

) , (3.8)

the flat-band voltage temperature behavior depends on the materials used for the
transistor gate contact and bulk. In the node sizes addressed in this thesis, the
gate contacts are highly doped poly-Silicon over a SOI substrate. The poly-Silicon
is considered doped enough, so its Fermi level is pinned to the conduction band.
By considering a low enough doping on the substrate and Boltzmann statistics,
one may write:

∂VFB
∂T

=
1

T

(
EG (T = 0)

2 · q
− φF

)
. (3.9)

For Silicon, the extrapolated bandgap at 0 K (EG (T = 0) /q) is 1.12 eV. For
normal doping levels, the Fermi level is not very apart from the middle gap
(EG (T = 0) /2 · q) making the flat-band voltage (VFB) temperature derivative very
low and, by consequence SηT negligible.

Some approximations were made for the development of the η sensitivity. Fig-
ure 3.5 evaluates the relative error of those approximations when calculating the
Fermi Level. The gray area’s top represents the limit where Boltzmann statis-
tics and incomplete dopant ionization give a relative error smaller than 1%. The
bottom border of the gray area is caused by neglecting minority carriers on the
Fermi level calculation. Since the usual doping of Silicon starts to rise with scaling,
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some factors to account for Fermi-Dirac statistics and incomplete ionization may
be added for smaller technologies.

The normalized inversion charges (qis, qid) sensitivity can be obtained from the
so-called universal MOSFET characteristics of the UICM model

Vp − VS(D)

φT
= qis(d) − 1 + ln

(
qis(d)

)
, (3.10)

by taking the temperature sensitivity of both sides of (3.10) one may find

S
qis(d)
T = −

Vp ·
(
S
Vp
T − 1

)
+ VS(D) ·

(
S
VS(D)

T − 1
)

φT ·
(
qis(d) + 1

) . (3.11)

It is essential to point out that unlike the ZTC bias pointed out in Sec. 3.1.1,
the bias voltages are considered temperature-dependent. The importance of con-
sidering the temperature dependency of the bias voltages is that even though
on the test benches often used for to extract the ZTC points, the bias point is
constant, in a more complex circuitry, transistor nodes not connected to voltage
sources can suffer from bias drift with temperature. For an extended temperature
range, the use of Silicon over Insulator (SOI) is essential to minimize bulk leakage
currents. Considering a MOSFET with source and bulk connected VS = 0 and
that in moderate inversion ( 1 < qis(d) < 100) qis ≈ qid = q̄ one may find

S
Gg
T =

q̄ ·
(
Vp

(
S
Vp
T − 1

))
φT (1 + q̄)2

. (3.12)

Since qid, qis, Gg, η, and φT are always greater than 0, one may find that the
ZTC condition is Vp

(
S
Vp
T − 1

)
= Vx, by taking the usual approximation of Vp ≈

(VGB−Vth)/η and the threshold voltage temperature dependency from (2.37). One
may find that the nil condition of (3.12) being

Vp|SGgT =0
=
αth · T
η

(3.13)

At the vicinity of the ZTC point, Vp ≈ 0; qis ≈ qid ≈ 1 [7] the sensitivity can be
approximated as:

S
Gg
T ≈

(
T · αth
Vp · η

− 1

)
Vp

4 · φT
, (3.14)

by replacing (3.13) in (3.10) ones may find that q̄ is independent of VD and equal
to a temperature invariant constant (ν):



62 CHAPTER 3. A TEMPERATURE-AWARE DESIGN METHODOLOGY

Gg|ZTC =
1

2 · η · ν
(3.15)

Since for modern node sizes, αth tends to get smaller due to the channel doping
increase [52], as illustrated on Fig. 3.6, and η lies between 1 and 3, the right-hand
side of (3.13), is very close to zero and a weak temperature function.
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Figure 3.6: αth calculated at 300 K considering Dennard’s scalling rule for different
transistor sizes.

Figure 3.7 shows the sensitivity of the Gg parameter for a 10× 10µm2 low Vth
transistor obtained from BSIM simulations using the factory validated PDK from
-40 ◦C to 175 ◦C. It is important to point out that in our simulations, the same
ZTC point was found in small length transistors, which is expected since gm/ID is
known to have little channel length dependency [8].
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Figure 3.7: The Gg for a Low VT NMOS transistor 10 µm × 10 µm on different
temperatures on the valid simulation range.
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To extend the temperature range, factory measurements were made and are
here presented on Fig.3.8. The same ZTC bias point can be seen in measurement
data obtained from the same transistor up to 200 ◦C. Figure 3.8 shows the Gg

parameter extracted from measurement data at 27, 75 , 125, 175, 200 ◦C of a long
and a short channel Low Vth NMOS transistor with the estimated VGSZTC . The
gate transconductance was obtained using Euler’s method. Threshold voltage was
obtained at the different temperatures by the linear extrapolated method with the
correction proposed in [68] following the threshold definition. The extracted Vth at
different temperatures was later fitted using least squares to obtain αth and Vth0
estimation. The η parameter was obtained from the linear interpolation of the log
current in weak inversion.

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

VGS[V ]

G
g
[V
.S
/A

]

T=27◦C
T=75 ◦C
T=125 ◦C
T=175 ◦C
T=200 ◦C

(a)

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

VGS[V ]

G
g
[V
.S
/A

]

T =27 ◦C
T =75 ◦C
T =125 ◦C
T =175 ◦C
T = 200 ◦C

(b)

Figure 3.8: The Gg parameter extracted from measurement data from a Low VT
NMOS transistor at 27, 75, 125, 175, 200◦C (from blue to red) with dimensions
(a) 10× 10 µm2 and (b) 10× 0.18 µm2 with Vs = 0 and VD = 0.1 V .

3.2.2 Parasitic Source/Drain Diodes
On the MOSFET structure two parasitic diodes are present at the source to gate
and drain to gate NP junctions. At high temperatures, the reverse-biased parasitic
diodes at the S/D nodes could drain a large current (in the order of magnitudes
of a few nA) to the Bulk as shown in Fig. 3.9.

Figure 3.9 shows the IB to VDS relation from a measured silicon over oxide
(SOI) NMOS with W/L = 220 nm/180 nm. The usage of a SOI technology
already limits this current by dramatically decreasing the conductance at the leak
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Figure 3.9: NMOS low VT transistor bulk current at VGS = 0.5 V.

current path while limiting Joule heating evacuation when compared with bulk
technology.

In low power applications those currents may have an impact on the total
drain to source current. To investigate the source/drain diodes effects on the
gm/ID characteristics considering a simple model of the diode current dependent
only on the VDB voltage [56], the drain to source current and, by consequence the,
gm/ID can be written as:

ID = IDS (VGB,VDB, VSB)− IB (VDB) , (3.16)

gm
ID

=
∂ ln (ID)

∂VGB
=

gm
IDS − IB

. (3.17)

One may use (3.17) to calculate the relative error on the gm/ID characteristics
as:

R =
∆gm/ID
gm/IDS

=
1

IDS
IBD

− 1
≈ IB
IDS

(3.18)

that for big values of IB
IDS

, R can be approximated to IB/IDS. To evaluate the
consequences on the Gg temperature sensitivity one may write:

gm/ID =
gm/ID0

1 +R
, (3.19)
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where gm/ID0 is the gm/ID parameter without the diodes leakage current. By
taking the sensitivity operator on both sides one may find

S
gm/ID
T = S

gm/ID0
T −

(
SRT
R + 1

)
. (3.20)

By taking the Gg definition and considering the an exponential temperature
relation on the diode current [69] with a temperature coefficient βDB one may get:

S
Gg
T = S

Gg0
T −

(
βDB
T

− SIDST

)
R

R + 1
= S

Gg0
T +∆S, (3.21)

where Gg0 is the Gg parameter without considering the leakage current. It can be
seen on the right column of Fig. 3.9 the leakage current under moderate inversion
in a small ratio transistor (220× 180 nm2) presents in this technology the worst
case scenario of R = 0.1% . Consequently ∆S is also small making SGgT ≈ S

Gg0
T .

In weak and moderate inversion the Gd and Gg presents a linear relation, since the
sensitivity operator is invariant to scaling, it is expected that the leakage current
have also little effect on the ZTC point.

3.2.3 Self Gain
Another critical parameter on the gm/ID methodology is the self-gain (gm/gDS).
This parameter’s modeling needs to be handled with little more attention since the
self-gain is very sensitive to short channel effects compared to the gm/ID param-
eter. According to [70], the significant short channel effects controlling the drain
to source transconductance are velocity saturation, drain induced barrier lowering
(DIBL), and channel length modulation (CLM). Those effects will be first eval-
uated, and then a gm/gDS expression will be presented for temperature behavior
evaluation.

Drain Induced Barrier Lowering

The DIBL is a 2D effect that includes the variation of carriers barrier on the source
to drain axis caused by the VD variation. In a long channel MOSFET, the threshold
voltage can be extrapolated from the classical MOS capacitor 1D analysis, since
most of the channel has similar behavior. However, this approximation does not
hold in short channels since the transverse field and drain/source junctions can no
longer be neglected. In the short channel case, the VD increase causes a reduction
of the PN barrier between source and gate, usually modeled as a linear relationship
between the threshold voltage and VD[52].

Vth (VDS) = Vth (0)− σ · VD. (3.22)
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Since the definition of DIBL naturally depends on the transistor length, many
works have proposed different σ (L) relations. However, most experiments show a
power relation with L [52]. One may express this relation in general as:

σ (L) =
(σ0 + σ1 · VSB)

πtoxLm
. (3.23)
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Figure 3.10: Estimated DIBL from measurement data for a Low VT NMOS tran-
sistor with L = 0.18µm (squares), L = 10µm (circles), and the fitted data (solid
lines).

Figure 3.10 shows the DIBL effect from measurement data. Vth was extracted
using the method explained in [71]. Even though the work [72] points out a linear
increase of σ with temperature, as illustrated in Fig. 3.11, the 99.7% confidence
bars of the extracted σ value exceeds the presented temperature variation, and
therefore was considered negligible. Since the available measurement data only
contains two different channel lengths, the σ parameter was extracted from Spectre
simulations from the foundry PDK. Even though BSIM 4v6 (suitable for the node
size) models σ (L) having an exponential relation, [52] points out that the model
shown in (3.23) fits better with experimental results. For this reason the latest
BSIM version uses (3.23) model [6]. Figure 3.12 shows the comparison of both
models presenting overall similar behavior.
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lines).
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Velocity Saturation

With the decrease of channel length, the electric fields hugely increase, giving
carriers more energy and increasing the probability of scattering events [45]. This
increase of scattering events, limits the maximum electric field on the channel
to a value Esat. This saturation makes the transition between the linear and
saturated regimes occurs earlier than the classical limit VDsat = VGS −Vth. In [70],
the VDsat is considered constant (≈ L · Esat) because the channel length is smaller
than 200 nm, which is not the case for all transistors on the working technology.
Jepers et al [73] define VDsat as 2/gm that, in contrast to [70] is highly dependent
of VGS, a proposition considering both effects in VDsat is given in [74] as:

VDsat = 2/gm‖L · Esat. (3.24)

To validate (3.24), VDsat was extracted using [75], the Esat value was calculated
from the measured gm/ID for L = 10µm and then reused for L = 0.18 µm. The
obtained VDsat can be shown in Fig. 3.13. The obtained Esat = 1.396 · 104 V/cm
value is in accordance with literature values.
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Figure 3.13: VDsat Extraction, in (a) the extracted VDsat is highlighted with circles
at different VGS, (b) shows the extracted model based on (3.24) for L = 10µm
(circles) and L = 0.18µm.
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Channel Length Modulation

When the drain to source voltage exceeds VDsat , the pinch-off region starts to grow
towards the source, making the effective channel length smaller with the increase
of VDS. In [70] the CLM effect is modeled as:

FCLM (VDS) =

(
1 +

VDS − VDsat
V0

) 1
α

, (3.25)

the α coefficient is a length-dependent coefficient responsible for the CLM strength
and V0 a constant model parameter. It is important to point out that, even
though no temperature studies were made concerning the α and V0 parameters,
they showed no temperature dependency on our experiments. Figure 3.14 shows
the results from the extraction of CLM parameters using [70] for different channel
lengths and temperatures, α and V0 were kept constant trough different tempera-
tures while Esat modelled with a surface roughness scattering predominant model
[52]. The obtained values where V0 = 0.433 V and the α parameter modelled in
[76] as

α = α0 + α1 · L+ α2 · L2. (3.26)
It is important to point out that the temperature variation observed in Fig.

3.14(a) is due to Esat variation following the dependency of the limiting scattering
effect. Contrary to mobility temperature dependency, the scattering mechanism
is known and unique (surface roughness scattering on Silicon). Since only one
scattering mechanism is responsible for the field saturation, the exponential tem-
perature behavior can be taken with no approximation. Figure 3.14(b) validates
(3.26) by showing the extracted value of α and the polynomial relation with the
channel length.
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Figure 3.15: gds/ID × Gg plot obtained from BSIM model for different L and
VDS = 0.6V.

The gm/gds Model

The latest subsections explained the principal effects that affect the self-gain, with
those effects modeled and extracted based on [73] definition, one may write gm/gds
as a function of the temperature normalized gate transconductance ration Gg:

gm
gds

=
gm
ID

·
(
gds
ID

)−1

(3.27)

gds
ID

= σ · Gg

φT
. + 1

α ·
(
V0 + VDS −

(
2φT
Gg · ‖L · Esat

)) . (3.28)

Figure 3.15 shows the gds/ID × Gg plot for one transistor with two different
channel lengths. The decreasing part of the curve is dominated by CLM, repre-
sented by the second term in (3.28). The increasing portion is the DIBL dominated
gds/Id (Gg) relation. Figure 3.16 shows the temperature variation of the gds/ID pa-
rameter using 4·Lmin, a very common rule of thumb length sizing for analog design,
VDS = 0.6V at different temperatures -40 ◦C, 27 ◦C and 175 ◦C. Even though
the different curves cross in an area close to Gg = 0.1 the difference on the bias
of those crossing points are very different and therefore unusable for large tem-
perature variations. For low-power devices, weak and moderate inversion bias is
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Figure 3.16: gds/ID × Gg plot obtained from BSIM model for different L and
VDS = 0.6V.

preferable, the transistor’s bias point will rather lie on the DIBL dominated region.
As in the gm/ID characteristics, a factor 1/φt is present on this region. Thus, one
may define a temperature normalized quantity (Gd) for the gds/ID similarly to
what was done for gm/ID as

Gd =
gds
ID
φT . (3.29)

Since most of the analog expressions for circuits are written in terms of gm/ID
and gm/gds, it is essential to highlight the expression of the latter as a function of
the temperature normalized gm/ID parameters. Figure 3.17 shows the relation of
both temperature normalized parameters for different channel lengths.

gm
gds

=

gm
ID
gds
ID

=
Gg

Gd

. (3.30)

Figure 3.17 shows the two proposed temperature normalized gm/ID parameters
(Gg, Gd) for two different channel lengths, extracted using (3.28) and the previous
extracted values. At first glance, it is noticeable that a ZTC point occurs in the
DIBL dominated portion of Gd in small channel sizes. This ZTC point indicates
that contrary to the usual analog design rule of thumbs of using a L bigger than
Lmin in order to minimize second-order effects when considering a temperature-
aware design, a smaller L can be preferable
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Figure 3.17: Proposed temperature normalized parameters extracted from for (a)
L = 10 µm and (b) L = 0.18 µm for temperatures -40, 27 and 175 ◦C (from blue
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Temperature Analysis

In order to evaluate the Gd temperature sensitivity, one may write (3.28) as a
function of Gg, for this matter, Gd will be divided into two parts, responsible for
DIBL and CLM effects:{

GDIBL
d = σ ·Gg

GCLM
d = φT (Gg LEsat+2φT )

α (V0+VDS )(Gg LEsat+2φT )−2φT LEsat

(3.31)

By separating Gd on those factors, the total sensitivity can be written as:

SGdT =
GDIBL
d · SG

DIBL
d

T +GCLM
d · SG

CLM
d

T

Gd

, (3.32)

Furthermore, ZTC bias occurs in the DIBL dominated part of Gd, i.e. GCLM
d close

to φT/α (V0 + VDS). The sensitivity of GDIBL
d is approximately the same as Gg

due to the weak temperature dependency of the multiplicative factor. One may
suppose that the ZTC points occur when:

σ ·Gg · SGgT = − φT
α (V0 + VDS)

, (3.33)

using the approximations developed for the ZTC vicinity of Gg(
Vp|SGgT =0

− Vp

)
= − 8ηφ2

T

α · (V0 + VDS )σ
. (3.34)

Figure 3.17(b) shows the Gd sensitivity, as described by (3.34). The linear
relation with Gg makes the overall shape pretty similar. However, minimum point
position is now dependent on VDS, L, and Vp in opposition to the SGgT that mainly
depended on Vp. It is important to point out that (3.34) implies that there is
a maximum channel length that the ZTC occurs. This relation depends on the
dependency of σ and α to L better developed as:

φ2
T · C1 · Lm = −C2 ·∆Vp · α (L) (V0 + VDS) , (3.35)

where C1 = 8 · η · π · tox, C2 = σ0 + σ1 · VSB, and ∆Vp the left-hand side of (3.34).
Since Lm is a monotonic function and α a quadratic polynomial, if (3.34) occurs,
then it must cross twice defining a region where the ZTC condition is fulfilled.

Figure 3.18 shows the pinch-off voltage at GdZTC obtained from BSIM 4v6
simulations. The lines lie inside the limit defined in (3.35). The short channel
ZTC point comes in contrast with usual analog design practices that maximize L to
increase linearity performance, with the trade-off of decreasing speed performance.
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Figure 3.18: Extracted pinch-off voltage at GdZTC for different VDS and channel
lengths.

Another way of seeing this deduction is given that when L gets bigger, the
DIBL effect gets smaller and CLM dominates on (3.31); SGdT approaches to SG

CLM
d

T ,
which has no ZTC bias point. Both sensitivities for long and small channels are
illustrated in Fig. 3.19.

3.3 Temperature Analysis of MOSFET Capaci-
tances

When considering the frequency behavior of an analog circuit, the intrinsic transis-
tor capacitances also need to be handled. Those capacitive coefficients are usually
represented as three different capacitors connected between a three-terminal MOS-
FET (Cgd, Cgs, Cds) [52] as shown on Fig. 3.20.

Figure 3.20 shows the calculated capacitances using the UICM model for a tran-
sistor with NB = 5 · 1017 cm−3, tox = 4 nm, Poly gate at 300 K for a VDS = 0.1V .
The Cgd and Cgs represent the capacitance at the created depleted region between
drain/source and the bulk, and the Cds capacitor is the equivalent capacitance
between drain and source being able to achieve negative values due to the positive
feedback created by the transistor transconductance.
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Figure 3.19: Extracted sensitivities for long channel (L = 10µm) (a) and short
channel (L = 0.18 µm) (b) at -40◦C (Blue); 27◦C (Black); 175◦C (Red).

The UICM model defines the different MOSFET capacitances as [77]:

Cgb =
η − 1

η
(CoxWL− Cgs − Cgd) , (3.36)

Cgs =
2

3
WLCox

1 + 2α

(1 + α)2
qIS

qIS + 1
, (3.37)

Cgd =
2

3
WLCox

α2 + 2α

(1 + α)2
qID

qID + 1
, (3.38)

Cds = − 4

15
nCoxWL

1 + 3α + α2

(1 + α)3
qis

1 + qis
, (3.39)

Cgg = Cgs + Cgd + Cgb, (3.40)

α =
qID + 1

qIS + 1
. (3.41)

The Cab is the capacitance between a and b terminals (source, drain, gate); α
an indicator of the linearity degree of the profile of the inversion charge along
the channel; and Cgg the total gate capacitance related to the MOS structure
capacitance.
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ical calculations of them using the UICM model.

3.3.1 Varicap Temperature Analysis
One of the uses of the MOSFET capacitors is the Varicap, by connecting the
drain, source and bulk at the same potential one can obtain a voltage controlled
capacitance of value Cgg.

Figure 3.21 shows measurement data of a 100µm× 100µm NMOS varicap ca-
pacitance at 27◦C, 75 ◦C, 125 ◦C and 200 ◦C. As discussed for the MOS structure
the capacitance has two distinct ZTC points in accumulation and moderate in-
version. In most applications, transistors are biased in depletion and inversion
regimes, since at those biasing condition the channel conductance decrease allow-
ing the drain to source current. For this reason, most design-by-hand models
usually consecrate more attention to those regimes to the detriment of the accu-
mulation region [77]. For these reasons, hand analysis models can present less
accurate results in accumulation. However, for RF application varicaps must be
biased in accumulation since in this region the channel charge does not depend
on recombination of carriers and therefore the capacitance does not suffer from
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Figure 3.21: Measurement Data of a 100µm× 100µm NMOS varicap capacitance
at 27◦C, 75 ◦C, 125 ◦C and 200 ◦C.

non-quasi-static effects.

Depletion and Inversion Analysis

Since at a varicap drain and source are connected qis = qid = q0 by analyzing
(3.40) and using the same hypothesis as [9] for the sub-threshold slope η and the
validity of Boltzmann distribution at the working conditions, one may find that
the temperature sensitivity of Cvar as:

SCvarT = −q0
Vp ·

(
S
Vp
T − 1

)
φT · (q0 + 1)2

(3.42)

where Vp can be approximated by (VGB − Vth)/η. The presented analysis shows
a similar temperature behavior between SCvarT and S

Gg
T (temperature normalized

gm/ID parameter) [9], presenting a ZTC point at (3.43). Figure 3.22 illustrates
this similarity by presenting SCV arT in Fig. 3.22(a) and S

Gg
T in Fig. 3.22(b) for

two dies of the same PMOS standard Vth transistor at temperatures from 27 ◦C
to 200 ◦C. Both results are obtained from measurement data. Voltage derivatives
are obtained by Euler differentiation and temperature gradients from a third order
polynomial fitting.

Vp|SGgT =0
=
αth · T
η

(3.43)

Since at negative VGB drain current present a negative temperature coefficient,
for lower temperatures, the current magnitude is comparable to the equipment
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Figure 3.22: Extracted sensitivity from measurement data for Cvar (a) and Gg (b).

noise floor and it was excluded from the plot in Fig 3.22(b). A standard Vth tran-
sistor is used since, for high-frequency oscillator, the varicap must be biased in
accumulation to avoid capacitance-frequency modulation due to quasi-non-static
effects. Figure 3.22 reinforces the discussed relation proposed parameter Gg and
the total gate capacitance Cgg showing the same overall behavior for both param-
eters at VGS > 0. The presented analysis can be extended for other transistor
sizes, at least for a first-order model, since the sensitivity operator is unchanged
over scaling, and transistor capacitances are known to scale linearly with gate
area. This property makes the sensibility a suitable tool for evaluating transistor
capacitance’s temperature performance degradation due to scaling.

Accumulation Mode Analysis

Figure 3.22(a) highlights a second ZTC point that happens close to the accu-
mulation region (VGS < VFB), in this region the pinch-off voltage approximation
Vp ≈ (VGS − Vth)/η does not hold anymore. In order to further investigate this
ZTC point, one may take the deep-accumulation approximation given by:

Qb ≈ −Coxγφte
ψs
2φt , (3.44)

Cb =
∂Qb

∂ψs
= −Qb

2
, (3.45)

where Qb is the bulk charge; Cb the bulk capacitance; Cox the oxide capacitance;
φt the thermal voltage; γ the bulk-effect parameter; and ψs the surface potential.
By using this approximation, one may calculate the surface potential in relation
to the VGB0 = VGB − VFB as:
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ψs = 2φtW0

(
γ

2
e
VGB0
2φt

)
+ VGB0 , (3.46)

where W0 is the principal branch from the Lambert-W function. The total capac-
itance CV ar is given by the series association between Cb and Cox. A sufficient
condition for the ZTC point at deep-accumulation can be obtained by

∂Cb
∂T

= 0. (3.47)

Using the surface potential model and considering a linear flat-band voltage
temperature dependency with a temperature coefficient αfb one may find the ZTC
condition for Cvar in accumulation as:

VGB = αfbT + Vfb − (2 ln(γ) + 1)φt, (3.48)

αfb =
1

T

(
EG (T = 0)

2 · q
− φF

)
. (3.49)

For Silicon, the extrapolated bandgap at absolute zero (EG (T = 0 K) /q) is
1.12 eV, for usual doping levels, the bulk Fermi level φF is not very apart from the
middle gap (EG (T = 0 K) /2 · q) making the flat-band voltage (VFB) temperature
derivative very low and therefore the accumulation ZTC point very close to VFB
and mostly dependent of the substrate doping.

3.3.2 Cgs Temperature analysis
As highlighted in Fig. 3.20 in usual bias conditions (depletion and inversion) the
MOSFET largest capacitance is the Cgs. This capacitor have an important influ-
ence at the transistor speed and its temperature sensitivity needs to be calculated.
By taking the temperature sensitivity from Cgs [see details in (3.37)] one may find:

S
Cgs
T =2αSαT

(
1

1 + 2α
+

1

1 + α

)
+ (3.50)

SqIST

(
1− qIS

qIS + 1

)

SαT =
qIDS

qID
T

qID + 1
− qISS

qIS
T

qIS + 1
(3.51)

The α parameter can be interpreted as the linearity degree from the inversion
charge density along the channel whereas it varies from α u 1 in weak inversion
and α → 0 in strong inversion. This asymptotic behavior of α entails a more
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important impact of the overall temperature sensitivity in weak and moderate
inversion. Figure 3.23(a) and 3.23(b) show the SαT for VD = 1V and VD = 0.6V , it
is noticeable that the ZTC point at VGB close to Vth indicating a moderate inversion
ZTC point. In moderate inversion the source and drain normalized charges have
almost the same value making α close to unity, and nulling (4.29). At this condition
of α ≈ 1 and qis ≈ qid, one may find that the ZTC condition is given by:

S
Cgs
T ≈

Vp ·
(
S
Vp
T − 1

)
φt (qis + 1)2

. (3.52)

The same behavior discussed on Sec. 3.3.1 for the total gate capacitance is
found for Cgs. The Cgs sensitivity is shown in Fig. 3.22(a), the presence of the
same ZTC points indicate a very close relationship between the Gg parameter and
the MOSFET capacitors, making it a good starting point to bias transistors in
which the capacitance interfere in the quantity of interest at this ZTC point.

3.4 Conclusion
In this chapter, a novel concept of temperature normalized gm/ID parameters was
proposed to allow a temperature-aware gm/ID. The proposed parameters (Gg, Gd)
can be used in a gm/ID framework on a design-by-experiments, analytical, or mixed
design flow. Besides, the MOSFET capacitances temperature behavior and ZTC
points where discussed. The temperature sensitivity of the capacitances, and the
moderate inversion ZTC point present close relation to the proposed temperature
normalized gm/ID. This results allows an analysis of temperature effects on circuit
parameters in an early design stage using the gm/ID methodology. This thesis
proposal was validated on simulation and measurement data for a 0.18 µm SOI
technology in a temperature range from -40 ◦C to 200 ◦C.
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Figure 3.23: Extracted sensitivity from UICM model for transistors presenting the
same physical parameters as low Vth transistor for (a) α at VD = 1 V, (b) α at VD
= 0.6 V and (c) Cgs at VD = 0.6 V.





Chapter 4

A Temperature-Aware
Methodology Applications: A
Study Case

In the last chapters, the proposal for achieving a temperature-aware design method-
ology was reviewed and developed. This chapter will explore some examples on
how the temperature normalized gm/ID parameters can be used to achieve low
temperature sensitivity circuits. The shown examples are common analog circuits
in most electronics designs and demonstrate how the temperature analysis can be
easily incorporated in a traditional gm/ID workflow. For each circuit presented,
a comparison with the traditional gm/ID approach is presented to highlight the
trade-offs of the proposed technique.

4.1 Bandgap Voltage Reference
The presented temperature normalized gm/ID technique on the last chapter, as
the traditional gm/ID methodology, allows the design of circuits meeting reliable
performance such as gain, distortion, noise, etc. However, to achieve such perfor-
mance a constant bias over temperature must be first achieved. When discussing
temperature-aware design, argubly the most known circuit that achieve a temper-
ature independent parameter is the Bandgap voltage reference.

As seen on Chap. 2, the semiconductor bandgap present a complementary to
absolute temperature behavior ( CTAT ). When biasing diode-connected bipolar
junction transistor (BJT) with an constant current source, the collector voltage
will present a temperature coefficient proportional to the material bandgap [78]

Similarlly to the CTAT voltage, an proportional to absolute temperature (PTAT)
can be obtained in a similar matter as presented on Fig. 4.1. The base of the

85
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Figure 4.1: Traditional CTAT Voltage Generation and the theoretical temperature
coefficient at different temperatures for βµ = −1.5.

bandgap voltage reference is to linearly combine a CTAT voltage with a PTAT
voltage such as the two temperature coefficients are compensated presenting an
output voltage equal to VBG = EG

q
+ (4 + βµ)φT [78].

In modern MOS technologies, even though Bi-CMOS technologies exists, the
BJT is usually replaced by a MOS transistor biassed in weak inversion, that present
similar electrical and thermal behavior. Besides, the “traditional” bandgap voltage
reference present a voltage that is thigh to values close to the bandgap energy
of the semiconductor. New topologies solves those problems and allow not only
a reference voltage insensitive to temperature but also power-supply variations
[79]. One alternative to generate the PTAT and CTAT voltages in modern MOS
technology is the self-cascode composite transistor (SCCT). Figures 4.2(a) and
4.2(b) illustrates respectively the NMOS and PMOS SCCT implementations.

The SCCT have many application in analog circuits, is as an equivalent resistor
of length (L1 · (m+ 1)) occupying less area than a transistor of this length. By
assuming that both transistors are in weak inversion and VDS > 3φt, the node Vo
can be expressed by:

Vo = ηφt ln
(
IDS1·m
IDS2

)
NMOS

Vo = VGS2 − ηφt ln
(
IDS2·m
IDS1

)
PMOS

(4.1)
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Figure 4.2: Self-Cascode Composite Transistor in NMOS (a) and PMOS (b) ver-
sions.

4.1.1 Temperature Analysis
In weak inversion, the drain to source current can be expressed as IDS = ηφtgm. By
replacing IDS in (4.1) and dividing the numerator and denominator by IDS/φt the
Vo can be expressed as a function of the temperature normalized gm/ID parameters
as: Vo = ηφt ln

(
Gg1 ·m
Gg2

)
NMOS

Vo = VGS2 − ηφt ln
(
Gg2 ·m
Gg1

)
PMOS

(4.2)

Once the substitution is done the temperature sensitivity of Vo can be obtained
as: 

SV0T = 1 +
(
S
Gg1
T − S

Gg2
T

)
Gg2
Gg1 ·m

NMOS

SVoT =
VGS2

[
1+

(
S
Gg2
T −S

Gg1
T

)
Gg1
Gg2 ·m+S

VGS2
T

]
−VGS2 ·S

VGS2
T

Vo
PMOS

(4.3)

By biasing the NMOS circuit in GgZTC the temperature sensitivity of Vo be-
comes 1 indicating a linear temperature behavior, by imposing SVoT = 1 at the
GgZTC vicinity on the PMOS circuit, one may find the condition in which Vo
presents a linear temperature behavior as:

Vp1 = Vp2 − φT
4mGg2

(
S
VGS2
T − 1

)
(Vo − Vgs2)

G1VGS2

≈ Vp2 (4.4)
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where Vp1 and Vp2 are the pinch-off voltages from transistors P1 and P2. Equation
(4.4) indicate that for maximum temperature linearity at the vicinity of GgZTC the
PMOS SCCT: Vo ≈ VD−VS

2
. For XT018 technology, the gm/ID value at 27 ◦C in

which GgZTC occurs is around gm/ID ≈ 6, by imposing the maximum linearity for
temperature dependency

(
SVoT = 1

)
on both CTAT and PTAT one get the following

results:
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Figure 4.3: PTAT and CTAT voltages when designed for maximum linearity.

Once the two voltages are generated one possibility to add the them is by
using a voltage to current converter as illustrated on Fig. 4.4. The operational
amplifier assure that voltage on the resistor R to be equal to Vref , and therefore
making the IDS on transistors M1 proportional to the reference voltages. Since
the current to voltage conversion factor is given by the resistance value a P+ non-
salicided poly silicon resistor, was chosen, presenting a temperature coefficient of
−0.04 [10−3/K].

Figure 4.5 shows the simulation results for the generated PTAT and CTAT
currents. The V-I converter MOSFET was sized to be in IDSZTC with an drain
current at 27 ◦C equal to the bias current of the CTAT and PTAT SCCT. Since
the resistors does not only present a slight non linear (spectre models allows for
quadratic temperature dependency) the linearity was slightly . In order to compare
the linearity both voltages and currents where fitted to a second-order polynomial,
the quadratic terms of the fitted polynomials are here presented on Tab. 4.1.
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Figure 4.5: PTAT and CTAT Currents after the voltage to current converters.

Table 4.1: Linearity Comparison Between Current and Voltage Generators.
PTAT CTAT

Voltage 0.055·10−3 K−1 0.778·10−3 K−1

Current 3.158·10−3 K−1 -0.200·10−3 K−1
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4.1.2 Results
Both currents can be added using simple current mirrors that are sized with W/L
ratio proportional to the inverse of the temperature coefficient. The result current
is than injected in the same low temperature coefficient resistor, the complete
circuit schematic is shown in Fig. 4.6.

Temperature-awareness is often estimated by the temperature coefficient (TC).
However, the usual definition considers 27 ◦C as a reference temperature. Since
the goal of the method is to allow a wide temperature working range, in contrast
to a circuit working on ambient temperature, another approach is taken in this
work. To this end, one may define a modified TC figure of merit as:

TCeqq (Av) =
max(Av)− min (Av)

Av (mean(T )) (Tmax − Tmin)
(4.5)

Using the metric in (4.5) , the output voltage present a 18.23 ppm/◦C TC from
-40 ◦C to 175 ◦C.
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Figure 4.6: Proposed bandgap circuit.

The obtained power supply rejection ratio is 28.91 dB as show in Fig. 4.8.
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Figure 4.8: Simulated Power Supply Rejection Ratio.

Bandgap performance is now tested over process variations. Figure 4.10 shows
the output voltage for the worst and typical transistor and resistor corners consid-
ering a 3σ variation.
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Figure 4.9: Output Voltage Dependency to power supply voltage.
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Figure 4.10: Corner Simulation over temperature for the output voltage, first
corner corresponds to the transistors corner and second to the resistors.

4.1.3 Conclusions

A simple bandgap voltage reference was designed and analyzed using the tempera-
ture normalized gm/ID parameters. The PTAT and CTAT circuit sides analytical
temperature behavior close to the GgZTC where developed and could be optimized
for maximum linearity. The developed circuit present an temperature coefficient
of 18.23 ppm/◦C at typical corner in a temperature range from -40 ◦C to 175 ◦C.
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4.2 Differential Amplifier
Often used in design methodology studies as a testing circuit, the PMOS differ-
ential pair OTA with active load [28][61] is illustrated in Fig. 4.11. The circuit is
composed of a PMOS differential pair with transistors M2A and M2B, an NMOS
active load, and a current mirror biasing circuit (transistors M3A and M2B). The
differential voltage gain is obtained by:

|Av| =
gm2

gds1 + gds2
(4.6)

4.2.1 Voltage Gain Temperature Analysis
By multiplying (4.6) numerator and denominator by φt the differential voltage gain
as a function of the temperature normalized gm/ID and its temperature sensitivity
can be obtained by:

|Av| =
Gg2

Gd1 +Gd2

, (4.7)

SAvT = S
Gg2
T − SGd1T ·Gd1 + SGd2T ·Gd2

Gd1 +Gd2

. (4.8)

I0

VDD VDD

Vinp Vinm

Vout

M3A M3B

M2A M2B

M1A M1B

Figure 4.11: PMOS differential pair with active load.

Imposing M2A,B and M1A,B to be at the vicinity of GgZTC developed in (3.15),
(4.8) simplifies to

SAvT =
1

4

(TVth2 αth − Vp2 )σ2 (−σ1 η2 + η1)

φT (σ2η1 + σ1η2)
. (4.9)
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To reach AvZTC , one must have either Vp2 = VpZTC (η2 − 1) = 0.08 V or make
σ1 =

η1
η2

= 1.0123. Since it is not possible in XT018 technology to have such a big
σ1 DIBL coefficient, M2A,B is biased at Vp = 0.08 V. In order to compensate the
(3.15) temperature dependency, the current-source temperature coefficient was
chosen such as the temperature coefficient of VDM2,A

being αth
η

. The transistors
biasing were chosen to be at IDSZTC point, and sizing was therefore calculated.

4.2.2 Amplifier Gain-Bandwidth Product
When considering a differential amplifier, another key parameter is the gain-
bandwidth product (GBW). For the circuit illustrated on Fig. 5.11 the GBW
is given by:

GBW =

[
gm
ID

]
2

· ID2

2πCL
(4.10)

where CL is the capacitance seen at the output node where taken with a value of
100 fF and zero temperature coefficient. The capacitance choice is made based
on an average transistor input capacitance from the technology.

Since to minimize the temperature effects on the amplifier open-loop gain tran-
sistors M2A and M2B are biased at the vicinity of GgZTC the temperature sensitivity
of (gm/ID)2 can be obtained by considering the Gg definition

gm
ID

=
Gg

φT
(4.11)

By calculating the temperature sensitivity of (4.11) leads to

S
gm
ID
T = S

Gg
T − 1 (4.12)

That at Gg ZTC, becomes S
gm
ID
T = −1. Using the sensitivity operator property

f (x) = A · xk → Sf(x)x = k, (4.13)

The gm/ID temperature behaviour at GgZTC is

gm
ID

(T )

∣∣∣∣
GgZTC

=
A

T
(4.14)

Since the circuit is symmetric the ID2 = Ibias/2. Therefore the GBW temper-
ature behavior can be estimated by

GBW (T ) =
(gm/ID)2|T0 · T0

T
· Ibias (T0) + TC (T − T0)

4πCL
(4.15)
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Figure 4.12 illustrates the simulated GBW temperature behavior given by
(4.15), notice that the presented results follow a 1/T behavior as predicted by
(4.15).
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Figure 4.12: GBW from the proposed amplifier, as estimated by (4.15) and simu-
lated at spectre(To Do) from -45 ◦C to 175 ◦C

Since the bias current temperature coefficient is very small compared with the
gm/ID temperature variation, by taking T0 = 0.5 (Tmax + Tmin) the temperature
coefficient of GBW can be estimated by:

TCGBW =
(gm/ID)2|T0 · Ibias (T0)

4πCL
· T 2

max − T 2
min

2 · Tmax · Tmin
= 3321 ppm/◦C (4.16)

4.2.3 Comparison to Strong Inversion Solution
The obtained voltage gain is illustrated in Fig. 4.13 at the typical corner and
the worst corner boundary defined by WZ and WO corners. It is essential to
point out that the temperature coefficient of the bias current is negative, the
temperature-aware solution does not come with a power consumption (9.2 µW at
27 ◦C) increase. This is an essential feature for novel, temperature-aware, low-
power IoT circuits.

To compare the novel technique with the strong inversion, "traditional", one
may take the methodology given in [73] for the same topology. All transistors’
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Figure 4.13: Gain variation over temperature in different corners of the amplifier
design with the novel methodology.

lengths were made 3 · Lmin for linearity improvement. The gm/ID of the active
load, the differential pair, and the current mirrors were chosen to be 4 to decrease
gds/ID, and therefore increase gain, while keeping VDsat small enough for M1,2,3

being saturated. The electrical simulations result from the classically designed
circuit can be seen in Fig. 4.14. Using (4.5) the obtained value of TCeqq of 2364.46
ppm/◦C for the strong inversion solution, compared with on typical corner for the
proposed circuit that has a TCeqq of 107.33 ppm/◦C the proposition roughly a 22
times smaller TCeqq .

4.2.4 Results
The different sizing and performance figures of the two designs are summarized
in Tab. 4.2 and also compared to [65] results. The temperature-awareness still
present even under process variations, Fig. 4.13 illustrates the gain variation over
temperature at the typical and the two worst TCeqq corners. Since the mean gain
depends on gmPMOS/gdsNMOS parameter, it is expected that the WZ and WO
corners present a higher variation on the mean gain. However, this variation on
the mean gain does not affect the small temperature sensitivity of Av over cor-
ner simulations, presenting 260 ppm/◦C and 82.42 ppm/◦C WZ and WO corners
respectively.
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Figure 4.14: Comparison with gain over temperature using typical strong inversion
and the proposed in TT corner.

Table 4.2: Circuit Dimensions and Parameters
Novel Technique SI [65] Micropower [65] High Gain [65] HF 3 µm [65] HF 2 µm

W/L|M1,A,B 1.8/0.18 1.5/0.54 30/3 300/6 600/3 400/2
W/L|M2,A,B 0.45/0.18 4.5/0.54 33/3 150/6 300/3 60/2
W/L|M3,A,B 0.36/0.18 4.5/0.54 - - - -
Bias TC -19.5 0 0 0 0 0
[nA/◦C]
Pss [W] 9.2 µ 240 µ 3.6 µ 100 µ 29 m 12 m
Gain TC 107.33 2159 2917 3151 4069 4674
[ppm/◦C]

Ft TC 3321 - 3719 3719 2132 2686.32
[ppm/◦C]
VDD [V ] 1.8 1.8 1.2 2.0 4 4

4.2.5 Temperature Sensitivity in Closed-Loop Operation
Differential pairs with active load, and its variations, are usually used as a the core
component for the design of operational amplifiers or operational transconductance
amplifiers. They are often used in closed loop systems that are inherently less sen-
sible to parameters variations, with the expanse of increased power consumption.
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This sensitivity reduction can be shown by taking a classical closed-loop transfer
function and calculating the closed-loop transfer function sensitivity ( H(s) ), one
may find:

H(s, T ) =
A(s, T )

1 + A(s, T ) ·B(s, T )
, (4.17)

S
H(s,T )
T = −

(
S
A(s,T )
T

A(s, T ) ·B(s, T ) + 1

)
, (4.18)

since the feedback is usually a capacitive or resistive network, with very little or nil
temperature dependency; their temperature dependency was neglected. Equation
(4.18) shows that closed-loop sensitivity is expected to be reduced by the sensitivity
transfer function

(
(A(s, T ) ·B(s, T ) + 1))−1 < 1

)
. Since the loop-gain ( B(s) ) is

chosen to fit the required closed-loop gain, one may find that in order to minimize
the temperature sensitivity a high-gain amplifier ( A(s) ) is needed. To achieve
high-gain amplifiers, techniques such as gain-boosting and multistage amplifiers are
mandatory. This design choice intrinsically increases power consumption, which
could be prohibitive in new low-power IoT devices.

In order to quantify this trade-off, one may take as an example a multistage
(N stages) design using as a basic cell the non-optimized amplifier presented in the
paper with a temperature sensitivity of 2364.46 ppm/ ◦C with a open loop gain of
16 V/V at 27 ◦C and a 240 µW power consumption illustrated in Fig.4.15. The
total gain for N-stages is thus estimated in (4.19). The multistage amplifier gain
sensitivity to temperature is then obtained according to (4.20).

−
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+G.VN
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Figure 4.15: Multiple Stage Amplifier Model.

A(s, T ) =
Vout(s, T )

Vin(s, T )
= G(s, T )N ·

(
Zin(s, T )

Zin(s, T ) + Zout(s, T )

)N
< 16N (4.19)

S
A(s,T )
T = N · SG(s,T )

T +N · S
Zin(s,T )

Zin(s,T )+Zout(s,T )

T > N · 2364.46ppm/◦C (4.20)



4.3. ACTIVE INDUCTANCE VCO 99

Assuming this multistage amplifier example, one may choose a closed-loop gain
of 10 V/V ,thus the closed-loop sensitivity is given by

S
H(s,T )
T =

N · 2364.46 +N ·
(
S

Zin(s,T )

Zin(s,T )+Zout(s,T )

T

)
1 + 16N

10

(4.21)

To obtain a sensitivity comparable to the typical corner, one may calculate that
the needed number of stages is 3 resulting in power consumption of roughly 750
µW . Besides, some applications such as analog front-ends [80] demand a open-loop
configuration and may deeply suffer from temperature effects.

4.2.6 Conclusion
An PMOS differential pair with active load was presented using the tempera-
ture normalized gm/ID parameters, having an equivalent temperature coefficient
of 107.3ppm/K for its gain performance having a 22 times improvement to the
traditional gm/ID methodology. The novel temperature stabilization methodology
is shown to hold even with process variability. This is the first demonstration of
a temperature-independent gain for an extended temperature range suitable for
smart vehicles to the best of our knowledge.

4.3 Active Inductance VCO
Oscillators are often classified into five main categories (RC, Ring, LC, Crystal,
and MEMS). In [81], a survey indicates that LC-based oscillators present an over-
all better performance for L-band applications. Lu et al. presented a very wide
tuning range LC-based oscillator with an active inductance and low noise perfor-
mance [10]. Figure 4.16 illustrates the VCO under analysis, composed by an active
inductor (Lactive), a MOS capacitor (Cvar), and a negative impedance (Gcomp).

The active inductance Lactive, controlled by Vctrl1, allows a very wide tuning
range. However, it can present a large temperature variation [82]. The tunable
MOS varicap Cvar is controlled by Vctrl2. The Gcomp works as a negative resistance
to nil the real part of the LC impedance and enforce oscillation. The LC tank
resonance frequency gives the oscillation frequency:

Fosc =
1

2 · π
√
Leq · Cvar

. (4.22)

To evaluate the oscillation frequency temperature sensitivity, one may use the
sensitivity operator defined in [9], so

SFoscT = S
Leq
T + SCvarT . (4.23)
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Figure 4.16: Active Inductor Based VCO.

It is clear from (4.23) that in order to have a zero temperature coefficient (ZTC)
oscillation frequency the relation between S

Leq
T and SCvarT must be:

SFoscT = 0 ⇐⇒ S
Leq
T = −SCvarT . (4.24)

To further investigate the total temperature sensitivity in this oscillator, one may
first study the different temperature behavior of Cvar and Lactive. For these matter
sub-section 3.3.1 and 4.3.1 details the temperature analysis of the varicap and the
active inductance respectively.

4.3.1 Active Inductance Temperature Analysis
Active inductances usually do not present an inductive behavior over all biasing,
frequency, and temperature. This, at first glance, may seem like a disadvantage
when compared to passive inductors. However, passive inductor integration tends
to occupy a large silicon area and does not present the reconfigurability, being a
major disadvantage for VCO’s. The differential active inductance presented on
Fig. 4.16 can be represented as a equivalent impedance of a parallel association of
a inductor (Leq) with a series resistor (Rs) and a conductance (Gp), where Leq,Rs

and Gp are given by:
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Leq =
2(Cgs1 + Cgs3)

gds5(2gm1 + gm3 − gds5)
(4.25)

Rs =
2(gds5 − gm1)

gds5(2gm1 + gm3 − gds5)
(4.26)

Gp =
gds5
2

(4.27)

As highlighted in (4.25), the equivalent inductance value is given by 1) transis-
tor capacitance’s (Cgs1 and Cgs3) and 2) transistor small-signal parameters. The
temperature behavior of small-signal parameters can be evaluated by the technique
proposed in this manuscript on Chap. 3. Besides, the temperature sensitivity of
the Cgs capacitor can be calculated as introduced on Subsec. 3.3.2. By taking the
temperature sensitivity from (3.37), one may find:

S
Cgs
T =2αSαT

(
1

1 + 2α
+

1

1 + α

)
+ (4.28)

SqIST

(
1− qIS

qIS + 1

)

SαT =
qIDS

qID
T

qID + 1
− qISS

qIS
T

qIS + 1
(4.29)

The α parameter can be interpreted as the linearity degree from the inversion
charge density along the channel whereas it varies from α u 1 in weak inversion
and α → 0 in strong inversion. This asymptotic behavior of α entails a more
important impact of the overall temperature sensitivity in weak and moderate
inversion. Fig. 3.23(a) and 3.23(b) show the SαT for VD = 1V and VD = 0.6V ; it is
noticeable that the ZTC point at VGB close to Vth indicating a moderate inversion
ZTC point. In moderate inversion, the source and drain normalized charges have
almost the same value close making α close to unity, and nulling (4.29). At this
condition of α ≈ 1 and qis ≈ qid, one may find that the ZTC condition is given by:

S
Cgs
T ≈

Vp ·
(
S
Vp
T − 1

)
φt (qis + 1)2

. (4.30)

The Cgs sensitivity is shown in Fig. 3.23(c). The presence of the same ZTC
points indicate a very close relationship between the Gg parameter and the MOS-
FET capacitors, making it a good starting point to bias transistors in which the
capacitance interfere in the quantity of interest (in this case, the equivalent induc-
tance) at this ZTC point.
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Biasing transistors M3 and M1 (gm/ID3 = 7.25, gm/ID1 = 7.15 at 27◦C) at Gg

ZTC, one may find that the equivalent inductance temperature sensitivity reduces
to:

Leq = (4.31)
(Cgs1 + Cgs3)/ID

2

(gds/ID)5(2(gm/ID)1 + r(gm/ID)3 − (gds/ID)5)
,

S
Leq
T (Gd5) =S

Ctot(Gg1,Gg3)
T −

(
S
Gd5
T + (4.32)

S
Gg1
T Gg1 − S

Gg5
T Gg5

Gg1 −Gg5

)
+ 2− 2SJdsT ,

where ID is the drain current of transistors M1 and M3; r the ratio between
ID5 and ID3 . Even though most low temperature sensitivity circuits rely on the
ZTC biasing of all its components, a VCO requires a bias changing for frequency
selection. For this matter, one may bias M1 and M3 on Gg ZTC making (5.25)

S
Leq
T (Gd5) = −

(
S
Gd5
T − S

Gg5
T Gg5

GgZTC −Gg5

)
+ 2− 2SJdsT . (4.33)

Since at GgZTC , SqisT ≈ 0, SqidT ≈ 0 the JDS temperature sensitivity can be
expressed as:

JDS = n
φ2
T

2 · L
Coxµ

[
(qis − 1)2 − (qid − 1)2

]
, (4.34)

SJDST = 2 + SµT . (4.35)

Considering µ with an exponential temperature dependency µ (T ) = µ0 ·(
T
T0

)−βµ
, SµT = −βµ, therefore

S
Leq
T (Gd5) = −

(
S
Gd5
T − S

Gg5
T Gg5

GgZTC −Gg5

)
+ 2βµ − 2. (4.36)

Considering Gd5 at the proximity of ZTC, where SGd5T ≈ 0, SGd5T ≈ 0, (4.36)
becomes constant and equal to 2βµ− 2. At the vicinity of Gg5ZTC transistor M5 is
biased at moderate inversion, therefore CLM effects are negligible and the relation
between Gg5 and Gd5 is linear. By considering equations (4.14) and (4.15) that
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gives the approximate Gg and S
Gg
T values at the ZTC proximity (4.36) can be

approximated by

S
Leq
T (Gd5) ≈ −

((
T · αth
Vp5 · η

− 1

)
Vp5

4 · φT

(
σ − σ2

(1− σ)

))
+ 2βµ − 2, (4.37)

≈ σ (1− 2σ)

4φT (1− σ)
Vp −

qασ (1− 2σ)

4ηkB (1− σ)
+ 2βµ − 2 +O

(
V 6
p

)
. (4.38)

Equation (4.38) shows an linear relation between SLeqT (Gd5) and Vp that in this
technology present a small linear coefficient. Therefore, for some range of Vctrl1
the equivalent inductance temperature sensibility can be considered as almost
constant.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−6

−4

−2

0

2

Vctrl1 [V]

S
L
e
q

T

Figure 4.17: Active Inductance equivalent inductance range (gray) and mean(solid)
at different control voltages and temperature from -40 ◦C to 200 ◦C.

Figure 4.17 illustrates the equivalent inductance sensitivity range from tem-
peratures ranging from -40 ◦C to 175 ◦C. This figure shows a ZTC point of the
average temperature sensitivity at Vctrl1 ≥ 0.7 V. However by biasing M5 in ZTC,
the VCO loses its frequency control characteristics. Figure 4.17 shows also an al-
most constant temperature sensitivity around 1.3 in the region from Vctrl1 between
0.3 and 0.6 V. This constant temperature sensitivity can be compensated by the
Cvar temperature sensitivity using (4.24) to achieve a frequency ZTC point and
still allow for VCO control.
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4.4 Results
To achieve Fosc ZTC while maintaining tuning range, the active inductance was
biased with Gg ZTC for transistors M1 and M3, and the MOS varicap was biased
with a Vctrl2 of 1.3 V, making the VBG equal 0.4 V when the source voltage is VDD/2
and temperature sensitivity is -1.3. The maximum real part of the equivalent
impedance seen from the parallel of Cvar and Lactive is shown on the Fig. 4.18,
post-layout simulation results achieving a maximum value of 600 Ω.
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Figure 4.18: PSL Real Part from active inductance impedance for Vctrl1 at the
tuning range and different temperatures.

The Gcomp network was designed to have a negative resistance bigger than 600
Ω (gm/ID7 = 5.95 at 27◦C) and the M10, M9 (W × L = 200µm × 300nm) sizes
were adjusted for L-Band range. Fig. 4.19 presents the oscillation frequency and
the temperature variation of the circuit. The presented frequencies are designed
for a 10% head-up in order to account for the latter parasitic capacitors on the
layout. The final circuit layout was generated by the tool IC Layout Render[83]
and is presented in Fig. 4.20 having an area of 163.5 x 190 µm2.

In order to compare the temperature-aware design with the proposition in
[10], Fig. 4.21 shows the temperature coefficient of the circuit from [10] called
"Traditional"(gm/ID1 = 9.9, gm/ID3 = 9.8, gm/ID7 = 7.8 at 27◦C) and the results
presented in this work.

The presented work shows an overall zero temperature coefficient, with a tem-
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Figure 4.19: PSL Oscillation frequency range (gray) and mean(solid) at different
control voltages and temperature from -40 ◦C to 175 ◦C.

perature coefficient reduction between 2.62 to 9.84 times better than the more
traditional design and a mean temperature coefficient of 237.8 ppm/◦C. For
impedance matching two common-source output buffers with 50 Ω drain P+ non-
salicided poly resistors presenting its 40 ppm/◦C resistance temperature coefficient,
see details in Fig. 4.20. Power supply planes were made to decrease line resistance
and increase bypass capacitance. All trace widths were constructed to minimize
electromigration effects. It is important to point out that the traditional circuit
does meet the oscillation condition for some Vctrl2 values at low-temperature and
low Vctrl1 or high-temperature and high Vctrl1.

To evaluate the process and mismatch variations and their consequences on the
circuit temperature behavior, a 41 points Monte-Carlo simulation was made for 9
Vctrl1 points and 11 temperature points, in a total of 4059 simulations. Since this
works goal is to acount for reliability all results will be presented on the worst-case
Monte Carlo points. The mean 3σ variation over temperature and the maximum
frequency temperature variation is shown in Fig. 4.22.

The Monte-Carlo results show a temperature variation smaller than the mean
3σ variation indicating that the temperature awareness is kept even with process
and mismatch variations. The final VCO present a worst case phase-noise of -60
dBc/Hz at a 100 kHz frequency offset, a worst case power consumption varying
from 70 mW to 54 mW and a negative temperature coefficient.The oscillator figure
of merit is given by:
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Figure 4.20: Temperature-Aware VCO Layout presenting an area of 163.5 x 190
µm2.
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work.



4.4. RESULTS 107

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7
0

0.5

1

1.5

2

Vctrl1 [V]

F
o
sc

[G
H

z]

3σ Process Mismatch
Temperature Range
¯Fosc

Figure 4.22: Monte Carlo Results for the oscillation Frequency of the proposed
VCO.
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FOM =

∣∣∣∣L(∆f) + 20 log

(
∆f

f0

)
+ 10 log

(
P

1mW

)∣∣∣∣ , (4.39)

where L(∆f) is the phase noise with a frequency offset of ∆f ; f0 is the oscillation
frequency; and P the power consumption. The circuit presents a mean FOM over
temperature and control voltage of 131 dB. Since the phase noise varies largely
with temperature the mean FOM over temperature present a worst case value
taken at 27 ◦C of 146 dB. The typical FOM values are compatible with the state
of art.

4.4.1 Conclusion
A low-temperature coefficient VCO suitable for L-band from -45 ◦C to 175 ◦C
temperature range was proposed. The proposed circuit presents a mean FOM of
131 dB/Hz over the entire temperature range and a mean temperature coefficient
of 237.8 ppm/◦C. A circuit design was presented using a gm/ID methodology and
can be adapted to other frequency ranges by sizing the circuit’s varicap. This is
the first demonstration of a temperature-independent oscillation frequency for an
extended temperature range suitable for harsh environments applications to the
best of our knowledge.

4.5 Conclusion
In this chapter three different temperature-aware circuits were designed using the
temperature normalized gm/ID parameters. The circuits were chosen to explore
the hole frequency helm, starting with a DC bias (Bandgap Voltage Reference),
going to a quasi-static operation ( The in-band gain of an amplifier), and finally
high-frequency ( Oscillator Output Frequency ). All the circuits presented better
or comparable results with state-of-the-art and built in a common framework.
This result shows the first encouraging results that explore the flexibility of the
temperature normalized gm/ID method in designing temperature-aware circuits.



Chapter 5

Conclusion and Perspectives

5.1 Work Conclusions
The IoT platform is changing our relationship with the objects and the world
around us. In this search for a more connected Things, some challenges surge to
assure the reliability of the different circuits in the harsh environments. Literature
has already done some work to model, characterize and minimize different physical
phenomena that reduce circuit reliability [13]–[15].

However, when considering the temperature effects on circuits, even though
different techniques are presented for different circuits[3], [4], [79], [84]–[86], no
general framework for treating the temperature effects has never been done before.
This work presents a framework that allows evaluating and minimizing tempera-
ture effects on circuits at a very early design point.

The presented technique, called the temperature normalized gm/ID, can be
included in the more general gm/ID allowing the analysis of temperature drift
effects and other important parameters as distortion, short channel effects, noise.
The proposed technique is here used in three very different use cases for different
circuits (Band-Gap Bias Circuit, Differential Amplifier, Oscillator), indicating the
flexibility of the technique at different use cases. The proposed technique considers
some important short channel effects to analog electronics and is validated on
0.18 µm from -40 ◦C to 175 ◦C by simulation and from 27 ◦C to 200 ◦C by
measurements data on different transistor sizes.
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5.2 Research Perspectives

5.2.1 Multi-Objective Optimization
Even though the presented technique allows the analysis and minimization of tem-
perature effects on circuits, temperature is not the only parameter designers are
concerned with. In some circuits, some serious trade-off between key circuit pa-
rameters and temperature awareness may occur.

The gm/ID methodology has already made his proof as an optimization tool
in specific parameters. Some examples are amplifier noise, output distortion, and
now temperature effects. However, never a strategy for optimizing the different
parameters on a circuit, even though ambitious, the gm/ID the methodology seems
to be a good starting point for this goal. This perspective is starting to be explored
on the extension of the SBCCI paper on the Journal of Integrated Circuits and
Systems

5.2.2 System Level Optimization
The proposed methodology made his proofs in the circuit level building blocks,
achieving low temperature sensitivity of certain parameters. However, considering
a more complex system where multiple blocs have connected, the optimization of
each block may not be the optimum for the whole system.

The examples showed in the thesis, and the literature takes a bottom-up ap-
proach in which once the circuit parameters are defined, the optimization of some
transistors bias point will achieve the desired optimum. However, in more com-
plex systems, the circuit interconnects are not necessarily temperature indepen-
dent. The example shown on SubSec. 4.2.5 talks briefly about the input/output
impedance problem that can deteriorate circuits temperature-awareness.

More studies must be conducted to evaluate or extend the presented method-
ology into a system-level/ top-bottom approach, allowing the technique to tackle
bigger and more complex circuits and systems.

5.2.3 Technology Shrink
All results on this thesis are presented using XFAB’s XT018 SOI technology. The
choice of this technology was motivated by it being a standard in high-end au-
tomotive applications, allowing for electronics to operate near-combustion engine
compartments or electric engine housings with a temperature range from -40 ◦C
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up to 175 ◦C [87], low-power digital applications in communications, consumers,
and industrial markets [25].

However, other foundries propose MOS SOI technologies at different temper-
ature ranges and other transistor technologies such as FinFET, Floating Gates
transistors, Gate-All-Around transistors that have their applications in newer and
modern nodes. Even though the physics behind those new technologies can deviate
from the one presented on SubSec. 2.3.2 the gm/ID characteristics has been proved
to be universal among them [88]–[90]. This universality of the gm/ID characteris-
tics may indicate a good starting point for the possibility of using the temperature
normalized gm/ID technique on these new technologies.





Chapter 6

Résumé Étendu en Français

Larrivé de lindustrie 4.0 et des objets connectés engendre de nombreux défis pour
la conception des circuits. L’avancée la plus significative en matière de communi-
cation est qu’internet arrive désormais dans les transports et dans l’énergie dans
le cadre de l’Internet des objets (IoT). Les progrès exponentiels des circuits, de
la puissance du traitement des données et de l’internet ont profondément affecté
notre relation avec la technologie et ont remodelé notre société. Ces innovations,
promues au cours des dernières décennies, arrivent maintenant aux objets avec le
Big Data, permettant de meilleures performances dans l’analyse des données et
IoT, réduisant le temps d’acquisition des informations, et permettant le contrôle
et l’analyse en temps réel des processus [1].

Pour atteindre cet objectif, les circuits et les capteurs doivent fonctionner de
manière fiable, avoir de faibles coûts de production et d’utiliser des matériaux
durables sur le plan environnemental. Selon le Boston Consulting Group [2], la
propagation rapide de l’IoT est principalement limitée par les coûts de production
et de maintenance. La fiabilité des circuits est une tâche complexe et doit être
prise en compte tout au long du processus de conception et de fabrication. Les
circuits IoT devant être placés à l’intérieur de machines, de véhicules et d’appareils
portables, ils peuvent être soumis à des environnements sous contraintes.

La littérature a présenté des solutions de conception pour traiter les circuits
sensibles à la température dans divers technologies [3], [4]. Bien que les articles
récents aient présenté une sensibilité à la température très faible, les méthodes
présentées dépendent principalement du point de polarisation à coefficient de tem-
pérature nulle (ZTC) d’un transistor unique ou de circuits de contrôle supplémen-
taires. Ce choix de conception augmente intrinsèquement la consommation et le
coût de production, ce qui pourrait être prohibitif dans les nouveaux dispositifs
IoT à faible puissance. Avec le besoin croissant de conceptions des circuits insen-
sibles à la température, il est indispensable de disposer d’un cadre commun pour
les concevoir.
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Ce travail propose une analyse de la température en utilisant la méthodologie
gm/ID, en introduisant le concept de paramètres gm/ID normalisés en température.
Les points de polarisation ZTC présentés n’ont pas d’influence significative sur la
dépendance en température de la mobilité et sont toujours compatibles avec la
méthodologie gm/ID. Le développement analytique est effectué à l’aide du modèle
UICM [5], validé par des simulations sur BSIM v4.6 [6], après leur validation en
usine de -40 ◦C à 175 ◦C, et par des données de mesure pour des températures
plus élevées, jusqu’à 200◦C. En outre, un cadre global de la méthodologie tenant
compte de la température et un exemple de conception sont présentés.

6.1 Contexte

Avec les progrès de la miniaturisation des transistors, les effets de canal court
gagnent en importance. L’incorporation des effets de ces effets dans les modèles de
calcul manuel conduit à des équations peu pratiques à résoudre, ce qui fait perdre
à ces modèles leur utilité. D’autre part, depuis que cet effet a pris de l’importance,
les modèles trop simplifiés perdent de leur précision. Par conséquent, de nouvelles
techniques de conception ont été développées pour aider au développement de
circuits analogiques offrant un bon compromis entre complexité et précision.

La méthodologie gm/ID introduit des paramètres indépendants de la largeur du
transistor permettant au concepteur de choisir le W en fonction d’autres prérequis
du circuit tels que la consommation d’énergie, la surface active occupée et la région
de fonctionnement. Les principaux paramètres analysés dans cet article sont le
rapport de transconductance de grille (gm/ID) et le gain propre du transistor
(gm/gds). Le modèle mathématique pour analyser ces paramètres sera basé sur le
modèle UICM, introduit par Galup et al. [7], un modèle basé sur l’état de charge
qui rend compte d’expressions précises mais simples des paramètres gm/ID, même
pour les transistors quasi-balistiques de taille nanométrique [8].

En contraste avec des paramètres de conception traditionnelle (IDS,gm) les
paramètres de la méthodologie gm/ID ne présente pas un ZTC comme illustré sur
la Fig. 6.1 . Cette absence de ZTC représente a priori un désavantage pour la
conception des circuits consciente de la température.
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Figure 6.1: Simulation électrique (a) ID × VGS, VDS = 1.8 V, (b) gm× VGS , VDS
= 1.8 V and (c) gm/ID , VDS = 1.8 V for a 10× 0.22 µm2 low Vth d’un transistor
NMOS. Sub-figures (a) et (b) présentent un ZT C, lorsque (c) ne le présente pas.

6.2 Proposition
Malgré ce désavantage, ce travail propose d’adapter cette méthodologie à l’aide
des paramètres dit normalisés en température Gg et Gd.

Gg = φt ·
gm
ID

(6.1)

Gd = φt ·
gds
ID

(6.2)

Les paramètres gm/ID normalisés sont illustrés ici sur la Fig. 6.2. Il est notable
que ces paramètres modifiés présentent des ZTC. Leur utilisation, les conditions
analytiques des existences de ZTC et le comportement en température à proximité
du ZTC sont décrits sur [9].

6.3 Résultats
Dans cette thèse la technique des paramétrés gm/ID normalisé est appliqué a trois
circuits: I) Une référence de tension bandgap II) Un Pair différentielle PMOS avec
charge actif III) Un Oscillateur contrôlé par tension en bande L. Les choix des
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Figure 6.2: Caractéristiques des paramètres proposés pour un transistor low-VT
avec 180 nm de longueur de canal (a) Gg (b) Gd

circuits a été fait pour couvrir les trois différents régimes en fréquence: polarisation,
régime quasi-statique et radio fréquence.

Une méthode differente d’optimization a été employé pour chaque circuit.
Sur le bandgap les références PTAT (Proportionall to Absolute Temperature) et
CTAT (Complementary to Absolute Temperature) on été optimisée pour avoir une
réponse la plus linéaire possible. L’amplificateur à été optimisée de façon que les
transconductances des différents transistors s’annulent mutuellement en tempéra-
ture afin d’avoir un gain stable en température. L’Oscillateur contrôlé par tension
(VCO) a été optimisé de façon que l’inductance active présente une sensibilité con-
stante sur une plage de polarisation et que peux être annulé avec une sensibilité
de même valeur et différent signé d’un varicap.

Le bandgap a présenté un comportement en température compatible avec l’état
de l’art comme illustré sur la Fig. 6.3. La variation de la tension de référence est
de 18.23 ppm/◦C, avec un PSRR de 28.91 dB.

L’amplificateur présente une performance en température approximativement
22 fois supérieur quand comparé a la methode classique de conception de tel circuit.
Figure 6.4 illustre le gain des amplificateurs quand conçu par la méthodologie
traditionnelle et la méthodologie proposé par cette thèse.

Cette performance en température est maintenu même si les variations de pro-
cess sont prises en compte comme illustré sur la Fig. 6.5 ou le deux corners avec
les pires performances en température sont affichés. A notre connaissance ceci
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Figure 6.3: Tension de reference du bandgap proposé de -40 ◦C à 175 ◦C.

est la premier démonstration d’un gain de tension d’un amplificateur invariant en
température.

Quand comparé au design initiale proposé par [10] le VCO présente une per-
formance en température entre 2.6 et 9.8 fois meilleur en température pour les
différents polarisations. Ces résultats ici illustrés par la Fig. 6.6 sont en notre
connaissance le premier VCO en boucle ouverte conçu avec une technologie de
Silicium,pour addresser des défits de température élèvé ( 200 ◦C) jamais publié.

Une simulation Monte-Carlo du layout de ce circuit illustré à Fig. 6.7 est
présenté sur la Fig. 6.8. Le layout occupe une surface de 163.5 x 190 µm2 et est
composé du VCO avec sortie différentielle et deux buffers avec une impédance de
sortie de 50 Ω. Les résultats Monte-Carlo montre que la variation de fréquence
avec la température est plus petite ou comparable à la variation de process et
missmatch.
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Figure 6.4: Comparaison entre le gain d’un amplificateur conçu avec gm/ID tradi-
tionnelle et la proposition
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Figure 6.5: Variation du gain de l’amplificateur proposé à différentes températures.
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Figure 6.7: Layout du VCO proposé avec une surface de 163.5 x 190 µm2.
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Figure 6.8: Résultats Monte Carlo de la fréquence généré par l’oscillateur proposé.
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6.4 Conclusion
Avec l’arrivée des Objets Connectés et les besoins de l’industrie 4.0, la prise en
compte de la température est essentielle. Avant cela aucune méthodologie ne
présentait un cadre commun pour une conception des circuits consciente de la tem-
pérature. Dans ce travail une adaptation de la méthodologie gm/ID est proposée
pour la prise de conscience des effets de température dans les étapes préliminaires
de conception. Les paramètres ainsi que les points de ZTC sont testés par simu-
lation et validés par des résultats des mesures. Avec cela trois circuits illustrent
l’utilisation de la méthodologie mise en ouvre dans ce travail. Ces trois circuits
présentent des performances similaires à la méthodologie traditionnelle avec une
réduction considérable sur les effets de température sur un paramètre choisi.
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Appendix A

Crystal Structures Statistics

The presence of atoms will introduce a periodic potential well due to Coulomb and
other interactions. Fig. A.1 represents in blue the Coulomb potential for Silicon
atoms with lattice constant 5.4 Å. This potential can be firstly approximated
by rectangular wells. In this structure, the nuclei interaction will be represented
by a simple localized rectangular potential of width b, height V0 and spacing a0,
this toy model is called the Kronig-Penney model, and the potential V (x) is here
represented in black on Fig. A.1.

-(a+b) -b 0 a

0

−25

I II I

V
(x
)

Figure A.1: The Kronig-Penney model potential energy approximation

In a quantum framework, particles and their states are represented by a wave
function, ψ(x), entirely representing the particle in their environments. In this
periodic configuration, it is expected that the wave function presents a periodic
configuration in the form ψ(x) = u(x)eikx; where u(x) is a periodic function with
period a0; k the wave number; and i the imaginary unit. This assumption can be
more formally derived and is called the Bloch-Theorem. By solving the Schrodinger
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equation in the two different regions (I, II) of the potential illustrated in Fig. A.1,
one may get:


u(x) = (A cos (βx) +B sin (βx)) e−ikx On Region I
u(x) = (C cosh (αx) +D sin (αx)) e−ikx On Region II
α =

√
2m(V0−E)

~
β =

√
2mE
~

(A.1)

where m is the electron rest mass; E the electron energy; and ~ the reduced
plank constant. By imposing the continuity of the wave-function on the region’s
boundaries and its periodicity due to Blochs theorem, one may get:

cos (ka) =
α (E)2 − β (E)2

2α (E) β (E)
sinh (α (E) b) sin (β (a− b)) (A.2)

+ cosh (α (E) b) cos (β (E) (a− b)) (A.3)

The left-hand side of equation (A.3) is limited to the interval [−1, 1] however,
as can be seen in Fig. A.2 the right-hand side assume values outside this range,
in this prohibited (highlighted in gray) the equation presents no solutions and
therefore it is not possible to have electrons with energy in the forbidden gap
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−10
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10

E [eV ]

F(
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Figure A.2: Right hand side of Kronig-Penney model solution

The usual representation of this effect in materials is through the use of an E-K
diagram shown in Fig. A.3. The x-axis is proportional to wave-number k, related
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Figure A.3: Silicon Energy, wave vector relation on intrinsic silicon

to the particle moment, and the y-axis the corresponding allowed energies. It is
noticeable that at low velocities, the K×E relation is almost quadratic, as shown
on the dashed blue line. Besides, there is a gap of allowable energies, usually called
Energy Band Gap and represented by EG. In the E-K diagram the energies are
usually represented in an interval of 2π

a
since it is periodic.

For real crystalline structures, the calculations are much more involved and
can only be determined numerically, but the overall features are the same, as can
be seen in Fig. A.3 that shows the E-K diagram for Silicon. The Energy band
diagrams are frequently simplified when studying semiconductor devices.

The study of the physical properties of solid-state materials began in the early
years of the 20th century. Solid-state materials are composed of arranged atoms
that, in their simplest form, produce a periodic grouping known as a crystal [91].
The interaction between those atoms are intematly related to the macro-properties
of the cristal. However, The study of many interacting bodies through Newtonian
or quantum physics does not present any closed-form analytical solution for sys-
tems with more than a few dozen particles and was an open problem for more
than three bodies until very recently in science [92]

Most semiconductor materials used in microelectronics present crystalline struc-
tures. For low-cost electronics, Si is the most suitable material due to the already
acquired manufacturing process maturity. For this reason, silicon material will be
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Figure A.4: Test

the focus of this chapter. Fig. A.5 presents a 2D representation of a Silicon crys-
talline sheet. The nucleus is there presented in blue, and the electrons in red. The
scale presented on A.5 is exaggerated for illustration purposes, in reality consider-
ing a nuclei radii (r0) of 1.3 fm the nucleus of Silicon present a radius of 3.9 fm
while the mean distance from two Silicon nucleus on the crystal is of 5.4 · 105 fm.

Figure A.5: Representation of a crystal lattice

In the 18th century, Boltzmann and Maxwell proposed a different approach to
the many-body interaction problem in gasses. The proposed solution took a prob-
abilistic approach to the problem and started a new branch of physics nowadays
entitled statistical mechanics. Since the Maxwell-Boltzmann Theories represent
the basis of the studies of crystalline structures and highlight many important
concepts in semiconductor physics and temperature, the next subsection will the
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devoted to it.

A.1 Classical Statistical Mechanics
As discussed in the previous subsection, the distance between nuclei on a silicon
slab is five orders of magnitude bigger than those nuclei. As a first approximation,
one may say that the nuclei are dispersed in the slab in a gas of electrons. To
study the gas behavior, one may start with a simple two-dimensional gas in a
box. Considering that the gas particles possess the same mean energy, one may
subdivide the system into N subsystems. Let E be the total energy of the system.
One may divide the interval [0, E] into M bins. Let ni be the number of subsystems
that possess energy in the Ei bin.

Figure A.6: System Subdivisions

According to the second law of thermodynamics, energy distribution will be
such as the entropy is maximized, in other terms, such as the number of possible
arrangements C of the occupation numbers ni over the N subsystems is maximized,
where C is given by:

C =
N !∏
i ni!

(A.4)

By letting N and M big ( subdividing many times the system and the energy
levels), one may take Stirling’s approximation for factorials, leading to:

C ≈ NN · e−N

(
∏

i n
ni
i ) · e−(n1+n2+...)

(A.5)
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Figure A.7: Energy binning histogram

Since the sum of the occupation numbers must be equal to the total number
of subsystems, the exponential part of the numerator and denominator can be
canceled out. Since the logarithm function is monotone, maximizing C is the
same as maximizing

log(C) = N log(N)−
∑
i

ni · log(ni) (A.6)

By letting pi be the probability of having a subsystem with energy on the Ei
bin, such as ni = N · pi (A.6) reduces to

log(C) = −N
∑
i

pi log (pi) . (A.7)

One may notice that (A.7) is the actual Boltzmonic definition of entropy. How-
ever, this maximization problem is constrained by the fact that probabilities have
to sum up to 1.0 and that, as stated before, all subsystems possess the same aver-
age energy Ē. The maximization procedure can be done by the use of Lagrange-
Multipliers leading to:


pi = argmax log(C)∑

i pi = 1∑
i pi · Ei = Ē

(A.8)
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pi =
1

Z(β)
· e−β·Ei , (A.9)

Z(β) =
∑
i

e−β·Ei , (A.10)

where Z(β) and β comes from the Lagrange-Multipliers from the constraints. The
model taken considers that the energy states and probabilities are discrete. How-
ever, from a classical point of view, energy can assume any real positive value. To
get the continuous definition of the probability density function, one may take the
limit as M → ∞ and N → ∞ turning (A.9) into:

{
p(E)dE = n0 (β) · e−β(E−µ)

n0 (β) = 1
eβµ

∫∞
0 e−βεdε

. (A.11)
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Figure A.8: The Boltzmann Distribution

The n0(β) is a scaling term that for a given β makes the integral of p(E)dE be
equal to 1.0; the µ term is added by convenience to represent an energy reference,
and effects do not affect the distribution shape. However, as seen in Fig. A.8, the
β parameter greatly impacts the distribution.

Ē =

∫ ∞

0

E · p(E)dE =
1

β
∝ T ⇒ β =

1

kB · T
, (A.12)
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where kB is the Boltzmann constant, the proportionality constant to temperature
and energy. This crude model shows a first approximation for energy distribution
on semiconductors viewing them as electron gas. As seen in this model, the tem-
perature plays a major role, but this model does not account for the atoms’ nucleus
periodicity, to have a more accurate model, one needs to advance one century on
the history of science and get into the quantum description of particles.



Appendix B

Fermi Distribution

Electrons cannot assume continuous values of energies inside the crystal lattice.
Electrons obey the Pauli exclusion principle that states that two or more electrons
on the same system cannot occupy the same state. Two new concepts need to be
introduced to mitigate the presented problems: the density of states that accounts
for multiple states with the same energy and the Fermi-Dirac distribution function
that makes corrections for the Boltzmann distribution.

B.1 Fermi Level
The Pauli exclusion principle states that two or more electrons on the same system
cannot occupy the same state. Each state corresponds to a set < ~p,~k, s >, where
~p is the particle position, ~k the wake vector and s the spin. Therefore the given
energy levels must be either filled by one electron or unoccupied. As seen before
imposing entropy maximization, the probability of having N electron on a given
energy state is proportional to e−

E(N)
kT by imposing that a state can only have either

one or zero electrons, one may find:

P (N = 0) + P (N = 1) =
1

Z

[
e
−E(0)
kBT + e

−E(1)
kBT

]
= 1 ⇒ Z = e

−E(0)
kBT + e

−E(1)
kBT (B.1)

Therefore, the probability of occupation of a state considering the Pauli exclu-
sion principle is:

P (N = 1) = F (E, T ) =
e
− E
kBT

e
− E0
kBT + e

− E
kBT

=
1

1 + e
E−E0
kBT

(B.2)

The result of (B.2) is known as the Fermi-Dirac distribution and represents the
probability of occupation of a given energy level by Fermions (particles that follow
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Figure B.1: Fermi-Dirac distribution function at different temperatures

the Pauli exclusion principle). At 0 K electrons, as shown on Fig. B.1, the Fermi-
Dirac distribution approaches a step function. At this temperature, electrons do
not present any kinetic energy and will only be held the potential energy of atoms.
By applying the principle of least action, the atom’s potential energy will define a
supremum limit at 0 K in which the Energy level will be occupied. This maximum
occupied energy at 0 K on a semiconductor material is called the Fermi Level
(Ef ) or the Chemical Potential (µE) and is constant trough-out the system. This
energy will separate the band structure into two regions; if electrons possess energy
below EF , it will be held by the atom’s potential. Otherwise, it may "escape" the
potential well and be "free" to conduct.

In Semiconductor materials, the Fermi Level lies in the middle of the band gap
and will separate the possible energy levels into a valence band and a conduction
band. With the increase of temperature, the deviation from Ef is contained.
This small deviation implies that electrons will usually be either on the top of
the valence band or when they gain enough kinetic energy at the bottom of the
conduction band, leaving a hole behind it. In [93] Shockley et al. showed that the
treatment of holes as positive mobile particles immensely decrease semiconductors
calculations, since they represent the absence of electrons their energy partition
function is given by (1− F (E, T ) .)

Given the density and the occupation probability of states, the calculation of
the number of free carriers can be calculated as follows:
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n(T ) =

∫ ∞

EC

g(E, T )F (E, T )dE =

∫ ∞

EC

MC

√
2

π2

m
3/2
de (E − EC)

~3
1

1 + e
E−EF
kBT

dE

(B.3)

= NC
2√
π
F1/2

(
EF − EC
kBT

)
(B.4)

NC = 2

[
m∗
ekBT

2π~

] 3
2

(B.5)

where NC is the effective density of states on the conduction band. The integral
presented on (B.5) does not present a closed analytical solution. It is called the
Fermi-Dirac integral of order 1/2

(
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(
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Figure B.2: Comparison Between Fermi-Dirac integral and Boltzmann approxi-
mation

However, for high temperatures or low enough energies, the Fermi-Dirac in-
tegral can be approximated by an exponential similar to the Boltzmann-Maxwell
distribution. Physically, it means that the carriers’ kinetic energy is much greater
than the lattice potential barrier, making the carriers behavior closer to the elec-
tron gas problem. A similar calculus can be done to investigate the holes concen-
tration expressed as:
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p(T ) = NV
2√
π
F1/2

(
EV − EF
kBT

)
(B.6)

NV = 2

[
m∗
pkBT

2π~

] 3
2

(B.7)

In a semiconductor in equilibrium the number of mobile carriers ( electrons in
the conduction band and holes in the valence band ) must be the same. Considering
the Boltzmann approximation one may solve for the Fermi level EF :

EF =
EC + EV

2
+
kBT

2
ln

(
NV

NC

)
(B.8)

Since for Silicon the ratio between the effective density of states on the conduc-
tion and valence band is very close to one, Si intrinsic Fermi level is very close to
the middle of the band gap, independently of temperature. In temperatures other
than 0 K the thermal energy can be high enough to transfer their energy and give
rise to a electron-hole pair. The probability per unit time that the created pair
has energy bigger than the semiconductors EG is proportional to the the product
n · p = n2

i shown bellow on Fig. B.3.
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Figure B.3: Intrinsic carrier concentration relation with inverse temperature using
Fermi-Dirac distribution

For a semiconductor in equilibrium, the number of holes and electrons must be
the same (n = p) and therefore equal to ni. By using Boltzmann approximation,
the intrinsic carrier concentration can be written as:
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ni (T ) =
√
NC (T )NV (T )e

(
− EG

2kBT

)
(B.9)

The advantage of (B.9) in relation to (B.5) and (B.7) is the absence of the
Fermi Level dependency. The Validity of the approximation can be estimated by
the relative error of the np product using the Boltzmann Approximation and the
Fermi-Dirac distribution shown in Fig. B.2





Appendix C

Drift-Diffusion Equation

In the last analysis where formulated to understand the behavior of semiconductors
at equilibrium. However, when a bias voltage is applied on a silicon slab an electric
field will be generated making carriers displace. Considering that the dynamical
behavior of particles can be described by an state composed by position and crystal
momentum, one may write the time evolution equations as:

d~p

dt
→

d
(
~~k
)

dt
= −q~ξ = −∇rEC (~r) (C.1)

~~k (t) = ~~k (0) +
∫ t

0

−q~ξ(τ)dτ (C.2)

~ν (t) =
1

~
∇kE

[
~k (t)

]
(C.3)

~r (t) = r (0) +

∫ t

0

~ν (τ) dτ (C.4)

where ξ is the electric field; ν the group velocity and the E [k] corresponds to
the dispersion relation given on the E × k diagram from the semiconductor. By
appling the time evolution equations on a given initial carrier state, the result is a
state-space trajectory T (r, p) from the carrier. Since the carrier energy occupation
probability (f(x, p, t)) does not change on this trajectory, the following can be
written:

f(x, p, t) = f(x− νdt, p− Fedt, t− dt). (C.5)

By subtracting both sides and dividing by dt, the result shows that the total
derivative of f in relation to time is equal to zero.
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df

dt
=
∂f

∂t
+
∂f

∂x

dx

dt
+
∂f

∂p

dp

dt
=
∂f

∂t
+
∂f

∂x
ν +

∂f

∂p
F = 0 (C.6)

However, an external process such an recombination of an electron following
an trajectory T (r, p) may recombine with a hole or a scattering event may occur
changing the total time derivative of f , making (C.6):

∂f

∂t
+
∂f

∂x
ν +

∂f

∂p
F = C [f ] + S (C.7)

where C[f ] accounts for scattering events and S for any possible source or sink of
carriers. Equation (C.7) is known as the Boltzmann Transport equation. Even
though the semi-classical approach was take to derive the equation, the scattering
operator C must be handled in a quantum framework. It is important to highlight
that for semiconductors some approximations where taken, the definition of the
momentum and position of a given particle is limited by Heisenberg uncertainty
principle, the carrier to carrier correlations where ignored (mean-field approxima-
tion) and the temperature was considered homogenous over the system.

C.1 Scattering and the Relaxation Time Approx-
imation

The scattering effects alter the distribution function f(x, p, t) from either a in-
scattering process, where carriers at p′ get scattered to p, or an out-scattering
process both controlled by a transition rate S. The net difference of change on f
will be given by:

C [f ] =
∑
p′

f (p′) [1− f(p)]S (p′, p)−
∑
p′

f (p) [1− f(p′)]S (p, p′) (C.8)

Since for non degenerate semiconductors the probability of non occupancy of
a state (1− f(p)) is very close to 1 (C.8) can be further simplified to:

C [f ] =
∑
p′

f (p′)S (p′, p)−
∑
p′

f (p)S (p, p′) (C.9)

The used distribution is no longer the equilibrium distribution (f0(E)) for this
reason one may describe the non equilibrium function as a disturbance from the
equilibrium f(x, p, t) = f0 + δf , making (C.9):

C [f ] = C [f0] + C [δf ] (C.10)
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Notably in equilibrium there are no scattering events and therefore C [f0] = 0,
now considering that the non-equilibrium function approaches exponentially f0
once the disturbance has finished one may write the collision operator as:

C[f ] ≈ − f − f0
τ(x, p, t)

(C.11)

This form of the Boltzmann transport equation is called the Boltzmann Trans-
port equation under relaxation time approximation (RLA). Considering an uniform
n-type infinite semiconductor in steady-state with a small electric field applied.
Since at steady state ∂f

∂t
= 0, in addition the electric field being small one may

expect that the RLA holds. Assuming τ(x, p, t) is constant and equal to τ0, (C.7)
becomes:

(−q) ξ
m∗

∂f

∂ν
+ ν

∂f

∂x
= −f0 − f

τ0
(C.12)

where m∗ is the effective mass. A general definition of current is given by:

J(x) = q

∫
νf(ν, x)dν (C.13)

by multiplying (C.12) by ν and integrating both sides:

J(x) = −q qτ0
m∗ ξ

∫
ν
∂f

∂ν
dν + qτ0

d

dx

∫
ν2fdν (C.14)

it can be shown that: ∫
ν
∂f

∂ν
dν = −n(x) (C.15)

d

dx

∫
ν2fdν = n(x)

〈
ν2
〉

(C.16)

J(x) = q
qτ0
m∗ ξn(x) + qτ0

d

dx
n(x)

〈
ν2
〉

(C.17)

The term qτ0
m∗ is usually referred as the low field mobility µ; the term 〈ν2〉 is

the average squared velocity that at equilibrium corresponds to kBT
m∗ . By making

those substitutions one may arrive at the known drift-diffusion equations:

Jn = qn(x)µnξ(x) + qDn
dn

dx
(C.18)

Jp = qp(x)µpξ(x)− qDp
dp

dx
(C.19)





Appendix D

Effective Mobility and
Matthiessen’s Rule

Using the Caughey Thomas may with the Pao-Sah model one can calculate the
effective mobility numerically as:

µeff =
qW
L

∫ VDS
VSB

[∫ ψs
ψB
µ(ψ, V ch)n(ψ,Vch)

ξ(ψ,Vch)
dψ
]
dVch

qW
L

∫ VDS
VSB

[∫ ψs
ψB

n(ψ,Vch)
ξ(ψ,Vch)

dψ
]
dVch

(D.1)

The results for the low field mobility for different doping concentrations is
shown in Fig. D.1. At low temperatures mobility rises with temperature increase
since mobility dominated by coulomb scattering present a positive temperature
coefficient, however when temperature increases phonon and surface roughness
scattering starts to be more frequent and mobility tents to decrease with temper-
ature increase.

When considering the temperature the modeling is more complicated, since it
behavior will hugely depend on bias and lattice temperature. Usually the mobility
temperature behavior is expressed as having an exponential temperature behavior
with an limit exponent at high bias (predominant surface roughness scattering)
of ≈ −1.5. However as the contour plot of 2.10 shows the SµT = T

µ(T )
· ∂µ(T )

∂T
, by

considering a temperature behaviour of µ(T ) = µ0 ·
(
T
T0

)−β
=⇒ SµT = β. Figure

2.10 shows that the usual assumption of β ≈ −1.5 is true for high biasses and
temperatures close to 300 K however this does not hold true for all temperature
and especially for lower biasses.
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Figure D.1: Numerical calculations of the effective mobility over temperature at
different doping concentrations

D.1 Mobility with Multiple Scattering Mecha-
nisms

On Silicon the mobility is affected not only by one scattering mechanisms but mul-
tiple ones. Notably Coulomb Scattering, Phonon Scattering and Surface Roughen
Scattering. This scattering mechanisms relaxation times have a power law de-
pendency with momentum. To investigate how multiple scattering mechanisms
affects the silicon low-field mobility lets consider the collision operator with two
independent terms as:

C [f ] = − δf

τ1(p)
− δf

τ2(p)
= − δf

τeff (p)
(D.2)

τi = τ0i

(
p2

2m∗kBT

)si
(D.3)

where

τeff (p) =

(
1

τ1(p)
+

1

τ2(p)

)−1

=
τ01τ02 (p

2/2m∗kBT )
s1+s2

τ01 (p2/2m∗kBT )
s1 + τ02 (p2/2m∗kBT )

s2 (D.4)

when s1 = s2 the effective relaxation time is exactly the impedance parallel of the
individual relaxation times:

1

µeff
=

1

µ1

+
1

µ2

(D.5)
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which is known as Matthiessen ’s rule and states that the mobility may be
deduced from the mobility due to each mechanism acting alone. Matthiessen’s rule
is often used to estimate mobility when multiple scattering mechanisms are present,
but it must be stressed that Matthiessen’s rule applies only when s1 = s2. Because
independent scattering mechanisms rarely have the same energy dependence, the
use of Matthiessen’s rule is rarely justified in practice.





Appendix E

Symmetric Linearization Models

Symmetric Linearisation models rely on a numerical fast algorithm to calculate
the surface potential at the drain and bulk sides. By defining qb as the normalize
bulk charge to the oxide capacitance per unit area (Cox) and qi the Cox normalized
inversion charge, by charge neutrality:

qi = −(VGB − VFB − ψs)− qb (E.1)

By defining since deep in the bulk no inversion charge is present qb can be taken
as the approximated depletion charge:

qb = −sign (ψs) γ

√
ψs − φT

[
1− e

− ψs
φT

]
≈ −γ

√
ψs − φT ;ψs > 3φT (E.2)

By introducing the helper functions and variables:

u =
ψs
φT

(E.3)

P (u) = e−u − u− 1 (E.4)

D(u) = ∆ (Vch) [e
u − u− 1− χ(u)] (E.5)

∆(Vch) = e
− 2φB+Vch

φT (E.6)

G =
γ√
φT

(E.7)
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where, χ(u) is an smoothing function to avoid numerical issues when u→ 0. using
the defined functions the KVL at the MOSCAP and normalized charges can be
written as: (

VGB − VFB
φT

− u

)2

= G2 [P (u) +D(u)] (E.8)

qb = −φTG
√
P (E.9)

qi = − φTGD (u)√
P (u) +D (u) +

√
P (u)

(E.10)

The main approximation taken by symmetric linearizations models is that the
normalized channel inversion charge can be expressed as a function of the inversion
charge at the point in which the surface potential is equal to the mean of the ψs
at the source and the drain. By using this assumption, on the charge sheer model,
the drain to source current can be obtained by

qi = qim + α · s (E.11)

α =

(
dqi
dψs

)
ψs=ψm

=
1 +G (1− e−um)

2
√
P (um)

(E.12)

s = ψs − ψm (E.13)
By implying this approximation the Charge-Sheet current model can be ex-

pressed as:

IDS =

∫ L

0

−µWCox (qim + α · s− αφT )
ds

dy
·dy = µeff

W

L
Cox (−qim + αφT ) (ψsD − ψsS)

(E.14)
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