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Résumé

Cette these se concentre sur deux objectifs : (I) la détection des discours haineux et plus

particulierement (II) la détection du sexisme dans les réseaux sociaux.

(I) Le discours de haine et le harcelement sont trés répandus dans la communication
en ligne, en raison de la liberté d’expression, de ’anonymat des utilisateurs et de I’absence
de réglementation fournie par les réseaux sociaux. Le discours de haine est axé sur des
thémes précis (misogynie, sexisme, racisme, xénophobie, homophobie, etc.) et cible dif-
férents groupes en fonction de caractéristiques telles que le sexe (misogynie, sexisme),
'ethnie, la race, la religion (xénophobie, racisme, islamophobie), 'orientation sexuelle (ho-
mophobie), etc. La plupart des approches de détection automatique des discours de haine
traitent le probleme comme une tache de classification binaire sans tenir compte de leur ori-
entation thématique ou de leur nature ciblée. Dans cette these, nous proposons d’aborder,
pour la premiere fois, la détection des discours de haine dans une perspective multi-cibles.
Nous utilisons des ensembles de données annotées manuellement, afin d’étudier le prob-
leme du transfert de connaissances a partir de différents ensembles de données ayant des

centres d’intérét et cibles différents.

(IT) Le sexisme est un type de discours de haine. Il exprime un préjugé ou une discrimi-
nation fondée sur le sexe d'une personne. Il est fondé sur la croyance qu’un sexe ou un genre
est supérieur a un autre. Nous pensons qu'il est important non seulement de pouvoir dé-
tecter automatiquement les messages a contenu sexiste postés sur les réseaux sociaux mais
aussi de distinguer les véritables messages sexistes des messages qui relatent ou dénon-
cent le sexisme. En effet, alors que les messages pourraient étre signalés et modérés dans
le premier cas comme le recommandent les lois européennes, les messages relatant des ex-
périences de sexisme ne devraient pas étre modérés. Dans ce but, nous avons expérimenté
différents modeles neuronaux, notamment des modéles permettant de détecter la présence

de stéréotypes de genre dans le but d’améliorer la détection des contenus sexistes.

Nos résultats, d'une part, sont encourageants et constituent un premier pas vers la mod-
ération automatique des contenus sexistes et, d’autre part, démontrent que la détection
multi-cibles des discours haineux a partir des ensembles de données existants, préalable-

ment annotés, est possible.
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Abstract

This dissertation is focused on two objectives: (I) Hate Speech detection and (II) Sexism detection

in social media.

(I) Hate Speech and harassment are widespread in online communication, due to users’
freedom and anonymity and the lack of regulation provided by social media platforms. Hate
speech is topically-focused (misogyny, sexism, racism, xenophobia, homophobia, etc.) and
each specific manifestation of hate speech targets different vulnerable groups based on char-
acteristics such as gender (misogyny, sexism), ethnicity, race, religion (xenophobia, racism,
Islamophobia), sexual orientation (homophobia), and so on. Most automatic hate speech
detection approaches cast the problem into a binary classification task without addressing
either the topical focus or the target-oriented nature of hate speech. In this dissertation, we
propose to tackle, for the first time, hate speech detection from a multi-target perspective.
We leverage manually annotated datasets, to investigate the problem of transferring knowl-

edge from different datasets with different topical focuses and targets.

(IT) Sexism is a type of hate speech. It can be defined as prejudice or discrimination based
on a person’s gender. It is based on the belief that one sex or gender is superior to another.
We believe that it is important not only to be able to automatically detect messages with
a sexist content but also to distinguish between real sexist messages and messages which
relate sexism. Indeed, whereas messages could be reported and moderated in the first case
as recommended by European laws, messages relating sexism experiences should not be
moderated. We experimented with different neural models, in particular models that are

able to detect the presence of gender stereotypes in order to improve sexism detection.

Our results are encouraging and constitute a first step towards automatic sexist content
moderation and demonstrate that multi-target hate speech detection from existing datasets
is feasible, which is a first step towards hate speech detection for a specific topic/target

when dedicated annotated data are missing.
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Introduction






Context and Motivations

Nowadays, people increasingly use social networking sites, not only as their main source
of information, but also as media to post content, sharing their feelings and opinions. So-
cial media are convenient, as sites allow users to reach people worldwide, which could po-
tentially facilitate a positive and constructive conversation between users. However, this
phenomenon has a downside, as there are more and more episodes of hate speech and ha-
rassment in online communication (Burnap and Williams, 2015). This is due especially to
the freedom and anonymity given to users and to the lack of effective regulations provided

by the social network platforms.

Hate speech may have different topical focuses: misogyny, sexism, racism, xenophobia,
homophobia, Islamophobia, etc. which we refer to as topics. For each topic, hateful content
is directed towards specific targets that represent the community (individuals or groups)
receiving the hatred. For example, black people and white people are possible targets when
the topical focus is racism (Silva et al., 2016), while women are the targets when the topical
focus is misogyny or sexism (Manne, 2017). Hate speech is thus, by definition, target-oriented,
as shown in the following tweets taken from (Davidson et al., 2019; Waseem and Hovy,
2016; Basile et al., 2019), where the targets are underlined.! These examples also show that
different targets involve different ways of linguistically expressing hateful content such as
references to racial or sexist stereotypes, the use of negative and positive emotions, swearing

terms, and the presence of other phenomena such as envy and ugliness.?

(1) Women who are feminist are the ugly bitches who cant find a man for themselves
(2) Islam is 1000 years of contributing nothing to mankind but murder and hatred.

3) Illegals are dumping their kids heres o they can get welfare, aid and U.S School Ripping off
U.S Taxpayers #SendThemBack ! Stop Allowing illegals to Abuse the Taxpayer #Immigra-

tion

4) Seattle Mayoral Election this year. A choice between a bunch of women, non-whites, and

faggots/fag lovers.

IN.B. In this dissertation we include examples of tweets that use vulgarity, degrading terms and hate speech.
2See (Mathew et al., 2018) for an interesting lexical, linguistic and psycho-linguistic analysis of hateful ac-
counts on Twitter.




The rise of online hatred and fake news have created a media climate that is sometimes
hostile to its users. As such, new legislation to better regulate companies owning digital
social networks (e.g., Google, Facebook, Twitter, etc.) have been put in place. However, so-
cial media networks have also offered a space were women feel brave enough for reporting
their experiences (see for example #meToo or #balanceTonPorc). We argue that within this
regulatory framework, standard approaches for hate speech automatic detection may un-

fortunately moderate denunciations of hateful acts.

Methodology and Contributions

In this dissertation we propose to undertake the following challenges:

- (C1) Experiment with the development of models able to detect different types of sexism expe-

riences in French tweets.
- (C2) Investigate whether gender stereotype detection can improve sexism detection.

- (C3) Investigate the problem of transferring knowledge from different datasets with different

topical focuses and targets.

To this end, we propose three main contributions.

From Binary Sexism Classification to the Detection of Sexism Experiences

As far as we are aware, the distinction between reports/denunciations of sexism experience
and ‘real’ sexist messages has not been addressed. In previous work, sexism detection is
casted as a binary classification problem (sexist vs. non-sexist) or a multi-label classification
by identifying the type of sexist behaviours (Jha and Mamidi, 2017; Sharifirad et al., 2018;
Fersini et al., 2018c; Karlekar and Bansal, 2018; Parikh et al., 2019). We argue that casting
the task of sexism detection as a binary classification problem is not sufficient. We believe
that it is important not only to be able to automatically detect messages with a sexist content
but also to distinguish between "real” sexist messages that target women (cf. (5) and (6))
and messages which relate sexism experiences (cf. (7)). Indeed, whereas messages could
be reported and moderated in the first case as recommended by European laws, messages

relating sexism experiences should not be moderated.

10 Patricia Chiril



®) The goalkeeper has no merit in stopping this pregnant woman shooting
(6) She swims fast for a woman

(7) He said "who’s gonna take care of your children when you are at ACL?"

Our contributions include:

(1) A novel characterization of sexist content-force relation inspired by speech acts theory
(Austin, 1962) and discourse studies in gender (Lazar, 2007; Mills, 2008). In collaboration with
Dr. Alda Mari and Dr. Gloria Origgi from Institut Jean Nicod (Paris, France), we created a
novel characterization which distinguishes different types of sexist content depending on
the impact on the addressee (called “perlocutionary force’): sexist hate speech directly addressed
to a target, sexist descriptive assertions not addressed to the target, or reported assertions that
relate a story of sexism experienced by a woman. Our guiding hypothesis is that indirect
acts establish a distancing effect with the reported content and are thus less committal on

behalf of the addressee (Giannakidou and Mari, 2021).

(2) The first French dataset of about 12,000 tweets annotated for sexism detection according
to this new characterization and that is freely available for the research community.? The
development of the annotation guidelines for the sexism corpus has been carried out in col-
laboration with Prof. Marleéne Coulomb-Gully from Laboratoire d’Etudes et de Recherches
Appliquées en Sciences Sociales (LERASS, Toulouse, France). The characterization of sex-
ist content, annotation guidelines and dataset description were published at the The 12"

Language Resources and Evaluation Conference (LREC) (Chiril et al., 2020a).

(3) A pilot study in which we experiment with the development of models for (i) automat-
ically detecting hate speech towards two different targets (immigrants and women) and (ii)
automatically detecting sexism from a multilingual perspective, namely in English and French
tweets. We propose both features-based models (relying on both language-dependent and
language independent features) and a neural model to measure to what extent hate speech de-
tection is target-dependent. We also experiment with multilingual embeddings by training on
one language and testing on the other in order to measure how the proposed models are language
dependent. This work was published at the French Conference TALN (Chiril et al., 2019a).
Part of this work has also been published within the HatEval shared task (Basile et al., 2019)

Shttps://github.com/patriChiril/An-Annotated-Corpus-for-Sexism-Detection-in-F

rench-Tweets

11


https://github.com/patriChiril/An-Annotated-Corpus-for-Sexism-Detection-in-French-Tweets
https://github.com/patriChiril/An-Annotated-Corpus-for-Sexism-Detection-in-French-Tweets

in The 13" International Workshop on Semantic Evaluation (Chiril et al., 2019b).

(4) The first approach to detect different types of reports/denunciations of sexism experiences
in French tweets. We rely on deep learning architectures trained on top of a combination
of several tweet’s vectorial representations: word embeddings built from different sources
(tweets, Wikipedia), complemented with both linguistic features, and various generalization
strategies to account for sexist stereotypes and the way sexist contents are linguistically
expressed, which is a first step before moving to a real scenario where gender stereotypes
are automatically detected. This work was published at The 58" Annual Meeting of the
Association for Computational Linguistics (ACL) (Chiril et al., 2020b).

Gender Stereotypes for Sexism Classification

Gender stereotypes defined by the Office of the High Commissioner for Human Rights as ‘a
generalised view or preconception about attributes, or characteristics that are or ought to be possessed
by women and men or the roles that are or should be performed by men and women’ have been
widely studied in psychology, communication studies and social science (Allport et al., 1954;
Crawford et al., 2002; Beike and Sherman, 2014; Biscarrat et al., 2016). Stereotypes have been
shown to represent the root cause of inter-group tensions (e.g., sexism, racism, etc.) (Fiske,
1998). For example, (8) (Fersini et al., 2018b) contains a stereotype based on a woman's place
being in the kitchen, while in (9) (Basile et al., 2019), immigrants are perceived as relying

heavily on the welfare system, highlighting the racial divide in the American society.

(8) Who makes the sandwiches at a feminist rally?

) Illegals Cross Border Just in Time to Have #AnchorBabies for Welfare and Medicaid Ripping
off U.S Taxpayers #RedNationRising #Trump #MAGA #SendThemBack ASAP

Although several studies suggest that there is a significant correlation between the usage
of stereotypes and hate speech (Garcia-Sédnchez et al., 2019; Francesconi et al., 2019), no one
has empirically measured the impact of gender stereotype detection for sexist hate speech

classification. To this end we:

(5) Present the first dataset annotated for gender stereotype detection. This dataset contains
about 9,200 tweets in French annotated according to different stereotype aspects and is freely

available for the research community.*

4https://github.com/patriChiril/An—Annotated—Corpus—for—Gender—Stereotype—Det
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(6) Conduct a set of experiments designed to detect gender stereotypes and then, to use this pre-
diction for sexism detection. We rely on several deep learning architectures leveraging various
sources of linguistic knowledge to account for gender stereotypes and the way sexist con-

tents are expressed in language.

Our results suggest that sexism classification can benefit from gender stereotypes detec-
tion. This work has been published in the Findings of The 2021 Conference on Empirical
Methods in Natural Language Processing (EMNLP) (Chiril et al., 2021a).

From Sexism Classification to Hate Speech Detection

Most of the existing systems designed for hate speech detection share two common charac-
teristics. First, they are trained to predict the presence of general, target-independent hate
speech, without addressing either the topical focus or the target-oriented nature of hate speech.
Second, these systems are built, optimized, and evaluated based on a single dataset (be
it topic-generic or topic-specific). Thus, it has become difficult to measure the generalization
power of such systems and, more specifically, their ability to adapt their predictions in the

presence of novel or different topics and targets (Yin and Zubiaga, 2021).

To address these final challenges, we propose a novel multi-target hate speech detection
approach for handling a new emerging target by leveraging existing manually annotated
datasets. This will enable a model to transfer knowledge from different datasets with differ-
ent topics and targets. In the context of offensive content moderation, identifying the topical
focus and the targeted community of hateful contents would be of great interest as it will

allow us to detect hate speech for specific topics/targets when dedicated data are missing.
Our contribution is threefold:

(7) We explore the ability of hate speech detection models to capture common properties from
generic hate speech datasets and to transfer this knowledge to recognize specific manifestations of

hate.

(8) We experiment with the development of models for detecting both the topics (racism, xenopho-
bia, sexism, misogyny) and the targets (gender, ethnicity) of hate speech going beyond standard
binary classification. We investigate (a) how to detect hate speech at a finer level of granularity
and (b) how to transfer knowledge across different types of hate speech. We rely on multiple topic-

specific datasets and develop, in addition to the deep learning models designed to address

ection—-in-French-Tweets
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point (7), a multitask architecture that has been shown to be quite effective in cross-domain

sentiment analysis (Zhang et al., 2019; Cai and Wan, 2019).

(9) We study the impact of affective semantic resources in determining specific manifestations
of hate speech. In this work, we also want to explore the affective characteristics of the lan-
guage used in hate speech, continuing the very recent work by Rajamanickam et al. (2020),
which suggests a strong relationship between abusive behavior and the emotional state of
the speaker. We experiment with three affect resources as extra-features on top of several
deep learning architectures: sentic computing (Cambria and Hussain, 2015) resources (Sen-
ticNet (Cambria et al., 2018), EmoSenticNet (Poria et al., 2013)) and semantically structured
hate lexicons (HurtLex (Bassignana et al., 2018)). SenticNet has not, to the best of our knowl-
edge, been used in hate speech detection. For each resource, we propose a systematic evalu-

ation of the emotional categories that are the most productive for our tasks.

Our results show that multi-target hate speech detection from existing datasets is
feasible, which is a first step towards hate speech detection for a specific topic/target
when dedicated annotated data are missing. Moreover, we prove that domain-independent

affective knowledge, injected into our models, helps finer-grained hate speech detection.

This work has been carried out in collaboration with Dr. Viviana Patti and Endang
Wahyu Pamungkas from the University of Turin (Turin, Italy) and was published in the
Cognitive Computation Journal (A Decade of Sentic Computing) (Chiril et al., 2021b).

Dissertation Outline

The dissertation is organized in four parts that can be read independently from each other,

and each part focuses on one of the aforementioned contributions.

As one of the critical aspects that arises when discussing hate speech lies in its definition
(although widely used, there is no agreement on its meaning and scope), in Part I we will
examine the concept of hate speech through definitions employed by either international or-
ganizations or scholars by considering the abounding elements that are intertwined. In this

part we also present an overview of the main works on hate speech and sexism detection.

In Part II we detail the data, the characterization of sexism content we propose and the

annotation scheme. We then present the experiments that were carried out for detecting
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sexist contents, as well as the pilot study in which we investigate whether the models that

were developed are capable of detecting target agnostic hate speech.

In Part IIT we focus on the detection of sexist hate speech against women in tweets, study-
ing for the first time the impact of gender stereotype detection on sexism classification. We
begin this part by detailing the data and the annotation process of the first dataset annotated

for gender stereotype detection, and then present the experiments that were carried out.

In Part IV we tackle, for the first time, hate speech detection from a multi-target per-
spective. We begin this part by presenting an overview of the main works on hate speech
detection, and then we present the experiments carried out for investigating the problem of

transferring knowledge from different datasets with different topical focuses and targets.

Finally, we provide an overview of this work and emphasise its contributions and lim-
itations. We highlight ethical issues, potential applications, as well as our perspectives for

future work.
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Part I

Hate Speech Detection in Online
Communication
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1 What is Hate Speech?

Hate Speech (HS hereafter) and harassment are widespread in online communication, due
to users’ freedom and anonymity and the lack of regulation provided by social media plat-
forms. We begin this chapter by analyzing different definitions employed by international
organizations. Then, we examine the different topical focuses of hate speech (e.g., misogyny,
sexism, racism, xenophobia, homophobia, etc.), as well as other related concepts (e.g., abusive,
offensive or aggressive language). We continue our discussion in Chapter 2 and 3 where we
provide, respectively: an overview of the main works on HS detection and sexism detection,

including the available corpora and approaches employed for these tasks.

1.1 Legal Definitions

The Council of Europe, an international intergovernmental organisation deeply involved in
the fight against HS through a variety of initiatives,” is the first and only institution to have
adopted an official definition of HS. An exhaustive definition of HS was published by the
European Commission against Racism and Intolerance (ECRI, 2015) because of an increased

concern related to the spread of HS in Europe and the negative effects on the society:

51’1ttps ://www.coe.int/en/web/no-hate-campaign/coe-work—-on-hate-speech
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What is Hate Speech?

the individual facets related to it. By adopting this definition and recognizing that HS can be
based on manifestations not listed in its characterization, the cases to which the concept can
be applied is hereby broadened. Another relevant elucidation in the context of this study

pertains to the definition of expression in which the use of new technologies is included as a

1
[...] hate speech is to be understood [...] as the advocacy, promotion or

incitement, in any form, of the denigration, hatred or vilification of a person
or group of persons, as well as any harassment, insult, negative stereotyping,
stigmatization or threat in respect of such a person or group of persons and the
justification of all the preceding types of expression, on the ground of ‘race’”
colour, descent, national or ethnic origin, age, disability, language, religion or
belief, sex, gender, gender identity, sexual orientation and other personal char-
acteristics or status. [...] the Recommendation specifically excludes from the
definition of hate speech any form of expression — such as satire or objectively

based news reporting and analysis - that merely offends, hurts or distresses.

?ECRI rejects theories based on the existence of different races (i.e., all humans be-
long to the same race). In this case, the term "race’ is used to ensure that the persons who
are generally (and erroneously) perceived as belonging to another race are not excluded
from the protection provided under this definition.

This definition outlines HS in exhaustive detail and it provides clarification concerning

possible catalyst for hateful messages:

man Rights (ECHR) refrained from providing any clarification regarding the boundaries of

1
"Expression’ is understood [...] to cover speech and publications in any

form, including through the use of electronic media, as well as their dis-
semination and storage. Hate speech can take the form of written or
spoken words, or other forms such as pictures, signs, symbols, paint-
ings, music, plays or videos. It also embraces the use of particular con-

duct, such as gestures, to communicate an idea, message or opinion.
44

Despite having to deal with the problem of HS several times, the European Court of Hu-
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1.1. Legal Definitions

the term, and rather adopted the definition provided by the Council of Europe,® where HS
was described as covering all forms of expression which spread, incite, promote or justify racial
hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance, including: intol-
erance expressed by aggressive nationalism and ethnocentrism, discrimination and hostility against
minorities, migrants and people of immigrant origin’. This comes as a result of ECHR preferring
to keep a flexible framework that could be more easily adapted to the evolution of the HS

phenomenon.

According to the Universal Declaration of Human Rights:”

i
Everyone has the right to freedom of opinion and expression; this right in-

cludes freedom to hold opinions without interference and to seek, receive and

impart information and ideas through any media and regardless of frontiers.

As a form of expression, HS ineluctably clashes with one of the main rights on which
the European Union is built on: freedom of expression; and by steering towards discrimina-
tion and/or violence, it also contradicts the European values of respect and tolerance. As
evidence indicates that free speech often results in hateful speech, in order to solve the con-
flict between the rights of an individual employing HS against the same rights of the others,
ECRI affirms that:

i
freedom of expression and opinion is not an unqualified right and that it

must not be exercised in a manner inconsistent with the rights of others
77

As a direct consequence of having to assure all rights for all citizens, some restrictions
to freedom of expression need to be applied in order to guarantee the respect of human
dignity by setting in place different tools capable of countering this problem. The massive
growth of user generated web content, along with the interactivity and anonymity the inter-

net provides, poses many obstacles for the regulation of hateful content in the cyberspace.

6Recommendation No. R (97) 20 of the Committee of Ministers to Member States on "Hate Speech”: https:
//rm.coe.int/1680505d5b
7https ://www.un.org/en/about-us/universal-declaration-of-human-rights
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What is Hate Speech?

Moreover, as Internet Service Providers and Web-Hosting Services have a key responsibil-
ity in keeping their platforms safe (Cohen-Almagor, 2017), the European Commission has
put in place a Code of Conduct for countering illegal HS online. Under this policy, major

IT companies®

committed to having in place ’clear and effective processes to review notifications
regarding illegal hate speech on their services so they can remove or disable access to such content’
as well as ‘providing Rules or Community Guidelines clarifying that they prohibit the promotion
of incitement to violence and hateful conduct’” (Jourové, 2016). A set of HS definitions included
by different social media platforms (Twitter,” Youtube,'® Facebook,!! Instagram!?) in their

3

conduct policies'? are presented in Table 1.1.

Given the rapid development of technology and (in particular) the impact of online plat-
forms on the society, the Digital Services Act,!* a new legislation to better regulate tech
giants, with particular focus on data management, disinformation and HS was enacted.
This resolution seeks to protect users” fundamental rights online (including the freedom
of speech) by setting in place a set of rules aimed at establishing a higher standard of 'fair-
ness, transparency and accountability on how the providers of such platforms moderate content, on
online advertising and on algorithmic processes’. To assure that the rights of everyone are re-
spected and that the internet is not diverted from its intended purpose for illicit ones, the
French government (France being one of the many countries that adhered to the Digital
Service Act) has made available a portal for reporting illegal contents or behaviours that
one may have encountered while using the Internet. The latest attempt to moderate hateful
content on the Internet, a bill introduced by the deputy Laetitia Avia, aimed to strengthen
the contribution of digital operators in the fight against online HS. The key requirement of
the law was to remove ‘manifestly illegal’ HS and a broad range of other types of content
within 24 hours of notice and a possibility of fines for ‘systemic failure to cooperate with the

authorities’. However, the French Constitutional Court deemed this deadline as being too

8https://ec.europa.eu/info/policies/justice—and-fundamental-rights/combatting
—discrimination/racism—and-xenophobia/eu-code-conduct-countering-illegal-hate-sp
eech-online_en
https://help.twitter.com/en/rules—and-policies/hateful-conduct-policy
1Ohttps://support.google.com/youtube/answer/Z801939?hl=en
11https://www.facebook.com/communitystandards/hate_speech
Lhttps://about.instagram.com/blog/announcements/an-update—on-our-work-to-tack
le—-abuse-on-instagram
13Note that in this study we only included definitions adopted by platforms that are widely studied in the
NLP literature for the task of HS detection.
Ynttps://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-a
ge/digital-services—-act-ensuring-safe-and-accountable-online-environment_en
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1.2. Types of Hate Speech

Table 1.1 — Comparison of HS policies across different social media platforms.

Platform

Hate Speech policy

You may not promote violence against or directly attack or threaten other people on the
basis of race, ethnicity, national origin, caste, sexual orientation, gender, gender identity,
religious affiliation, age, disability, or serious disease. We also do not allow accounts whose
primary purpose is inciting harm towards others on the basis of these categories.

Don’t post content on YouTube if the purpose of that content is to incite hatred or encour-
age violence against individuals or groups based on the following attributes: age, caste,
disability, ethnicity, gender identity and expression, nationality, race, immigration status,
religion, sex/gender, sexual orientation, victims of a major violent event and their kin, vet-
eran status. We don’t allow threats on YouTube, and we treat implied calls for violence as
real threats.

f
)

We define hate speech as a direct attack against people on the basis of what we call pro-
tected characteristics: race, ethnicity, national origin, disability, religious affiliation, caste,
sexual orientation, sex, gender identity and serious disease. We define attacks as violent
or dehumanising speech, harmful stereotypes, statements of inferiority, expressions of con-
tempt, disgust or dismissal, cursing and calls for exclusion or segregation. We consider age
a protected characteristic when referenced along with another protected characteristic. We
also protect refugees, migrants, immigrants and asylum seekers from the most severe at-
tacks, though we do allow commentary and criticism of immigration policies. Similarly, we
provide some protections for characteristics such as occupation, when they’re referenced
along with a protected characteristic. We recognise that people sometimes share content
that includes someone else’s hate speech to condemn it or raise awareness. In other cases,
speech that might otherwise violate our standards can be used self-referentially or in an
empowering way. Our policies are designed to allow room for these types of speech, but
we require people to clearly indicate their intent. If intention is unclear, we may remove
content.

short and pointed out that these obligations could "encourage the operators of online platforms

to remove the content that is reported to them, whether or not they are clearly illegal” at the expense

of freedom of expression.

1.2 Types of Hate Speech

In spite of no universally accepted definition of HS and the way it differs from offensive

language, there are some common elements that seem to arise. In particular, these messages

may express threats, harassment, intimidation or ‘disparage a person or a group on the basis of

some characteristic such as race, color, ethnicity, gender, sexual orientation, nationality, religion, or

other characteristic’ (Nockleby, 2000). As such, studies deal with different areas of online HS.
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What is Hate Speech?

The most important research topics in the HS literature are described in the following.

1.2.1 Ethnicity-based Hate Speech

Racism. Despite its ubiquity in everyday language, racism is an important issue which is
not easily defined in the scientific literature, as racist ideas can be expressed in numerous
ways. Clark et al. (1999) define racism as ‘beliefs, attitudes, institutional arrangements, and acts
that tend to denigrate individuals or groups because of phenotypic characteristics or ethnic group
affiliation’. More recent studies show that racism is no longer strictly limited to physical or
ethnic attributes and expand this definition by including insults, negative utterances and

negative generalizations concerning social and cultural aspects (Tulkens et al., 2016a).

While there are many forms of HS, Silva et al. (2016) show that the most prevalent one
is racism, with HS related to behavioural and physical aspects coming in second and third
place, respectively. Several studies consider this social phenomenon as a key factor in caus-
ing unfair and avoidable inequalities in terms of power, resources and opportunities across

racial or ethnic groups.

Racism can be expressed through negative and inaccurate stereotypes (one-word epi-
thets, phrases, concepts, metaphors and juxtapositions), prejudice or discrimination and as
a form of oppression, it is intrinsically linked to privilege, which results in providing unfair

opportunities to dominant social groups (e.g., whites) (Berman and Paradies, 2010).

According to Berman and Paradies (2010), in practice, racism co-occurs at three concep-
tual levels which contribute to maintaining or amplifying the inequity in the distribution of

opportunity across social groups:

- internalized racism (i.e., attitudes, beliefs or ideologies);
- interpersonal racism (i.e., human interactions);

- systemic/institutional racism (i.e., the production and allocation of resources within

society).

However, this generalization included in its definition (i.e., different phenotypes or ethnic
group affiliations) fails to account for the particularities of individual types of racism, which
differ not only in the way they are conveyed, but also in their historical significance (e.g.,

anti-Semitism, Islamophobia, xenophobia, racism against African Americans, etc.).
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1.2. Types of Hate Speech

Xenophobia. The Latin term xenophobia denotes the fear of foreigners, and although
hostility towards outsiders is often a reaction to fear, Sundstrom and Kim (2014) argue that
adhering to this etymology is insufficient and misleading as it conceals other affects (e.g.,
envy, resentment) associated with this phenomenon. As such, xenophobia is rooted in civic
ostracism (i.e., beliefs, attitudes and affects about social exclusion), this discerning it from

racism.

Although most migration is intra-continental, since 2015, with the so-called "refugees
and migrant crisis’, the number of asylum seekers has significantly increased in Europe,
migration becoming more diverse in terms of origin of migrants.15 As a result, this phe-
nomenon stimulated an increase in the number of hate crimes targeting migrants and
refugees, making the development of tools for the identification of xenophobic behaviour
extremely useful (Bosco et al., 2017; Basile et al., 2019). Moreover, the concerns raised by soci-
ety’s attitude regarding immigration, immigrant integration and social integration resulted
in the development of European policies for effectively integrating migrants into their new
societies (OECD, 2018). European Commission efforts for combating and preventing online
HS against migrants and refugees include the development of campaigns'® for building
counter-narratives on migration. Nonetheless, the negative attitude towards Islam go back
to before the "refugees and migrant crisis’. For example, a report presented by the European
Monitoring Centre on Racism and Xenophobia (EUMC)" shows that Islamic communities

(and other vulnerable groups) have become targets of increased hostility in the wake of the

the terrorist attacks in the United States on 11 September 2001.

Islamophobia. Despite the vast amount of research, there is a lack of terminological con-
sensus amongst academics as to the core features of islamophobia (e.g., different theoretical
concerns, political, geographical, and historical contexts). Another source of ambiguity is
that in many studies, the term is not defined at all. Consequently, the readers might have
a divergent understanding of the phenomenon, which in turn, might result in an increased
difficulty in interpreting /synthesizing findings. The All-Party Parliamentary Group (APPG)

on British Muslims!® argue that a working definition is vital for taking the appropriate steps

1Shttps ://migrationdataportal.org/regional-data-overview/europe

161’1ttp ://www.silencehate.eu/about-the-project/

Vhttps://fra.europa.eu/sites/default/files/fra_uploads/199-Synthesis-report_e
n.pdf

1Bhttps://staticl.squarespace.com/static/599c3d2febbdlad0cffdd8ad/t/5bfdlea3352f
531a6170ceee/1543315109493/Islamophobia+Defined.pdf
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in response to inequalities faced by Muslim citizens and its absence has resulted in Islam-
ophobia being overlooked in policy initiatives. However, the definition proposed by APPG
(i.e., ‘Islamophobia is rooted in racism and is a type of racism that targets expressions of Muslimness
or perceived Muslimness’) created confusion and was deemed as not being sufficient (due to
its broadness) as it had the potential of limiting freedom of speech. As race and culture are
closely intertwined with religion, Islamophobic HS must involve an attack against the reli-
gious identity and additionally it can also include a racial or cultural component. As such, a

new definition was proposed:!’

£/
A fear, prejudice and hatred [..] that leads to provocation, hostil-

ity and intolerance by means of threatening, harassment, abuse, incite-
ment and intimidation [...] motivated by institutional, ideological, polit-
ical and religious hostility that transcends into structural and cultural

racism which targets the symbols and markers of being a Muslim.

Anti-semitism. According to the International Holocaust Remembrance Alliance,?’ an

organization focused only on Holocaust-related issues,

i1
anti-Semitism is a certain perception of Jews, which may be expressed

as hatred toward Jews. Rhetorical and physical manifestations of anti-
Semitism are directed toward Jewish or non-Jewish individuals and/or their

property, toward Jewish community institutions and religious facilities.
77

This phenomenon has been widely studied in the social science literature, Brustein and
King (2004) stating that the ‘Jew hatred is more multifaceted than other kinds of prejudice’, this
making anti-Semitism different from other forms of xenophobia. In addition to racial based

discrimination, anti-Semitism also incorporates:

Bhttps://www.ohchr.org/Documents/Issues/Religion/Islamophobia-AntiMuslim/Civi
1%20Society%200r%20Individuals/ProfAwan-2.pdf

Oyttps://www.holocaustremembrance.com/resources/working-definitions-charters/
working-definition—antisemitism?focus=antisemitismandholocaustdenial
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- religious (Christian anti-Semitism (i.e., antipathy towards practices of Judaism) and Is-
lamic anti-Semitism (often denied and illustrated as political polemic revolving around

the Israeli-Palestinian conflict)),

- economic (from Judas to Rothschild, Jews are seen as wealthy and greedy people that

control the business world and use their power for their own benefit), and

- political (e.g., polemic in connection with the Israel-Palestine conflict, ‘Protocols of the

Elders of Zion” and Jewish world supremacy) prejudice.

Although both anti-Semitism and Islamophobia position Jews and Muslims as threat-
ening outsiders (e.g., controlling global banks vs. ‘stealing” jobs and ‘burdening” welfare),
Fastenbauer (2020) argues that there is a substantial difference in between Islamophobia
and anti-Semitism. While the former is a type of xenophobia ‘populistically stirred up by the
extreme right wing’, the reasons and the history of development of the latter are much more
complex. In addition, anti-Semitism has an ‘eliminatory character” as it was driven by a desire

for racial purity.

1.2.2 Gender-based Hate Speech

Sexism can be defined as prejudice or discrimination based on a person’s gender. It is based
on the belief that one sex or gender is superior to another. It can take several forms from
sexist remarks, gestures, behaviours, practices, insults to rape or murder. Sexist HS is a mes-
sage of inferiority directed against a historically oppressed group (usually directed against
women at least in part because they are women), that is persecutory, hateful and degrad-
ing (Langton, 2012), some authors referring to it as: ‘words that wound” (Matsuda et al., 1993;

Waldron, 2012; Delgado et al., 2015).

According to the Council of Europe:?!

i1
The aim of sexist HS is to humiliate or objectify women, to undervalue their

skills and opinions, to destroy their reputation, to make them feel vulnerable and

fearful, and to control and punish them for not following a certain behaviour.
77

2lpttps://rm.coe.int /1680651592
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As such, its psychological, emotional and/or physical impacts can be severe.

Although in some countries HS is legally protected (e.g., in the United States HS is pro-
tected under the First Amendment as freedom of expression (Massaro, 1990)), many other
countries have laws prohibiting it. For instance, for the five-year period mandate of French
president Emmanuel Macron, gender equality has been declared a major national cause?* and
since the French law of 27 January 2017 related to equality and citizenship,23 penalties due
to discrimination are doubled (sexism being now considered an aggravating factor). More-
)24

over, the High Council for gender equality (HCEfh)~* is asked to make available an annual

report on the state of sexism in France.

Both misogyny and sexism are common occurrences on all social media platforms (from
the way the media portrays women, expectations about how and if they should share their
opinions, to male dominance, violence and more)25 and it raises concerns due to the fact that
it may discourage or even prevent women from participating in social media. One of the
tirst studies that attempted a manually misogyny detection on Twitter (Hewitt et al., 2016)
stated that the misogynist abuse intensifies due to other users joining in the harassment of

the targeted user.

Although overall misogyny and sexism share the common purpose of maintaining or
restoring a patriarchal social order, Manne (2017) illustrates the contrast between the two
ideologies. A sexist ideology (which often "consists of assumptions, beliefs, theories, stereotypes
and broader cultural narratives that represent men and women’) will tend to discriminate between
men and women and has the role of justifying these norms via an ideology that involves be-
lieving in men’s superiority in highly prestigious domains (i.e., represents the ‘justificatory’
branch of a patriarchal order). A misogynistic ideology does not necessarily rely on people’s
beliefs, values, and theories, and can be seen as a mechanism that has the role of upholding
the social norms of patriarchies (i.e., represents the ‘law enforcement’ branch of a patriarchal
order) by differentiating between good women and bad women and punishing those who

take (or attempt to take) a man’s place in society.

Other phenomena that warrant attention are homophobia and transphobia. With in-

creased concerns expressed over discrimination on the grounds of sexual orientation, this

22http: //www.egalite—femmes—hommes.gouv.fr/marlene-schiappa-presente-ses—-priori
tes—en-conseil-des-ministres/

Bnttps://www.legifrance.gouv.fr/loda/id/JORFTEXT000033934948/

24http ://www.haut-conseil-egalite.gouv.fr/hce/presentation-et-missions/

Pnttps://rm.coe.int /1680590587
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type of hostility has gained increasing attention. Weinberg (1971) defines homophobia as
‘the dread of being in close quarters with homosexuals - and in the case of homosexuals themselves,
self-loathing’. Although this definition served as a model for defining a variety of negative
attitudes towards sexual minorities, Herek (2004) argues that a more nuanced vocabulary is

needed to understand all its underlying psychological, social, and cultural processes:

- sexual stigma (i.e., stigma attached to any nonheterosexual behavior, identity, relation-

ship, or community);

- heterosexism (i.e., beliefs about gender, morality, and dangers (posed by sexual minori-

ties) that perpetuate sexual stigma);

- sexual prejudice (i.e., negative attitudes based on sexual orientation, be it homosexual,

bisexual, or heterosexual);

- internalized homophobia (i.e., self-loathing /an internal conflict between what one should

be (i.e., heterosexual) and their sexual orientation).

1.2.3 Hate Speech and Other Related Concepts

Various other concepts related to HS exist, as shown in the following tweets taken from

(Sanguinetti et al., 2018; Zampieri et al., 2019a) and Hate Speech Hackathon:2°

- aggressive language: posts in which the user’s ‘intention is to be aggressive, harmful, or

even to incite, in various forms, to violent acts against a given target’ (Sanguinetti et al., 2018)

(1.1)  tutto tempo danaro e sacrificio umano sprecato senza eliminazione fisica dei talebani e
dei radicali musulmani e tutto inutile
(it’s all a waste of time, money and human lives without the extermination of Taliban

and radical Muslims it’s all useless)

- offensive language: posts containing ‘any form of non-acceptable language (profanity) or a
targeted offense, which can be veiled or direct. This includes insults, threats, and posts contain-

ing profane language or swear words.” (Zampieri et al., 2019a)

(1.2) @USER Figures! What is wrong with these idiots? Thank God for @USER

261’1ttps ://www.swisstext.org/2018/workshops/Hackathon.html
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- abusive language: ‘any strongly impolite, rude or hurtful language using profanity, that can

show a debasement of someone or something, or show intense emotion’ (Nobata et al., 2016)

(1.3)  An Asshole That’s Better Than You In Every Way.

Several attempts at classifying these overlapping phenomena are found in the literature.
Davidson et al. (2017) highlight that offensive language is often misclassified as HS due to
an overly broad definition of the phenomenon as both concepts include frequent use of pro-
fanities. However, the use of offensive language can occur in contexts other than HS: trying
to fit in with the others (i.e., conversational habits), using swear words for expressing a wide
range of emotions (e.g., anger, joy, frustration, surprise) and it can achieve a positive social
outcome by using swear words in jokes, ironic sarcasm, storytelling and even by replacing

violence with swearing (Jay, 2009).

As previous works grouped different phenomena under the same umbrella term of abu-
sive language, Waseem et al. (2017) propose a topology that synthesizes all these concepts by
considering whether (i) the language is directed towards a specific target or towards a gen-
eralized group and (ii) the degree to which it is explicit. To further clarify these concepts and
their relationships with each other, a classification of the overlapping abusive phenomena is
presented in Figure 1.1 (Poletto et al., 2021). According to this framework, HS is an instance
of abusive language, however manifestations of hatred that do not (necessarily) instigate a

violent action are not categorized as HS under this definition.

In the following chapter we analyze the characteristics of different HS corpora represen-
tative of this phenomena and survey the main approaches used to detect HS online using

Natural Language Processing (NLP) techniques.
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Figure 1.1 — Relations between HS and other related concepts (Poletto et al., 2021).

nbusivene