Compteur de photon basé sur une mesure dispersive multiplexée
Antoine Essig

To cite this version:


HAL Id: tel-03602821
https://theses.hal.science/tel-03602821
Submitted on 9 Mar 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Photon counting with a multiplexed dispersive readout
Compteur de photon basé sur une mesure dispersive multiplexée
PHOTON COUNTING WITH A MULTIPLEXED DISPERSIVE READOUT

ANTOINE ESSIG

Directed by Benjamin HUARD
École Normale Supérieure

december 2021
When a two-level system – a qubit – is used to probe a larger system, it naturally leads to answering a single yes-no question about the system state. Identifying what is the state of a system thus comes down to ask a series of binary questions iteratively to refine our knowledge. However, this approach leads to long measurement times for large systems, such as a resonator containing a large number of photons. In this thesis, we propose a new approach which enables us to make a measurement in a time, which is independent of the system size. This new measurement uses the qubit as an encoder of information about the system state into the many propagating modes of a transmission line.

Assuming an ideal detector, we show that photon counting can then be implemented in a fixed time whatever the number of photons. We demonstrate the practicality of this approach by counting the number of photons in a microwave resonator coupled dispersively to a single superconducting qubit.

In a first instance, we observe the qubit fluorescence dependence on the resonator photon number when the qubit is driven by a microwave monochromatic tone. Using the backaction of this dispersive measurement and post-selection, we evidence the photon counting ability of the measurement. The dephasing rate between two Fock states induced by the photon number measurement is measured and compared to theory. The latter allows us to study the non-linear dependence of the dephasing rate on the microwave drive amplitude.

In a second instance, the qubit fluorescence is probed using a frequency comb. Multiplexed heterodyne detections are simultaneously performed at each comb frequency and allow us to measure the photon number in the microwave resonator. This multiplexed measurement benefits from the recent bandwidth improvements of near quantum limited amplifiers. The limited cavity lifetime and detector efficiency prevented us from reaching single shot readout of the photon number in this proof-of-principle experiment. However, unlike in sequential measurement schemes, a single run of our experiment does provide, in parallel, partial information about the occupancy of each Fock state. Besides, we manage to observe the multiplexed measurement backaction on the resonator using direct Wigner tomography, which allowed us to measure the decoherence rate of the resonator induced by the measurement. We evidence an optimal qubit drive amplitude for information extraction, which matches the expected dynamics of a qubit under a multifrequency drive.
RÉSUMÉ

Lorsque l’on utilise un bit quantique (qubit) pour sonder l’état d’un système, la stratégie habituelle consiste à poser une série de questions binaires, chaque question améliorant notre connaissance de l’état du système. Cependant, cette stratégie nécessite de longs temps de mesure lorsque l’on considère un grand système, comme par exemple un résonateur électromagnétique peuplé d’un grand nombre de photons, car chaque question ne peut extraire qu’un bit d’information. Dans cette thèse, nous proposons une nouvelle stratégie qui permet d’obtenir un temps de mesure indépendant de la taille du système. Cette nouvelle approche est basée sur l’utilisation d’un qubit comme routeur, ce qui permet d’encoder l’information sur l’état du système dans les nombreux modes d’une ligne de transmission.

Dans le cas d’un détecteur idéal, nous montrons à l’aide d’une expérience de pensée que cette stratégie permet de mesurer le nombre de photons contenu dans une cavité en un temps constant, indépendant de la taille du système. Pour démontrer la faisabilité de cette mesure idéale, nous appliquons cette stratégie à la mesure du nombre de photons contenu dans un résonateur micro-onde couplé dispersivement à un qubit supraconducteur.

Dans un premier temps, la fluorescence du qubit est mesurée lorsque ce dernier est sondé à l’aide d’un ton micro-onde monochromatique. L’action en retour de cette mesure dispersive est étudiée, nous démontrons à travers la post-sélection que la fluorescence du qubit encode effectivement le nombre de photons contenu dans le résonateur. Nous mesurons le taux de déphasage induit par la mesure entre deux états de Fock du résonateur et le comparons à un modèle théorique. Ce dernier nous permet alors d’étudier le comportement non-linéaire du taux de déphasage induit par la mesure avec l’amplitude du ton micro-onde.

Dans un deuxième temps, la fluorescence du qubit est sondée à l’aide d’un peigne de fréquence. Des mesures hétérodynees multiplexées à tous les tons du peigne de fréquence nous permettent alors de mesurer le nombre de photons contenus dans le résonateur. Cette mesure multiplexée est rendue possible grâce aux récentes améliorations sur la bande passante des amplificateurs limités quantiquement. Le temps de vie du résonateur et une efficacité de mesure limitées nous empêchent d’atteindre un rapport signal sur bruit permettant de décoder toute l’information contenue dans notre mesure hétérodyne multiplexée. Cependant, contrairement à une mesure séquentielle, notre approche fournit en parallèle une information partielle sur la population de chaque état de Fock. L’action en retour de cette mesure dispersive multiplexée est étudiée à l’aide de tomosgraphies de Wigner du résonateur. Nous sommes ainsi capables de mesurer le taux de déphasage induit par la mesure multiplexée et mettons en évidence une amplitude optimale du peigne de fréquence qui maximise le taux de déphasage. Un modèle théorique basé sur l’approximation que le peigne de fréquence est infini nous permet de prédire l’amplitude optimale du peigne, et ce en accord avec l’expérience.
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Part I

INTRODUCTION
INTRODUCTION

1.1 BACKGROUND

Quantum and classical measurements differ significantly from one another. When performing a quantum measurement, the quantum state of a system is modified depending on the results of the measurement - an effect called measurement back-action. A classical measurement can also have a back-action on a system, for example by draining part of its internal energy and thus decreasing its temperature, but this effect is not systematic. For a quantum measurement, the back-action exists as soon as information about the quantum state is extracted. Therefore, quantum mechanics can be seen partly as an information theory.

It is difficult to describe quantum measurement without the notion of entanglement. It was first introduced by Einstein, Podolsky and Rosen in 1935 with the EPR paradox. The question was to know if there are hidden local variable in quantum mechanics or if the theory is intrinsically non-local. Bell came in 1964 with a proposal to test it quantitatively. This was measured by Alain Aspect et al. who concluded that there is no hidden local variable. Thus, entanglement and non-locality are intrinsic concept to the quantum mechanics, whatever is our interpretation of the quantum mechanics.

The first description of the back-action was the collapse of the quantum state introduced by W. Heisenberg and used by J. von Neumann to describe the von Neumann measurement. However this first description treated the measurement as an instantaneous and discrete phenomenon which is a poor approximation as instantaneous is unphysical, since it would require an infinite amount of energy. The generalized measurement description solves this issue by describing the measurement as an entanglement of the system with a probe which is measured by a measurement apparatus. The entanglement between the system and the probe is a key part of the measurement as it limits the type and the amount of information one can recover from the measurement. With this formalism, a continuous measurements and its back-action can be described. The back-action of a continuous measurement is not described by an instantaneous collapse of the quantum state but rather by its continuous decoherence. Because of the Heisenberg uncertainty principle, the information extraction rate of the continuous measurement is bounded by the decoherence rate induced by the measurement.

Entanglement and quantum measurements are now routinely used in experiments measuring and manipulating individual quantum systems, following pioneering works from the 2012 Nobel Prize laureates, Haroche and Wineland. A part of the work of Haroche was dedicated to the measurement of the number of excitations, called photons, residing into the stationary electromagnetic mode of a microwave cavity using a quantum two-level system, or quantum bit (qubit) as a probe. Each measurement was revealing at most 1 bit of information about the number of photons in the cavity mode.
and a sequence of various and successive measurements was needed to measure the photon number. However, is it the best use of a qubit to determine an observable of an individual quantum state with many possible outcomes such as a photon number? This is the question this thesis aims to answer. It will lead us to investigate the back-action of *multiple and simulatenous measurements* performed on an individual quantum state.

### 1.2 Individual Quantum State

Before measuring or manipulating an individual quantum state, one has to understand what are the necessary conditions for its existence. As Zurek explains [10], classicality is a property which emerges from a quantum system when it interacts with an environment. Thus, one can see quantum mechanics as a theory describing “isolated” systems. Of course a system can not be rigorously isolated otherwise it would be impossible to observe. Here, we consider a system *sufficiently isolated* from the environment such that its quantum state can be manipulated and measured before being reduced to a simple classical state by the coupling to the environment. So far, no maximal size has been identified for the existence of a quantum system. For example, the most massive systems showing degrees of freedom described by quantum mechanics are the 40 kg LIGO and VIRGO mirrors [11, 12]. These mirrors are pendulums sufficiently isolated from the earth’s vibrations to have mechanical degrees of freedom that follow the rules of quantum mechanics. The motion and position of the mirrors are thus described similarly to a quantum mechanical harmonic oscillator.

Nowadays, numerous systems were successfully “isolated” such that their individual quantum state could be manipulated. One can cite trapped ions [13], nitrogen-vacuum centers [14], quantum dots [15], Rydberg atoms [16] and electromagnetic fields or mechanical waves in cavity quantum electrodynamics [16], cavity optomechanics [17], and circuit quantum electrodynamics [18].

In this thesis, we develop a new measurement approach to measure the number of photons contained in a stationary electromagnetic mode. Our experimental testbed relies on *superconducting circuits*. These circuits are made of resonators and transmission lines that can be easily combined to a Josephson junction in order to create *artificial atoms*. They host collective excitations of the electromagnetic field and the superconducting condensate which are described by electromagnetic resonant modes. These modes can be considered as “isolated” and one can manipulate and measure their quantum states. One of the main advantages of superconducting circuits is that their parameters can be adjusted by design.

### 1.3 Photon-Counting with the Dispersive Interaction

We want to measure in the photon number basis the state of a superconducting microwave resonant mode - that we dub storage - using a superconducting artificial atom called the *transmon* (see Fig. 1.1). When both are cooled down to millikelvin temperature, they exhibit quantum behaviors and the transmon can be considered as a *quantum bit* (qubit). The storage state is described by the number of photons it contains; the state of the qubit is described by only two states: ground and excited. The macroscopic
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Figure 1.1: Optical picture of the circuit. The storage mode (green) is coupled to a transmon artificial atom or qubit (orange). An additional qubit (blue) and its dedicated readout resonator (purple) are used as a reference photon counter and storage tomography.

size of the qubit allows us to operate in a regime where the coupling rate with the storage is higher than the dissipation rate of the qubit and the storage mode [19]. The detuning between the resonant frequencies of the qubit and the storage is designed to be much larger than the coupling rate leading to an interaction which red-shifts the qubit frequency for each photons in the resonator, also called a dispersive interaction [20]. In order to photon count, the dispersive interaction is designed to be in the number-resolved regime, in which the frequency red-shift is larger than the decoherence rate of the qubit [21]. Thus, the qubit frequency depends on the number of photons occupying the storage mode.

This system is in fact analogous to the one used by Haroche in his Nobel Prize works and this thesis follows up on his microwave photon-counting works [22, 23, 24, 25] and their implementations in circuit quantum electrodynamics (circuit QED) [21, 26, 27, 28]. In those circuit QED works, the number-resolved regime is used to manipulate the qubit such that its state encodes information about the storage photon number. This information can be recovered by measuring the qubit state using a dedicated readout resonator dispersively coupled to the qubit. This qubit state readout is called a qubit dispersive readout. In this case, the qubit readout answers a yes-no question about the system state. Identifying what is the state of a system thus comes down to playing a game of “Guess Who?” A series of binary questions are asked iteratively to refine our knowledge about the state. Unlike the classical game, each answer disturbs the state of the system due to the measurement back-action. Determining an arbitrary number of photons in the cavity between 0 and \(2^m - 1\) takes at least \(m\) consecutive qubit measurements since each answer provides at most one bit of information about the system state. This limitation originates from the encoding of the extracted information into the quantum state of the qubit.

Our approach uses the fact that photon number is already encoded in the qubit frequency owing to the dispersive coupling. Thus, probing the qubit fluorescence with a transmission line enables us to readout the qubit frequency and thus to extract information about the storage photon number [29]. This measurement is the reverse of the usual qubit dispersive readout, and can be viewed as the storage dispersive readout.
When probing at a single frequency, the qubit fluorescence encodes at most 1 bit of information, however, thanks to the recent bandwidth improvements of near quantum limited amplifiers [30], we can probe simultaneously the qubit fluorescence at multi-frequencies using a frequency comb (see Fig. 1.2). Here, the qubit is used as an encoder of information about the storage state into the many propagating modes of a transmission line which can, together, encode much more than 1 bit of information. Daring an analogy with communication protocols [31], previous measurement schemes with time series of binary questions used time division multiplexing while our experiment demonstrates the analogous of frequency division multiplexing, where the qubit alone acts as the frequency multiplexing transducer (Fig. 1.3).

Assuming an ideal detector, we show that photon counting can then be implemented in a time independent of the number of photons. We demonstrate the practicality of this approach in an experiment where information about 9 possible photon numbers (more than 3 bits) in the storage mode is simultaneously extracted by a single superconducting qubit into 9 propagating modes of a transmission line. When driving the qubit at 9 test frequencies by multiplexing, the qubit simultaneously emits 9 microwave signals that
Figure 1.4: Multiplexed photon-counting. Dots: simultaneously measured average emission coefficients corresponding to every photon number $k$ from 0 to 8 as a function of the initial mean photon number $\bar{n}$ in the storage mode. $r_k$ is here the reflection coefficient of the qubit at its frequency corresponding to $k$ photons in the storage mode. Solid lines: prediction based on a master equation without free parameters.

each reveals information about the photon number ranging from 0 to 8 (see Fig. 1.4), implementing a multiplexed dispersive readout of the storage mode.

1.4 Measurement back-action

The measurement back-action of the storage dispersive readout and of the storage multiplexed dispersive readout are observed using direct Wigner tomographies of the storage [32], which allows us to measure the decoherence rate of the storage induced by the measurement.

The dephasing between two storage Fock states induced by the storage dispersive readout is measured and reproduced with a theory based on the adiabatic elimination of the qubit. We observe a strong non-linear dependence of the measurement-induced dephasing rate on the amplitude of the drive probing the qubit. The drive frequency leading to the largest dephasing rate depends non-linearly on the drive amplitude. This is a major difference compared to the back-action of a qubit dispersive readout.

The dephasing of the storage mode induced by the storage multiplexed dispersive readout is measured and shows a non-linear dependence on the amplitude of the multi-frequency drive. We evidence an optimal qubit drive amplitude for information extraction, which matches the expected dynamics of a qubit under a multi-frequency drive (see Fig. 1.5). In this case, the qubit undergoes periodic and almost instantaneous rotations in the Bloch sphere around the $x$-axis. At the optimal amplitude, each rotation corresponds to a $\pi$-pulse, thus maximizing the emission of the qubit and the information extraction rate.

1.5 Outline

This thesis is not written in a chronological order. Almost all the measurements were performed during the first half of the thesis whereas the theory and models where
derived during the second half. This means most experiments were performed with an understanding of the phenomenon below what is explained in this manuscript. To discuss the results in a logical and pedagogical order, we show measurements and theories together.

The three first chapters introduce the basic concepts needed to understand this thesis. Chap. 2 gives a quantum description of superconducting circuits. It discusses the master equation of an open quantum system, the basic controls one can apply on the circuit modes and the dispersive coupling. Chap. 3 shows how a superconducting circuit can be simulated to refine its design and reach the targeted circuit parameters. It focuses on the coupling between the circuits modes and the transmission line and the unavoidable resulting coupling to the environment - the Purcell effect. Chap. 4 introduces the notion of quantum measurement, the relevant parameters to classify quantum measurements and the different types of quantum measurements. It discusses in details heterodyne detection and the role of quantum-limited amplifiers. This chapter finishes with a characterization of the Josephson travelling wave parametric amplifier used in this thesis.

The four next chapters discuss the microwave photon-counting experiments and the main results of this thesis. Chap. 5 describes standard photon-counting protocols and their limitations and how a multiplexing approach can improve the measurement speed. In Chap. 6, we discuss the photon-counting of a resonator coherent state using the fluorescence of a dispersively coupled qubit. The measured back-action is studied and discussed with regards to the back-action of the qubit dispersive readout. Chap. 7 explores the photon-counting of a coherent state using a frequency comb to probe the qubit fluorescence in a multiplexing way. The photon spectral density of the reflected comb is measured and related to the dynamics of a qubit driven by a infinite frequency comb. Finally, Chap. 8 discusses the measurement back-action of the resonator multiplexed dispersive readout. The measured dephasing rate induced by the measurement is explained using the resonator-qubit dynamics when the qubit is probed by an infinite frequency comb. The last chapter, Chap. 9, is dedicated to the work performed at the

![Figure 1.5: Dephasing rate measured (dots) and simulated (line) as a function of qubit drive amplitude $\Omega$ in units of $\chi$. The evolution of the dephasing rate are strongly non linear with drive amplitude. $\beta$ is the initial coherent state in the storage and $\delta f_0$ the detuning with which the storage is probed.](image-url)
end of this thesis to reach a single-shot photon number measurement. It concludes with the perspectives of this thesis work.
CIRCUIT QUANTUM ELECTRODYNAMICS

The field of circuit quantum electrodynamics concerns the control, the measurement and the study of quantum electromagnetic modes based on superconducting devices. As said in the introduction, a degree of freedom is described by quantum mechanics if one can consider it as “isolated”, i.e. if one can control and measure it on a time scale smaller than the one with which the degree of freedom and the environment interact. For circuit quantum electrodynamics, the degrees of freedom are the electric and magnetic field\(^1\). The two fields are coupled together as described by the Maxwell equations and the result is the existence of electromagnetic modes. Those modes are the ones studied in the circuit quantum electrodynamics. The superconductivity of the devices enables one to confine the electric and magnetic fields, to impose the resonant condition (the resonant frequency of the modes is around 5 GHz), and to remove the Joule effect which would destroy the mode quantum state. Interestingly, the use of a superconductor enables coupling these modes to a Josephson junctions which can be built to have mode resonating in the GHz regime. Thus superconductors and Josephson junctions enable one to design and fabricate low-dissipation elements and to couple them strongly in the microwave regime.

The use of superconductors is not enough to ensure the existence of a quantum state on a time scale long enough to manipulate this state. Electromagnetic shielding and filtering, and low temperature are needed to protect the quantum state in these systems. The low temperature plays two roles. First, it freezes the environment dynamics and fluctuations. Second, it cools down the system into its ground state. The energy of the thermal fluctuations \( k_B T \), where \( k_B \) is the Boltzmann constant, has to be small compared to the energy of a photon of the electromagnetic mode, which is given by \( hf_r \), with \( h \) the Planck constant and \( f_r \) the resonant frequency of the mode. For a mode resonating at 20 GHz, the energy of a photon is equal to the energy of the thermal fluctuations at 1 K. With resonant frequencies around 5 GHz, temperatures of 10 mK, which are reachable with dilution refrigeration \([33]\), are sufficient.

Compared to optical light experiments, which show quantum behaviors even at room temperature, the requirement of a dilution fridge to cool down the microwave modes is a drawback. However, to control, probe, and simulate the system, the circuit quantum electrodynamics community can use microwave equipment and simulation softwares that are already well developed by the microwave industry.

This chapter will describe the nature of the electromagnetic modes used in circuit quantum electrodynamics and derive the formalism to describe them. As said, even if the system is “isolated”, meaning one can control and measure it before that the decoherence happens, it is still an open system interacting with its environment. We will see how we can describe this interaction and derive a master equation describing the dynamics of the system’s quantum state.

\(^1\) Either their free version in vacuum or their dressed version in the matter.
2.1 CIRCUIT QUANTIZATION

2.1.1 About resonators and cavities

The field of cavity quantum electrodynamics (cavity QED) was born to study the quantum state dynamics of a light mode confined in a superconducting cavity. By coupling light to matter (e.g., atoms, spins, electrons), the field has led to a large number of ground-breaking experiments [7, 16, 34]. In 1999, the first superconducting qubit was created [35], followed, in 2004, by the first demonstration of the regime of strong coupling between a superconducting qubit and a resonator [19], leading to the birth of a new branch called circuit QED. While the cavity QED field uses cavities to confine light modes and make them interact with various kinds of matter, the circuit QED field uses cavities and 2D resonators to confine light and the Josephson junction non-linearities to create and engineer interactions. Thanks to the large range of accessible parameters, the circuit QED field can be used to study and exploit various phenomena like quantum thermodynamics [36, 37, 38], quantum sensors [39], quantum measurement and quantum back-action [40, 41], and quantum computing [18, 42].
Resonators can take many forms: the most common is the $\lambda/2$ coplanar waveguide [43] made of superconductors (see Fig. 2.1a). It behaves as a Fabry-Perot cavity with a first resonance for a wavelength equal to twice its length. Superconducting cavities are bulk 3D superconductors designed to have a stationary resonant electromagnetic mode. The two most used are the rectangular cavity for readout [44], and the coaxial $\lambda/4$ cavity for high Q cavity [45, 46]. The resonant frequencies of a rectangular cavity of dimensions $l_x, l_y, l_z$ are given by

$$f_{k,l,m} = \frac{c}{2\pi} \sqrt{\left(\frac{k\pi}{l_x}\right)^2 + \left(\frac{l\pi}{l_y}\right)^2 + \left(\frac{m\pi}{l_z}\right)^2}$$

(2.1)

with $k, l, m$ the number of anti-nodes along the $x, y, z$ direction. For a $\lambda/4$ cavity, the resonant frequency is mainly given by the height $h$ of the cavity central post; the wavelength of the first mode is equal to about $4h$. All those resonators and cavities have an infinite number of resonant modes, which can all be described by an LC circuit [47, 48] (see Fig. 2.2a). As they are made of superconductors, we first ignore the dissipation and model the circuit without a resistor. One can define the generalized flux $\Phi$ through the inductor and the generalized charge $Q$ of the capacitor, which are related to the current $i$ and the voltage $V$ by [48].

$$\begin{align*}
\Phi(t) &= \int_{-\infty}^{t} dt' V(t') \\
Q(t) &= \int_{-\infty}^{t} dt' i(t')
\end{align*}$$

(2.2)

To be more precise, there is no DC resistance, but the superconductors still have an AC resistance which can first be neglected.
We can define the classical Lagrangian $\mathcal{L}$ of the system

$$\mathcal{L} = \frac{C\dot{\Phi}^2}{2} - \frac{\Phi^2}{2L}$$  \hfill (2.3)

with $C$ the capacitance, and $L$ the inductance of the mode studied. Here the capacitor and inductor energies play kinetic and potential energy roles, respectively. One can derive the conjugate variable of $\Phi$, which is equal to $C\dot{\Phi}$, and identify it to the charge $Q$ thanks to the capacitor characteristic. Thus $\Phi$ plays the role of position and $Q$ plays the role of momentum. The classical Hamiltonian of the system can be written

$$H = \frac{\partial \mathcal{L}}{\partial \dot{\Phi}} \dot{\Phi} - \mathcal{L} = \frac{Q^2}{2C} + \frac{\Phi^2}{2L}. \hfill (2.4)$$

As expected, this Hamiltonian describes a harmonic oscillator with two degrees of freedom, which are the flux $\Phi$ and the charge $Q$. It is identical to a mechanical harmonic oscillator describing a mass-spring system with a mass $C$ and a spring constant $1/L$. The resonant frequency of the LC oscillator is given by $f_r = 1/\sqrt{LC}$ and its impedance by $Z = \sqrt{L/C}$. The quantum Hamiltonian of the circuit is the same as the classical one, with $Q$ and $\Phi$, replaced by quantum operator charge $\hat{Q}$ and flux $\hat{\Phi}$ that obey the canonical commutation relation $[\hat{\Phi}, \hat{Q}] = i\hbar$.

$$\hat{H} = \frac{\hat{Q}^2}{2C} + \frac{\hat{\Phi}^2}{2L}.$$  \hfill (2.5)

One can diagonalize this Hamiltonian using the annihilation operator $\hat{a}$ defined as

$$\hat{a} = \frac{1}{\sqrt{2\hbar Z}} (\hat{\Phi} + iZ\hat{Q}). \hfill (2.6)$$

Thus, the Hamiltonian takes the form

$$\hat{H} = \hbar f_r (\hat{a}^\dagger \hat{a} + 1/2)$$  \hfill (2.7)

with the canonical commutation relation $[\hat{a}, \hat{a}^\dagger] = 1$. We recognize the diagonal form of a quantum harmonic oscillator with $\hat{a}$, the operator which annihilates one mode quantum, $\hat{a}^\dagger$ the creation operator which creates one mode quantum, and $\hat{a}\hat{a}$ the number operator that gives the number of quanta in the mode. Those quanta, called photons, are collective excitations of the superconducting fluid made of Cooper pairs and of the electromagnetic field. The basis that diagonalizes the Hamiltonian is the Fock basis $\{|n\rangle\}_{n\geq0}$ [48], where $n$ is the number of quanta of the mode (see Fig. 2.2b).

The flux and charge operators can be expressed using the annihilation and creation operators as

$$\begin{cases} \hat{\Phi} = \Phi_{ZPF} (\hat{a} + \hat{a}^\dagger) \\ \hat{Q} = Q_{ZPF} (\hat{a} - \hat{a}^\dagger)/i \end{cases}$$  \hfill (2.8)

with $\Phi_{ZPF} = \sqrt{\frac{\hbar Z}{2}}$ and $Q_{ZPF} = \sqrt{\frac{\hbar}{2Z}}$, the zero-point fluctuations. One can notice that their product saturates the Heisenberg uncertainty principle: $\Phi_{ZPF} Q_{ZPF} = \hbar/2$. 
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Figure 2.3: a. Equivalent circuit of a transmon qubit. The crossed box represents a Josephson junction including the intrinsic junction capacitor. We can separate the linear part from the non-linear one and thereby describe the transmon qubit as an LC resonator in parallel with a non-linear element, represented by the "spider" symbol. b. The cosine potential of the transmon qubit with its low energy levels. In the transmon regime, the frequency is independent of the charge \( n_q \) and decreases proportionally to the anharmonicity (which is equal to the charge energy \( E_C \)) when we climb the energy levels.

Those resonators and cavities cannot be used alone for two reasons. First, as the frequency of the mode is independent of the state (see Fig. 2.2b), the only state one can generate with a classical source is a coherent state \( |\alpha\rangle = \exp(-|\alpha|^2/2) \sum_{n \geq 0} \alpha^n / \sqrt{n!} |n\rangle \). Second, as we will see in Sec. 2.5.1 if we couple two light modes capacitively or inductively, we obtain two hybrid modes that are uncoupled. Thus, to have greater control and coupling between our light modes, we need to add non-linearities in the circuit, which is the role of the Josephson junction. From now on, we will not write the hat on a quantum operator except if the classical or quantum nature of the operator is ambiguous.

2.1.2 The transmon qubit

A simple way to add non-linearity in the circuit, to have control of it, and to achieve coupling between the modes is to use a Josephson junction (JJ). The JJ has the advantage of working in the microwave regime and shows small amounts of dissipation. It is possible to build either a parametric coupler based on JJ [49, 50, 51, 52] or a resonant mode that can be used as a quantum bit (qubit)[49]. Here, we will focus on the qubit type used in this thesis: the transmon qubit.

The transmon qubit is made from a JJ shunted by a capacitor made of two superconducting islands (the fabrication process is detailed in App. a). As we will see below, the capacitance and the junction properties make the transmon a charge-protected qubit based on a Cooper-pair box. The transmon is currently the most used qubit, particularly in multi-qubit experiments[53, 54]. Before considering it further, we will first describe a JJ.
Figure 2.4: a. Scanning electron microscope (SEM) image of a transmon qubit. The bright element at the center is the aluminum part of the qubit. The two gray pads on each side of the aluminum part are the two superconducting islands in niobium. At the top and at the bottom, one can see the beginning of $\lambda/2$ resonators capacitively coupled to the transmon. b. Aluminum part of the transmon. Here, we can see the galvanic contact, which corresponds to the large area shared by the niobium superconducting islands and the aluminum in order to obtain a small amount of electrical resistance between the two. c. SEM image of the JJ, which is the bump at the center. The junction is evaporated using an inline Dolan bridge (see Sec. a). d. An SEM image of another JJ in Al/AlO$_x$/Al using a 90° Dolan bridge (see Sec. a). The visible grains are due to the layer of aluminum that was used to image the device.

A JJ is comprised of a weak link between two superconducting islands. In the circuit QED field, the weak link is usually an oxide barrier in AlO$_x$ between two superconducting Al wires. Up until now, only junctions that have aluminum oxide barriers have shown good coherence properties and an almost reproducible fabrication process. In this thesis, the superconducting islands of the transmon are either made of niobium, aluminum or tantalum, and have a galvanic contact with the aluminum junction wires. The dynamics of a JJ can be described by the phase difference $\varphi$ between the Bose–Einstein condensates of the two superconducting islands [55]. The Josephson Hamiltonian reads

$$H_{JJ} = -E_J \cos \varphi,$$

(2.9)

with $E_J/2 \sim h \times 20$ GHz is the energy associated with a coherent tunneling of a Cooper pair through the junction. The phase $\varphi$ can be related to a flux $\Phi$ across the junction using $\varphi = \frac{\Phi}{\Phi_0} \left( \text{mod } 2\pi \right)^3$, with $\Phi_0 = h/(2e)$ being the reduced flux quantum. In order

3 If the junction is shunted by an inductance, then the phase $\varphi$ is defined over $R$ rather than $[-\pi, \pi]$.
to describe the transmon qubit, we need to take into account the capacitance between the two superconducting islands and the capacitance of the JJ. The full Hamiltonian is written as [56]

\[ H_{\text{transmon}} = 4E_C(n_c - n_g)^2 - E_J \cos \varphi, \]

(2.10)

with \( n_c \) the quantum operator giving the difference between number of Copper pairs of the two superconducting islands, \( E_C = \frac{e^2}{2(C_{\text{shunt}} + C_J)} \) being the charging energy, \( e \) the electrical charge, and \( C_{\text{shunt}} \sim 0.1 \text{pF} \) and \( C_J \sim 1 \text{fF} \) the capacitance of the superconducting islands and of the junction, respectively. Finally, \( n_g \) is a charge offset either due to a voltage source or to an asymmetry between the superconducting islands [47].

We can then distinguish two parameter regimes. If \( E_J/E_C < 10 \) (e.g., if there is no shunt capacitor), we are in the Cooper-pair box regime, and the qubit is a Cooper-pair box qubit[35]. The energy spectrum will depend strongly on \( n_g \) and any charge noise on \( n_g \) will lead to a strong dephasing of the Cooper-pair box qubit and a coherence time in the order of \( 1 \mu \text{s} \) [20]. By adding the shunt capacitor, we can increase the charge energy \( E_C \) to reach the ratio \( E_J/E_C > 30 \), which is called the transmon regime [20]. The dependence of the energy spectrum on \( n_g \) decreases exponentially, with \( E_J/E_C \) leading to a spectrum that is independent of \( n_g \). The larger the ratio \( E_J/E_C \) is, the wider the decomposition of the transmon eigenstates on the charge basis. As the transmon state is delocalized in the charge basis, it can be viewed as a charge-protected qubit based on a Copper-pair box. At the same time, when \( E_J/E_C \) increases, the low-energy eigenstates of the transmon are more localized around the phase \( \varphi = 0 \), which allows us to separate the linear part from the non-linear cosine part.

\[ H_{\text{transmon}} = \begin{cases} 4E_C(n - n_g)^2 + \frac{E_J}{2} \varphi^2 - \frac{E_J}{2} \cos \varphi \quad \text{linear} \\ \cos \varphi - \frac{E_J}{2} \varphi^2 - \frac{E_C}{4} (b + b^\dagger) \quad \text{non linear} \end{cases} \]

(2.11)

The linear terms can easily be diagonalized using the qubit annihilation operator

\[ b = \frac{1}{2} \left( \frac{E_J}{2E_C} \right)^{1/4} \left( \varphi + 2i \sqrt{\frac{2E_C}{E_J}} n \right). \]

(2.12)

Thus, the linear part corresponds to an harmonic oscillator with the resonant frequency \( \frac{1}{\hbar} \sqrt{8E_JE_C} \). The second term adds non-linearities to the transmon qubit, making it a non-linear harmonic oscillator at low energies. The junction can be viewed as a non-linear inductor \( L = L_J/\cos(\varphi) \) with a low-energy inductance \( L_J = \frac{\varphi^2_0}{E_J} \sim 15 \text{nH} \). If we only take into account the fourth-order non-linearities, the Hamiltonian of a transmon reads

\[ H_{\text{transmon}} = \sqrt{8E_JE_C} b^\dagger b - \frac{E_C}{12} (b + b^\dagger)^4 \approx (\sqrt{8E_JE_C} - E_C) b^\dagger b - \frac{E_C}{2} b^\dagger b b^\dagger b, \]

(2.13)

where \( f_t = (\sqrt{8E_JE_C} - E_C)/\hbar \), and the last approximation is obtained using a rotating-wave approximation (RWA) that stands as long as \( \hbar f_t \gg E_C/4 \) (which is the case in the transmon regime). The non-linear term modifies the transmon resonant frequency depending on the transmon state. As shown in Fig. 2.3b, the resonant frequency between
levels $m$ and $m+1$ is $f_{m,m+1} = f_t - mE_C$ at the first order in $E_C/E_J$. The fact that the anharmonicity, defined as $f_{1,2} - f_{0,1}$, is given by $E_C$ sets a limit on the ratio $E_J/E_C$ we can design. Indeed, in order to selectively address the two lowest levels within a time $\Delta t$\cite{57} and at a frequency of around 5 GHz, $E_C$ needs to be larger than $1/\Delta t$ and $E_J$ will be fixed by the resonant frequency. In practice, $E_C$ is between 100 MHz and 300 MHz. With this design, the $|0\rangle$ and $|1\rangle$ states (also called the $|g\rangle$ and $|e\rangle$ states) can be isolated (i.e., controlled selectively) and defined the two states of the transmon qubit.

2.2 OPEN QUANTUM SYSTEMS

In the last section, we showed how we can create harmonic oscillators and transmon qubits. We would now like to describe the basic control and measurements we can perform on such a system; however, this is, at this point, impossible. As things stand, we only have the Hamiltonian of those systems, allowing us only to study them as closed quantum systems. Of course, in order to perform measurements and apply controls, we have to interact with the system and, as such, we also need to let the environment interact with it. At this point, the system is no longer a closed system: it is now an open one, and its dynamics need to be described by a new master equation. In the next section, we will investigate how to describe an open quantum system\textsuperscript{4}.

2.2.1 The density matrix

The simplest way to describe a quantum state is to use a vector $|\Psi\rangle$ of the Hilbert space $\mathcal{H}$ associated with the system. However, only a pure state can be described in this manner. In order to be able to use a statistical mixture of pure states, also called a mixed state, and to study how the system can become entangled with an unknown auxiliary system, we have to use the density-matrix formalism. A density matrix $\rho$ is a representation of the quantum state with the following properties \cite{58}:

- For a pure state, $|\Psi\rangle$, $\rho = |\Psi\rangle\langle\Psi|$
- $\rho$ is hermitian, i.e. $\rho = \rho^\dagger$
- $\rho$ is positive, i.e. $\forall |\Psi\rangle \in \mathcal{H}$, $\langle\Psi|\rho|\Psi\rangle \geq 0$
- $\rho$ is normalized, i.e. $\text{Tr}(\rho) = 1$
- The expected mean value of an observable $O$ is given by $\langle O \rangle = \text{Tr}(O\rho)$
- The probability $p_\mu$ of finding an outcome $m_\mu$ after a measurement is given by $p_\mu = \text{Tr}(\Pi_\mu \rho)$, where $\Pi_\mu$ is the projector on the eigenspace of $m_\mu$
- If the measurement outcome is $m_\mu$, the measurement back-action changes $\rho$ into $\frac{\Pi_\mu \rho \Pi_\mu}{p_\mu}$, where the denominator imposes to conserve a trace of 1.

\textsuperscript{4} It is important to note that even if the quantum system is opened, it is designed to be sufficiently isolated to possess quantum behaviors. More precisely, the time the environment needs to destroy the quantum behavior of the system is longer than the time we need to control and measure its behavior.
As \( \rho \) is hermitian and positive, it is diagonalizable only with positive eigenvalues. Thus, we can write

\[
\rho = \sum_{\mu} w_{\mu} |\Psi_{\mu}\rangle \langle \Psi_{\mu}|,
\]

where the normalization of \( \rho \) imposes \( \sum_{\mu} w_{\mu} = 1 \). In this case, we can understand \( \rho \) as a statistical mixture of the pure states \( \{ |\Psi_{\mu}\rangle \} \), where \( w_{\mu} \) is the probability of having the state \( |\Psi_{\mu}\rangle \). From this form, it is a simple matter to use the Schrödinger equation to derive the derivative of \( \rho \)

\[
\frac{d\rho}{dt} = -\frac{i}{\hbar} [H, \rho],
\]

with \( H \) the Hamiltonian of the system.

We need to highlight the fact that \( \rho \) is the best representation we have of the quantum state, based on the information observers currently possess. This observation reveals quantum mechanics as a theory of information [59]: we accumulate in one object (the density matrix) all the information we have about a quantum state\(^5\). An omniscient observer that knows all the information about a system will be able to write it as a pure state.

That is, if two systems, \( A \) and \( B \), are entangled, the quantum state can therefore be described by the density matrix \( \rho_{AB} \). The density matrix \( \rho_A \), which describes the state of \( A \) without looking at \( B \), is simply given by the partial trace of \( \rho_{AB} \) over \( B \)

\[
\rho_A = \text{Tr}_B (\rho_{AB}) = \sum_{\mu} \langle \Psi_{\mu}^B | \rho_{AB} | \Psi_{\mu}^B \rangle,
\]

where \( \{ |\Psi_{\mu}^B\rangle \} \) is a basis of \( B \), and the sandwich of \( \rho_{AB} \) produced by the bras and the kets of \( B \) acts only on the Hilbert space of \( B \). This way, \( \rho_A \) only contains information about the system \( A \); it does not contain any information about the entanglement it has with the system \( B \).

As our systems are open, they exchange energy and information with the environment; thus, the only exact way to describe them is to use the density-matrix formalism. Moreover pure states are non-physical. The quantum version of the third law of thermodynamics says that we can prepare a pure state only by using an infinite amount of resources [60]. Thus, experimentally, there is no such thing as a pure state. However, pure states are a useful representation which make the description of system easier in many situations.

Before deriving the master equation for our system, let us see how we can be more quantitative about the amount of information contained in the density matrix.

### 2.2.2 Von Neumann entropy

Instead of looking at the amount of information we have about a state, we prefer to look at the amount of information that is unknown (in other words, the amount of

\(^5\) If we dare to construct an analogy, this is like asking someone to draw a picture of somebody they have never seen, but only heard about. The drawing will contain all the information the artist has and will not be fully accurate; additionally, parts of the drawing will be blurred when the artist contains only partial information.
information we have to discover if we wish to project the system’s current state onto a pure state\[^6\]. Commonly, this missing information is called entropy, as it refers to the same entropy concept found in statistical physics. There are several ways to define the entropy of a quantum state; in this thesis, we will use the von Neumann definition of entropy, which satisfies all the properties an entropy should have \[^59\],

\[
S(\rho) = \text{Tr}(\rho \log_2(\rho)) = -\sum_{\mu} w_\mu \log_2(w_\mu),
\]

where the second equality is easily obtained after the diagonalization of \(\rho\). This shows that the von Neumann entropy of a statistical mixture of pure states is the same as Shannon’s entropy\[^59\] of the probability distribution \(\{w_\mu\}_\mu\). The \(\log_2(x) = \log(x)/\log(2)\) function is the binary logarithm; in this way, the entropy is expressed in units of bits of information.

As an example, let us consider the maximally entropic state of a qubit, \(\rho_q = \frac{1}{2} |g\rangle\langle g| + \frac{1}{2} |e\rangle\langle e|\). We can translate its state as follows: the qubit has 50% chance of being in \(|g\rangle\) and a 50% chance of being in \(|e\rangle\). In this case, the von Neumann entropy gives \(S(\rho_q) = 1\), which means we need to measure one bit of information to know the qubit’s exact state. This makes sense, as a qubit state is described by one bit of information\[^7\].

The von Neumann entropy will be used in Sec. 8.2.2 to derive the rate at which the measurement extracts information from the system.

2.2.3 The environment’s measurements

In order to derive the master equation of an open quantum system, we first need to be able to describe the interaction between the system and its environment. To do so, we will derive the generalized measurement formalism, and use it to describe the system’s interaction with the environment and to derive a differential equation for the system dynamics.

2.2.3.1 Generalized measurement

As we will see in Sec. 4.1.2, most measurements are not projective. As such, we need to introduce a formalism that will enable us to deal with all kinds of measurements \[^7\]. First, let us describe how measurements are generally performed. Our system, called system \(A\), interacts with an ancillary system, \(B\), which is used for the purpose of measurement. The measurement scheme is as follows: we let systems \(A\) and \(B\) interact and become entangled under the unitary evolution \(U_E\), before performing a von Neumann measurement of system \(B\) \[^7\]. Let us now consider the effect of this measurement process on system \(A\). As any mixed state is a statistical mixture of pure states, we will, in a first time treat system \(A\) as starting in a generic pure state \(|\Psi^A\rangle\). Thus, the full system

\[^6\] This is of course impossible, according to the third law of quantum thermodynamics, because of the noise that is always attached to any measurement

\[^7\] This also means that a qubit state cannot encode more than one bit of information.
starts in the state $|Ψ^A⟩ ⊗ |0^B⟩$, where $|0^B⟩$ is a reference state for $B$. The entangling operation $U_E$ changes the state of the system in a unitary way, as follows [7]:

$$|Ψ^{AB}⟩ = U_E |Ψ^A⟩ ⊗ |0^B⟩ = \sum_\mu (M_\mu |Ψ^A⟩) ⊗ |Ψ^B_\mu⟩,$$

(2.18)

where each $|Ψ^B_\mu⟩$ corresponds to an eigenvector, associated with the result $m_\mu$ of the projective measurement that will be performed on $B$ and $M_\mu$ are the measurement operators which describes how the state of the system $A$ evolve under the entangling operation $U_E$ for each result $m_\mu$. We have the mathematical relation $M_\mu = ⟨Ψ^B_\mu | U_E |0^B⟩$. If system $A$ starts in a mixed state, we can write $ρ_A$, the density matrix of $A$, as a convex combination of a pure state projectors, applying the same results to each pure state. Thus, the state after the unitary evolution reads

$$ρ_{AB} = U_E (ρ_A ⊗ |0^B⟩⟨0^B|) U_E^\dagger = \sum_\mu,\nu M_\mu ρ_A M_\nu^\dagger ⊗ |Ψ^B_\mu⟩⟨Ψ^B_\nu|.$$  

(2.19)

If the von Neumann measurement of $B$ gives the outcome $m_\mu$, the state of $B$ is projected onto $|Ψ^B_\mu⟩$ and the state of $A$ becomes $M_\mu ρ_A M_\mu^\dagger / \text{Tr}(M_\mu ρ_A M_\mu^\dagger)$. By tracing over $A$, we can show that the probability of measuring the outcome $m_\mu$ is given by $p_\mu = \text{Tr}(M_\mu ρ_A M_\mu^\dagger)$. As the size of $B$ is not bounded, the number of outcomes and the number of measurement operators $M_\mu$ are not bounded either.

Let us then summarize what we discussed. A measurement scheme can be described using a unitary entanglement with an ancillary system or probe, followed by a projective measurement of the ancillary system. Each measurement outcome $m_\mu$ is related to a measurement operator $M_\mu$, which may not be Hermitian. The probability $p_\mu$ of obtaining the outcome $m_\mu$ is

$$p_\mu = \text{Tr}(M_\mu ρ_A M_\mu^\dagger),$$  

(2.20)

and the system state after the measurement becomes

$$ρ_A \rightarrow \frac{M_\mu ρ_A M_\mu^\dagger}{p_\mu}.$$  

(2.21)

As the sum of the probability outcomes has to be equal to 1, the measurement operators must satisfy a normalization equality, as follows

$$\sum_\mu M_\mu^\dagger M_\mu = 1.$$  

(2.22)

It is easy to confirm that, if the measurement operators are orthogonal projectors, then the Eqs. (2.20) and (2.21) become equivalent to those used by a von Neumann measurement performed on $A$.

If the measurement is unread, the density matrix $ρ_A$ will be given as a statistical mixture of all possible density matrices after the measurement, weighted by the outcome probabilities [7]

$$ρ_A \rightarrow \sum_\mu p_\mu \frac{M_\mu ρ_A M_\mu^\dagger}{p_\mu} = \sum_\mu M_\mu ρ_A M_\mu^\dagger.$$  

(2.23)

Generalized measurement is a powerful tool. As we will see in the next section, any quantum evolution can be described as an unread generalized measurement; this will allow us to derive the dynamics of an open system.
2.2.3.2 Quantum maps and Kraus operators

Any unitary evolution, unread measurement, or interaction by a system with its environment can be described by a linear super-operator \( \mathcal{L} \), called a quantum map [7]. A quantum map has to be a linear operator that leads to a hermitian, positive, and normalized density matrix. Thus

- \( \mathcal{L}(p\rho + q\rho') = p\mathcal{L}(\rho) + q\mathcal{L}(\rho') \) with \( p + q = 1 \)
- \( \mathcal{L}^\dagger(\rho) = \mathcal{L}(\rho) \)
- \( \text{Tr}(\mathcal{L}(\rho)) = 1 \)
- \( \langle \Psi | \mathcal{L}(\rho) | \Psi \rangle \geq 0 \) for all \( |\Psi\rangle \) in \( \mathcal{H} \).

One can show that any quantum map can be written as an unread generalized measurement [7]. In such cases, the measurement operators are also called Kraus operators. Thus, any quantum map representing the evolution of the system during the time \( \Delta t \), including any interaction with an environment, takes the form

\[
\rho(t + \Delta t) = \mathcal{L}(\rho(t)) = \sum_{\mu} M_{\mu} \rho M_{\mu}^\dagger. \tag{2.24}
\]

There are many possible sets of Kraus operators \( M_{\mu} \) for a given map but it is possible to find a set with at most \( N_H^2 \) Kraus operators, where \( N_H \) is the size of the system Hilbert space \( \mathcal{H} \), whatever the size of the environment with which the system interacts. These results show that the decoherence process, i.e. the decrease of the coherences due to interaction with an environment, can be seen as a measurement performed by the environment. As an observer of the system, we may not have access to the outcome of this measurement. There is one condition to satisfy to describe the effect of an environment on a system with such a quantum map, the system and the environment have to start in a separable state; i.e. they must not be entangled or classically correlated.

2.2.3.3 The Lindblad equation

The quantum map derived in the last section is a time-integrated evolution. When describing our system, we would prefer to use a first-order differential equation to describe the dynamics of \( \rho \) as a function of time \( t \). Deriving such a differential equation is not straightforward; the environment has to satisfy certain conditions. For a precise description of the environment, see [61], and for a detailed discussion about the conditions, see [7]. Here, we will only state that the following conditions are enough to derive a first-order differential equation:

- The environment must be a “sink” (e.g. large enough, with many degrees of freedom) whose evolution is not appreciably affected by the system. Thus, we can use a Markov approximation to erase the memory of the environment. The time scale of the correlation and fluctuation of the environment can be denoted by \( t_c \). The Markov approximation involves looking at the system using a time step \( dt \).

8 A super-operator acts on operators of the Hilbert space.
larger than \( t_c \), otherwise we need to take into account the memory and fluctuations of the environment to describe the system dynamics. \( t_c \) can be viewed as the time the environment needs to reset the modes that are coupled to the system.

- The system dynamics is divided into time slices of duration \( dt \). Mathematically, it means we cannot consider the limit \( dt \to 0 \). This “coarse-grained” description erases high-frequency system dynamics, the fluctuations and correlations of the environment, and any entanglement between the system and the environment. In order to capture a dynamics with the typical time scale \( t_d \), the time step \( dt \) has to be smaller than \( t_d \). Thus, we can state the following restriction:

\[
t_c \ll dt \ll t_d.
\]  

(2.25)

- We assume that no measurement has been performed by the observer (or, at least, that only unread measurements have been performed).

Under the above assumptions, at any time \( t \) (with time steps \( dt \)) the state of the system and the environment can be considered as factorized. This allows us to use a quantum map to compute the system evolution during the next time step \( dt \) with Kraus operators that do not depend on the time \( t \).

We define the derivative of \( \rho \) as

\[
\frac{d\rho}{dt}(t) = \mathcal{L}_{dt}(\rho(t)) - \rho(t),
\]

(2.26)

where \( \mathcal{L}_{dt} \) is the quantum map describing the evolution of the density matrix during the time \( dt \): \( \mathcal{L}_{dt}(\rho(t)) = \rho(t + dt) \). As we choose \( dt \) small compared to the typical time scale of the system dynamics, \( \rho(t + dt) \) must be equal to \( \rho(t) \) at the first order in \( dt \). This means that at least one of the Kraus operators in \( dt \) is of the order of unity. As the set of Kraus operators is not fixed, we can make it so that only one Kraus operator is of the order of unity. Let us call this Kraus operator \( M_0 \), which we can write as

\[
M_0 = 1 - i\frac{H}{\hbar}dt - Jdt,
\]

(2.27)

where we isolate the hermitian \( H/\hbar \) and anti-hermitian \( J \) parts of the first-order contribution. The decision to call the hermitian part \( H \) is not anecdotal: as we will see later, it is in fact the Hamiltonian of the system.

The action of all other Kraus operators, i.e. \( M_{\mu} \rho M_{\mu}^\dagger \), are of the order of unity in \( dt \). Thus, we write

\[
M_{\mu} = \sqrt{dt}L_{\mu},
\]

(2.28)

where \( L_{\mu} \) is called the jump operator and is independent of \( t \) and \( dt \). Using the normalization condition of the Kraus operator set, we can express \( J \) as a function of \( \{L_{\mu}\}_\mu \)

\[
\sum_{\mu} M_{\mu}^\dagger M_{\mu} = 1 - 2Jdt + \sum_{\mu \neq 0} dtL_{\mu}^\dagger L_{\mu} = 1,
\]

(2.29)
obtaining

\[ J = \frac{1}{2} \sum_{\mu \neq 0} L^\dagger_\mu L_\mu. \] (2.30)

Note that \( H \) does not appear. This make sense, as the normalization condition of the Kraus operator imposes the preservation of the density matrix trace and a Hamiltonian dynamics is unitary and thus does not affect the density matrix trace.

We now know everything we need to write the derivative of the density matrix. Eq. (2.24) reads

\[ \frac{d\rho}{dt} = -\frac{i}{\hbar}[H,\rho] + \sum_{\mu \neq 0} D(L_\mu)\rho, \] (2.31)

where \( D \) is the Lindblad super-operator defined as \( D(L_\mu)\rho = L_\mu \rho L^\dagger_\mu - \frac{1}{2}\{L^\dagger_\mu L_\mu, \rho\} \).

This master equation is in the Lindblad form and, as such, is commonly termed the Lindblad equation. In this equation, we retrieve the unitary evolution under the Hamiltonian \( H \) as in Eq. (2.15). However, the Hamiltonian is not exactly the same. In the Lindblad equation, \( H \) contains all the renormalization effects due to its interaction with the environment, as in, for example, the Lamb shift [61, 7]. When comparing Eqs. (2.15) and (2.31), we can see that the major effect of the environment is adding the Lindblad superoperator terms, which act as the unread measurement of the jump operators. Note also that the Lindblad super-operator form ensures the conservation of the trace of the density matrix.

### 2.3 Dissipation and Control of Resonators

In this section and the next, we will describe and discuss the Lindblad form of the master equation for resonators (or cavities) and qubits, and the controls and measurements we can perform. As cavities and resonators are equivalent systems, for the rest of this thesis we will always use the word “resonator,” except where the system is explicitly a cavity.

#### 2.3.1 Input–output relation

In order to apply a control and to probe the resonator, we capacitively couple the resonator to a microwave transmission line (see Fig. 2.5a). In this thesis, all experiments are performed by probing the resonator in reflection; this only needs one transmission line, whereas a measurement in transmission needs two transmission lines. To stay general, we will derive the equations by assuming that the resonator has two ports.

Each transmission line can be described using an infinite number of \( LC \) modes in parallel (see Fig. 2.5b); thus, the number of degrees of freedom the transmission line has can be considered as large enough that the transmission line is a “sink.” We can then use a master equation with a Lindblad form. The resonator can only lose photons one by one, so the jump operators we have to consider are \( \sqrt{\kappa_1}a, \sqrt{\kappa_2}a, \) and \( \sqrt{\kappa_3}a, \) where \( \kappa_1 \) (respectively \( \kappa_2 \)) is the coupling rate between the resonator and the first (respectively...
second) transmission line, \( \kappa_l \) is the rate at which the resonator loses photons due to internal losses, and \( a \) is the annihilation operator of the resonator mode. Thus, the master equation is

\[
\frac{d\rho}{dt} = -\frac{i}{\hbar} [H, \rho] + (\kappa_1 + \kappa_2 + \kappa_l) D(a) \rho. \tag{2.32}
\]

The input and output propagating fields for each transmission line \( i \) are linked to the resonator state by the input–output relationship [62], as follows:

\[
a_{out,i} - a_{in,i} = -\sqrt{\kappa_i} a, \tag{2.33}
\]

where \( a_{in,i} \) and \( a_{out,i} \) are the annihilation operators of the input and output fields at the end of the transmission line \( i \) (i.e. the input and output fields seen by the coupling capacitor \( C_c \)).

Using the Heisenberg picture, we can write the quantum Langevin equation within the RWA, followed by the annihilation operator \( a \) [48]

\[
\frac{da}{dt} = -\frac{i}{\hbar} [H_{bare}, a] - \frac{\kappa_1 + \kappa_2 + \kappa_l}{2} a + \sqrt{\kappa_1 a_{in,1}(t)} + \sqrt{\kappa_2 a_{in,2}(t)} + \sqrt{\kappa_l a_{in,l}(t)}, \tag{2.34}
\]

where \( H_{bare} \) is the Hamiltonian of the system under the assumption that no input field was received through the two ports or through internal losses, and \( a_{in,l} \) is the annihilation operator representing the input field corresponding to the internal losses. Driving port 1 with a coherent field (which is what we have when using a classical microwave source attenuated at low temperature) of complex amplitude \( \alpha_{in} \) and angular frequency \( \omega \), the mean value of the Langevin equation gives a mean-field equation reading

\[
\frac{d\alpha}{dt} = -i\omega \alpha - \frac{\kappa_{tot}}{2} \alpha + \sqrt{\kappa_1} \alpha_{in}. \tag{2.35}
\]
where $\kappa_{\text{tot}} = \kappa_1 + \kappa_2 + \kappa_l$, $\alpha$ is the complex amplitude of the resonator coherent field and $\omega_r$ is the resonant angular frequency. Employing the Fourier domain to solve this equation and using the input–output relation (see Eq. (2.33)), we can compute the reflected coefficient $S_{11}$ on port 1 and the transmission coefficient $S_{21}$ from ports 1 to 2

\[
\begin{align*}
S_{11}(\omega) &= \frac{\alpha_{\text{out},1}(\omega)}{\alpha_{\text{in},1}(\omega)} = -\frac{\kappa_1 - \kappa_2 - \kappa_l + 2i(\omega - \omega_r)}{\kappa_{\text{tot}} - 2i(\omega - \omega_r)} \\
S_{21}(\omega) &= \frac{\alpha_{\text{out},2}(\omega)}{\alpha_{\text{in},1}(\omega)} = \frac{-2\sqrt{\kappa_1 \kappa_2}}{\kappa_{\text{tot}} - 2i(\omega - \omega_r)} \quad (2.36)
\end{align*}
\]

These two coefficients are the signal we measure when we perform a spectroscopy of the resonator with an heterodyne detection setup.

2.3.2 Displacement operator

In the last section, we described the output field when the resonator is driven by a coherent field. Let us now discuss the effect of this drive on the resonator state. Going back to Eq. (2.34), we see that adding a coherent drive $\alpha_{\text{in}}e^{-i\omega t}$ through port 1 is equivalent to displacing the state $a_{\text{in}}$ by the drive

\[
a_{\text{in}} \rightarrow a_{\text{in}} + \alpha_{\text{in}}e^{-i\omega t}. \quad (2.37)
\]

Thus, a new term appears in the Langevin equation (2.34) that can be absorbed in the Hamiltonian by adding the drive term $H_{\text{drive}}$ [62]:

\[
H_{\text{drive}} = i\hbar\sqrt{\kappa_1}(a^\dagger - a)(\alpha_{\text{in}}e^{-i\omega t} + \alpha_{\text{in}}^*e^{i\omega t}). \quad (2.38)
\]

Using the rotating frame of the resonator and performing RWA, we get

\[
H_{\text{RWA}} = i\hbar\sqrt{\kappa_1}(a^\dagger \alpha_{\text{in}}e^{-i\Delta t} - a\alpha_{\text{in}}^*e^{i\Delta t}), \quad (2.39)
\]

with $\Delta = \omega - \omega_r$ being the detuning of the drive compared to the resonator frequency. This Hamiltonian is equivalent to applying a displacement force in an oscillating direction on the resonator state. If the drive is resonant ($\Delta = 0$), the direction of the force is constant and the state $\rho(t = 0)$ will be transformed after time $t$ in

\[
\rho(t) = D(\alpha)\rho(0)D(\alpha)^\dagger, \quad (2.40)
\]

where $D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a)$ is the displacement operator and $\alpha = \sqrt{\kappa}\alpha_{\text{in}}t$. This equation is valid if the dissipation is negligible during the time $t$ (i.e., $t \ll 1/\kappa_{\text{tot}}$). This operator is called “displacement,” as it translates the state by $\alpha$ in the phase space. Specifically, if we start in the vacuum $|0\rangle$, the state after a displacement $D(\alpha)$ is the coherent state $|\alpha\rangle = \exp(-|\alpha|^2/2) \sum_n \frac{\alpha^n}{\sqrt{\langle n | n \rangle}} |n\rangle$.

In comparison, if the drive is applied during a time $t$ that is larger than a few $1/\kappa_{\text{tot}}$, the resonator state reaches a steady state due to the competition between the displacement force and the dissipation. The steady state is equal to the coherent state
$|\alpha_{ss}\rangle$ where $\alpha_{ss}$ is the stationary solution of the mean-field equation (2.35) in the frame rotating at the drive frequency

$$0 = i\Delta \alpha_{ss} - \frac{\kappa_{tot}}{2} \alpha_{ss} + \sqrt{\kappa_1} \alpha_{in},$$

(2.41)

where the solution is

$$\alpha_{ss} = \frac{2\sqrt{\kappa_1} \alpha_{in}}{\kappa_{tot} - 2i\Delta},$$

(2.42)

### 2.3.3 Dissipation and temperature

We will now describe the resonator’s losses in more detail. Here, $\kappa_{tot}$ is the total loss rate of the resonator (i.e. the rate at which the resonator loses photons). Starting from a coherent field $|\Psi(0)\rangle = |\alpha\rangle$, the state after at time $t$ when no drive is applied is

$$|\Psi(t)\rangle = |\alpha e^{-\kappa_{tot}t/2}\rangle.$$

(2.43)

The amplitude of the coherent field decreases at a rate $\kappa_{tot}/2$, while the mean photon number $\langle a^\dagger a \rangle_{\Psi(t)} = |\alpha|^2 e^{-\kappa_{tot}t}$ decreases exponentially at a rate $\kappa_{tot}$. In the same way, the one-photon Fock state $|1\rangle$ decays toward the vacuum at a rate $\kappa_{tot}$. Thus, we can define the relaxation time of the cavity as $T_1 = 1/\kappa_{tot}$.

We usually use two other quantities to quantify the resonator and cavity losses: the quality factor $Q = \omega_r/\kappa_{tot}$ and the internal quality factor $Q_i = \omega_r/\kappa_i$. Where a resonator is used as a probe (to read out the state of a qubit, for example—see Sec. 2.5.2), the quality factor has to be limited by the coupling to the transmission line (i.e. $Q \ll Q_i$) so that the information is not lost in the environment due to internal losses. Usually, we use a readout resonator with a quality factor around $10^4$ and an internal quality factor around $10^6$. When a resonator is used as a storage mode, the coupling to the transmission line is decreased so that the losses are limited only by the internal losses ($Q \sim Q_i$). An internal quality factor of $10^6$ has been measured for 2D superconducting resonators [63, 64, 65] and of about $10^7 - 10^9$ for superconducting cavities in circuit QED [46, 66].

What happens if the resonator temperature is not small compared to $\hbar\omega_r/k_B$? In such a situation, the thermal density matrix is

$$\rho = \left(1 - e^{-\frac{\hbar\omega_r}{k_BT}}\right) e^{-\frac{\hbar\omega_r}{k_BT} a^\dagger a},$$

(2.44)

with $T$ the effective temperature of the environment. Assuming a single temperature for all the environments, we need to take into account two jump operators, $\sqrt{\kappa_{tot}(n_{th} + 1)} a$ and $\sqrt{\kappa_{tot} n_{th}} a^\dagger$ with $n_{th}$ being the mean photon number of the thermal state. We can define $\kappa_i = \kappa_{tot} n_{th}$ and $\kappa_i = \kappa_{tot} (n_{th} + 1)$ as the rate at which the resonator gains a photon from the environment and the rate at which it loses a photon in the environment, respectively. The Lindblad master equation takes the form

$$\frac{d\rho}{dt} = -\frac{i}{\hbar}[H, \rho] + \kappa_i D(a) \rho + \kappa_i D(a^\dagger) \rho$$

(2.45)

9 We may also define the external quality factor of each port $i$ as $Q_{ext,i} = \omega_r/\kappa_i$. 
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and $\kappa_\uparrow$ and $\kappa_\downarrow$ satisfy the detailed balance relation

$$\frac{\kappa_\uparrow}{\kappa_\downarrow} = e^{-\frac{k_B T}{\hbar \omega_r}}, \quad (2.46)$$

and there are related to $\kappa_{\text{tot}}$ through the relation

$$\kappa_{\text{tot}} = \kappa_\downarrow - \kappa_\uparrow \quad (2.47)$$

### 2.4 DISSIPATION AND CONTROL OF A TRANSMON QUBIT

In this section, we will describe the master equation and the basic controls we can apply to a transmon qubit. We will only consider a single-junction qubit\(^{10}\).

#### 2.4.1 Density matrix

A qubit state can be described using a two-by-two density matrix $\rho_q$. As the density matrix is hermitian, we can decompose it on a two-by-two hermitian matrix basis, \{1, $\sigma_x$, $\sigma_y$, $\sigma_z$\}, with $\sigma_x$, $\sigma_y$, and $\sigma_z$ being the Pauli matrices:

$$\rho_q = \frac{1}{2} \begin{pmatrix} 1 + z & x - iy \\ x + iy & 1 - z \end{pmatrix} = \frac{\mathbb{1} + x \sigma_x + y \sigma_y + z \sigma_z}{2}. \quad (2.48)$$

Thus, any quantum state of the qubit can be given by a 3D vector $\vec{u}(\rho_q) = \{x, y, z\}$. Each of the components $x$, $y$, and $z$ correspond to the mean value of the respective Pauli operators: $\langle \sigma_x \rangle = x$, $\langle \sigma_y \rangle = y$, and $\langle \sigma_z \rangle = z$. The so called Bloch vector $\vec{u}(\rho_q)$ has a norm not larger than 1 and the set of vectors, which correspond to all possible qubit states, describe a sphere called the Bloch sphere (see Fig. 2.6). Each point within the sphere is the representation of a qubit state, and the qubit trajectories can be drawn inside. This graphical representation of a qubit state is extremely powerful, as any operation on a qubit state can be translated into a geometrical function applied to the Bloch vector. The pure qubit states correspond to the vector of norm of 1 (see Fig. 2.6a). Thus, the surface of the Bloch sphere corresponds to all pure qubit states, while the inside corresponds to all mixed qubit states (see Fig. 2.6b). The Bloch vector norm and the von Neumann entropy satisfy the relationship $S(\rho_q) = -p \log_2(p) - (1-p) \log_2(1-p)$ with $p = (1 + \|\vec{u}(\rho_q)\|)/2$. Therefore, the closer the Bloch vectors are to the centre of the Bloch sphere, the larger the entropy of the state and the most entropic state is described by the null Bloch vector $\vec{u}(\rho_{\text{max}, S}) = \vec{0}$.

As for the cavity, the qubit has to be coupled to a transmission line in order to apply control\(^{11}\). The qubit can lose its excitation by emitting a photon in the transmission line and, more generally, in the environment, and it dephases (i.e. the phase

---

\(^{10}\) The junction of a transmon qubit can be replaced by a superconducting quantum interferences device (SQUID) in order to obtain a qubit with a tunable resonant frequency that depends on the magnetic flux inside the SQUID loop\(^{20}\).

\(^{11}\) This transmission line can be the same transmission line as the one coupled to the resonator. In this case, the qubit is coupled to the transmission line through the resonator thanks to the Purcell effect. We will discuss this more in Sec. 3.3
of superposition of $|g\rangle$ and $|e\rangle$ diffuses) due to noise on parameters controlling its frequency and to dispersive coupling with hot modes (see Sec. 2.5.2). An example of noise-producing dephasing is the charge noise from which the transmon is protected exponentially in $E_J/E_C$ (see Sec. 2.1.2). To describe these two effects, we can use two jump operators, $\sqrt{\Gamma_1} \sigma^-$ and $\sqrt{\Gamma_\varphi/2} \sigma_z$, which correspond to relaxation and dephasing, respectively. Here, $\Gamma_1$ is the relaxation rate and $\Gamma_\varphi$ is the pure dephasing rate. The Lindblad master equation then becomes

$$\frac{d\rho_q}{dt} = -\frac{i}{\hbar} [H, \rho_q] + \Gamma_1 D(\sigma_-) \rho_q + \frac{\Gamma_\varphi}{2} D(\sigma_z) \rho_q. \quad \text{(2.49)}$$

From this equation, we can show that the $|e\rangle$ state relaxes toward the $|g\rangle$ state following an exponential decay at a rate $\Gamma_1$. We can define the lifetime of the qubit as $T_1 = 1/\Gamma_1$. In the same way, starting from the state $(|g\rangle + |e\rangle)/\sqrt{2}$, the density matrix evolves as

$$\rho_q(t) = \frac{1}{2} \begin{pmatrix} e^{-\Gamma_1 t} & e^{-\Gamma_2 t} \\ e^{-\Gamma_2 t} & 2 - e^{-\Gamma_1 t} \end{pmatrix}, \quad \text{(2.50)}$$

with $\Gamma_2 = \Gamma_1/2 + \Gamma_\varphi$ being the decoherence rate. Indeed, the off-diagonal term of the density matrix corresponds to the coherence between the $|g\rangle$ and $|e\rangle$ states. Thus, we can define the coherence time as $T_2 = 1/\Gamma_2$. The life-time $T_1$ and the coherence time $T_2$ give the time during which information can be stored in the $|e\rangle$ state or in the phase of a $|g\rangle$ and $|e\rangle$ superposition, respectively. Note that $T_2$ cannot be greater than $2T_1$; this makes sense as the relaxation of the $|e\rangle$ state affects any superposition of $|g\rangle$ and $|e\rangle$.

In the same way as for a resonator, if the temperature of the qubit $T$ is not negligible compare to $h\omega_q/k_B$, with $\omega_q$ being the angular frequency of the qubit, we have to change the relaxation jump operator using $\sqrt{\Gamma_\uparrow \sigma_+}$ and $\sqrt{\Gamma_\downarrow \sigma_-}$, with $\Gamma_\uparrow = p_{th}\Gamma_1$, and $\Gamma_\downarrow = (1 - p_{th})\Gamma_1$, $p_{th}$ being the mean photon number or the excited state population of the qubit thermal state, and $\sigma_+ = (\sigma_x + i\sigma_y)/2$ and $\sigma_- = (\sigma_x - i\sigma_y)/2$ being

\[12\] We can also define a dephasing rate for a resonator (see Sec. 8.1.1), but it is generally small compared to the relaxation rate $\kappa_{tot}$.
the creation and annihilation qubit operators, respectively. Note that $\Gamma_\uparrow$ and $\Gamma_\downarrow$ also satisfy the detailed balance of Eq. (2.46) and that $\Gamma_1 = \Gamma_\downarrow + \Gamma_\uparrow$. The Bloch vector of the thermal state $\rho_{q,\text{th}}$ is given by $\vec{u}(\rho_{q,\text{th}}) = \{0, 0, 2p_{\text{th}} - 1\}$ (see Fig. 2.6c) and the higher the temperature, the closer it is to the Bloch sphere center.

2.4.2 Bloch dynamics

When driving the qubit with a coherent field of complex amplitude $\alpha_{\text{in}}(t)e^{-i\omega_d t}$ with $\alpha_{\text{in}}(t) = |\alpha_{\text{in}}(t)e^{-i\phi_d}$ and $\phi_d$ being the phase of the drive, the Hamiltonian of the qubit becomes[62]

$$H_q = \hbar \omega_q \frac{\sigma_z}{2} - i\hbar \sqrt{\Gamma_c} (\sigma_- - \sigma_+) (\alpha_{\text{in}} + \alpha_{\text{in}}^*)$$

with $\Gamma_c$ being the coupling between the qubit and the port used to drive the qubit. As $\Gamma_1$ is the coupling of the qubit to the full environment, we then have $\Gamma_1 \geq \Gamma_c$. In the frame rotating at $\omega_d$, we can perform an RWA to obtain

$$H_{q,\text{RWA}} = -\hbar \delta \frac{\sigma_z}{2} - \hbar \frac{\Omega(t)}{2} (\cos(\phi_d) \sigma_y - \sin(\phi_d) \sigma_x),$$

with $\Omega(t) = 2\sqrt{\Gamma_c} |\alpha_{\text{in}}(t)|$ and $\delta = \omega_d - \omega_q$ being the detuning between the drive and the qubit angular frequency, respectively. Let us fix the phase $\phi_d$ to be equal to 0; then, from Eq. (2.52), we can derive the Bloch equations for a detuned Rabi drive along the $\sigma_y$ axis, as follows:

$$\begin{align*}
\dot{x} &= -\Omega z + \delta y - \Gamma_2 x \\
\dot{y} &= -\delta x - \Gamma_2 y \\
\dot{z} &= \Omega x - \Gamma_1 (1 + z)
\end{align*}$$

The above equations contain three dynamics: a rotation around the $z$ axis at the angular frequency $\delta$ due to the detuning, a rotation around the $-y$ axis at the Rabi angular frequency $\Omega$ due to the coherent drive (also called the Rabi drive), and a dissipation at a rate $\Gamma_2$ and $\Gamma_1$. Due to the dissipation, the state of the qubit will converge toward a steady state that is defined by the Bloch vector coordinates

$$\begin{align*}
x_\infty(\Omega, \delta) &= \frac{\Gamma_1 \Gamma_2 \Omega}{\Gamma_1 (\Gamma_2^2 + \delta^2) + \Gamma_2 \Omega^2} \\
y_\infty(\Omega, \delta) &= -\frac{\Gamma_1 \delta \Omega}{\Gamma_1 (\Gamma_2^2 + \delta^2) + \Gamma_2 \Omega^2} \\
z_\infty(\Omega, \delta) &= -1 + \frac{\Gamma_2 \Omega^2}{\Gamma_1 (\Gamma_2^2 + \delta^2) + \Gamma_2 \Omega^2}
\end{align*}$$

Fig. 2.7 shows the dependence of the steady-state Bloch vector coordinates on the Rabi angular frequency $\Omega$ when the drive is resonant $\delta = 0$ and there is no pure dephasing $\Gamma_\varphi = 0$. When the drive strength $\Omega$ is small compared to the dissipation rate $\Gamma_1$, the qubit relaxes towards $|g\rangle$ faster than it is excited. Thus, the steady state is close to $|g\rangle$. When $\Omega$ is of the same order as $\Gamma_1$ (i.e. the drive and the dissipation are of the same strength), the qubit steady state is closer to the Bloch sphere center.
and contains coherences between $|g\rangle$ and $|e\rangle$ (i.e. $x_\infty \neq 0$). This is remarkable, as the stabilization of coherences through the conjugate action of drive and dissipation is not straightforward. The highest coherences are reached for $\Omega = \Gamma_1/\sqrt{2}$ and are equal to $\max(x_\infty) = 1/\sqrt{2}$. When the drive becomes stronger than the dissipation, the qubit state converges towards the center of the Bloch sphere, the most entropic state. In this case, the conjugate action of the drive and the dissipation blurs any information about the qubit state.

If the drive is detuned by $\delta$, the steady state changes; specifically, the qubit gains coherence along the $y$ axis. As the detuning entails a rotation around the $z$ axis of the Bloch vector, we have to compare it to the decay rate in the $xy$ plane, which is given by $\Gamma_2$. When the detuning $\delta$ is large compared to the decoherence rate $\Gamma_2$, the qubit steady state stays close to $|g\rangle$, and the drive has no effect. In this situation, the fast rotation around the $z$ axis due to the detuning $\delta$ quickly transforms a Bloch vector with a positive $x$ coordinate into a Bloch vector with a negative $x$ coordinate. The effect of the coherent drive is thus quickly transformed from an excitation into a de-excitation. When the detuning $\delta$ is of the same order as $\Gamma_2$, the qubit steady state is inside the Bloch sphere (i.e. it is not a pure state) and has some coherence (i.e. $\sqrt{x_\infty^2 + y_\infty^2} \neq 0$). The coherences along the $y$ axis have the same sign as the detuning and, when $\delta$ is small enough, they are proportional to $\delta$.

More generally, if the pure dephasing rate $\Gamma_\varphi$ is not negligible the coherences of the steady state are smaller. One can show that the maximum coherence is

$$\max(\sqrt{x_\infty^2 + y_\infty^2}) = \frac{1}{2} \sqrt{\frac{\Gamma_1}{\Gamma_2}};$$

which is reachable as long as $\Omega \geq \sqrt{\Gamma_1 \Gamma_2}$ with the detuning $\delta_{\text{max}} = \pm \Gamma_2 \sqrt{\frac{\Omega^2}{\Gamma_1 \Gamma_2} - 1}$. 

---

**Figure 2.7**: Bloch vector coordinates of the qubit steady state as a function of the ratio between the drive strength $\Omega$ and the dissipation strength $\Gamma_1$. The drive is resonant (i.e. $\delta = 0$) and we assume no pure dephasing (i.e. $\Gamma_\varphi = 0$).
Let us now study the dynamics of the Bloch vector (see Eq. (2.53)). We will assume a resonant drive (i.e. $\delta = 0$) and an initial state described by the Bloch vector $\vec{u}_\rho(t = 0) = \{0, 0, z_0\}$. The solution to the Bloch equations (2.53) is

\[
\begin{align*}
    \frac{dx(t)}{dt} & = x_\infty(\Omega, 0) - \left( \frac{\Omega z_0 - \Gamma Rx_\infty(\Omega, 0)}{\nu_R} \sin(\nu_R t) + x_\infty(\Omega, 0) \cos(\nu_R t) \right) e^{-\Gamma_R t} \\
    y(t) & = 0 \\
    \frac{dz(t)}{dt} & = z_\infty(\Omega, 0) + \left( \frac{(z_0 - z_\infty(\Omega, 0)) \cos(\nu_R t)}{\nu_R} \right) e^{-\Gamma_R t} + \left( \frac{(\Gamma_R - \Gamma_1)z_0 - \Gamma Rz_\infty(\Omega, 0) - \Gamma_1}{\nu_R} \sin(\nu_R t) \right) e^{-\Gamma_R t}
\end{align*}
\]

where $\Gamma_R = \frac{\Gamma_1 + \Gamma_2}{2}$ is the Rabi decay rate and $\nu_R = \sqrt{\Omega^2 - \frac{(\Gamma_1 - \Gamma_2)^2}{4}}$ is the damped Rabi frequency. Note that these equations are only valid for $\Omega > |\Gamma_1 - \Gamma_2|/2$; i.e. for a strong-enough coherent drive. The system dynamics are not easy to analyze; however, we can observe the cosine and sine evolution at an effective frequency and the exponential decay characteristics of a driven-dissipative system. This becomes easier when the drive is stronger than the dissipation, i.e. $\Omega \gg \Gamma_1, \Gamma_2$, as then

\[
\begin{align*}
    \frac{dx(t)}{dt} & = -z_0 \sin(\Omega t) e^{-\Gamma_R t} \\
    y(t) & = 0 \\
    \frac{dz(t)}{dt} & = z_0 \cos(\Omega t) e^{-\Gamma_R t}
\end{align*}
\]

The Bloch vector turns around the $y$ axis and the two observables $x$ and $z$ oscillate in phase quadrature. If we apply the coherent drive during a time $t_\pi = \pi/\Omega$ much smaller than $1/\Gamma_R$, then the Bloch vector turns around the $y$ axis at an angle $\pi$. This is called a $\pi$-pulse; it allows the qubit state to go from $|g\rangle$ to $|e\rangle$ deterministically. In the same way, if the drive is applied during a time $t_{\pi/2} = \pi/(2\Omega)$ (still much smaller than $1/\Gamma_R$),
2.4 DISSIPATION AND CONTROL OF A TRANSMON QUBIT

Figure 2.9: **a.** Equivalent electrical circuit of a transmon qubit capacitively coupled to a transmission line. **b** and **c.** Real and imaginary parts of the reflection coefficient for a strong coupling between the qubit and the transmission line, with no dephasing (i.e., $\Gamma_c = \Gamma_1 = 2\Gamma_2$). The reflection is coefficient depends on the drive strength $\Omega$. Note that the reflection vanishes on resonance for $\Omega = \Gamma_1/\sqrt{2}$ when the steady state coherences are maximal. The imaginary part shows a width broader than the real part (be careful, the x axes are different) as the qubit steady state shows greater coherences for the out-of-phase quadrature when the detuning $\delta$ becomes larger.

then we perform a $\pi/2$-pulse, and if the qubit starts at $|g\rangle$, it finishes at $(|g\rangle + |e\rangle)/\sqrt{2}$. More generally, when $\Omega \gg \Gamma_1, \Gamma_2$, we can prepare any pure state by starting from $|g\rangle$.

If the strength of the drive is smaller than the dissipation (i.e. $\Omega < |\Gamma_1 - \Gamma_2|/2$) the system shows an over-damped dynamic; that is, there are no oscillations and the state converges exponentially towards the steady state at a rate $\Gamma_R - \sqrt{(\Gamma_1 - \Gamma_2)^2/4 - \Omega^2}$ for $z(t)$ and $\Gamma_R \pm \sqrt{(\Gamma_1 - \Gamma_2)^2/4 - \Omega^2}$ for $x(t)$.

2.4.3 Fluorescence

In most cases, a qubit is not driven long enough to reach the steady state; however, this is not the case in this thesis, as we probe the qubit resonant fluorescence (see Chap. 6).

13 This electromagnetic field is called fluorescence, because it is the same as that emitted by an atom driven by a coherent drive.
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write an input–output relationship between the qubit and the propagating mode of the transmission line \[62\]

\[ a_{\text{out}} = a_{\text{in}} - \sqrt{\Gamma_c} \sigma_- , \]  

\hspace{1cm} (2.58)

where \( \Gamma_c \) is the coupling rate between the qubit and the transmission line\(^{14}\). The mean output field depends on the mean value of the annihilation qubit operator \( \langle \sigma_- \rangle \). Taking the average value in Eq. (2.58), when we apply a coherent drive detuned by \( \delta \), we obtain

\[ a_{\text{out}} = \alpha_{\text{in}} - \sqrt{\Gamma_c} \left( \langle \sigma_- \rangle (\alpha_{\text{in}}, \delta) = \alpha_{\text{in}} \left( 1 - \frac{2\Gamma_c}{\Omega} \langle \sigma_- \rangle (\Omega, \delta) e^{i\phi_d} \right) \right) , \]  

\hspace{1cm} (2.59)

where \( \langle \sigma_- \rangle \) depends on \( \delta \) and \( \Omega \) in a non-linear manner. Let us now consider a drive phase \( \phi_d \), which is equal to 0 for the coherent drive. Once the steady state is reached, Eq. (2.59) becomes

\[ a_{\text{out}} = r(\Omega, \delta) \alpha_{\text{in}} , \]  

\hspace{1cm} (2.60)

with \( r(\Omega, \delta) \) the reflection coefficient

\[ r = 1 - \frac{\Gamma_1 (\Gamma_2 - i\delta)}{\Gamma_1 (\Gamma_2^2 + \delta^2) + \Gamma_2 \Omega^2} . \]  

\hspace{1cm} (2.61)

The reflected coefficient \( r \) shows both a real and an imaginary part; they contribute to the in-phase and out-of-phase quadratures, respectively\(^{15}\), of the signal \( a_{\text{out}} \) (see Fig. 2.9b and c). With no detuning, the emission of the qubit is always in an opposite phase compared to \( \alpha_{\text{in}} \), leading to a decrease in the in-phase amplitude of \( a_{\text{out}} \). When there is a detuning, the qubit emission can also be in phase quadrature with \( \alpha_{\text{in}} \), leading to a non-zero out-of-phase amplitude in \( a_{\text{out}} \). Note that the reflected coefficient depends on the drive strength \( \Omega \); this is a signature of the non-linearity of the qubit. More precisely, \( r \) tends towards 1, when \( \Omega \) increases.

This behavior can be easily understood: the signal emitted by a qubit is always around one photon per \( \min(1/\Gamma_1, 1/\Omega) \), as it can only store one photon and needs a time \( 1/\Gamma_1 \) to emit it by spontaneous emission and \( 1/\Omega \) to emit it by stimulated emission. In comparison, the photon flow of the drive is not bounded, growing as \( \Omega^2/\Gamma_1 \). When \( \Omega \) is large compared to \( \Gamma_1 \), the number of photons per \( 1/\Omega \) in the drive becomes large compared to 1 and the photon that is absorbed and emitted by the qubit becomes “invisible” in the large flow. At this point, the qubit signal becomes undetectable in the flow of photons and everything happens as if the input drive was completely reflected by the qubit.

The opposite situation occurs when \( \Omega \) is small compared to \( \Gamma_1 \), in which case the number of photons per unit of \( 1/\Gamma_1 \) in the drive is around or smaller than 1 and the

\[^{14}\text{Note that } \Gamma_c \text{ is also called the Purcell rate. When the qubit and the transmission line are not directly coupled but the qubit is hybridized with another mode that is coupled to the transmission line, then the coupling rate } \Gamma_c \text{ comes from the Purcell effect; we can call this the “Purcell rate.” However, this name should not be used if the qubit is directly coupled to the transmission line (see Sec. 3.3 for more details about the Purcell effect).}\]

\[^{15}\text{The expressions “in-phase” and “out-of-phase” refer to the phase of the input drive } \alpha_{\text{in}} .\]
photon absorbed and emitted by the qubit is a significant contribution to the signal. This leads to a reflected coefficient that converges towards -1 at resonance when $\Omega$ tends towards 0.

The non-linear behavior of a qubit resonant fluorescence does not stop at this dependence on the drive strength $\Omega$. As we will discuss in Sec. 7.3, the qubit resonant fluorescence contains an inelastic part which leads to the well known Mollow triplet [67, 68].

If the qubit temperature is not negligible, then we need to multiply the second term of Eq.(2.61) by $p_g$ the probability to be in the ground state $|g\rangle$. We can write the reflected coefficient as

$$r = 1 - p \frac{1 - i \frac{\delta}{\Gamma_2}}{\frac{\Gamma_2}{\Gamma_1} \left(1 + \left(\frac{\delta}{\Gamma_2}\right)^2\right) + \left(\frac{\Omega}{\Gamma_1}\right)^2},$$

with $p = p_g \Gamma_c/\Gamma_1$. The following form shows we cannot distinguish the thermal population $p_g$ from the branching ratio $\Gamma_c/\Gamma_1$. To measure $\Gamma_c$, we either need to measure the thermal population $p_g$ with another experiment, or use two ports and two coherent drives, as detailed in Ref. [38].

Now that we have discussed the open quantum systems that are made up of resonators or qubits, we need to look at the bipartite system, which is made up of a resonator that is capacitively coupled to a transmon qubit.

2.5 Dispersive Coupling

The coupling between a transmon qubit and a resonator is relatively simple to derive in comparison to other qubits such as the fluxonium [69]. As the phase $\varphi$ of the transmon qubit is located around 0, the cosine non-linearities can be Taylor expanded (see Eq. (2.11)). As the non-linearities are of the order of $E_c$, they can be treated as a perturbation. To compare, it is not possible to utilize a perturbative approach in the case of the fluxonium. In such circuits, the full Hamiltonian must be diagonalized in order to ascertain coupling.

2.5.1 The exchange interaction

The transmon qubit requires a large capacitor to shunt the JJ and reach the transmon regime. As a consequence coupling the transmon to another resonator presents no major hurdle. The capacitor $C_g$ shown in Fig. 2.10 couples the charge of the transmon mode to the resonator charge. With regard to the transmon, this process is comparable to a charge offset on one of the superconducting islands. The Hamiltonian of the system can then be written as [70]

$$H_{q,r} = 4E_C(n + \frac{C_g}{2eC_r} Q_r)^2 - E_J \cos(\varphi) + \hbar \omega_r a^\dagger a$$

(2.63)

with $Q_r$ as the charge operator of the resonator. Two assumptions must be made to obtain the Hamiltonian. First, it should be assumed that the coupling capacitance $C_g$
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Figure 2.10: Equivalent circuit of a transmon qubit coupled to a resonator. a. Capacitive coupling between the transmon and the resonator. $C_g$ is the coupling capacitor. b. The non-linear part of the transmon mode can be separated from the linear part. c. The mode corresponding to the linear part of the transmon and the resonator hybridize together due to capacitive coupling and form two hybrid modes. Without a non-linear element, the two hybrid modes can be decoupled. As both contribute to the junction phase $\varphi$ they are dressed by the junction non-linearity. It produces an anharmonic mode, the transmon mode, and an almost linear mode, the resonator, owing to the dispersive coupling.

is smaller than the capacitances of the transmon and resonator, $C_J + C_{shunt}$ and $C_r$, respectively. A derivation beyond this approximation can be found in [62]. Second, as an actual resonator contains an infinite number of modes (see Sec. 2.1.1), it should be assumed that the detuning between the transmon mode and the fundamental mode of the resonator is small compared to the detuning between the transmon mode and all other modes. In this case the transmon is only coupled to the fundamental mode of the resonator. As such, the multimodal nature of the resonator can be disregarded. Since the transmon mode, has a phase $\varphi$ whose zero-point-fluctuations are much smaller than $\pi$, it is, therefore, possible to truncate the cosine to its fourth order expansion and diagonalize its linear part (see Eq. (2.11)). This is equivalent to studying the circuit shown in Fig. 2.10b. The Hamiltonian reads

$$H_{q,r} \approx \hbar \omega_q b^\dagger b + \hbar \omega'_r a^\dagger a - \frac{E_C}{2} b^\dagger b^\dagger b b - h g(b^\dagger - b)(a^\dagger - a), \quad (2.64)$$

where $b$ is the annihilation operator of the transmon mode, $\omega'_r$ is the renormalized frequency of the resonator due to the capacitor $C_g$, and $g$ is the coupling rate between the transmon and the qubit (or between matter and light):

$$g = \frac{\omega_r C_g}{C_{shunt} + C_J} \left( \frac{E_J}{E_C} \right)^{\frac{1}{4}} \sqrt{\frac{\pi Z_r}{R_K}}, \quad (2.65)$$

16 The multimodal nature of the resonator cannot always be disregarded. For example, see the Purcell effect, which is described in Sec. 3.3
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Here, $Z_r$ is the impedance of the resonator and $R_K = h/e^2 \sim 25.8 \text{k}\Omega$ is the resistance quantum. The third term of Eq. (2.64) is the non-linear term of the transmon mode. $E_C$ is also referred to as the anharmonicity as it generates it. If the coupling rate is small compared to the resonant angular frequencies, $g \ll \omega_q$, $\omega_r$, an RWA can be used.

$$H_{q,r,\text{RWA}} = \hbar \omega_q b^\dagger b + \hbar \omega_r a^\dagger a - \frac{E_C}{2} b^\dagger b b b + h g (b^\dagger a + b a^\dagger).$$

(2.66)

The interaction between the transmon and the qubit is an exchange interaction as it allows excitation to be swapped between the two. Let us analyze the coupling rate $g$. In order to derive Eq. (2.63), it was assumed that $C_g$ was smaller than $C_J + C_{\text{shunt}}$. As a consequence, the first prefactor in the expression (2.65) of $g$ is small in comparison to $\omega_r$. Even if it assumed that $C_g$ was small compared to $C_J + C_{\text{shunt}}$ to derive Eq. (2.66), we still want to be in the strong coupling regime, meaning $g \gg \Gamma_1$, $\kappa_{\text{tot}}$. This can be achieved as $g$ is proportional to $(E_J/E_C)^{1/4}$ and within the transmon regime that imposes $E_J > 30E_C$. The further into the transmon regime, the larger $g$ becomes. However, the relative anharmonicity of the qubit $E_C/\omega_q = \sqrt{E_C/8E_J}$ decreases with $(E_J/E_C)$. In addition, increasing $g$ occurs at the expense of the qubit anharmonicity.

In practice, a coupling rate of a few 100 MHz can be achieved with anharmonicity of a few 100 MHz. It can be observed that $g$ depends on the impedance of the resonator. For example, a large impedance obtained using an array of junctions [71, 72], is an effective way to increase the coupling rate $g$.

In practice, how does this model apply to a transmon coupled to a 3D cavity (see Fig. 2.4)? With a 3D circuit, the electromagnetic cavity field is diluted in a larger volume and the coupling $g$ is smaller. Despite these constraints, a strong coupling regime is still reachable. The zero-point fluctuation of the charge on the transmon capacitance is $Q_{\text{ZPF}} = 2e(E_J/E_C)^{1/4}$. The transmon can thus be modeled as a dipole with a charge $Q_{\text{ZPF}}$ and a length $l_q$. In addition, the zero-point fluctuation of the cavity’s electrical field seen by the transmon dipole is given by $E_{\text{ZPF}} = \omega_r C_g/\omega_q \sqrt{h Z/2}$. The coupling $g$ can, therefore, be viewed as a dipolar interaction $l_q Q_{\text{ZPF}} E_{\text{ZPF}}$ between the transmon charge and the cavity’s electrical field. In the case of a 3D circuit, increasing the length of the superconducting islands of the transmon gives it the shape of an antenna and increases the dipolar interaction and the coupling rate $g$.

It is interesting to note that if only the first two levels of the transmon mode are considered, the Hamiltonian of Eq. (2.66) becomes the well known Jaynes-Cummings Hamiltonian.

$$H_{JC} = \hbar \omega_q \frac{\sigma_z}{2} + \hbar \omega_r a^\dagger a + g(a \sigma_+ + a^\dagger \sigma_-).$$

(2.67)

Describing the system with Jaynes-Cummings Hamiltonian can, in some cases, be useful (see Sec. 7.3). However, in most cases it is inaccurate. Indeed, to derive the effects of an exchange interaction and the non-linearity of the junction, the multi-level nature of the transmon mode must be taken into account.
2.5.2 **Dispersive regime**

In most cases, circuit QED experiments are designed to operate in the *dispersive* regime. This regime is characterized by a detuning \( \Delta = \omega_q - \omega_r \) which is large compared to the coupling rate \( g \) (i.e., \( g \ll \Delta \)). As the charging energy \( E_C \) is assumed to be small compared to the angular resonant frequencies \( \omega_q \) and \( \omega_r \), the Hamiltonian of Eq. (2.66) can be split into a linear term \( H_L \) and a non-linear term \( H_{NL} \)

\[
\begin{align*}
H_L &= \hbar \omega_q b^\dagger b + \hbar \omega_r a^\dagger a + \hbar g (b^\dagger a + ba^\dagger) \\
H_{NL} &= -\frac{E_C}{2} b^\dagger b a^\dagger a
\end{align*}
\]  

(2.68)

It is then possible to diagonalize the linear term using the dispersive assumption and treat the non-linear term as a perturbation. When the small parameter in the perturbation is defined as \( \lambda = g/\Delta \ll 1 \), the linear Hamiltonian \( H_L \) can be diagonalized using a Bogoliubov transformation [62]

\[
U_{\text{disp}} = e^{\Lambda(ab^\dagger - a^\dagger b)},
\]

(2.69)

where \( \Lambda = \arctan(2\lambda)/2 \). This is the same unitary evolution as for a beam splitter. This Bogoliubov transformation mixes, or hybridizes, the two linear modes. The linear hybrid modes \( \tilde{b} \) of the transmon and \( \tilde{a} \) of the resonator obtained after this transformation are

\[
\begin{align*}
U_{\text{disp}}^\dagger b U_{\text{disp}} &= \cos(\Lambda)b - \sin(\Lambda)a \approx b - \lambda a \\
U_{\text{disp}}^\dagger a U_{\text{disp}} &= \cos(\Lambda)a + \sin(\Lambda)b \approx a + \lambda b
\end{align*}
\]

(2.70)

with the approximation derived using \( \lambda \ll 1 \). As such, the Hamiltonian of the system transforms into

\[
H_{L,\text{disp}} = U_{\text{disp}}^\dagger H_{L} U_{\text{disp}} = \hbar \tilde{\omega}_q \tilde{b}^\dagger \tilde{b} + \hbar \tilde{\omega}_r \tilde{a}^\dagger \tilde{a},
\]

(2.71)

with the dressed frequencies

\[
\begin{align*}
\tilde{\omega}_q &= \frac{1}{2} \left( \omega_q + \omega_r - \sqrt{\Delta^2 + 4g^2} \right) \\
\tilde{\omega}_r &= \frac{1}{2} \left( \omega_q + \omega_r + \sqrt{\Delta^2 + 4g^2} \right)
\end{align*}
\]

(2.72)

The tilde symbols denote that the annihilation operators \( \tilde{a} \) and \( \tilde{b} \) now describe hybrid modes given by Eq. (2.70). At this stage, it can be observed that the two hybrid modes are no longer coupled. This result is consistent with any linear Hamiltonian with a linear coupling that can be diagonalized as this leads to uncoupled hybrid modes. The non-linear Hamiltonian part acts on both hybrid modes (see Fig. 2.10c). The full Hamiltonian after the Bogoliubov transformation reads

\[
H_{\text{disp}} = U_{\text{disp}}^\dagger H_{q,r;\text{RWA}} U_{\text{disp}} \approx \hbar \tilde{\omega}_q \tilde{b}^\dagger \tilde{b} + \hbar \tilde{\omega}_r \tilde{a}^\dagger \tilde{a} - \hbar \frac{X_{qq}}{2} \tilde{b}^\dagger \tilde{b} \tilde{b} \tilde{b} - \hbar \frac{X_{rr}}{2} \tilde{a}^\dagger \tilde{a} \tilde{a} \tilde{a} - \hbar X_{qr} \tilde{b}^\dagger \tilde{b} \tilde{a} \tilde{a},
\]

(2.73)
where the last expression is an expansion in orders of $\lambda$ and only terms conserving the number of excitations in each hybrid mode are kept. The junction non-linearity leads to three non-linear terms: $\chi_{qq}$, $\chi_{rr}$ and $\chi_{qr}$

$$\begin{align*}
\chi_{qq} & \approx \frac{E_C}{\hbar} \\
\chi_{rr} & \approx \frac{E_C}{\hbar} \left( \frac{g}{\Delta} \right)^4 \\
\chi_{qr} & \approx \frac{2E_C}{\hbar} \frac{g^2}{\Delta(\Delta - E_C/\hbar)}
\end{align*}$$ (2.74)

The anharmonicity, or self-Kerr, of the hybrid transmon mode is given by $\chi_{qq}$. As the hybridization between the bare linear modes is small, the hybrid transmon mode inherits almost all the junction non-linearity. In addition, the anharmonicity of the hybrid transmon mode is almost the same as the bare transmon mode. The two final non-linear terms of Eq. (2.73) appear due to the hybridization that occurs throughout this process. The anharmonicity of the hybrid resonator mode is given by $\chi_{rr}$. It is of the order of $\lambda^4$ and can be viewed as a weak non-linearity. Using few photons only, the hybrid resonator mode can still be considered as a linear mode. The final non-linear term represents a coupling between the hybrid transmon and resonator modes. This coupling, known as dispersive coupling, shifts the hybrid transmon mode resonant frequency by the cross-Kerr rate $\chi_{qr}$ for each photon in the hybrid resonator mode and vice versa. Taking into account the first two states of the hybrid transmon mode, which define the transmon qubit, and small number of photons in the resonator, the Hamiltonian (2.73) becomes

$$
H_{\text{disp}} \approx \hbar(\tilde{\omega}_r - \frac{\chi_{qr}}{2})\tilde{a}^\dagger \tilde{a} + \hbar\tilde{\omega}_q \frac{\sigma_z}{2} - \hbar\chi_{qr} \tilde{a}^\dagger \tilde{a} \frac{\sigma_z}{2}.
$$ (2.75)

Through examining the expression of $\chi_{qr}$ in Eqs. (2.74), it is possible to observe a regime defined by $0 < \Delta < E_C/\hbar$. This is known as the straddling regime, in which the cross-Kerr rate sign changes. It is qualitatively different from the usual dispersive regime. In most instances, the straddling regime is avoided and can be better described by an exact diagonalization of the Eq. (2.64) Hamiltonian.

It should be noted that the hybrid modes can be probed using experimental methods. In contrast, bare modes are usually inaccessible, meaning only the parameters of the hybrid modes can be measured. For the remainder of this thesis, and as customary in the literature, the hybrid transmon mode discussed here is simply referred as the transmon mode and the uncoupled mode is referred to as the bare mode.

The dispersive regime is remarkable for two reasons. First, the coupling can be designed to be in the number-resolved regime [21] defined by a cross-Kerr rate $\chi_{qr}$ bigger than the relaxation and decoherence rate of the modes. This regime enables one to control the qubit conditionally to the resonator state. For example, a $\pi$-pulse can be performed on the qubit that is resonant only when there are 0 photons in the resonator. Second, the dispersive coupling enables dispersive readout to be performed on the transmon. Indeed, when a resonator is dispersive coupled to a transmon qubit, probing the resonator with a coherent drive close to resonance leads to a coherent state that depends on the transmon qubit state.
2.5.3 Dispersive readout

We denote $\alpha_g(t)$ and $\alpha_e(t)$ the amplitudes of the driven resonator coherent states for the qubit states $|g\rangle$ and $|e\rangle$, respectively. For a coherent drive $\alpha_{\text{in}}$ longer than a few $1/\kappa_{\text{tot}}$ but much smaller than $1/\Gamma_1$, the amplitudes $\alpha_g(t)$ and $\alpha_e(t)$ tend towards (see Eq. (2.42)):

$$
\begin{align*}
\alpha_{g,ss} &= \frac{2\sqrt{\kappa_1}\alpha_{\text{in}}}{\kappa_{\text{tot}} - 2i\Delta}, \\
\alpha_{e,ss} &= \frac{2\sqrt{\kappa_1}\alpha_{\text{in}}}{\kappa_{\text{tot}} - 2i(\Delta + \chi_{qr})},
\end{align*}
$$

(2.76)

where $\Delta = \omega - \omega_r$ and $\omega$ is the frequency of the coherent drive $\alpha_{\text{in}}$ and where the relaxation of the qubit was neglected. Thus, the output field of the resonator transmission line depends on the qubit state through the input–output relation in Eqs. (2.33) and (2.76). Using heterodyne or homodyne detection setup (see Sec. 4.3), we can measure the amplitude of the output field$^{17}$ $\alpha_{\text{out},1} = \alpha_{\text{in}} - \sqrt{\kappa_1}\alpha_{g/e}$ and deduce from the value of the amplitude $\alpha_{\text{out},1}$ the state of the qubit if the noise is small enough (see below).

The dispersive readout (or measurement) of a qubit consists in the heterodyne detection of the output field of a resonator that is coupled dispersively to the qubit. This measurement is intrinsically noisy (see Chap. 4 for a detailed discussion about the noise in quantum measurement), and we denote $\sigma$, the standard deviation of the measured amplitude. Fig. 2.11 shows the distribution of the measurements outcomes; it contains two “blobs” of mean value $\alpha_g$ and $\alpha_e$, and width $\sigma$. The distance between the two blobs is denoted as $d = |\alpha_g - \alpha_e|$.

We can define a signal-to-noise ratio (SNR) for the dispersive measurement as

$$
\text{SNR} = \frac{d^2}{\sigma^2},
$$

(2.77)

$^{17}$ Here, we consider a measurement of the field reflected by the cavity; the same discussion is valid for the measurement of the transmitted field.
and it has been shown that the SNR of a heterodyne detection can be expressed as [73, 74]

$$\text{SNR} = 4\eta \Gamma_d T_m, \quad (2.78)$$

where \(\eta\) is the quantum efficiency (see Sec. 4.1.2), \(\Gamma_d\) is the measurement-induced dephasing rate, and \(T_m\) is the measurement integration time. Thus, maximizing the SNR is equivalent to maximizing the measurement-induced dephasing rate \(\Gamma_d\). The name \(\Gamma_d\) comes from the fact that the qubit pure dephasing increases by \(\Gamma_d\) during the dispersive measurement process. This effect can be viewed as a back-action of the measurement: the dispersive measurement extracts information about the qubit photon number; thus, the conjugate variable, here the phase, must diffuse [8]. This increase of the dephasing also can be viewed as the photon shot noise resulting from the photon distribution of the resonator coherent state during the measurement, which is converted by the dispersive interaction into qubit frequency noise.

The measurement-induced dephasing is not the only effect the dispersive measurement has on the qubit. The average population of the resonator during the measurement shifts the frequency of the qubit; this effect is known as the AC Stark shift [75]. These two effects can be derived when eliminating the resonator adiabatically (see Sec. 6.3.4.2 for more information about adiabatic elimination). This leads to an effective Lindblad master equation for the qubit reading [75]:

$$\dot{\rho} = \frac{-i}{\hbar} \left[ \hbar(\omega_q - \omega_{AC}) \sigma_z, \rho \right] + \Gamma_1 \mathcal{D}(\sigma_-)\rho + \frac{\Gamma_q + \frac{\Gamma_d}{2}}{2} \mathcal{D}(\sigma_z)\rho, \quad (2.79)$$

where the AC Stark shift frequency \(\omega_{AC}\) and the measurement-induced dephasing rate \(\Gamma_d\) read

$$\begin{cases} 
\Gamma_d = \chi_{qr} \text{Im}(\alpha_g^* \alpha_e) \\
\omega_{AC} = \chi_{qr} \text{Re}(\alpha_g^* \alpha_e) 
\end{cases} \quad (2.80)$$

\(\Gamma_d\) and \(\omega_{AC}\) are proportional to \(|\alpha_{in}|^2\); Fig. 2.12 shows their dependence on \(\kappa_{tot}\), \(\chi_{qr}\), and \(\Delta\). They only depend on the ratios \(\chi_{qr}/\kappa_{tot}\) and \(\Delta/\chi_{qr}\). In order to maximize the measurement SNR, we will opt to design a system in which the ratio \(\chi_{qr}/\kappa_{tot}\) is equal to or above 1. The optimal frequency for the qubit readout is either the medium frequency \(\omega = \omega_r - \chi_{qr}/2\), if \(\chi_{qr}\) is smaller than or equal to \(\kappa_{tot}\), or the frequencies \(\omega = \omega_r - \chi_{qr}\), which correspond to the resonator frequency when the qubit is in the states \(|g\rangle\) or \(|e\rangle\), respectively, if \(\chi_{qr}\) is significantly greater than \(\kappa_{tot}\). It is important to note that there is no gain to be had (from a measurement perspective) by increasing \(\chi_{qr}\) above \(\kappa_{tot}\).

From a generalized measurement formalism perspective, the dispersive readout can be viewed as follows. The resonator is used as an ancillary system or probe, while the dispersive coupling enables the state of the resonator to be entangled with the qubit state. The transmission line’s output field state is then entangled with the resonator state and can be measured using either a homodyne or heterodyne detection (see Sec. 4.3 for more detail). As shown in Sec. 4.1.2.2, a measurement is not always projective. The measurement back-action is dependent on the amount of entanglement between the resonator and the qubit states. If the SNR is smaller than 1, the amount
of entanglement is much smaller than 1 bit, and the generalized measurement cannot be seen as a projective measurement of the qubit state (Sec. 4.1.2.2 explains the kind of measurement that occurs here). Hopefully, the SNR can be increased by increasing the drive amplitude $\alpha_{\text{in}}$. However, the dispersive regime is only valid for photon numbers $|\alpha_g|^2$ and $|\alpha_e|^2$ in the resonator that are smaller than $\left(\frac{\omega_q - \omega_r}{2g}\right)^2$ [70]. Beyond this limit, higher-order non-linear effects appear, such as resonator self-Kerr and qubit ionization [76, 77], and the dispersive readout becomes more complex, with an SNR that could be null.
A powerful aspect of circuit QED is the wide range of Hamiltonians it is possible to engineer. Theoretical models enable us to make a link between the circuit parameters (e.g. capacitance and inductance) and the Hamiltonian parameters (e.g. coupling rate, frequency, and the Purcell effect); however, we still need a tool with which to simulate the circuit parameters for a particular circuit design. This chapter will discuss simulation based on one of the main finite element simulation software: Ansys high-frequency simulation software (HFSS). It will also describe the energy-participation ratio approach used to compute the Hamiltonian of the system, based on the simulation results. These two tools allow us to “simulate” the design and tune it so that it can reach the targeted Hamiltonian. Specifically, it is possible to simulate both the Purcell effect (a phenomenon that we would usually want to minimize) and the circuit’s filters. The first part of this chapter focuses on the simulation and the simulation analysis, while the second part concerns the Purcell effect.

3.1 Simulation using Ansys HFSS

3.1.1 Principle

Ansys HFSS is a piece of software whose purpose is to simulate electromagnetism at high-frequency. It is able to solve Maxwell equations using a finite element method, and allows us to define ports to simulate the system transfer function, thereby giving us access to several electrical engineering tools that characterize the system (such as the S, Z, and ABCD matrices). This is an interesting feature; however, this feature is mostly used to study microwave filters or antenna, not circuits, for which we are more interested in the circuit resonant modes. Ansys HFSS also enables us to directly simulate these modes, allowing access to their frequency and quality factor.

From a circuit QED perspective, the software has several advantages and one significant drawback. The first advantage is that the superconducting layer or bulk does not need to be simulated; we can take this into account just by using a perfect E boundary condition\(^1\). This is a real gain in terms of the speed of the simulation, as it decreases the volume to simulate and removes the difficulty of properly simulating a thin superconducting film. The second advantage is that, once the resonant modes have been simulated, we have access to the electrical and magnetic field in each cell of the mesh, as these have been defined by the system during the simulation process. Thus, we can display the electrical field (as shown in Fig. 3.1), compute the density of the electrical energy, or compute the current in a wire. This information is crucial, as it allows us to tune the coupling rate between two modes, protect a mode from losses, compute

---

\(^1\) This boundary condition mandates that the tangential component of the E field is null on the surface on which the boundary is applied.
3.1.2 The black-box quantization approach

As mentioned above, we cannot simulate a non-linear element using Ansys HFSS software. The solution to this issue that has been found by the circuit QED community is to reproduce the black-box quantization (BBQ) approach used during the simulation. The BBQ approach[78] consists of solving the linear part of the Hamiltonian first, then deriving the effect of the non-linearities (assuming they are small enough to use a perturbation theory). This approach is exactly the same as the one we used to derive the dispersive coupling in Sec. 2.5.2, except that we are now considering a junction in a multi-mode environment. Here, the environment is the cavity or the rest of the circuit.

Let us consider a transmon qubit made of a JJ that is shunted by a capacitor and which has some losses, modeled by a resistance. The transmon is coupled to an arbitrary combination of $N$ distributed linear modes that can be represented by lumped elements (i.e. RLC resonators). We do not need to make any kind of assumptions about the coupling, apart from the fact that it is linear. As the phase $\Phi$ and its quantum fluctuation are small compared to $\pi$ and are centered on 0, the non-linear part of the transmon mode can be isolated. Thus, the non-linearity is coupled to a multi-mode environment.
3.1 simulation using ANSYS HFSS

Figure 3.2: 

**a.** Transmon mode represented by its Josephson junction, the shunting capacitor, and a resistor. The resistor enables to take into account losses. It is coupled to a multi-mode circuit; this can be described as a combination of distributed linear modes, with each of those modes described by a lumped element. 

**b.** The non-linear part of the transmon mode can be isolated; as such, the non-linearities are coupled to a linear multi-mode environment that is described by the impedance \( Z(\omega) \). 

**c.** The linear part of the circuit can be decomposed using a Foster decomposition of \( Z(\omega) \). Thus, the linear part of the circuit is equivalent to \( N + 1 \) hybrid uncoupled linear modes. The phase of the junction \( \Phi \) is equal to the sum of all the mode fluxes.

That contains \( N + 1 \) coupled linear modes described by the impedance \( Z(\omega) \). Using a Foster decomposition, we can write the impedance as

\[
Z(\omega) = \sum_{\mu=0}^{N} \left( -i\omega C_\mu + \frac{1}{-i\omega L_\mu} + \frac{1}{R_\mu} \right)^{-1}.
\]  

(3.1)

Note that more general loss models can be used [79, 80]. We obtain \( N + 1 \) hybrid modes in parallel, where \( R_\mu, C_\mu, \) and \( L_\mu \) are the resistor, the capacitor, and the inductor of the hybrid mode \( \mu \), respectively (see Fig. 3.2b and c). In the regime of weak dissipation (i.e., \( R_\mu \gg \sqrt{L_\mu/C_\mu} \)), the resonant frequency of the mode \( \mu \) is given by \( \omega_\mu = 1/\sqrt{L_\mu C_\mu} \).

The quality factor \( Q_\mu \) and the impedance \( Z_\mu \) of each mode can be expressed using the admittance of the linear part \( Y(\omega) = 1/Z(\omega) \)

\[
Q_\mu = \frac{\omega_\mu \text{Im}(Y'(\omega_\mu))}{2 \text{Re}(Y(\omega_\mu))},
\]

\[
Z_\mu = \frac{2}{\omega_\mu \text{Im}(Y''(\omega_\mu))}.
\]  

(3.2)

These hybrid modes can be described using a quantum annihilation operator \( a_\mu \) and a flux \( \Phi_\mu = \Phi_{ZPF}(a_\mu + a_\mu^\dagger) \), with the phase zero-point fluctuation \( \Phi_{ZPF} = \sqrt{\hbar Z_\mu/2} \). As each hybrid mode is a collective excitation of the circuit, they all participate in the
junction phase \( \varphi \) (see Fig. 3.2b). Thus, the effect of the junction’s non-linearity can be derived using a perturbation theory and by replacing the phase \( \varphi \) with

\[
\varphi = \sum_{\mu} \frac{\Phi_{\mu}}{\varphi_0} = \sum_{\mu} \frac{\Phi_{\mu}^{ZPF}}{\varphi_0} (a_\mu + a_\mu^\dagger). \tag{3.3}
\]

Taking into account only the fourth-order non-linearity of the junction (i.e. \( E_J \varphi^4 / 24 \)), as in Sec. 2.5.2, applying a perturbation theory, and keeping only those terms that conserve the number of photons in each mode, the Hamiltonian of the circuit reads as follows:

\[
H_{BBQ} = \sum_{\mu} \hbar (\omega_\mu + \Delta_\mu) a_\mu^\dagger a_\mu + \frac{1}{2} \sum_{\mu \nu} \chi_{\mu \nu} a_\mu^\dagger a_\mu a_\nu^\dagger a_\nu. \tag{3.4}
\]

The frequency \( \Delta_\mu \) is the Lamb-shift effect generated by the non-linearity that occurs due to the interaction between modes; it is equal to \( \Delta_\mu = -\frac{e^2}{2L_J} (Z_{\mu} \sum_{\nu} Z_{\nu} - Z_{\mu}^2 / 2) \). The rates \( \chi_{\mu \mu} \) and \( \chi_{\mu \nu} \) are the self-Kerr rate of the mode \( \mu \) and the cross-Kerr rate between the modes \( \mu \) and \( \nu \), respectively. They read

\[
\begin{align*}
\chi_{\mu \mu} &= -\frac{L_\mu C_J + C_{\text{shunt}}}{L_J C_\mu} E_C, \\
\chi_{\mu \nu} &= -2 \sqrt{\chi_{\mu \mu} \chi_{\nu \nu}}. \tag{3.5}
\end{align*}
\]

A remarkable result emerges from the above equations: the cross-Kerr rate between two modes is given by the geometrical mean of the self-Kerr rate. This implies that, when using only a fourth-order non-linearity, we cannot couple two linear modes in the number-resolved regime. When targeting a given cross-Kerr rate, we have two options. We can have a mode with a strong self-Kerr and another mode with a weak self-Kerr, which is equivalent to a qubit coupled to a linear mode. Alternatively, we can have two modes with two intermediate self-Kerr rates of the order of \( \chi_{\mu \mu} / \sqrt{2} \), in which case the self-Kerr rate is of the same order as the relaxation rate. That is, the self-Kerr rate is too large to consider that the mode is linear and too small to use it as a qubit. This is a parameter regime that we usually try to avoid.

It is possible to show [78] that \( \frac{L_\mu}{L_J} \) and \( \frac{C_J}{C_\mu} \) are always smaller than 1 when the non-linearity comes from a transmon qubit. This leads to the fact that the self-Kerr rates of the modes are always smaller than the anharmonicity of the bare transmon mode.

Before discussing how such an approach can be implemented in a simulation, however, we should note that if we express the self-Kerr and cross-Kerr rates using inductances and capacitances in Eqs. (3.5), the only physical quantity we have to compute is the zero-point fluctuation \( \Phi_{\mu}^{ZPF} \), according to Eq. (3.3).

### 3.1.3 Energy-participation ratio

The success of the BBQ approach indicates that we can simulate only the linear part of the circuit in order to obtain the hybrid modes, then measure the zero-point fluctuation...
of the phase of each mode to derive the cross-Kerr and self-Kerr rates. The hybrid modes can easily be obtained, as Ansys HFSS can simulate them. In order to simulate only the linear part of the circuit, we replace the junction with an inductor of inductance $L_J$ in the simulation. Then, as described below, the zero-point fluctuation can be computed using the energy-participation ratios [81]. An energy-participation ratio is defined as the percentage of a mode’s inductive energy that is stored in the junction

$$p_\mu = \frac{\text{inductive energy stored in the junction by the mode } \mu}{\text{total inductive energy stored in the mode } \mu}. \quad (3.6)$$

The participation ratios can be computed using the simulated modes’ electric and magnetic energy. For a resonant mode, the total energy is equally split between inductive $E_{\mu \text{ind}}$ and capacitive energy $E_{\mu \text{cap}}$: $E_{\mu} = E_{\mu \text{ind}} + E_{\mu \text{cap}}$. The inductive energy makes two contributions: magnetic energy $E_{\mu \text{mag}}$ and kinetic energy $E_{\mu \text{kin}}$. The magnetic energy is stored in the magnetic field, while the kinetic energy is stored in inductive elements such as the inductor of the junction. However, if there are no lumped capacitive elements, the capacitive energy is equal to the electric energy $E_{\mu \text{elec}}$. Thus, we have

$$E_{\mu \text{elec}} = E_{\mu \text{cap}} = E_{\mu \text{ind}} = E_{\mu \text{mag}} + E_{\mu \text{kin}}, \quad (3.7)$$

and

$$p_\mu = \frac{E_{\mu \text{kin}}}{E_{\mu \text{ind}}} = \frac{E_{\mu \text{elec}} - E_{\mu \text{mag}}}{E_{\mu \text{elec}}}. \quad (3.8)$$

The electric and magnetic energies can both be computed using the complex electric $\vec{E}_\nu(\vec{r})$ and magnetic $\vec{B}_\nu(\vec{r})$ fields simulated by Ansys HFSS, as follows:

$$E_{\nu \text{elec}} = \frac{1}{4} \Re \left( \int_{\mathcal{V}} \vec{E}_\nu(\vec{r})^* \vec{E}_\nu(\vec{r}) d\vec{r} \right),$$

$$E_{\nu \text{mag}} = \frac{1}{4} \Re \left( \int_{\mathcal{V}} \vec{B}_\nu(\vec{r})^* \mu \vec{B}_\nu(\vec{r}) d\vec{r} \right), \quad (3.9)$$

where $\epsilon$ and $\mu$ are the electric-permittivity and magnetic-permeability tensors, and $\mathcal{V}$ is the mode volume.

It has been proven that the zero-point fluctuations and energy-participation ratios are linked [81] by

$$\left( \Phi_{\nu \text{ZPF}}^\mu \right)^2 = p_\mu \frac{\hbar \omega_\mu}{2 E_J}. \quad (3.10)$$

Thus, we can replace the zero-point fluctuation with the energy-participation ratio in the BBQ perturbation theory (see Sec. 3.1.2), as follows:

$$\chi_{\mu \nu} = \frac{2}{3} p_\mu p_\nu \frac{\hbar \omega_\mu \omega_\nu}{4 E_J},$$

$$\chi_{\mu \nu} = 2 \sqrt{\chi_{\mu \mu} \chi_{\nu \nu}} = p_\mu p_\nu \frac{\hbar \omega_\mu \omega_\nu}{4 E_J}. \quad (3.11)$$

In practice, the participation ratio and the perturbation theory are performed using a Python script called pyEPR, written by Zlatok K. Minev and Zaki Leghtas. This script enables us to deal with more than one junction, to compute the perturbation theory.
to higher orders, and to apply the same energy-participation ratio approach to losses in order to compute the modes’ quality factors (without having to add losses into the simulation). It is necessary to emphasize that this approach is only valid for modes with a quality factor that is much greater than 1, otherwise the electric and magnetic fields are altered too much by the dissipation. Besides, one must avoid lumped capacitors in the simulation otherwise the Eqs. (3.7) and (3.8) are not valid anymore. However, this approach can be applied to any kind of non-linearity, providing a perturbative approach is suitable, and leads to a good agreement between the measured and predicted circuit parameters [81, 82, 83, 84].

The energy-participation ratio approach enables us to compute the quality factor that is due to dielectric losses; however, the coupling to a transmission line is more complex and is therefore trickier to simulate. In such a case, it would be preferable to add the dissipation to the Ansys HFSS simulation and let the software simulate the modes’ quality factors.

3.2 COUPLING TO A TRANSMISSION LINE

The coupling to a transmission line is an important feature as it defines the minimum relaxation rate (and thus the maximum relaxation time $T_1$) and the speed at which a gate can be applied on qubit modes. This section will discuss three different ways to simulate these couplings for 3D and 2D circuits. Each following section will start by presenting the model of transmission line used (the geometry and materials) in order to explain how we can simulate it and with which boundary condition.

3.2.1 3D circuits

In 3D geometries, the three different ways to simulate the coupling all need to first add a part of the transmission lines to the simulation (see Fig. 3.3). Many different kinds of transmission line exist. In terms of circuit QED applications, we are interested in a transmission line that is suitable for radio frequency signals, such as a coaxial cable [43]. In this scenario, we prefer to use a transmission line instead of a wave-guide, as the transmission line supports transverse electromagnetic (TEM) or quasi-TEM propagation modes, which have low frequency cut-off and no dispersion for TEM modes and a small one for quasi-TEM modes. In addition, the power of the signal is low enough that we do not need a wave-guide. It is worth noting that a wave-guide’s frequency cut-off can be useful, as a filter [85]. The transmission line used, which is a coaxial cable, finishes by a launcher with a microwave pin entering inside the cavity. The capacitive coupling between the pin and the cavity modes depends on the pin penetration length.

Before saying how to simulate a coaxial cable, let us recall what it is. A coaxial cable is made of a cylindrical inner conductor surrounded by a dielectric and an outer conductor\(^3\). The radius and nature of the inner conductor and dielectric are chosen

---

3 Because the dielectric is non simply connected, the coaxial cable enables the propagation of a TEM mode [43].
3.2 Coupling to a Transmission Line

According to the type of microwave pin and launcher used. In this thesis, the launcher are made of a copper inner conductor (diameter 1.3 mm) and Teflon dielectric (diameter 4.1 mm), leading to an impedance of 50 Ω.

As shown in Fig. 3.3, the pin and a part of the launcher are added in the simulation, the pin diameter is chosen equal to the inner conductor diameter and the beginning of the simulated coaxial cable and the cavity are separate by the thickness of the wall cavity (see Fig. 3.3). To reduce the complexity of the simulation, the outer conductor can be replaced by a perfect E boundary condition on the outer surface of the dielectric. This is equivalent to assuming that the outer conductor is a superconductor. As is shown in Fig. 3.3, the pin goes through a vacuum cylinder before entering in the cavity. This is used to take into account the thickness of the cavity’s superconducting bulk (which is not simulated). This vacuum cylinder represents the hole that is made through the cavity wall in order to insert the pin, thus the boundary condition applied to its outer surface is a perfect E boundary. The diameter of the hole is equal to 3 mm in order to obtain an impedance of 50 Ω when considering the pin and the hole as an a coaxial cable. As the diameter of the hole is smaller than the dielectric diameter, there is a “ring” of dielectric to which we have to apply a boundary condition. This ring is the part of the dielectric that is in contact with the cavity wall; as such, the boundary condition is again a perfect E boundary.

At this point, only one surface in this design has no boundary condition: the ring at the end of the transmission line (see Fig. 3.3). This ring is called the “dissipative surface”, and it is on this surface that we will apply a specific boundary condition that will simulate the semi-infinite transmission line. The Caldeira-Leggett model (see Fig. 2.5) shows that it is possible to replace a semi-infinite transmission line with a dissipative element that has the same impedance. A non-dissipative element (the transmission line) can be modeled as a dissipative element as any signals emitted in the transmission line never come back. However, even with this simplification, we still need to simulate a finite extent of the transmission line in such a way that the geometry of the mode fields is well established before reaching the dissipative element. Thus, the length of the transmission line in the simulation has to be at least the size of the mode’s wavelength.

The parameter we tune in order to reach the targeted coupling rate between the mode and the transmission line is the length of the pin. As long as the pin sticks inside of the hole, there is an exponential increase of the coupling rate as a function of the pin length. The following “rule of thumbs” applies: the coupling increases by a factor of 10 every millimeter.

This thesis uses three different dissipative boundary conditions. First is the perfectly matched layer (PML) boundary, which adds a fictitious material that can absorb any electromagnetic field that impinges on it. As such, we only need to simulate the eigen-modes of the system and their quality factors. The PML boundary is recommended for use with free-space and guided-wave termination. It has the advantage of being able to absorb waves in any direction and at any frequency; therefore, in order to reduce the simulated volume, it is recommended that the PML boundary be situated a quarter of a wavelength away from the mode (it can even be brought closer, coming down to 1/10 of a wavelength). The PML boundary has drawbacks; namely, it results in a slower
simulation convergence and a has a larger RAM use, which could be compensated for by the reduced volume.

The second type of boundary is the wave-port boundary. We can define the dissipative surface as a wave port and use it to measure the reflection coefficient. In this case, we use a driven modal simulation, which takes longer as we have to simulate the reflection coefficient for various frequencies. The reflection coefficient shows a resonance at the mode frequency from which we can extract the coupling to the transmission line using Eq. (2.36). It has the advantage of being able to show the frequency dependence of the reflection coefficient; this dependence is not trivial if the mode is protected by filters (see Sec. 3.3). We can detect an impedance mismatch either by looking at the impedance matrix or by looking for wiggles or parasitic resonances in the reflection coefficient.

The last boundary is the lumped RLC boundary, which can only be applied to the dielectric section of the dissipative surface. It consists of a parallel combination of a lumped resistor, inductor, and/or capacitor applied to the dissipative surface, while an eigenmode simulation gives the quality factor of the dissipation. For our purposes, we use only a resistor, while the resistance is set to the impedance transmission-line value (i.e. 50Ω). When applying this boundary, the software requires a “current flow” line to be defined. The line does not define the direction of an RLC dipole; rather, the simulation uses it as a region of space where the calculation must converge in the simulation. Thus, it is recommended that the current flow line be drawn from the dielectric inner circle to the outer circle. This boundary works as follows: the software computes a surface impedance $Z_s$ ohms/square from the resistance, inductance, and
capacitance values. Then, on the surface, the electric and magnetic fields’ tangential components, $\vec{E}_{\text{tan}}$ and $\vec{H}_{\text{tan}}$, follow the boundary condition

$$\vec{E}_{\text{tan}} = Z_s (\vec{n} \wedge \vec{H}_{\text{tan}}),$$

(3.12)

where $\vec{n}$ is the surface’s unit normal vector. As expected, this boundary condition does not rely on a specific direction given by a current flow line, is easy to use, and does not increase the amount of RAM needed; however, it is not recommended for use with a non-rectangular surface as HFSS assume that the surface is always rectangular. With non-rectangular surface it may lead to a less accurate representation of the lumped RLC element.

All these three boundary conditions have been used in this thesis; we have checked that they all generate the same value for the coupling between the modes and the transmission line. The PML boundary is the most accurate, but it needs a larger amount of memory and a longer simulation time. The RLC boundary is a good compromise between speed, accuracy, and memory requirement, while the wave-port boundary offers interesting results when filters are used between the mode and the transmission line. Experimentally, we can (during the first cool down of the experiment) obtain a coupling rate of the same order as the one targeted. This allows us to refine the pin length over the course of cool downs and thereby get closer to the targeted value. Of course, when the coupling rate is large enough, it is even possible to measure it at room temperature.

3.2.2 2D circuits

The geometry we often used with 2D circuits is the coplanar waveguide (CPW) geometry, which is based on a dielectric substrate on top of which is located a center strip conductor, surrounded by two semi-infinite ground planes, on top (see Fig. 3.4a). The CPW architecture offers several advantages [86]. It supports a quasi-TEM propagation mode\(^4\), it is easier to fabricate as there is no need for a ground plane on the bottom of the dielectric and it does not need any via holes nor a wraparound. In addition (from a design and performance point of view) shunts are easy to fabricate, radiation losses are small as there is no dipolar momentum, and the cross-talk between adjacent lines is weak. The drawbacks of CPW come from the existence of the two ground planes; that is, two modes exist—an even one where the two ground planes always have the same potential, and an odd one, where the two ground planes have opposite potentials. In the case of circuit QED, the odd mode is a parasitic one that is removed by connecting the two ground planes using an air bridge above the center track (see Fig. 3.4b and c).

In 2D geometries, coupling between a transmission line and a mode is achieved by sharing a capacitor (see Fig. 3.4b), while the capacitance determines the coupling rate. This coupling rate can be simulated in the same way as in the third 3D-geometry method (RLC boundary method). The transmission line’s track is connected to the ground through two rectangles with lumped RLC boundaries. A resistance $R$ is at-
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\(^4\) Due to the fact that there are two different dielectrics in a CPW geometry—the substrate dielectric and the air/vacuum—there are two different propagation speeds and, therefore, a TEM mode cannot exist. However, modes do exist that are nearly TEM and with a low dispersion; these are called quasi-TEM modes.
Figure 3.4: a. A vertical cut-through of the CPW architecture. On the top of a dielectric, a center strip conductor (also called a track) is surrounded by two ground planes. In circuit QED, the conductors are replaced by superconductors. b. An Ansys HFSS simulation of a qubit coupled to a readout resonator, which is then coupled to a CPW transmission line through a coupling capacitor. The dielectric is shown in blue and the superconductor in grey, and air bridges can be seen connecting the ground planes to each side of the track. c. Close-up of the CPW transmission line. In the simulation, the track of the transmission line is shorted to the ground by two lumped resistors (shown in red) in order to mimick the infinite length of the transmission line and its equivalent dissipation.

tributed to the two rectangles, which is equivalent to adding two parallel resistors of resistance \( R \) at the end of the transmission line. If each resistance \( R \) is equal to twice the impedance of the transmission line, the two resistors are equivalent to an infinite transmission line. An eigenmode simulation gives access to the mode quality factor, from which we can derive the coupling rate. We could use only one resistor with a resistance equal to the transmission-line impedance, but the convergence of the simulation would be slower if we did so. Thus, as the transmission-line mode is symmetric with respect to the track, it is better to use a dissipation that has the same symmetry. As the current in the resistors goes from the track to the ground, it is recommended that we define a current flow line going from the track to the ground.

In the simulation shown in Fig. 3.4b, only the bare resonator mode is capacitively coupled to the transmission line. However, due to the hybridization, both the resonator and qubit hybrid modes are coupled to the transmission line. The fact that the qubit mode is coupled to the transmission line is called the Purcell effect; this effect is in-
3.3 THE PURCELL EFFECT

3.3.1 History

The Purcell effect is an enhancement of the spontaneous emission of a quantum system by its environment. It was discovered in the 1940s by Edwards Mills Purcell when he was studying the enhancement of the spontaneous emission of an atom in a resonant cavity [87]. By changing the environment from the vacuum to a resonant cavity, the density of state at the atom’s resonant frequency changes and, according to Fermi’s golden rule, the spontaneous emission rate changes as well. Purcell concluded that the higher the quality factor of the cavity is, the higher the spontaneous emission rate is, which is a non-straightforward result. We can, however, understand it easily as follows: the density of states $D_c$ of a cavity at its fundamental resonant frequency is (see Eq. 3.19)

$$D_c = \frac{2}{\pi \kappa_{\text{tot}}}.$$  

(3.13)

This result comes from the fact that we have only one mode with a linewidth of $\kappa_{\text{tot}}$. Thus, at a fixed frequency, increasing the quality factor is equivalent to decreasing $\kappa_{\text{tot}}$, leading to an increase in the density of states.

3.3.2 Bad cavity limit

Let us derive the Purcell relaxation rate of a transmon qubit coupled to a resonator. In this example, only the resonator is coupled to a transmission line, with a rate $\kappa$ that is assumed to be larger than the coupling rate $g$ between qubit and resonators (i.e. we are in the weak coupling regime). Starting from the linear part of the exchange’s Hamiltonian (see Eq. (2.66)), we can move in the frame rotating at the transmon frequency for both modes. The Hamiltonian reads

$$\hat{H}_{q,r;\text{RWA}} = -\Delta a^\dagger a + g(ba^\dagger + b^\dagger a),$$  

(3.14)

with $\Delta = \omega_q - \omega_r$ being the detuning between the two modes. In the rotating frame, the quantum Langevin equations of the field amplitudes become

$$\begin{align*}
\langle \dot{a} \rangle &= \frac{-i}{\hbar} \langle [\hat{H}_{q,r;\text{RWA}}, a] \rangle - \frac{\kappa}{2} \langle a \rangle = i\Delta \langle a \rangle - ig \langle b \rangle - \frac{\kappa}{2} \langle a \rangle, \\
\langle \dot{b} \rangle &= \frac{-i}{\hbar} \langle [\hat{H}_{q,r;\text{RWA}}, b] \rangle = -ig \langle a \rangle.
\end{align*}$$  

(3.15)

\[5\] This derivation is based on that by Marius Villier, given in the lecture notes from the Ecole de Physique des Houches 2021 cQED OXY-Jeunes sessions but it can be done differently [7, 88]. This approach is valid when applied to any system that contains two coupled linear modes.
Due to the weak coupling assumption and in absence of drive, we can assume that the resonator mode is always in its steady state, i.e. $\langle \dot{a} \rangle = 0$. This assumption is valid, whatever the value of the detuning $\Delta$. The steady state $\langle a \rangle_{ss}$ reads

$$\langle a \rangle_{ss} = \frac{ig\langle b \rangle}{i\Delta - \kappa/2},$$  

(3.16)

and by replacing the mean value of $a$ by its steady state value in the mean-field equation for mode $b$, we get

$$\langle \dot{b} \rangle = \frac{-g^2}{\Delta^2 + \kappa^2/4} (-i\Delta + \kappa/2) \langle b \rangle.$$  

(3.17)

In this way, we obtain two results: first, the frequency of the transmon mode is shifted by $g^2\Delta/\left(\Delta^2 + \kappa^2/4\right)$ (this is the Lamb shift of the transmon mode induced by the resonator mode due to the exchange coupling being corrected by the resonator losses); and second, the transmon state decays spontaneously at a rate of

$$\Gamma_p = \frac{g^2\kappa}{\Delta^2 + \kappa^2/4},$$  

(3.18)

which is called the Purcell rate. The Purcell rate is given by a Lorentzian function of $\Delta$ that has the width $\kappa$. This can be explained easily, as the density of state $D_c(\omega)$ of the resonator reads

$$D_c(\omega) = \frac{1}{2\pi} \frac{\kappa}{(\omega - \omega_r)^2 + \kappa^2/4}.$$  

(3.19)

Thus, the Purcell rate is, as expected, proportional to the resonator density of state at the transmon frequency $D_c(\omega_q)$. If the detuning $\Delta$ is small compared to the resonator losses $\kappa$, we retrieve the same expression and conclusion as Purcell: that the Purcell effect increases with the resonator quality factor. In the circuit QED field, this regime of parameters is rare, as a strong regime coupling can easily be achieved, but this is not the case for some hybrid systems, such as the spin-resonator system in electron spin resonance experiments, with which the resonant Purcell effect is often used [89].

### 3.3.3 Strong and dispersive regime

As has been said in Sec. 2.5, most circuit QED experiments are conducted using the strong and dispersive regime, i.e. $\Delta \gg g \gg \kappa$. In such cases, the exchange interaction allows the excitation between the transmon and the resonator to be coherently swapped; this phenomenon is called the vacuum Rabi oscillation [19]. As the resonator is lossy, there is a finite probability of losing the excitation in the resonator before it is swapped again in the transmon. In the former section, we assumed that the resonator is always in its steady state; however, this assumption can no longer be made as the exchange rate is bigger than the loss rate. In the strong and dispersive regime, the Purcell rate is derived as [70]

$$\Gamma_p = \frac{g^2\kappa}{\Delta^2},$$  

(3.20)
These results can easily be understood: the ratio $g/\Delta$ is the amount of hybridization between the transmon and the resonator mode. Thus, $g^2/\Delta^2$ is the probability that an excitation of the hybrid transmon mode occurs in the bare resonator mode. Thus, this excitation has a probability $\kappa dt$ to be lost during the next time step $dt$, leading to the Purcell rate seen in Eq. (3.20). This formula can easily be retrieved by applying the Bogoliubov transformation to the Lindblad dissipation term; however, as we will discuss below, this is not the proper way to derive it.

If either the strong or the dispersive assumptions are not satisfied, we can derive the Purcell rate of the transmon mode using the weaker assumption $\kappa \ll \sqrt{\Delta^2 + 4g^2}$,[88], in which case the Purcell rate reads

$$\Gamma_p = \frac{\kappa}{2} \left( 1 - \frac{\Delta}{\sqrt{\Delta^2 + 4g^2}} \right).$$  

(3.21)

We can easily check whether the three Purcell rates from Eqs.(3.18), (3.20) and (3.21) give the same results $\kappa g^2/\Delta^2$ under the dispersive approximation, whatever the ratio $g/\kappa$. However, these expressions are only valid for an inverted situation; that is, where the Purcell rate is induced by a lossy transmon qubit on a resonator. As has been shown in [90], for a lossy resonator, we need to take the multi-mode nature of the resonator into account. Additionally, we did not take into account the dependence of $\kappa$ on the angular frequency $\omega$. We did the approximation that $\kappa(\omega)$ is flat; however, this is only true around the resonator frequency and $\kappa(\omega_q)$ can differ from $\kappa(\omega_r)$. In the next two sections, we will discuss the multi-mode nature of the resonator, the convergence problem, and the dependence of $\kappa$ on the angular frequency $\omega$.

3.3.4 The multi-mode Purcell effect

The transmon mode is coupled to not one but an infinity of lossy modes. First, we study a lumped circuit where the resonator is replaced by a finite-length transmission line[90]. The Purcell rate becomes asymmetric with respect to the detuning $\Delta$ and is smaller for negative detuning $\delta < 0$ (i.e., when the transmon frequency is below the cavity frequency) than for positive detuning $\delta > 0$ (i.e., when the transmon frequency is above the resonator frequency). This is one of the explanation about why the circuit QED community designs readout resonators to work at frequencies above qubits resonant frequencies. The reason for this can easily be understood if we take into account the resonator’s second mode.

This multi-mode behavior is already taken into account by the Ansys HFSS simulation. Another way to study this concept is to look at the admittance $Y_0(\omega)$ seen by the transmon (see Fig. 3.5). By studying this classical circuit [91, 90], we can see that the Purcell rate is given by

$$\Gamma_p = \frac{\text{Re}(Y_0(\omega_q))}{C_J + C_{\text{shunt}}}.$$  

(3.22)

---

6 As a transmon contains only one mode, the Purcell effect due to a lossy qubit on a resonator is given by the Eqs.(3.18), (3.20) and (3.21).
Figure 3.5: Transmon qubit capacitively coupled to a multi-mode resonator. We can replace the multi-mode resonator and the coupling capacitor with an equivalent admittance $Y_0(\omega)$. The Purcell rate of the transmon mode, due to the resonator losses, is given by the real part of the admittance $Y_0$ at the transmon’s resonant frequency.

Even if all the above simulating approaches work and show a good agreement with the experiment [90], we still have to be careful if we want to generalize the theory to a multi-mode system. We can show that assuming the resonant frequency of the $n$-th resonator mode is $(n+1)\omega_r$ and its impedance $Z/(n+1)$, its losses $\kappa_n$ and its coupling rate $g_n$ with the transmon are given by $g_n = g\sqrt{n+1}$ and equate to $\kappa_n = \kappa(n+1)^2$ [90]. Taking into account the fact that the detuning $\Delta_n$ between the transmon and the $n$-th resonator mode is linear with $n$, we can easily show that the series $\sum_n \Gamma_{p,n}$, where $\Gamma_{p,n}$ is the Purcell rate due to the mode $n$, diverges.

This divergence can be solved by more precise studies that take into account the spatial extent of modes. We can study the system with a transmission line (the resonator) of length $l$ and a spatial zero dimensional transmon. It has been shown in [92] that the coupling and transmon capacitors become shorter at high frequency, acting as a low-pass filter. Thus, the amplitude of the $n$-th resonator mode at the qubit position is suppressed for large $n$. This effectively causes a powerlaw with a low exponent of $g_n$ and decreases the scaling of the loss rate $\kappa_n$. Although this model has already solved the divergence problem, it still views the transmon as a dot in space, which is an approximation. Indeed, if we want to derive the coupling $g_n$, we always have to use the dipolar approximation, which assumes that the transmon length is small compared to the wavelength of the resonator mode. While this approximation is valid for low-frequency modes, it is not valid for high-frequency modes as the wavelength decreases as $1/n$. It has been shown [93] that the effective coupling capacitance between a transmon of length $2l_q$ and the $n$-th mode of the resonator is proportional to $\text{sinc}(2\pi l_q/\lambda_n) \sim 1/n$. This is due to the fact that the coupling is given by the overlap of the transmon and the $n$-th mode’s resonator electrical field. We have to integrate this coupling over the full extent of the transmon, taking into account the spatial dependence of the electrical field phase. For high-frequency modes, the phase changes too quickly, leading to a loss of coherence and a decrease in the coupling rate. We can view the transmon as a collection of zero extension antennas; if they are not oscillating in phase, there will be no excitation of the transmon mode.
3.3.5 **Purcell filters**

We have not yet discussed the dependence of the loss rate $\kappa$ on the angular frequency $\omega$. The loss rate $\kappa$ is obtained when the Markov approximation is performed on the environment. When doing so, it is shown that the loss rate reads [94]

$$\kappa(\omega) = 2\pi D_e(\omega)|g_e(\omega)|^2,$$

(3.23)

with $D_e(\omega)$ being the density of state of the environment at angular frequency $\omega$ and $g_e(\omega)$ being the coupling rate of the environment mode to the resonator, at angular frequency $\omega$. Now Eq. (3.18) can be seen from a new perspective—the transmon mode perspective. The resonator is the transmon environment and the density of state of this effective environment is equal to $D_c(\omega)$.

Eq. (3.23) shows that we have two ways to tune the loss rate and suppress the Purcell rate. That is, we can either design a coupling $g_e$ or a density of state $D_e$ that is small at the transmon frequency, while keeping the loss rate $\kappa$ at the value needed for the resonator. In our experiment, $g_e$ is already set by the choice of the capacitive coupling. Thus, a convenient way to protect a mode from the Purcell effect is to design an environment density of state that is small at the mode frequency. An easy way to do this is to use Purcell filters [95] placed between the system (which, here, is formed by the transmon and the resonator) and the transmission line. It must show a close-to-1 reflection amplitude $|r|$ at the transmon frequency (or at the frequency of the mode we have to protect) and a close-to-1 transmission amplitude $|t|$ at the resonator frequency (or at the lossy mode’s frequency). If the filter has no loss, the Purcell rate becomes

$$\Gamma_P(\omega) \rightarrow \Gamma_P(\omega)|t(\omega)|^2.$$

(3.24)

Various types of Purcell filter exist; the most commonly used are the stub filter [95] (or $\lambda/4$ filter) and the band-pass filter [96]. The stub filter is designed to have destructive interference at the transmon frequency, leading to a high reflection coefficient. The stub filter imposes a good frequency matching as the destructive interference phenomenon happens only at specific frequencies. The band-pass filter is an added resonator. It has to be close to the resonator mode in terms of frequency. Usually, we can simply choose a band-pass filter that is resonant with the resonator mode. However, as the resonator is coupled to the transmission line through the band-pass filter, the Purcell filter has a higher loss rate than the resonator does. Thus, we have to be careful that the exchange coupling rate between the transmon and the Purcell filter is small, otherwise it will add a non-negligible Purcell effect.

Some Purcell filters are incorporated inside the transmission line (see Sec. 9.2.1), in which case the impedance of the filter must be matched to that of the transmission line. If there is an impedance mismatch (which there always is due to the SMA connectors or the line filtering) we can create a standing wave (i.e. a resonant mode, as in a Fabry–Perot cavity) that can change in response to the transmission line’s density of modes and thus strongly enhance the transmon’s relaxation rate.

As we will see, this filtering concept is crucially important, as it is not only used to protect a mode from the Purcell effect but, more generally, to protect a quantum state from decoherence.
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3.4 Filtering, Noise, and Decoherence

The filtering of a superconducting circuit is essential, as the noise seen by the system and its relaxation are related through the fluctuation dissipation theorem. Let us assume that an harmonic mode is coupled to a noise source, described by the quantum operator $\hat{F}$, with the following coupling Hamiltonian:

$$V = A\hat{\phi}\hat{F} = A\phi_{ZPF}(\hat{a} + \hat{a}^\dagger)\hat{F}. \quad (3.25)$$

Thus, using Fermi’s golden rule, the probabilities $\kappa_\downarrow$ and $\kappa_\uparrow$ (of losing and gaining a photon, respectively) are [8]

$$\begin{cases}
\kappa_\downarrow &= \frac{A^2\phi_{ZPF}^2}{\hbar^2} S_{FF}(+\omega_r) \\
\kappa_\uparrow &= \frac{A^2\phi_{ZPF}^2}{\hbar^2} S_{FF}(-\omega_r)
\end{cases}, \quad (3.26)$$

where $\omega_r$ is the resonant angular frequency of the mode and $S_{FF}$ is the quantum noise spectral density. Thus, from the system’s perspective, the noise in the environment generates dissipation. As the noise is quantum, the spectral density is not an even function of $\omega$, leading to a relaxation rate that is higher than the excitation rate. Filtering the environment becomes essential, as it allows us to decrease the spectral density amplitude and to reach a dissipation rate that is low enough to allow coherent control of the system. Thus, the cavity QED architecture makes sense, as it uses the cavity to filter the noise from the environment.

In Eq. (3.23), we related the total loss rate $\kappa$ to the environment density of state $D_e$, whereas, in Eq. (3.26), the total loss rate $\kappa = \kappa_\downarrow - \kappa_\uparrow$ is related to the quantum noise spectral density. We can easily check whether these two expressions are compatible. Assuming the mode is coupled to the transmission line capacitively, we can derive the charge noise spectral density of one harmonic oscillator using the resonant frequency $\omega_o$ [8], as follows:

$$S_{QQ}(\omega) = 2\pi Q_{ZPF}^2 (n_b(\omega_o)\delta(\omega_o + \omega) + (n_b(\omega_o) + 1)\delta(\omega_o - \omega)), \quad (3.27)$$

with $n_b(\omega)$ being the Bose–Einstein occupation factor at energy $\hbar\omega$. As the Kronecker functions that appear are simply the density of state $D_{ho}(\omega)$ and $D_{ho}(-\omega)$ of the harmonic oscillator, we can easily derive the charge noise spectral density for a transmission line, which is a collection of harmonic oscillators with a density of state $D_e(\omega)$. This leads to the spectral density

$$S_{QQ}(\omega) = 2\pi Q_{ZPF}^2(|\omega|)(n_b(\omega)D_e(\omega) + (n_b(-\omega) + 1)D_e(-\omega)), \quad (3.28)$$

where $D_e(\omega < 0) = 0$. We can also easily check that the relaxation rate $\kappa(\omega_r) = \kappa_\downarrow(\omega_r) - \kappa_\uparrow(\omega_r)$ is indeed proportional to the density of state $D_e(\omega_r)$. Thus, the Purcell effect and the Purcell filter can be viewed as an enhancement or a filtering of the noise perceived by a mode. The effect of a Purcell filter can be viewed as a filtering of the environment noise. This noise is decreased by the transmission coefficient $t$, leading to the spectral density $|t(\omega)|^2S_{QQ}(\omega)$. 
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In the last paragraph, we discussed relaxation only; however, a quantum system is also sensitive to dephasing. If a parameter $F$ of a mode’s Hamiltonian shows quantum fluctuations, then the frequency of the mode can fluctuate as well. This leads to the dephasing rate \[ \Gamma_{\varphi} = \frac{1}{2} \left( \frac{\partial \omega_r}{\partial F} \right)^2 S_{FF}(\omega \to 0). \] (3.29)

As such, the dephasing rate is related to the quantum noise spectral density at low frequency.

Similarly to the Purcell effect, if the transmon mode has a dephasing rate $\Gamma_{\varphi}$, given by Eq. (3.29), the exchange interaction between the transmon mode and the resonator mode leads to two new dissipation terms (commonly known as dressed dephasing [94]): $\Gamma_{\Delta} D(a \dagger b)$ and $\Gamma_{-\Delta} D(ab \dagger)$ with $\Gamma_{\pm\Delta} = \left( \frac{\partial \omega_r}{\partial F} \right)^2 \frac{g^2}{\Delta^2} S_{FF}(\pm \Delta)$. These two terms relate to the excitation and decay of the transmon state at the rate $\bar{n} \Gamma_{\pm\Delta}$, with $\bar{n}$ being the average number of photons in the resonator. Thus, this term leads to the spurious transition of the transmon, either during readout or if the resonator mode is hot. This term can be viewed as either an up- or down-conversion of the photon noise at frequency $\Delta$ by the resonator photons, indicating the importance of filtering the system, not only at low and resonant frequencies, but also at those frequencies that correspond to the detuning between the modes.
We usually learn from quantum physics textbooks that a measurement is an instantaneous collapse of the quantum state. The word “collapse” refers to a situation where the coherence between measurement eigenvectors is erased and the system state is projected randomly onto one of those eigenvectors; this is the so-called von Neumann measurement. This measurement raises many issues. First is that it is difficult to describe all measurements using this formalism. For example, if a photodetector measures the excitation of a qubit and goes “click” (i.e., detects a photon), we know before the measurement occurs that there was a non-null probability that the qubit was in the excited state. However, after the measurement, the qubit is in its ground state, as its excitation has been absorbed by the photodetector. Such a measurement is described using the measurement operator $|e\rangle\langle g|$, which is not a von Neumann measurement (see Sec. 2.2.3.1). Second, not all the measurements are projectives; some of them leave the quantum state with coherences in the measurement eigenvectors’ basis. These measurements are called weak measurements. To reconcile those two cases with von Neumann measurement we need to take into account a probe mode. Third, a measurement is never instantaneous; we can always define a measurement bandwidth that is related to the minimal amount of time needed to perform a projective (or strong) measurement.

In this chapter, we discuss the different types of generalized measurements that can be performed and define the relevant quantities used to characterize them. Specifically, we will focus on the heterodyne and homodyne measurements and on the photodetector, all of which are at the center of this thesis. To finish, we will discuss the idea of a quantum-limited amplifier and describe the amplifier that is used in the thesis: a Josephson traveling-wave parametric amplifier (TWPA).

4.1 STERN AND GERLACH EXPERIMENT

This section discusses the different types of measurements and defines the relevant parameters, using a idealized Stern and Gerlach experiment as an example. Although the historical experiment was initially used to prove the quantum nature of spins\(^1\), its idealized version is a perfect and easily studied example of generalized measurement.

4.1.1 Measurement scheme

The Stern and Gerlach experiment was imagined by Otto Stern in 1921 and conducted by Walther Gerlach in 1922 [97]. In this experiment, a silver atom beam is sent into an inhomogeneous magnetic field. As silver atoms can be seen as spin-1/2 particles,

---

\(^1\) Let’s remark that the initial experiment was performed to test the Bohr-Sommerfeld hypothesis entailing that the atom angular momentum is quantized. It was only several years later that the spin existence was postulate.
Figure 4.1: The Stern and Gerlach experiment. An atom beam, polarized along the $x$ direction, goes through a magnetic field gradient. Due to the spin and the magnetic field interaction, the beam is deviated depending on the $z$ component of the spin. This interaction is a unitary evolution that entangles the atom spin and the position’s degree of freedom. The beam arrives on a screen that performs a von Neumann measurement of the atom’s $z$ coordinate. Depending on the distance $h$ between the two beam spots on the screen, the initial quantum noise $\delta z_Q$, and the final total noise $\delta z$, various types of quantum measurements can be achieved.

The magnetic field gradient in the $z$ direction deviates the beam according to the spin $z$-component (see Fig. 4.1). A screen enables us to measure the position of atoms after the deflection occurs.

The quantum states of the beam’s atoms have two parts: one describing the spin degree of freedom, the other the $z$ position degree of freedom. Thus, the quantum state can be written as $|\Psi\rangle = |\Psi_s\rangle \otimes |\Psi_z\rangle$, where $|\Psi_s\rangle$ and $|\Psi_z\rangle$ are the quantum states of the spin and the position, respectively. In this idealized version of the experiment, we assume that the atom spin state is prepared in $|+x\rangle = (|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}$, where $|\uparrow\rangle$ and $|\downarrow\rangle$ are the two eigenvectors of the $\sigma_z$ operator. As there is no environment, no unknown auxiliary system, and no uncertainty in the initial state, we can use the Hilbert space vectors instead of the density matrix. After the beam’s focusing process, there will always be a non-null beam width, which is given by the quantum standard deviation $\delta z_Q$ of the position $z$. For example, if the beam is focused using an optical trap, $\delta z_Q$ will be the zero-point fluctuation$^2$. Thus, the position’s quantum state is described by the vector $|\Psi_0\rangle$, leading to a probability density of $|\Psi_0(z)|^2$, which is centered on zero with the width $\delta z_Q$ (see Fig. 4.1).

After the magnetic field, the atom state reads

$$|\Psi\rangle = (|\uparrow\rangle \otimes |\Psi_{+h}\rangle + |\downarrow\rangle \otimes |\Psi_{-h}\rangle )/\sqrt{2},$$

(4.1)

Here we assume that the thermal fluctuation does not affect the beam preparation which was the case in the historical experiment.
and the spin degree of freedom is entangled with the position degree of freedom. The
measurement of the atom position on the screen can be modeled as a von Neumann
measurement and leads to the projection of the $|\Psi_{+h}\rangle$ and $|\Psi_{-h}\rangle$ states on the position
eigenvector $|z\rangle$. The spin state reads

$$|\Psi_s\rangle = \frac{\langle z|\Psi_{+h}\rangle |\uparrow\rangle + \langle z|\Psi_{-h}\rangle |\downarrow\rangle}{\sqrt{\langle z|\Psi_{+h}\rangle^2 + \langle z|\Psi_{-h}\rangle^2}}.$$  \hspace{1cm} (4.2)$$

This is the protocol for a generalized measurement (see Sec. 2.2.3.1), with the mea-
surement operator $M(z)$ being associated with the measurement outcome $z$, as follows:

$$M(z) = \begin{pmatrix}
\langle z|\Psi_{+h}\rangle & 0 \\
0 & \langle z|\Psi_{-h}\rangle
\end{pmatrix}. \hspace{1cm} (4.3)$$

When looking at the probability density of atom detections, we can see that the
width of the density is equal to $\delta z$ and is larger than $\delta z_Q$ (see Fig. 4.1). This occurs
because the measurement setup adds noise; for example, the noise of the magnetic field
gradient or the noise of atom detection by the screen. As such, the total noise $\delta z$ of
the atom position is made of two contributions: a quantum part $\delta z_Q$, which cannot
be removed and is contained in $|\Psi_{\pm h}\rangle$, and a classical part $\delta z_c$, which is added by the
measurement scheme. The total noise reads as $\delta z = \sqrt{\delta z_Q^2 + \delta z_c^2}$. The measurement
operator of Eq. (4.3) takes only the quantum noise into account. When adding the
classical noise, after the measurement the density matrix $\rho_s$ of the spin state becomes

$$\rho_s \rightarrow \frac{\int p_c(z') M(z - z') \rho_s M^\dagger(z - z') dz'}{\text{Tr} \left( \int p_c(z') M(z - z') \rho_s M^\dagger(z - z') dz' \right)}, \hspace{1cm} (4.4)$$

where $p_c(z')$ is the probability density of the classical noise. Based on the respective
values of $2h$, $\delta z_Q$, and $\delta z_c$, we can identify a fourth case.

4.1.2 Measurement regimes

4.1.2.1 Strong measurements

If the difference $2h$ between the mean signals for spin up and down is large compared to
the total noise $\delta z$ (see Fig. 4.2a), there is no ambiguity in the state of the system after
the atom detection has taken place. From the point of view of the quantum state, if there is
no classical noise $\delta z_c$, the states $|\Psi_{+h}\rangle$ and $|\Psi_{-h}\rangle$ are orthogonal ($\langle \Psi_{+h}|\Psi_{-h}\rangle = 0$)
and there is a high entanglement of one bit between the spin and the position. With a
non negligible classical noise, the state must be described with a density matrix and
the entanglement is erase by the classical noise. However the classical noise is not large
enough to blur the measurement result as $2h$ is larger than $\delta z_c$. If the measurement
outcome’s $z$ is positive (negative), the spin state is projected on $|\uparrow\rangle$ ($|\downarrow\rangle$) as $\langle z|\Psi_{-h}\rangle = 0$
($\langle z|\Psi_{+h}\rangle = 0$). This measurement is projective and is called a strong measurement or
single-shot measurement; it is usually the qubit-state readout regime we would want to
reach [98].
4.1.2.2 Weak measurement

When the classical noise is small compared to the signal and the signal is smaller than the quantum noise (i.e., $\delta z_c \ll 2h$ and $2h \leq \delta z_Q$) the amount of entanglement (much less than one bit) between the position and spin degree of freedom is not large enough to achieve a strong measurement. There is an overlap between the two states $|\Psi_{+h}\rangle$ and $|\Psi_{-h}\rangle$ ($\langle \Psi_{+h} | \Psi_{-h} \rangle \neq 0$). When measuring the position of the atom, we cannot deduce the spin state without ambiguity (see Fig. 4.2b); this ambiguity comes from the quantum fluctuation. The atom spin state after the position measurement is a coherent superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$, which is given by Eq. (4.2). This measurement is called a weak measurement, which can be used to measure quantum trajectories [74].

4.1.2.3 Partially read strong measurement

In the two last cases, the classical noise was negligible compared to the quantum noise and/or the signal. We will now study a case wherein the classical noise $\delta z_c$ is of the same order or larger than the signal $2h$ and is much larger than the quantum noise $\delta z_Q$; i.e., $\delta z_c \sim 2h \gg \delta z_Q$. Here, the amount of entanglement we would have between the position and spin degree of freedom without classical noise is large enough to result
4.2 Measurement characteristics

In a strong measurement (the yellow curve in Fig. 4.2c), but the classical noise erases the entanglement and blurs the results of the position measurement (the blue curve in Fig. 4.2c). As the measurement is strong from the point of view of the quantum noise (i.e. $2\hbar \gg \delta z_Q$), the final spin state has no coherence. The classical noise transforms the pure spin state into a statistical mixture of $|\uparrow\rangle$ and $|\downarrow\rangle$, while the density matrix reads

$$\rho = p(z) |\uparrow\rangle \langle \uparrow| + (1 - p(z)) |\uparrow\rangle \langle \uparrow|,$$

where $p(z)$ is the probability of detecting a spin $|\uparrow\rangle$ at the position $z$ and is mostly given by the classical noise. The measurement is strong; however, only a part of the information is recovered, being equivalent to reading only a part of the measurement. If the classical noise becomes much larger than the signal, then we cannot recover the measurement information; as such, the measurement becomes an unread measurement that is equivalent to a decoherence process.

4.1.2.4 Partially read weak measurement

The last case is defined as a classical noise, a quantum noise, and a signal of the same order; i.e. $2\hbar \sim \delta z_c \sim \delta z_Q$. In this case, the measurement is a weak measurement that is blurred by the classical noise. The final spin state is a statistical mixture of the coherent superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$. This is usually a regime of parameters that we try to avoid for a qubit-state readout. In circuit QED, as the classical noise is rarely negligible, quantum trajectory experiments are usually performed in a partially read weak measurement regime, rather than in a pure weak measurement regime.

4.2 Measurement characteristics

In the last section we discussed the various strengths of a quantum measurement, which can be quantified using various parameters such as the signal-to-noise ratio (SNR). In this section we will introduce the main characteristics and parameters of quantum measurements, such as continuous and quantum non-demolition (QND) measurements.

4.2.1 SNR and quantum efficiency

From the study of the Stern and Gerlach experiment (see the previous section), we can see that the measurement is characterized by two parameters: the SNR and the quantum efficiency $\eta$.

$$\begin{align*}
\text{SNR} &= \frac{(2\hbar)^2}{\delta z^2}, \\
\eta &= \frac{\delta z_Q^2}{\delta z^2}.
\end{align*}$$

(4.6)

The quantum efficiency compares the classical noise to the quantum noise and, more generally, the minimal amount of noise imposed by quantum mechanics to the total amount of noise. It gives the percentage of the measurement information recovered,
quantum measurement which is equivalent to saying that it quantifies the amount of information that is preserved from the classical noise. The SNR quantifies whether the amount of information recovered is enough to determine the state of the system without any ambiguity. For a qubit-state readout, we would want a high SNR (larger than 10) and a quantum efficiency close to 1.

For a dispersive qubit readout and qubit fluorescence measurement, the signal amplitude is limited either by the higher-order non-linearities effect (see Sec. 2.5.3) or by the fact that a qubit can only store one photon (see Sec. 2.4.3). To reach the fastest strong measurement, it becomes essential to reach a close-to-1 quantum efficiency. The signal power being only a few photons, measuring the signal without amplification will not work because of the microwave room-temperature noise which is about thousands of photons and the acquisition card sensitivity which is too low. Noise is always added during an amplification process; a good amplification scheme is composed of an amplifier that adds a noise that is negligible compared to that of the signal. In a circuit QED experiment, the first amplifier is usually a quantum-limited amplifier such as the Josephson parametric converter (JPC) [99], Josephson parametric amplifier (JPA) [100], or a TWPA [30]. These amplifiers add a noise that is close to the minimal one imposed by quantum mechanics. The gain of about +20 dB from these amplifiers is large enough so that the noise added by the rest of the amplification scheme is almost negligible; thus, the efficiency of the amplification scheme is mainly dominated by the quantum efficiency of the first quantum-limited amplifier.

4.2.2 QND measurements

One of the most important features of a quantum measurement is whether or not it demolishes the system’s quantum state. Here the word “demolition” does not refer to a collapse nor to a projection of the quantum state; rather, it refers to the fact that a measurement can get the system out of the Hilbert space thus making it impossible to measure it again, or leads to a measurement outcome in a following measurement that is not correlated to the first one. As an example, let us describe two types of demolition measurements. First of these is the Stern and Gerlach experiment, in which the atom detection by the screen leads to the absorption of the atom; therefore, performing a second measurement is impossible.

The second example is the measurement of a qubit by a photodetector. The photodetector is able to detect any photon emitted by the qubit. If the photodetector “clicks”, this means the qubit was in the excited state. We use the past tense as the qubit emitted the photon stored in the excited state and so it is now in the ground state. Thus, while the “click” is a measurement of the qubit’s excited state, the qubit state after the measurement is $|g\rangle$. The measurement operator is $|g\rangle \langle e|$. If we perform a second measurement, the result will be “no click”.

In comparison, the dispersive readout of a qubit is a QND measurement when driving the resonator such that the photon number remains low [70]. For a large drive, leading to a large number of photons in the resonator, the resonator photons can induce a qubit transition during the measurement, leading to a non-QND measurement (or “demolition measurement”) [101].
4.2 MEASUREMENT CHARACTERISTICS

4.2.3 Continuous vs discrete measurements

As described in Sec. 2.2.3.1, a quantum measurement consists of two steps: an entanglement process between the system and the probe and a von Neumann measurement of the probe. In practice, the von Neumann measurement can be a continuous process such as a voltage measurement, which needs to be integrated over time in order to suppress the noise. Depending on the characteristics of the two processes, a quantum measurement can be viewed as either a discrete or a continuous time process.

4.2.3.1 Continuous case

If the two processes are continuous and occur simultaneously, then we can divide the measurement into time steps that are as small as the time step \( dt \) used to study the system dynamics (see Sec. 2.2.3.3). This is the case of the dispersive readout of a qubit. The entanglement between the cavity and the qubit and the homodyne/heterodyne measurement of the outgoing field occur approximately at the same time. This kind of measurement allows us to consider the measurement as continuous in time. When dividing a measurement with duration \( T \) into \( N \) shorter measurements of duration \( T/N \), the noise of shorter measurements is integrated over a smaller time, leading to a smaller SNR. It has been shown that the SNR is proportional to the integration time\(^3\) \( T \). For a measurement made with a phase-sensitive amplifier (see Sec. 4.3.3.2 for the definition of a phase-sensitive amplifier), the relationship reads\(^4\)

\[
\text{SNR} = 8\Gamma_m T, \tag{4.7}
\]

where \( \Gamma_m \) is the measurement rate\(^4\) (i.e. the speed at which the information is recovered by the observer). The measurement rate is related to the quantum efficiency \( \eta \) and the dephasing rate \( \Gamma_d \) by the relationship \(^8\)

\[
\Gamma_m = \eta \Gamma_d. \tag{4.8}
\]

The dephasing rate is the rate at which coherences between the measurement eigenvectors decrease, which implies that we cannot measure faster than the speed at which the state dephases. These fundamental results come from the measurement back-action. Every time information is extracted from the system, the back-action of the measurement dephases the quantum state, leading to its collapse. We can see the dephasing rate as the rate at which information is acquired by the environment, only a part of which \( \eta \) is recovered by the observer.

As the SNR depends linearly on the integration time \( T \), we can continuously change the measurement strength: from a weak measurement to a strong measurement. Thus,

\(^3\) To be more precise, the SNR is proportional to the inverse measurement bandwidth (see supplementary information in [102]). If the measurement time (which is equal to the integration time) is longer than the inverse bandwidth of the resonator, amplifiers, or filters, etc., the inverse measurement bandwidth is equal to the integration time.

\(^4\) The definition of the SNR is not universal. Using the notation from the Stern and Gerlach experiment, we can find the following definitions: \( \text{SNR} = \hbar^2/\delta z^2 \) [8] and \( \text{SNR} = (2\hbar)^2/(2\delta z)^2 \) [62]. These definitions do not change the definition of the measurement rate \( \Gamma_m \) in Eq. (4.7); only the prefactor (here 8) changes.
a strong measurement can be viewed as the averaging of a series of weak measurements [103].

If back-action of a weak measurement is a continuous process, it is not always the case for a strong measurement. If the inverse of the measurement rate is much smaller than that of the system dynamics and the time step $dt$ of the Lindblad equation, this means a strong measurement is performed at every time step $dt$. One can apply a threshold to the continuous measurement record to discretize it and the back-action may be discret. During this discret back-action processes, the quantum state occurs quantum jumps.

This is the case for a qubit probed by a photodetector with a photon loss rate much smaller than the photodetector detection rate. In such a case, the measurement value is either “click” or “no click” and when a “click” is recorded, the qubit quantum state is projected in $|g\rangle$ and the qubit dynamics is discret.

When a measurement can be considered as continuous, we can define a jump operator $L$ in the same way we define it when deriving the Lindblad master equation (see Sec. 2.2.3.3). The jump operator defines the measured observable and the back-action of the measurement. Under the Markov approximation (see Sec. 2.2.3.3), the jump operator is independent of $t$. We can take the continuous measurement record and its stochastic nature in the master equation into account, leading to a stochastic master equation that enables us to derive the density matrix at any time $t$, based on the measurement records [74]. If the measurement rate is large enough to discretize the measurement record, one can replace the stochastic continuous record by a stochastic discrete record [102].

4.2.3.2 Discrete case

An example of discrete measurement in time is the measurement of a resonator’s photon number (see Chap. 5.3.1 for more details about photon-number measurement protocols). To obtain such a measurement, we first have to entangle the qubit and the resonator in such a way that the qubit state encodes information about the photon number. Here the qubit is a probe, and a dispersive readout of its state enables us to read out the information about the photon number. We usually need a series of measurements to recover enough information to make conclusions about the photon number. As the entanglement operation takes a fixed time and we need to perform measurements after various entanglement operations, we cannot divide the measurement into smaller photon-number measurements. Thus, the photon-number measurement is a discrete measurement in time, and we cannot derive a jump operator for such a measurement.

One of the goals of this thesis was to use a new approach to perform a photon-number measurement that is continuous in time (see Chap. 7). As such, for the rest of this chapter, we will focus on measurements that are continuous in time, as this is the type of measurement used in this thesis. We will pay particular attention to the homodyne and heterodyne measurement of an electromagnetic field, as they are used for dispersive qubit readouts and for the multiplexed photon-number measurements performed during this thesis.
4.3 Homodyne and Heterodyne Measurements

4.3.1 Principles

Homodyne and heterodyne measurements are methods used to recover information encoded in the phase or quadrature of a radio frequency (RF) or an optical electromagnetic radiation. The homodyne (heterodyne) measurement is the measurement of one quadrature (two quadratures) of the radiation. Detection of a homodyne or heterodyne measurement is based on the down-conversion of the oscillating signal by a local oscillator (LO) oscillating at the same frequency $\omega$ as the signal; this is equivalent to performing a demodulation. The general form of a classical signal $s$ is $s(t) = I(t) \cos(\omega t) + Q(t) \sin(\omega t)$, with $I(t)$ and $Q(t)$ being the two slowly varying quadratures.

The down-converting signal takes the form $s_d(t) = I(t) \cos(\phi) + Q(t) \sin(\phi)$, with $\phi$ being the LO phase. By changing the phase $\phi$, we can select the quadratures $I$ or $Q$, which are measured by the homodyne detection. For a heterodyne measurement, the oscillating signal first has to be split into two; the first part of the signal is down-converted by the LO, while the other part is down-converted by the same LO but phase shifted by $\pi/2$. This enables us to have two down-converted signals, each of which encodes a different quadrature but with an SNR that is twice as small as the one of the homodyne detection. The splitting of the signal is mandatory, as the Heisenberg principle forbids us to measure the two quadratures ($I$ and $Q$) at the same time. This process comes from quantum optics [61], and there are several ways to implement it in the microwave domain. Here we will focus on the detection scheme used in this thesis, demonstrating that we cannot focus only on the detection part but have to take into account the generation of the oscillating signal and the amplification process as well.

4.3.2 Use of an Intermediate Frequency

The generation/detection setup used in this thesis is based on four elements: the use of an intermediate frequency; the generation of a signal; the noise detection; and the amplification process. The first three will be discussed here, with the last one discussed in the following section.

The heterodyne measurement scheme used in this thesis is shown in Fig. 4.3. In order to simplify the quadrature measurement, the RF signal $s_{RF}(t) = I(t) \cos(2\pi f_{RF}t) + Q(t) \sin(2\pi f_{RF}t)$, which oscillates at a frequency of $f_{RF}$, is down-converted by a detuned LO at the frequency $f_{LO} = f_{RF} + f_{IF}$. A low-pass filter leads to an intermediate frequency (IF) signal, $s_{IF}(t) = I(t) \cos(2\pi f_{IF}t) - Q(t) \sin(2\pi f_{IF}t)$, at the frequency $-f_{IF}$. This signal is digitized by an analog-to-digital converter (ADC), and a numerical demodulation enables us to measure both $I$ and $Q$ quadratures. Because of the heterodyne detection noise (classical and quantum), $I$ and $Q$ are stochastic processes.

The numerical demodulation enables us to go over the cost of splitting the signal into two in order to perform a heterodyne detection. It does not break the Heisenberg principle, as the $I$ and $Q$ oscillate in phase quadrature and then, when the $I$ quadrature is maximal, the $Q$ quadrature is null and so effectively can never measure the two
quadratures at the same time. This is obvious when considering a sampling frequency equal to \( f_{IF}/4 \), wherein the digitized signal reads \([I(t_0), -Q(t_1), -I(t_2), Q(t_3), I(t_4), ...]\).

If we are to probe the system with the RF signal, we have to generate it first. As there is no arbitrary waveform generator with a sampling frequency that is high enough to generate an RF signal\(^5\), we generate an IF signal in the 10-100 MHz range first and up-convert it into a RF signal at a few GHz. For phase-locking reasons, the up-conversion is achieved with the same LO oscillator as the down-conversion. If this up-conversion step is performed with a single IF signal and a regular mixer, it generates two RF signals at the frequencies \( f_{LO} \pm f_{IF} \). Only one of these signals is resonant with the system and can acquire information about the system state. In this thesis, the relevant RF signal is always the lower side band: \( f_{LO} - f_{IF} \). During the down-conversion process, the relevant RF signal is down-converted to the frequency \(-f_{IF}\), while the parasitic RF signal oscillating at frequency \( f_{LO} + f_{IF} \) is down-converted to the frequency \( f_{IF} \).

The numerical demodulation of the digitized signal cannot then distinguish between these two signals, while the information contained in the relevant signal is blurred by the parasitic one. To avoid this, we generate two IF signals in phase quadrature and combine them both with the LO. This enables us to suppress the upper side band during the up-conversion process and generate only one RF signal oscillating at the frequency\(^6\) \( f_{RF} \). This single sideband up-conversion can also be performed using a single sideband mixer with only one IF signal.

If the amplification scheme has a bandwidth larger than \( 2f_{IF} \), a similar problem to the one described in the previous paragraph raises the noise. After the amplification scheme, the noise at the frequencies \( f_{LO} \pm f_{IF} \) are equivalent. The down-conversion process brings these noise to the frequency \( \pm f_{IF} \), and both are numerically demodulated. Thus, the relevant signal at the frequency \(-f_{IF}\) is attached to two noises at the frequencies \( \pm f_{IF} \) and leads to a reduction of the SNR by a factor two. To avoid this, we have to down-convert only those frequencies that fall below \( f_{LO} \). This can be done either by using an image-reject (or image-rejection) mixer or by performing a numerical demodulation of the two IF signals generated by the down-conversion. The down-conversion leads to two spatially separated IF signals, the first of which reads \([62]\)

\[
s_{IF}(t) = \overline{I}(t) \cos(2\pi f_{IF} t) - \overline{Q}(t) \sin(2\pi f_{IF} t) + \Re(\xi^*_t(t) e^{-i\omega_{IF} t}) + \Re(\xi^*_t(t) e^{i\omega_{IF} t}), \tag{4.9}
\]

with \( \overline{I} \) and \( \overline{Q} \) the mean value of the \( I \) and \( Q \) quadratures and \( \xi_{\pm IF}(t) \) being the complex noise amplitude at frequency \( \pm f_{IF} \). The second reads

\[
s'_{IF}(t) = -\overline{I}(t) \sin(2\pi f_{IF} t) - \overline{Q}(t) \cos(2\pi f_{IF} t) + \Re(\xi^*_t(t) e^{-i\omega_{IF} t - i\pi/2}) + \Re(\xi^*_t(t) e^{i\omega_{IF} t - i\pi/2}). \tag{4.10}
\]

Thus, after a numerical demodulation of \( s_{IF}(t) \) and \( s'_{IF}(t) \) at the frequency \(-f_{IF}\), we obtain two complex envelops \( s_0(t) \) and \( s'_0(t) \), respectively. They reads

\[
s_0(t) = \overline{I}(t) + i\overline{Q}(t) + \xi_{-IF}(t) + \xi^*_{+IF}(t) = I(t) + iQ(t) + \xi_{-IF}(t) + \xi^*_{+IF}(t),
\]

\[
s'_0(t) = i(\overline{I}(t) + i\overline{Q}(t)) + i\xi_{-IF}(t) - i\xi^*_{+IF}(t) = i(I(t) + iQ(t)) - i\xi_{+IF}(t), \tag{4.11}
\]

---

5 Actually there are but their price tag is prohibitive
6 There are two phase-quadrature configurations: one suppresses the lower side band, the other the upper one
4.3 Homodyne and Heterodyne Measurements

Figure 4.3: Scheme of a heterodyne measurement. An arbitrary waveform generator (AWG) emits an IF signal $f_{IF}$. The signal is up-converted using a mixer and an LO, generating a carrier at the frequency $f_{LO}$. The RF signal going out of the mixer is at the frequency $f_{RF} = f_{LO} - f_{IF}$. The RF signal is used to probe the circuit and the outgoing RF signal is amplified using a quantum-limited amplifier. The amplifier mixes and amplifies the mode $a_{out}$, which contains information about the circuit state with an idler mode $b$. The mode $d$ going out of the amplifier is at the frequency $f_{RF}$. The signal is down-converted using the same LO and sent through low pass (LP) filters. The down-converted signal oscillating at the frequency $f_{IF}$ is then digitized using an ADC. A final demodulation at the frequency $f_{IF}$ is numerically performed.

where $\xi_{\pm IF}$ are the complex noise $\xi_{\pm IF}$ filtered by the demodulation process. From Eq. (4.11), it is easy to obtain that adding $-is_0'(t)$ to $s_0(t)$ enables to suppress the noise at frequency $+f_{IF}$.

If the amplification scheme has a narrow bandwidth smaller than $f_{IF}$ centered on the RF frequency $f_{RF}$, after the down-conversion the noise at the frequency $f_{IF}$ will be negligible compared to the noise at the frequency $-f_{IF}$; thus, we can disregard it.

4.3.3 Quantum-limited amplifiers

Up to now, it seems one can perform a heterodyne measurement without dividing the SNR by two as is commonly the case in the optical community. This is due to the fact we have treated the ADC and the numerical demodulation as classical; we can do so as the RF signal has been amplified enough to be treated classically. In fact, we pay the same price as the optical physicists at the level of the amplification process. Let us now focus on the quantum-limited amplifier as, at this stage, the RF signal is quantum and so we have to treat the amplification as a quantum process. The outgoing mode $d$ of the amplifier cannot simply be equal to $d = \sqrt{G}a_{out}$ with $G$ being the gain of the amplifier, as the mode $d$ will not satisfy the canonical commutation relationship $[d, d^\dagger] = G \neq 1^7$.

Two strategies, corresponding to two types of amplifiers, can be used to amplify.

---

7 Except if the gain $G$ is equal to 1, but this is not a relevant regime for an amplifier.
4.3.3.1 Phase-preserving amplifiers

The first strategy consists of mixing the signal mode $a_{\text{out}}$ with an idler mode $c$. The outgoing mode $d$ then reads

$$d = \sqrt{G}a_{\text{out}} - \sqrt{G - 1}e^{\frac{j}{2}}.$$  \hspace{1cm} (4.12)

In this type of amplification process, the outgoing mode $d$ satisfies the canonical commutation relationship $[d, d^\dagger] = 1$. Such amplifiers are called phase-preserving amplifiers as they amplify both quadratures of the signal. However, whatever the value of the gain $G$ is, this amplification process divide the SNR by two. As the mode $a_{\text{out}}$ is mixed with the idler, the mode $d$ contains, at best, twice the noise of the initial signal mode $a_{\text{out}}$. This is easy to show by deriving the variance of the $d + d^\dagger$ quadrature for the mode $a_{\text{out}}$ in a coherent state and the idler $c$ in the vacuum. We find that the variance is amplified by $2G - 1 \sim 2G$ instead of only $G$ (see Fig. 4.4).

When talking about a coherent state, we can say that the phase-preserving amplification adds half a photon of noise. As the noise added is quantum (i.e. the amount of entanglement between the system and the mode $d$ is the same than that between the system and the mode $a_{\text{out}}$) there is no decrease in the quantum efficiency. The Eq. (4.7) is simply modified, reading \[73\]

$$\text{SNR} = 4\Gamma_{m}T.$$  \hspace{1cm} (4.13)

If there is no decrease in the quantum efficiency, we still double the quantum noise and thus have divided the SNR by two.

Phase-preserving amplifier are well suited for heterodyne measurement but nothing forbids “discarding” one of the quadrature after the numerical demodulation to perform a homodyne measurement. However this homodyne measurement will be done with the intrinsic noise of a heterodyne measurement. We can cite the JPC and the Josephson TWPA as examples of a phase-preserving amplifier \[30, 104, 99\].

4.3.3.2 Phase-sensitive amplifiers

The second type of amplification process is called phase sensitive. In this case there is no need for an idler mode, as the output mode $d$ of the amplifier is related to the signal mode $a_{\text{out}}$ by

$$d = \sqrt{G}a_{\text{out}} + e^{i\theta} \sqrt{G - 1}a_{\text{out}}^\dagger.$$  \hspace{1cm} (4.14)

Such an amplification process amplifies only one quadrature of the signal, de-amplifying the opposite quadrature. Thus, the amplified signal is squeezed along a direction given by the angle $\theta$ (see Fig. 4.4 with $\theta = 0$). No noise is added in this process, and Eq. (4.7) stays valid. We can still perform a heterodyne measurement using the ADC; this is because, as one quadrature was de-amplified, that quadrature contains only noise. Thus, we measure only the quadrature of $a_{\text{out}}$ along the $\theta$ direction, and the measurement is equivalent to a homodyne one. This amplification process can be achieved using a JPA, for example \[100\].

If we measure two quadratures with the ADC, whether they encode one or both quadratures of the RF signal mode $a_{\text{out}}$ depends only on the type of quantum-limited
amplifier used: a phase-sensitive amplifier allows ideal homodyne measurement, while a phase-preserving amplifier allows ideal heterodyne and inefficient homodyne measurements. In this thesis, the quantum-limited amplifier we used was a TWPA (phase-preserving amplifier); the next section will present its characterization.

4.4 AN EXAMPLE OF A PHASE-PRESERVING AMPLIFIER: THE JOSEPHSON TRAVELLING-WAVE PARAMETRIC AMPLIFIER

4.4.1 Principle

The parametric amplification process is based on the interaction of a signal with a non-linearity, thereby enabling the wave-mixing process. The non-linearity has to be excited by a source of energy, a large electromagnetic field called a pump for a superconducting quantum-limited amplifier. The pump oscillates at the frequency $f_p$ in order to amplify the signal at the frequency $f_s$ and an idler mode at the frequency $f_i$. Two types of mixing processes are used for parametric amplification: three-wave mixing, where $f_p = f_s + f_i$, and four-wave mixing, where $2f_p = f_s + f_i$. The parametric amplification gain depends on the interaction time between the signal and the non-linear medium. There are two approaches that can be used to increase this interaction time: embed the non-linearity in a resonator [98, 105, 106, 107], or propagate the signal in a non-linear transmission line [30, 108, 109]. The Josephson travelling-wave parametric amplifier

Figure 4.4: Drawing of the amplification of a coherent state in the quadrature space. The Wigner function of the original coherent state (dark arrow) is amplified with a gain $G = 10$, either in a phase-sensitive (green) or phase-preserving (orange) way $\theta = 0$ (see App. c for the definition of a Wigner function). The phase-preserving process adds half photon of noise. The blue circle (no photon of noise added) and the orange circle (half photon of noise added) represent the width of the coherent state Wigner function in the IQ space.
(TWPA) uses the second approach, using the microwave analogue of a non-linear optical fiber. The transmission line is made using the JJ as the source of the non-linearities [109]. The main issue with such an amplifier is the phase mismatch, also called momentum conservation. During the propagation, the signal, idler, and pump phases all change differently, leading to a decrease in the gain. The phase mismatch of a Josephson TWPA, based on a four-wave mixing non-linearity, reads

$$\Delta k = \Delta k_{\text{disp}} + \Delta k_{\text{Kerr}},$$

where $\Delta k_{\text{disp}}$ is the phase mismatch caused by the dispersion relationship of the transmission line [110] and $\Delta k_{\text{Kerr}}$ is the phase mismatch due to the third-order phase modulation process which depends on the pump power [111, 112]. If the phase mismatch is null, the gain increases exponentially with the transmission line length. On the contrary, if the phase mismatch is non-zero, the gain increases only quadratically with the transmission line length [112].

There are two approaches to cancelling the phase mismatch. We can engineer the dispersion relation, changing $\Delta k_{\text{disp}}$ either by using a spatial impedance modulation (which opens a gap in the dispersion relation [108, 113, 114, 115, 116, 117, 118, 119, 120]) or by introducing resonant elements in the transmission [30, 121, 116], thereby creating a stop-band gap. Alternatively, we could engineer $\Delta k_{\text{Kerr}}$, the third-order phase modulation process, by reversing the sign of the non-linearity [122].

Various types of superconducting TWPA’s exist; these differ according to the type of non-linearity, the phase mismatch solution and the meta-material used (i.e. the source of the non-linearity). The meta-materials used are either based on JJ or on non-linear kinetic inductance [108, 113, 114, 115, 117, 118, 119, 116]. Superconducting TWPA’s are amplifiers with numerous aspects that could still be improved (e.g., by improving noise, saturation power, or reciprocity). The review [123] discusses state-of-the-art TWPA’s and the open challenges for the future in this regard.

### 4.4.2 First characterization

The Josephson TWPA used in this thesis was made by the Lincoln Labs. It is based on a four-wave mixing process and the phase mismatch is canceled using resonant elements. Thus, the dispersion relation shows a gap and the phase mismatch is canceled when pumping the amplifier at a frequency close from the gap. We first characterized the TWPA using the overlap between the $|e\rangle$ and $|g\rangle$ state measurement quadrature distributions of a qubit. This approach does not need any calibration but is not quantitative. Then we calibrated the measurement-induced dephasing of a qubit in order to measure the quantum efficiency of the TWPA (see section 4.4.3). To confirm the measured quantum efficiency, we check its value using the correlations between weak and strong measurements of the qubits (see section 4.4.4).

In order to characterize the TWPA’s quantum efficiency, we used a circuit with a transmon qubit and a resonator, the whole setup is detailed in Fig. b.1 in App. b. The cavity allows us to read the state of the qubit by dispersive measurement. The resonator frequency is $\omega_r/2\pi = 7.13766$ GHz and the qubit frequency $\omega_q/2\pi = 4.18337$ GHz. We measured an anharmonicity for the qubit of $\alpha/2\pi = 160$ MHz, a cross-Kerr rate
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between the qubit and the resonator $\chi/2\pi = 0.58$ MHz and a coupling rate for the resonator $\kappa/2\pi = 3.91$ MHz. We used the TWPA to amplify the transmitted signal at the resonator frequency. We performed heterodyne measurement of that signal (see Sec. 4.3), which gave us the probability densities (or probability distributions) of the quadratures in the (I,Q) space for each qubit state. We denote these distributions by $P_g(I,Q)$ for $|g\rangle$ state and $P_e(I,Q)$ for $|e\rangle$ state. Fig. 4.5 shows these distributions for a pump frequency of $6.0035$ GHz and a pump power of 9.8 dBm.

For several sets of frequencies and powers of the TWPA pump, we measured the overlap between $|e\rangle$ and $|g\rangle$ probability distributions of the qubit. We define the overlap $O_{eg}$ as

$$O_{eg} = \frac{\int \int dIdQ P_g(I,Q)P_e(I,Q)}{\sqrt{\int \int dIdQ P_g(I,Q)^2 \int \int dIdQ P_e(I,Q)^2}}. \quad (4.16)$$

The Fig. 4.6 shows the dependence of the overlap with the TWPA pump parameters. The gap opened in the dispersion relation due to added resonant elements correspond to the yellow band between 6.1 GHz and 6.6 GHz. As expected, the minimum of overlap is obtain when pumping close to the gap. We decided to zoom in on the area around 6 GHz and pump power of 10 dBm referred to the room temperature stage (red box on the Fig. 4.6a), which seems to have the best discrimination between $|e\rangle$ and $|g\rangle$ states (see Fig. 4.6b). This first characterization enables to choose a first TWPA working point before going into more quantitative analyses.

Figure 4.5: Heterodyne measurement probability distribution for a. $|e\rangle$ and b. $|g\rangle$ states. The distribution corresponding to the e state is deformed because of decoherence ($T_1 = 12\ \mu\text{s}$) during the measurement duration $1.8\ \mu\text{s}$. The TWPA is pumped at 6.0035 GHz and with 9.8 dBm power referred to the room temperature stage.
4.4.3 Quantum efficiency map

The relevant quantities one wants to measure for a quantum-limited amplifier are the gain, the quantum efficiency or the noise rise of the amplification scheme as a function of the pump parameters. One can derive those quantities from the $|e\rangle$ and $|g\rangle$ probability distributions.

The quantum efficiency can be derived using Eq. (4.13), the SNR is derived from the probability distributions and the dephasing rate can be calibrated using Ramsey oscillations. The pulse sequence to probe the measurement-induced dephasing rate is represented on Fig. 4.7. This sequence is equivalent to Ramsey oscillations obtained with the cavity driven in a steady state during the whole time. To reach the steady
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A phase-preserving amplifier: the Josephson travelling-wave parametric amplifier

Figure 4.8: AC Stark shift $\omega_{AC}$ and measurement-induced dephasing rate $\Gamma_d$ as a function of the resonator drive detuning $\Delta$ and amplitude $a_d$. a. and b. AC Stark shift and measurement-induced dephasing rate as a function of detuning at fixed amplitude $a_d$. c. and d. AC Stark shift and measurement-induced dephasing rate as a function of amplitude for $\Delta = 0$.

State of the cavity, we wait a few $1/\kappa$ before the first $\pi/2$ pulse. For each set of parameters (detuning $\Delta$ and drive amplitude $a_d$), we repeated the sequence, which contains measurement for several values of $\Delta t$, twice. Once with a $\pi/2$ pulse before the qubit readout and once with a $-\pi/2$ pulse in order to create a reference that supresses low frequency noise. We swept the time $\Delta t$ between the two qubit pulses to measure Ramsey oscillations. By fitting them, we access the AC Stark shift and the measurement-induced dephasing rate for different detuning $\Delta$ and amplitude $a_d$. In order to determine the measurement-induced dephasing rate at the readout amplitude $a_{ro}$, one has to calibrate the dependency of the AC Stark shift and the measurement-induced dephasing rate with the amplitude $a_d$ and the detuning $\Delta$ (see Fig. 4.8). As explain in Sec. 2.5.3, the measurement-induced dephasing rate and the AC Stark shift read

$$\begin{cases} 
\Gamma_d(t) = \chi \Im (\alpha_g(t)^* \alpha_e(t)) \\
\omega_{AC}(t) = \chi \Re (\alpha_g(t)^* \alpha_e(t))
\end{cases}$$

with $\alpha_g$ and $\alpha_e$ the complex amplitudes of the resonator field.

The signal to noise ratio can be measured from the distance $\Delta V$ between the mean of $|e\rangle$ and $|g\rangle$ distributions and the standard deviation $\sigma$ of the $|g\rangle$ distribution (assuming
it is the same as the $|e\rangle$ distribution). The SNR reads $SNR = \Delta V^2/\sigma^2$. Thus, the quantum efficiency reads

$$\eta = \frac{\Delta V^2}{\sigma^2} \times \frac{1}{4 \int_0^T \Gamma_d(t, a_0) dt}, \quad (4.18)$$

with $T$ the integration time of the heterodyne measurement and where the time integral takes into account the transient regime of the resonator during the read out$^8$.

With a TWPA pump set at frequency 6.035 GHz and power 9.8 dBm (referred to the room temperature stage), we have $\Delta V = 7.5$ mV and $\sigma = 1.442$ mV for $\Gamma_d = 31.8$ rad $\mu s^{-1}$ and $T = 1.8 \mu s$. This leads to a quantum efficiency of the full amplification scheme of

$$\eta = 0.118. \quad (4.19)$$

One has to emphasize that the setup contained a beam splitter between the TWPA and the resonator, leading to the decrease of the quantum efficiency by at least a factor two. The microwave setup was designed in order to perform photocounting experiment (see Chaps. 5, 6 and 7) and two signals had to be mixed before being amplifier with the TWPA. For the TWPA characterization, only one of the two signals was used.

The $|e\rangle$ and $|g\rangle$ probabilty distributions are measured for various powers and frequencies of the TWPA pump (we first sweep the power and then sweep the frequency for each pump power) and the quantum efficiency is computed for each pump parameter set. In order to measure also the TWPA gain, we measured the distance $\Delta V$ between the two distribution with the TWPA pump off and defined the TWPA gain as

$$G_{TWPA} = 20 \log_{10} \left( \frac{\Delta V_{TWPA \, on}}{\Delta V_{TWPA \, off}} \right) \text{ dB}. \quad (4.20)$$

In the same way, to measure the TWPA noise rise, we chose a arbitrary pixel as reference and define the noise rise as

$$P_{nr} = 20 \log_{10} \left( \frac{\sigma}{\sigma_{ref}} \right) \text{ dB}. \quad (4.21)$$

Thus, the noise rise is the amount by which the noise increases or decreases compare to the reference.

Figs. 4.9 show maps of the quantum efficiency, gain of the TWPA, and noise rise. One can see the there is a specific area, close to the gap for which the highest quantum efficiency is reached at medium pump power. If the gain continues to increase when increasing the pump power, the noise rise increases faster leading to a decrease of the quantum efficiency. One can look at the correlation between the gain and the quantum efficiency (see Fig. 4.10). The quantum efficiency saturates at large gain and there are no clear correlations between the two.

4.4.4 Weak and strong measurement correlations

Another way to compute the quantum efficiency is to measure the correlations between a weak and a strong measurement of the qubit state. The weak measurement back-action can be derived from the weak measurement record and a prediction of the strong

---

$^8$ If we assume the resonator in its steady state, the measurement-induced dephasing does not depend on the time $t$ and we recover the expression of Eq. (4.13).
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Figure 4.9: a. Quantum efficiency $\eta$, b. gain $G_{\text{TWPA}}$ and c. power noise rise $P_{nr}$ as a function of the TWPA pump frequency and power. White squares correspond to data impossible to analyze.

Figure 4.10: quantum efficiency as a function of the gain of the TWPA.
measurement mean value can be done based on the weak measurement record. To carry on this experiment, we start from an equal superposition of $|e\rangle$ and $|g\rangle$ qubit states. We then let the qubit interact with a weak drive at the frequency of the readout resonator. The drive amplitude is ten times smaller than the one of a strong measurement. After 600 ns of interaction, we perform a tomography of the qubit. Two traces are acquired. First we record the reflected weak drive amplitude. The homodyne measurement of this signal gives us a weak measurement of $\sigma_z$ when measuring the $Q$ quadrature or $i\sigma_z$ when measuring the $I$ quadrature [74]. The second measurement is a full qubit state tomography. This measurement either gives us the value of $\sigma_x$, $\sigma_y$ or $\sigma_z$. For every realization we have therefore a couple $[\tilde{Q} / \tilde{I}; \sigma_x / \sigma_y / \sigma_z]$. With the two records we can post-select on the weak measurement values of $Q$ or $I$ to compute the mean value of the tomography. It means that for every possible value $\tilde{Q}$ (or $\tilde{I}$) of the weak measurement, we select all the realizations with $Q = \tilde{Q}$ (or $I = \tilde{I}$) and we compute the mean value of $\sigma_x$, $\sigma_y$ or $\sigma_z$ for those realizations. This allows us to have access to the correlations between weak and strong measurements. We expect the following behaviors for the correlations [74]

$$\langle \sigma_z \rangle_{Q=\tilde{Q}} = \tanh(\text{artanh}(z_0) + \sqrt{\eta \Gamma_d \tilde{Q}})$$
$$\langle \sigma_x \rangle_{I=\tilde{I}} = \cos(\sqrt{\eta \Gamma_d \tilde{I}})e^{(1-\eta)\Gamma_d t}$$
$$\langle \sigma_y \rangle_{I=\tilde{I}} = \sin(\sqrt{\eta \Gamma_d \tilde{I}})e^{(1-\eta)\Gamma_d t}$$

(4.22)

9 The measurement of $i\sigma_z$ give access to the evolution of the phase between $|e\rangle$ and $|g\rangle$ states.
with \( z_0 \) the mean value of \( \sigma_z \) after the \( \pi/2 \) preparation pulse and \( Q \) and \( I \) the weak measurement records normalized with respect to the noise. The normalization of the weak measurement records is such that the variance of the two records \( Q \) and \( I \) is equal to the weak measurement time\(^{10} \). Fig. 4.11 shows measured and predicted correlations for \( t = 600 \) ns, and \( \Gamma_d = 31.8 \) rad.MHz. We extract from the data the following value for the quantum efficiency

\[
\begin{align*}
\eta = 0.14 \text{ for } \sigma_z \\
\eta = 0.12 \text{ for } \sigma_x \text{ and } \sigma_y
\end{align*}
\] (4.23)

These results concur with the former determination of the quantum efficiency in the last section.

---

\(^{10}\) There are two ways to normalize the records in the stochastic master equation. Here we decided to normalize it by the diffusion coefficient of the noise. In this case, the unit of the record is in unit of square root of second [8].
Part II
PHOTOCOUNTING
PHOTOCOUNTERS

A photocounter is a key element for any quantum microwave toolbox. Photocounters are needed in numerous situations such as quantum key distribution [124, 125, 126, 127], quantum computing [128, 129], quantum communication [130, 131, 132, 133, 134, 135, 136, 137], quantum simulations [138, 139, 140, 141], and boson sampling [140, 142, 143, 144, 145]. However, counting microwave photons is a harder challenge than counting optical photons. In optics, it is solved thanks to single-photon avalanche photodiodes and superconducting nanowire single-photon detectors [146]. However this component is still an open research field for the microwave domain. The major difference between the two (microwave and optical photons) comes from the energy scale. If an optical photon has an energy of about $10^{15}$ Hz, a microwave photon has an energy up to $10^6$ times smaller. An optical photon has an energy that is bigger than the room-temperature photon noise and so can be detected at room temperature. In comparison, a microwave photon is negligible compare to the room-temperature photon noise. So a probe working at low temperatures that is sensitive to a small energy scale (small compared to optical energy) is required.

The variety of counting modes in circuit and cavity QED is rather large. First, we can consider situations in which we only try to detect whether there is more than zero photons. In such cases, we will talk about photodetectors, not photocounters. There exist already a large range of such devices and protocols [76, 147, 148, 149, 150, 151, 29, 27], which are starting to be used in order to improve measurements in situations such as electron spin resonance experiments [152]. We can classify superconducting photocounter protocols into two types: those for propagating photons [27, 153]; and those for stationary photons (i.e. photons stored in a stationary mode) [22, 23, 21, 26, 24, 25, 28]. In this thesis, we will focus on stationary photocounters; however, any stationary photocounter can become a propagative photocounter using a catch-and-release protocol [27]. At the beginning of this thesis, all the known superconducting photocounters used a qubit as a probe in order to measure the number of photons. A series of binary questions were then asked iteratively in order to refine our knowledge about the system state, with each answer providing, at most, one bit of information about the system state. All these measurements were discrete in time, and the information was extracted piece by piece. The goal of this thesis is to build a photocounter that is continuous in time, that can extract all the information at the same time, and that offers a performance that is better compare to that offered by a state-of-the-art photocounter. This type of photon counter is missing in the quantum engineering tool box as, at the beginning of this thesis, there was no continuous photon counter and all of the former photon counter was measuring the number of photon using decimation, i.e. extracting the photon number information piece by piece. This is an interesting challenge, as it is not possible to encode more than one bit of information in a qubit state and it would enable one to perform adaptative measurements or feedbacks based on continuous record
and to continuously monitor the photon number which may encode the syndrome of a quantum error correction code [154].

After a description of the circuit used, this chapter will focus on the usual way in which photocounting is achieved; this was first introduced in relation to Rydberg atoms [22, 23], before being implemented in circuit QED [21, 26]. We will also discuss the numerous protocols involved. This chapter will finish with a discussion regarding the limitations of the usual approach and how to overcome these limitations. The main experiments will then be presented in the two chapters that follow.

**Remarks:** Most of the results shown in this chapter are published in Ref. [155]

### 5.1 Circuit

#### 5.1.1 Design

The circuit is composed of 4 electromagnetic modes whose parameters can be found in Sec. 5.1.2. A high-Q harmonic oscillator, called *storage mode*, is composed of a $\lambda/2$ coplanar waveguide (CPW) resonator (green in Fig. 5.1). The storage resonator is capacitively coupled to two transmon qubits. The *multiplexing qubit* (orange) has a spontaneous photon emission rate $\Gamma_{\text{imp}} = (44 \text{ ns})^{-1}$ into a transmission line that is high compared to other modes. In contrast, the *yes-no qubit* (blue) is capacitively coupled to a low-Q *readout resonator* (purple) and has a long coherence time $T_{2,\text{yn}} = 27 \text{ µs}$. The circuit enables the implementation of the standard approach to count the number of photons in the storage mode, which resonates at $f_s = \omega_s/2\pi = 4.558 \text{ GHz}$. The yes-no qubit with a frequency $f_{\text{yn}} = \omega_{\text{yn}}/2\pi = 3.848 \text{ GHz}$ is used to perform the standard photocounting approach or storage mode tomography; while the multiplexing qubit with a frequency $f_{\text{mp}} = \omega_{\text{mp}}/2\pi = 4.238 \text{ GHz}$ is used to perform continuous photocounting (see Chaps. 6 and 7). Both qubits are dispersively coupled to the resonator so that their frequency respectively redshifts by $\chi_{s,\text{yn}}/2\pi = 1.4 \text{ MHz}$ and $\chi_{s,\text{mp}}/2\pi = 4.9 \text{ MHz}$ per additional photon in the storage mode. The measurement setup is described in App. b.

#### 5.1.2 Parameters

All parameters of the 4 modes can be measured using standard circuit-QED techniques (see Table 5.1). Frequencies of the readout mode and multiplexing qubit are measured by spectroscopy. Frequencies of storage mode and yes-no qubit are measured using two-tone spectroscopy with the readout mode. Yes-no qubit decay and decoherence rate are measured with the time evolution of the probability to find the qubit excited after a $\pi$ pulse and using Ramsey oscillations. Readout mode decay rate and cross-Kerr rate between readout mode and yes-no qubit are measured using the measurement-induced dephasing rate by the readout mode on the yes-no qubit. Cross-Kerr rate between the storage mode and the two qubits are measured using qubit spectroscopy with the storage state initialized in various coherent states. Anharmonicities are measured using spectroscopy of the qubit excited state. Decay and decoherence rates of the storage mode are measured with the time evolution of the probability to have 0 photon in the storage mode after a displacement and storage Ramsey interferometry experiment.
5.2 Standard Photocounting

5.2.1 Principle

In the standard approach [21, 26], which probes whether there are $k$ photons, the probability to have $k$ photons is encoded as the probability $P_e$ to excite the yes-no
qubit by driving it with a π-pulse at \( f_{\text{drive}} = f_{\text{yn}} - k \chi_{\text{yn}} \). The state of the yes-no qubit is read out using the dedicated resonator. As we used the qubit as a probe, one cannot measure more than 1 bit of information at each readout. To demonstrate this photon-counting ability, we use a microwave tone at \( f_s \) to prepare the storage mode in a coherent state \( |\beta\rangle = e^{-|\beta|^2/2} \sum_{n=0}^{\infty} \frac{\beta^n}{\sqrt{n!}} |n\rangle \), which is a superposition of all Fock states with mean photon number \( \bar{n} = |\beta|^2 \). The probability \( P_e \) is then measured and shows resolved peaks as a function of \( f_{\text{drive}} \) for every photon number up to about 7 (Fig. 5.2).

One can notice a decrease of the signal amplitude for high photon number compare to the master equation model. This decrease has two origins. First, there exists a parasitic cross-Kerr between the readout resonator mode and the storage mode. Thus, for large photon number in the storage, the resonator frequency shifts and the qubit calibration is not anymore valid. One can erase this effect by calibrating this frequency shift and change the readout pulse frequency accordingly. Second, because the displacement pulse envelop is a troncated Gaussian function, it starts and finishes with a step with a high of about 13% of the pulse amplitude. This leads to high frequency components which can ionize the qubit for large displacement [76] leading to a decrease of the signal amplitude. This effect can be decreased with better pulse shaping.

This experiment shows the simpler photocounting protocols based on the standard approach. We will discuss the other protocols in Sec. 5.3.1. Yet, using this experiment one can calibrate the number of photons in the storage mode.

<table>
<thead>
<tr>
<th>circuit parameters</th>
<th>symbol</th>
<th>Hamiltonian term</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>readout resonator frequency</td>
<td>( \omega_{\text{ro}}/2\pi )</td>
<td>( \hbar\omega_{\text{ro}} \hat{n}_{\text{ro}} )</td>
<td>7.138 GHz</td>
</tr>
<tr>
<td>storage mode frequency</td>
<td>( \omega_{s}/2\pi )</td>
<td>( \hbar\omega_{s} \hat{n}_{s} )</td>
<td>4.558 GHz</td>
</tr>
<tr>
<td>yes-no qubit frequency</td>
<td>( \omega_{\text{yn}}/2\pi )</td>
<td>( \hbar\omega_{\text{yn}} \hat{n}_{\text{yn}} )</td>
<td>3.848 GHz</td>
</tr>
<tr>
<td>multiplexing qubit frequency</td>
<td>( \omega_{\text{mp}}/2\pi )</td>
<td>( \hbar\omega_{\text{mp}} \hat{n}_{\text{mp}} )</td>
<td>4.238 GHz</td>
</tr>
<tr>
<td>readout/yes-no qubit cross-Kerr rate</td>
<td>( \chi_{\text{ro,yn}} )</td>
<td>( -\hbar\chi_{\text{ro,yn}} \hat{n}<em>{\text{ro}} \hat{n}</em>{\text{yn}} )</td>
<td>2( \pi \times 0.4 ) MHz</td>
</tr>
<tr>
<td>storage/yes-no qubit cross-Kerr rate</td>
<td>( \chi_{\text{yn}} )</td>
<td>( -\hbar\chi_{\text{yn}} \hat{n}<em>{\text{yn}} \hat{n}</em>{\text{yn}} )</td>
<td>2( \pi \times 1.4 ) MHz</td>
</tr>
<tr>
<td>storage/multiplexing qubit cross-Kerr rate</td>
<td>( \chi_{\text{yn}} )</td>
<td>( -\hbar\chi_{\text{yn}} \hat{n}<em>{\text{yn}} \hat{n}</em>{\text{yn}} )</td>
<td>2( \pi \times 4.9 ) MHz</td>
</tr>
<tr>
<td>yes-no qubit self-Kerr rate</td>
<td>( \chi_{\text{yn}} )</td>
<td>( -\hbar\chi_{\text{yn}} \hat{n}<em>{\text{yn}} (\hat{n}</em>{\text{yn}} - 1) )</td>
<td>2( \pi \times 160 ) MHz</td>
</tr>
<tr>
<td>multiplexing qubit self-Kerr rate</td>
<td>( \chi_{\text{mp,mp}} )</td>
<td>( -\hbar\chi_{\text{mp,mp}} \hat{n}<em>{\text{mp}} (\hat{n}</em>{\text{mp}} - 1) )</td>
<td>2( \pi \times 116 ) MHz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>circuit parameters</th>
<th>symbol</th>
<th>jump operator</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>readout decay rate</td>
<td>( \Gamma_{\text{ro}} )</td>
<td>( \Gamma_{\text{ro}} \mathcal{L}(\hat{a}_{\text{ro}}) \rho )</td>
<td>(40 ns)(^{-1})</td>
</tr>
<tr>
<td>storage decay rate</td>
<td>( \Gamma_{\text{1,s}} )</td>
<td>( \Gamma_{\text{1,s}} \mathcal{L}(\hat{a}_{\text{s}}) \rho )</td>
<td>(3.8 ( \mu ) s)(^{-1})</td>
</tr>
<tr>
<td>storage decoherence rate</td>
<td>( \Gamma_{\text{2,s}} )</td>
<td>( 2\Gamma_{\phi,s} \mathcal{L}(\hat{n}_{\text{s}}) \rho )</td>
<td>(2 ( \mu ) s)(^{-1})</td>
</tr>
<tr>
<td>yes-no decay rate</td>
<td>( \Gamma_{\text{1,yn}} )</td>
<td>( \Gamma_{\text{1,yn}} \mathcal{L}(\hat{a}_{\text{yn}}) \rho )</td>
<td>(20 ( \mu ) s)(^{-1})</td>
</tr>
<tr>
<td>yes-no decoherence rate</td>
<td>( \Gamma_{\text{2,yn}} )</td>
<td>( 2\Gamma_{\phi,\text{yn}} \mathcal{L}(\hat{n}_{\text{yn}}) \rho )</td>
<td>(27 ( \mu ) s)(^{-1})</td>
</tr>
<tr>
<td>multiplexing decay rate</td>
<td>( \Gamma_{\text{1,mp}} )</td>
<td>( \Gamma_{\text{1,mp}} \mathcal{L}(\hat{a}_{\text{mp}}) \rho )</td>
<td>(42 ( \mu ) s)(^{-1})</td>
</tr>
<tr>
<td>multiplexing decoherence rate</td>
<td>( \Gamma_{\text{2,mp}} )</td>
<td>( 2\Gamma_{\phi,\text{mp}} \mathcal{L}(\hat{n}_{\text{mp}}) \rho )</td>
<td>(84 ( \mu ) s)(^{-1})</td>
</tr>
</tbody>
</table>

Table 5.1: Table of circuit parameters.
5.3 Measurement time

In this section we compare the following various photon number measurement schemes using a qubit of frequency \( f_q \) that is dispersively coupled to a storage mode of frequency \( f_s \).
5.3.1 Comparison between protocols

5.3.1.1 Sequential brute force

The brute force approach consists in measuring whether or not there are \( k \) photons in the storage mode for all possible values of \( k \) from 0 to \( N_{\text{max}} \) [26]. For each \( k = 0, 1, 2, 3, \ldots \), we apply a photon number conditional \( \pi \) pulse to the qubit at frequency \( \omega_q - k\chi \) so that the qubit is excited only if there are \( k \) photons in the storage mode. Reading out the qubit state gives the answer to the question ‘Are there \( k \) photons?’.

The full measurement stops as soon as this binary answer is positive so that it takes \( N + 1 \) consecutive measurements and a time given by \((T_{\pi} + T_{\text{ro}})(N + 1)\). The time \( T_{\pi} \) is the time of a conditional \( \pi \) pulse, hence it is at least about\(^1\) \( 2\pi/\chi \), while the qubit readout time \( T_{\text{ro}} \) is limited by other parameters in order to get a single-shot readout.

This approach is highly sensitive to measurement errors as an error at a step \( k < N \) will stop the measurement, leading to a false photon number, before the step \( N \) and an error at the step \( N \) will entail continuing the measurement up to the step \( N_{\text{max}} \) without finding the photon number.

5.3.1.2 Passive photon number decimation using weak measurement

This approach, which was implemented with Rydberg atoms in cavity [23], consists in encoding the photon number in the phase of the qubit by waiting a time \( 2\pi/(N_{\text{max}}\chi) \)

\(^{1}\) The conditional \( \pi \) pulse must be long enough to ensure there is no frequency components detuned by \( \pm \chi \). This condition depends on the pulse waveform but the properties of the Fourier transform impose that a wavepacket with a frequency width about \( \chi \) must have a temporal width about at least \( 2\pi/\chi \).
after the qubit has been prepared in state $(|g\rangle + |e\rangle)/\sqrt{2}$. The protocol is composed of a series of $p$ sequences, where each sequence encodes the photon number into the phase of the qubit and realizes a $\pi/2$ pulse on the qubit with a phase $2\pi p/N_{\text{max}}$ followed by a qubit readout. Using generalized measurement theory, one infers the probability that the cavity is in a given Fock state.

After the $p$ sequences the variance of the photon number is $\sigma = N_{\text{max}}/(\sqrt{T\pi})$ (see appendix A in Ref. [25]). Therefore, the required number of repetitions $k$ to get a fixed error probability on the photon number scales as $k \propto N_{\text{max}}^{2}$. Since each measurement takes at least $2\pi/(N_{\text{max}}\chi)$, the total measurement time scales at least as $2\pi N_{\text{max}}/\chi$. This approach is quite insensitive to measurement errors as any error will be suppressed by the other measurements during the averaging step.

### 5.3.1.3 Active photon number decimation

The previous protocol can be improved by optimizing the phase of the final $\pi/2$ pulse to maximize the amount of information extracted on the cavity photon number. It was realized in Ref. [24] using Rydberg atoms in cavity. Because of the use of feedback on a weak measurement, we could not find a closed form for the measurement time in this case [25]. However it was shown that the total time is larger than the total time taken by a binary decimation with feedback (see below).

### 5.3.1.4 Binary decimation with feedback

This method was shown to provide the least number of steps for sequential photocounting [22]. Each step consists in applying an unconditional $\pi/2$ pulse to the qubit, wait a time $\pi/2^k\chi$, apply a new unconditional $\pi/2$ pulse with a phase $\phi_k$ that encodes the least significant $2^k$th bit $b_k$ of the photon number $N = \sum_k b_k2^k$ into the qubit state. Importantly, the phase $\phi_k$ depends on the results of the $k - 1$ former measurements. The sequence needs to be repeated $p = \log_2(N_{\text{max}} + 1)$ times with $k$ going from 0 to $p - 1$. This procedure was recently implemented in Ref. [27].

The measurement time is at least given by the sum of the total interaction time between qubit and cavity and of the total feedback latency. The total interaction time is bounded by $\sum_p \pi/(2^p\chi) = 2\pi/\chi$. However the feedback latency scales as $p$ and can be written as $T_{\text{fb}}\log_2(N_{\text{max}} + 1)$.

From the point of view of measurement error, this approach is highly sensitive to error due to the feedback. A measurement error at step $k - 1$ leads to a wrong phase $\phi_k$ and an error at step $k$. The measurement error at the step $k - 1$ propagates to all the following measurements.

### 5.3.1.5 Binary decimation with optimal pulse control

An optimal binary decimation can also be implemented without using a feedback loop by measuring a series of generalized parity operators which yields the bit values of the binary decomposition of the photon number in the storage mode. The $k$th generalized
Table 5.2: Protocols for photocounting using a qubit

<table>
<thead>
<tr>
<th>Protocol</th>
<th>$t_{\text{meas}} \propto$</th>
<th>complexity</th>
<th>error propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential brute force</td>
<td>$2\pi(N + 1)/\chi$</td>
<td>$N + 1$ gates</td>
<td>yes</td>
</tr>
<tr>
<td>Passive decimation</td>
<td>$2\pi N_{\text{max}}/\chi$</td>
<td>$N_{\text{max}}^2$ gates and complex analysis</td>
<td>no</td>
</tr>
<tr>
<td>Binary code feedback</td>
<td>$T_{\text{fb}} \log_2(N_{\text{max}} + 1)$</td>
<td>feedback</td>
<td>yes</td>
</tr>
<tr>
<td>Binary code optimal control</td>
<td>$(T_{\text{reset}} + 2\pi/\chi) \log_2(N_{\text{max}} + 1)$</td>
<td>optimal control</td>
<td>no</td>
</tr>
</tbody>
</table>

- Parity measurement consists in an optimal pulse that excites the qubit conditioned on the value of the $k$th bit. The $p = \log_2(N_{\text{max}} + 1)$ parity measurements are performed in a time sequence. A subsequent measurement and dynamic reset of the qubit state completes the sequence [156, 28]. Such an optimal pulse can only be performed in a time of the order of the dispersive interaction time $2\pi/\chi$. It leads to a total measurement time scaling as $(2\pi/\chi + T_{\text{reset}}) \log_2(N_{\text{max}} + 1)$ where $T_{\text{reset}}$ is the duration of the active reset protocol.

- From the point of view of error propagation, this approach is more robust than the binary decimation by feedback as all measurements are independent. A measurement error at step $k$ will not affect the following steps.

5.3.1.6 Summary

In the table, we provide a summary of the various advantages and drawbacks of the photocounting methods (see Tab. 5.2). No time sequence measurement is able to provide a measurement time that does not depend on the photon number. As all approaches use the qubit state to encode the answer to a binary question, all these photon number measurements are discrete in time. Moreover, none of these measurements implement a measurement of the observable $n_s$ as they extract information bit by bit. For example, the binary decimation implements measurements of the photon-number-bit observables.

How to improve these approaches? Making them continuous in time is not simple as the entanglement gate between the storage and the qubit and the measurement of the qubit state cannot be done simultaneously. Besides, making the full sequence in a time that is short compared to the storage relaxation time and the other gate time is difficult as the duration of the sequence time increase with the maximum photon number. Furthermore, one cannot perform multiple steps of the photon-counting protocol at the same time as a qubit cannot encode more than 1 bit.

One can improve the measurement protocols by changing 2 ingredients. First, although the entangling gate is performed such that a binary question is encoded in the qubit state, the frequency of the qubit is already encoding the storage photon number thanks to the dispersive interaction. Thus, measuring the qubit frequency is equivalent to measuring the storage photon number. This can be done easily by probing the qubit in reflection and measuring its fluorescence field. Second, all the former approaches use a sequence of questions in time, but with the recent improvement in wide band quantum-
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limited amplifiers [30], one can now use the spectral domain to multiplex measurements [157, 158, 159]. Using those two tools, one can create a multiplexed photocounter, thus enabling a new measurement scheme with completely different characteristics and a better upper bound for the measurement time.

5.3.2 Gedanken multiplexed photocounter

In this section, we show how, despite using a single qubit as well, multiplexed measurements are able to determine the photon number in a constant time (independent of the number of photons) in contrast with the standard approach. We consider an ideal detector for the propagating modes in order to better illustrate the interest of multiplexing. The ideal detector is made of a frequency multiplexer followed by a perfect photodetector on each of its outputs (Fig. 5.4). The multiplexer is made of a parallel ensemble of bandpass filters that are each centered on the frequency $f_{mp} - k\chi_{s,mp}/2\pi$ with a bandwidth $\chi_{s,mp}/2\pi$. The protocol proceeds in three steps to count the number of photons in the storage mode starting in state $|\psi\rangle_s$, as detailed in Fig. 5.4.

- First, the multiplexing qubit is excited with a $\pi$-pulse that is short enough so that it prepares the qubit in the excited state irrespective on the number of photons.

- Second, the qubit decays in the transmission line converting its excitation into a single photon contained in a propagating wavepacket whose envelope decays at a rate $\Gamma_{1,mp}$. In the limit where $\Gamma_{1,mp} \ll \chi_{s,mp}$, and without pure dephasing of the qubit, the photon emission produces an entangled state between the storage mode and the propagating modes of the line. Here the qubit is not a probe, it is used to generate frequency entanglement between the propagating wavepacket photon and the storage mode. The system state reads

$$\sum_k \langle k|\psi\rangle_s \otimes |\delta_{k,j}\rangle_j \otimes |k\rangle_s,$$

where $|\cdot\rangle_j$ represents the quantum state of the propagating mode going through the multiplexer on branch $j$ corresponding to frequencies in the band (see Fig. 5.4c)

$$[f_{mp} - (j + 1/2)\chi_{s,mp}/2\pi, f_{mp} - (j - 1/2)\chi_{s,mp}/2\pi].$$

Matching the temporal envelope of the modes to the exponential decay at a rate $\Gamma_1$ [150], the mode is occupied by either $|0\rangle_j$ or $|1\rangle_j$ depending on the storage photon number, hence the notation $|\delta_{k,j}\rangle_j$.

- Finally, a single photodetector clicks and reveals the number of photons $k$ with probability $|\langle k|\psi\rangle|^2$ (Fig. 5.4d). In case of ideal detectors with zero false positives, the click detects the associated propagating mode in $|1\rangle_k$, and therefore, as the line is entangled with the storage mode, the measurement back-action projects the storage mode in Fock state $|k\rangle$.

The total measurement time, a few $1/\Gamma_{1,mp}$, corresponds to the time it takes for one photodetector to click. The time is thus independent on the number of photons stored.
Figure 5.4: Gedanken multiplexing experiment. a. An unconditional $\pi$ pulse is applied to the multiplexing qubit while the cavity is prepared in state $|\psi\rangle_s$. b. The qubit is prepared in the excited state. c. The qubit spontaneously emits a photon into the transmission line, where a multiplexer sorts the emitted radiation according to its frequency. Each port $k$ of the multiplexer is bandpass filtered around frequency $f_{mp} - k\chi_{s,mp}$ by a rectangular component displaying the frequency band. d. Eventually a single photodetector (detector $k = 1$ in the figure) clicks with probability $|\langle k | \psi \rangle|^2$, allowing us to deduce the photon number. The storage mode is projected on the corresponding Fock state (here $|1\rangle_s$) in a typical time $T_{1,mp}$ that does not depend on the average number of photons in the storage mode.

In the storage mode. Note that in order to avoid spectral leakage into other ports, $\Gamma_{1,mp}$ is limited by $\chi_{s,mp}$ so that the shortest measurement time is limited to a few $1/\chi_{s,mp}$.

In contrast to sequential measurements for which increasing the maximal number of photons that can be detected requires additional temporal resources (of the order of $\log_2(N_{max})$), this gedanken experiment shows that the multiplexed measurement is able to operate in a constant time at the expense of additional spectral resources. Besides, the unconditional $\pi$ pulse can be performed in a time much smaller than the relaxation time of the cavity. With a qubit relaxation time and a photodetector measurement time much smaller than the storage one, one obtains a measurement that can be considered as continuous in time when it is repeated.

In practice, building such an array of frequency sensitive photodetectors remains an open challenge in the microwave domain, despite encouraging recent progress towards this goal [147, 148, 149, 150, 151, 76, 27]. One can identify the two main ingredients to build a simpler version of such a multiplexed photocounter. The first is the ability to photocount by measuring the fluorescence of the qubit. The second is the ability to multiplex this fluorescence measurement. Based on these two ingredients, we performed an experiment where the unconditional qubit $\pi$-pulse is replaced by a continuous frequency comb containing all the possible resonant frequencies of the qubit and the perfect array of photodetectors is replaced by a multiplexed heterodyne measurement of all the frequencies of the frequency comb reflected by the qubit. As we will see, the frequency comb can be understood as a series of unconditional pulses. With the right comb amplitude, it is equivalent to applying periodically an unconditional qubit $\pi$-pulse. The next chapter will present the calibration of the qubit used to perform this
multiplexed photocounting protocol and will discuss the implementation of the first ingredient: the fluorescent photocounting. The multiplexed photocounting will be discussed in Chapter 7.

CONCLUSION

Here are the main conclusions of this chapter:

- The standard photocounting approach uses the dispersive interaction to entangle the qubit state and the resonator state. The type of entanglement gate used defines the binary question asked to the system.

- The readout of the qubit state gives at most one bit of information. It recovers the answer of a binary question.

- The standard photocounting approach recovers information bit by bit with the best protocols (the binary decimation). Thus, it is discrete in time.

- The optimal protocol (the binary decimation) needs a measurement time scaling with the maximum photon number \( N_{\text{max}} \) as \( \log_2(N_{\text{max}}) \).

- Using frequency resources instead, one can reach a measurement time independent of \( N_{\text{max}} \).
Fluorescence measurements correspond to the detection of photons or electromagnetic fields emitted by a quantum system. They are routinely performed in experiments on atoms, ions and nitrogen-vacancy centers in diamond. In circuit QED, fluorescence measurements can realize qubit readouts [85, 160, 161], probe quantum trajectories [162, 163, 164, 165, 166, 167, 168, 169], explore quantum thermodynamics [38, 170], access the light-matter interaction [171, 172, 173, 174, 175, 176, 68], cooling processes [29], and demonstrate the generation of single photons [177]. Although a large range of experiments can be performed using superconducting qubit fluorescence, it is very rarely used in quantum measurement. As the signal of qubit fluorescence measurement saturates and even decreases at large probe power (see Sec. 2.4.3), resonator fluorescence measurements are preferred. In this thesis, we use the fluorescence of a transmon qubit to read out the number of photons stored in a resonator. This was possible thanks to the dispersive coupling between these two modes. Interestingly, this is the reverse of the usual situation in which resonator fluorescence is used to read out a qubit photon number [20]. This chapter will discuss the characterization of the qubit used to perform the fluorescent photocounting, the photocounting ability, and the measurement back-action of the fluorescence photocounting. From this point onwards, we will use the word “fluorescence” to talk about the fluorescence of the multiplexing qubit (in contrast to the fluorescence of the readout resonator).

**Remarks:** Most of the results shown in this chapter are published in Ref. [155, 178]

### 6.1 Qubit Characterization

#### 6.1.1 Rabi oscillations

The multiplexing qubit of the circuit (see Fig. 5.1) is intended to be used with fluorescence measurement. The multiplexing qubit is characterized using reflection spectroscopy; once we know its frequency, we can measure Rabi oscillations in order to calibrate the linear relationship between the drive amplitude and the Rabi oscillation angular frequency $\Omega$. As the qubit is probed in fluorescence, the Rabi pulse also acts as a readout pulse. The average fluorescence record (i.e., the reflected pulse) reads (see Sec. 2.4.3 and Eq. (2.58)):

$$\langle a_{\text{out}}(t) \rangle = \langle a_{\text{in}}(t) \rangle - \sqrt{\Gamma_c} \langle \sigma_{-\text{mp}} \rangle(t),$$

where $\langle a_{\text{in}}(t) \rangle$ is the input pulse complex amplitude and $\sigma_{-\text{mp}}$ the qubit lowering operator. Thus, one can observe Rabi oscillations of the multiplexing qubit by applying a 1 $\mu$s-long square pulse at $f_{\text{mp}}$ with a varying amplitude $V_{\text{mp}}$ referred to the IF signal (see Sec. 4.3). The reflected signal, which is demodulated by time steps of 10 ns,
Fluorescence based photon number measurement

Figure 6.1: Multiplexing qubit Rabi oscillations for various driving amplitudes. The measured Rabi oscillations observed in the reflection coefficient at qubit frequency (dots) are reproduced by Eq. (6.2) (solid line). The vertical axis represents the deviation of the qubit in phase coherence \( \langle \sigma_x, \text{mp} \rangle \) to its steady-state value. This calibration allows us to extract the scaling parameter \( \xi \), relates the drive amplitude voltage amplitude \( V_{\text{mp}} \) to the Rabi frequency \( \Omega = 2\pi \xi V_{\text{mp}} = 2\pi (0.543 \pm 0.002 \text{ GHz} \cdot \text{V}^{-1}) V_{\text{mp}} \).

displays damped oscillations given by Eq. (2.56). When subtracting the steady-state signal reached at the end of the pulse, the real part of the signal reads as follows:

\[
\sqrt{\Gamma_{\text{1,mp}}} \langle \sigma_x, \text{mp} \rangle(t) - \sqrt{\Gamma_{\text{1,mp}}} \langle \sigma_x, \text{mp} \rangle_{\text{ss}} \simeq A \cos \left[ \sqrt{2\pi V_{\text{mp}}}^2 - \left( \frac{\Gamma_{\text{1,mp}} - 2\Gamma_{\phi, \text{mp}}}{16} \right)^2 (t - t_0) + \phi \right] e^{-(t-t_0)/T}, \tag{6.2}
\]

where \( \langle \sigma_x, \text{mp} \rangle_{\text{ss}} \) is the value of the mean value of the \( \sigma_x, \text{mp} \) operator in the steady state. We obtain \( \xi = 0.543 \pm 0.002 \text{ GHz} \cdot \text{V}^{-1} \), meaning that the Rabi frequency is calibrated as \( \Omega = 2\pi \xi V_{\text{mp}} = (0.543 \text{ GHz} \cdot \text{V}^{-1}) V_{\text{mp}} \) (see Fig. 6.1).

Once the Rabi angular frequency is calibrated, we can use it to measure the relaxation rate and the decoherence rate of the multiplexing qubit.

6.1.2 Spectroscopy

Based on Eq. (2.61), measuring the reflection coefficient for various Rabi angular frequencies \( \Omega \) and probe frequencies \( f_{\text{probe}} \) enables a precise measurement of the relaxation and the decoherence rates. With the heterodyne measurement of the fluorescence field, we measure the qubit reflection coefficient, the transmission line spectrum, and the Josephson TWPA gain that depends on the frequency. When conducting a spectroscopy of the multiplexing qubit, the heterodyne record reads

\[
\overline{I}(f_{\text{probe}}, \Omega) + i\overline{Q}(f_{\text{probe}}, \Omega) = G(f_{\text{probe}}) \langle a_{\text{out}} \rangle(f_{\text{probe}}, \Omega) = G(f_{\text{probe}}) r(f_{\text{probe}}, \Omega) \langle a_{\text{in}} \rangle(\Omega), \tag{6.3}
\]

\[ V_{\text{mp}} \text{ (mV)} = 6, 8, 10, 12, 14, 16, 18 \]
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Figure 6.2: Reflection coefficient of the multiplexing qubit as a function of probe frequency for various probe amplitudes, expressed in units of the Rabi angular frequency $\Omega$. The measured reflection coefficient (dots) are reproduced by the Eq (2.36). a. Real and imaginary parts of the reflected coefficient as a function of probe frequency. b. Reflection coefficient in the complex plane for varying frequencies.

with $G(f_{\text{probe}})$ being a complex factor that takes into account the total gain and phase shift of the setup at the frequency $f_{\text{probe}}$. In this thesis, we were able to calibrate $G(f_{\text{probe}})$ by displacing the storage mode with a large coherent-state amplitude (about a hundred photons). Thanks to the dispersive coupling, the multiplexing qubit resonance frequency is then shifted enough that the reflection coefficient can be considered as equal to 1. The heterodyne records for this reference spectroscopy read

$$I_{\text{ref}}(f_{\text{probe}}, \Omega) + iQ_{\text{ref}}(f_{\text{probe}}, \Omega) = G(f_{\text{probe}})\langle a_{\text{out}} \rangle(\Omega) = G(f_{\text{probe}})\langle a_{\text{in}} \rangle(\Omega). \quad (6.4)$$

Dividing the record of the first spectroscopy by the record of the reference spectroscopy gives access to the multiplexing qubit reflection coefficient. This reads (see Eqs. (6.3) and (6.4)),

$$r(f_{\text{probe}}, \Omega) = \frac{I(f_{\text{probe}}, \Omega) + iQ(f_{\text{probe}}, \Omega)}{I_{\text{ref}}(f_{\text{probe}}, \Omega) + iQ_{\text{ref}}(f_{\text{probe}}, \Omega)}. \quad (6.5)$$

The measured reflection coefficient is shown in Fig. 6.2 as a function of the probe frequency and the Rabi angular frequency. The imaginary part is shifted by 0.15 due to a parasitic reflection in the setup. We can fit it with Eq. (2.36); this gives access to the relaxation rate $\Gamma_{1,mp}$ and the decoherence rate $\Gamma_{2,mp}$.

---

1 We assume that all amplifiers work in the linear regime, meaning that the gain does not depend on the input field amplitude.
6.2 FLUORESCENCE PHOTOCOUNTING

6.2.1 Photocounting a coherent state

The intrinsic limitation of the standard approach (see Sec. 5.3.1) is that measuring the qubit state can at most reveal one bit of information per step. It is possible to avoid this constraint by observing the qubit frequency directly instead of measuring its state. The multiplexing qubit is coupled to the transmission line so that when there are \( k \) photons in the storage mode, the qubit emits a fluorescence signal into the mode of the transmission line that is centered around the qubit frequency \( f_{mp} - k\chi_{s,mp}/2\pi \). Of course, the qubit needs to be excited for the emission occurs. This encoding ability can thus be observed by driving the multiplexing qubit with a single microwave drive through the transmission line (see Fig. 5.1) \cite{177, 68, 161, 164}. The measured real part \( \Re(r) \) of the reflection coefficient at frequency \( f_{\text{probe}} \) is reduced when the probe resonates with the qubit, hence revealing the photon number \( k \) \cite{29}. This reduction arises from the coherent emission by the qubit in phase opposition with the reflected drive \cite{179} (see Eq. (2.58)). Therefore, on average, the distribution of photon numbers in the storage mode can be deduced from the relative amplitudes of the reduction of \( \Re(r) \) at each frequency \( f_{mp} - k\chi_{s,mp}/2\pi \). The reflected coefficient reads

\[
r(f_{\text{probe}}) = 1 - \sum_k p_s(k)\frac{2\Gamma c}{\Omega} \langle \sigma_{-,mp} \rangle (\delta = f_{\text{probe}} - f_{mp} + k\chi_{s,mp}/2\pi),
\]

where \( p_s(k) \) is the probability that the storage contains \( k \) photons and \( \langle \sigma_{-,mp} \rangle (\delta) \) is the mean value of the lowering operator when the qubit is driven by a coherent tone detuned by \( \delta \).

In Figs. 6.3 a,b, we show the measured qubit emission coefficient \( 1 - \Re(r) \) as a function of a single probe frequency \( f_{\text{probe}} \) and of the initial amplitude of the storage mode coherent state \( \sqrt{n} \). The measurement is performed using a drive strength \( \Omega = \chi_{s,mp}/4 \) (expressed as the corresponding Rabi angular frequency), a pulse duration of \( 2 \) \( \mu s \), which is smaller than the storage lifetime of \( 3.8 \) \( \mu s \), and the reference technique describes in Sec. 6.1.2. Resolved peaks develop for every photon number up to at least \( 9 \). Using the former calibration of \( \bar{n} \) (see Sec. 5.2.2), a master-equation based model enables us to reproduce the measurement results (see Appendix d).

The observation of resolved peaks is due to our choice of parameters. We designed the relaxation rate of the multiplexing qubit \( \Gamma_{1,mp} = (42 \text{ ns})^{-1} \) so that the decoherence rate \( \Gamma_{2,mp} = \Gamma_{1,mp}/2 \) is smaller than the dispersive shift \( \chi_{s,mp} \). When peaks are separated, probing the qubit at one of its resonance frequencies \( f_{mp} - k\chi_{s,mp}/2\pi \) opens a communication channel with a maximal bandwidth \( \Gamma_{2,mp}/2\pi \) carrying information only about Fock state \( |k\rangle \). We maximize the bandwidth of each channel by designing \( \Gamma_{1,mp} \) as large as possible by adjusting the direct coupling to the transmission line, under the constraint of keeping the peaks resolved (see Sec. 5.1.2).

This fluorescence photon-counting ability was demonstrated earlier in Ref. [29] using a continuous drive to cool down a hot radio-frequency mode. Here, this fluorescence photon-counting ability is used with pulsed drive and we will focus on its back-action.
Figure 6.3: Fluorescence photon-counting a, b. Measured emission coefficient $1 - \Re e(r)$ as a function of the probe frequency $f_{\text{probe}}$ and the mean photon number $\bar{n}$ in the storage mode. The emission coefficient exhibits a resolved peak for each photon number. The dots in b are cuts along the dashed lines in a and are captured by a master equation model described in App. d (solid lines).

As we will see, one can improve this measurement using a multiplexing approach (see Chap. 7).

6.2.2 Comparison with the standard photocounting approach

We have shown that both fluorescence photon-counting and standard photon-counting (Figs. 6.3 and 5.2) allow us to ask questions along the lines of “are there $k$ photons?” We can already see that the fluorescence photon-counting measurement is continuous both in time and in strength, whereas the standard measurement is only continuous in strength. The important difference between both techniques is that only the fluorescence photon-counting process can be multiplexed. Indeed, when using the standard technique, we need to read out and reset the qubit at the end of each step. The read-out step cannot be multiplexed, as it always occurs at the readout mode frequency. In contrast, with the fluorescence readout, information about a given photon number $k$ is constantly extracted through the frequency mode $f_{\text{mp}} - k\chi_{S,\text{mp}}/2\pi$ of the transmission line. The key ingredient to our approach is thereby enabled; that is, the multiplexing measurement of the reflection coefficient at every frequency $f_{\text{mp}} - k\chi_{S,\text{mp}}/2\pi$.

Naively, we could view the fluorescence photon-counting approach as an encoding of the photon number into the qubit state. Indeed the record depends on the mean expected value of the multiplexing qubit lowering operator. If this were to be true, even by multiplexing the measurement we would not be able to extract more than 1 bit of information at a time. This is not the case; the multiplexing qubit works as an “encoder”, exactly in the same way as a readout resonator used to measure a dispersively coupled qubit does. In order to understand the role of encoder, let us go back to the basis of heterodyne detection, which measures the output field $a_{\text{out}}(f_{\text{RF}})$ at the frequency $f_{\text{RF}}$ (see Sec. 4.3). The multiplexing qubit or the readout resonator are used as entangling devices between the rest of the system and the many modes \{a_{\text{out}}(f)\}_f of the transmission line. Each of the transmission-line modes can contain an
Infinite amount of information, and the number of transmission-line modes that could be entangled with the system is only bounded by the bandwidth of the line. Thus, the amount of information we can extract using heterodyne detection is not bounded; rather, it is the entangling process that bounds the amount of information we can extract.

In the standard approach, the storage is first entangled with a dispersively coupled qubit (the yes–no qubit in the Sec. 5.2.1), following which this qubit is entangled with the transmission-line modes thanks to the presence of the readout resonator. As the entanglement between the storage mode and the transmission-line modes is generated through the qubit, the amount of information we can extract from this entanglement process is limited by the amount of information a qubit can store: 1 bit. In addition, the system can only be entangled with one transmission-line mode \( a_{\text{out}}(f_{\text{pulse}}) \), which oscillates at the frequencies of the readout pulse \( f_{\text{pulse}} \). Thus, it is impossible to multiplex the standard approach, as the entangled transmission-line mode is always the same.

In the fluorescent approach, the storage mode is directly entangled with the many transmission-line modes thanks to the multiplexing qubit. Each Fock state \(|n\rangle\) of the storage resonator may be entangled with one transmission line mode \( a_{\text{out}}(f_{\text{mp}} - n\chi_s,mp/2\pi) \) oscillating at the frequency \( f_{\text{mp}} - n\chi_s,mp/2\pi \). Thus, the amount of information we can extract through this entanglement process is only bounded by the line bandwidth, as, using a multiplexing approach, we can read out, at the same time, all the transmission line mode states which can collectively host much more than a single bit of information.

Before discussing the multiplexing fluorescence photon-counting process, we will discuss the measurement back-action of the fluorescence based photon number measurement. Indeed, here the probed system is a harmonic oscillator (a multi-level system) and the probe/encoder used is a non-linear element (the multiplexing qubit); thus, we can expect a measurement back-action that is more complex than the one resulting from a dispersive qubit readout.

### 6.3 Fluorescence Back-action

#### 6.3.1 Modeling of the measurement operator

We introduce here a simple model to characterize the measurement and its back-action on the resonator. The measurement uses a phase preserving amplifier in order to amplify the signal at a frequency \( f_{\text{mp}} - k\chi_s,mp/2\pi \) when probing Fock state \( k \) and records a complex amplitude \( I^{(k)} + iQ^{(k)} \). Here, we assume that the measurement record only extracts the information on the occupation of the Fock state \(|k\rangle\), which is experimentally valid in the limit \( \chi_s,mp \gg \Gamma_s,mp \). Without decoherence and in the limit of long measurement time, its back-action on the storage mode would project the storage state either on Fock state \(|k\rangle\) or on the complementary subspace \( \Pi_{\perp}^{(k)}\mathcal{H}_s \), where \( \Pi_{\perp}^{(k)} = 1 - |k\rangle\langle k| \) and \( \mathcal{H}_s \) is the Hilbert space of the storage resonator.

In practice, the measurement proceeds by first entangling the resonator, which is in a state \(|\psi_s\rangle\), and the signal mode of the phase preserving amplifier (i.e. the output
field of the multiplexing qubit). When probing Fock state \( |k \rangle \), the entangled state reads \( |\alpha,0 \rangle \otimes \Pi^{(k)} |\psi_s \rangle + |\alpha_\perp,0 \rangle \otimes \Pi^{(k)} |\psi_s \rangle \), where \( \Pi^{(k)} = |k \rangle \langle k | \), and states denoted as \( |\alpha,\beta \rangle \) are the state of the amplified field denoted by the coherent states amplitude of the signal and the idler modes at the input of the amplifier (see Sec. 4.3.3.1). As discussed in Sec. 7.3, describing the output field of the qubit as a coherent state is an approximation as we don’t capture the incoherent emission of the qubit.

We distinguish two cases: the case where the probe is resonant with the multiplexing qubit, leading to a reflected amplitude \( \alpha_\perp \), and the case where it is off resonant leading to a reflected amplitude \( \alpha_\perp \). The resonance frequency of the qubit depends on the number of photons in the resonator so that the reflected amplitude \( \alpha_\perp \) indicates \( k \) photons while \( \alpha_\perp \) indicates that there are not \( k \) photons. For an incoming amplitude \( \alpha_\text{in} \) onto the multiplexing qubit, we get (see Eq. (2.59))

\[
\begin{aligned}
\alpha_\perp &= \alpha_\text{in} \\
\alpha &= \alpha_\text{in} \left( 1 - 2\Gamma\text{mp} \frac{\Omega}{\Omega} \langle \sigma_-\text{mp} \rangle_{\text{ss}} e^{i\phi_d} \right),
\end{aligned}
\]  

where \( \langle \sigma_-\text{mp} \rangle_{\text{ss}} \) is the steady state mean value of the multiplexing qubit lowering operator. If the qubit is driven by a single tone, the maximum of \( \langle \sigma_-\text{mp} \rangle_{\text{ss}} \) is reached for \( \Omega = \Gamma\text{mp}/\sqrt{2} \).

The measurement operator (Kraus operator) corresponding to the heterodyne detection of a propagating field encoding the information on the \( |k \rangle \) state thus reads

\[
M^{(k)}(I^{(k)},Q^{(k)}) = \langle \Psi_{I,k}\rangle |\alpha,0 \rangle \Pi^{(k)} + \langle \Psi_{I,k}\rangle |\alpha_\perp,0 \rangle \Pi^{(k)}_\perp,
\]  

where \( \langle \Psi_{I,k}\rangle \) is the state on which the amplified field (i.e. the signal and the idler mixed field) is projected after the heterodyne measurement performed by the phase preserving amplifier followed by a heterodyne detection setup (see Secs. 4.3 and 4.3.3.1).

Following the supplementary information of Ref. [103], in the case of a phase preserving amplifier the inner product \( \xi(\beta,I,Q) = \langle \Psi_I,Q \rangle |\beta,0 \rangle \) is given up to a global phase factor (independent on \( \beta, I \) and \( Q \)) by

\[
\xi(\beta,I,Q) = \frac{1}{\sqrt{\pi}2\sigma_0} e^{-\frac{|\beta|^2}{2(2\sigma_0)^2}} e^{-\frac{(I - \beta)^2}{2(2\sigma_0)^2}} e^{-\frac{(Q + i\beta)^2}{2(2\sigma_0)^2}}
\]  

where \( \sigma_0 \) is the amplitude of the zero-point fluctuations (the variance of the measured \( I \) is \( 2\sigma_0^2 \) in the quantum limit of phase preserving amplification).

Therefore, we finally get the following analytical expression of the measurement operators when probing Fock state \( |k \rangle \), in the case of \( \Gamma\text{mp} \ll \chi_{\text{ss}} \)

\[
M^{(k)}(I^{(k)},Q^{(k)}) = \frac{1}{\sqrt{\pi}2\sigma_0} e^{-\frac{|\alpha|^2}{2(2\sigma_0)^2}} e^{-\frac{(I^{(k)} - \alpha)^2}{2(2\sigma_0)^2}} e^{-\frac{(Q^{(k)} + i\alpha)^2}{2(2\sigma_0)^2}} \Pi^{(k)} + \frac{1}{\sqrt{\pi}2\sigma_0} e^{-\frac{|\alpha|^2}{2(2\sigma_0)^2}} e^{-\frac{(I^{(k)} - \alpha)^2}{2(2\sigma_0)^2}} e^{-\frac{(Q^{(k)} + i\alpha)^2}{2(2\sigma_0)^2}} \Pi^{(k)}_\perp.
\]  

The same approach enables to derive the measurement operator for a homodyne detection made with a phase-preserving amplifier. The measurement operator reads

\[
M^{(k)}(I^{(k)}) = \langle \Psi_I |\alpha,0 \rangle \otimes \Pi^{(k)} + \langle \Psi_I |\alpha_\perp,0 \rangle \otimes \Pi^{(k)}_\perp.
\]
The product $\xi(\beta, Q) = \langle \Psi_{1} | \beta, 0 \rangle$ is given up to a global phase factor (independent on $\beta$ and $I$) by

$$\xi(\beta, I) = \frac{1}{(4 \pi \sigma_{0}^{2})^{1/4}} e^{-\frac{\text{Im}(\beta)^{2}}{2(2 \sigma_{0})^{2}}} e^{-\frac{(I - \beta)^{2}}{2(2 \sigma_{0})^{2}}}.$$  \hspace{1cm} (6.12)

Therefore, the measurement operators for the homodyne detection when probing Fock state $|k\rangle$, in the case of $\Gamma_{2,mp} \ll \chi_{s,mp}$, reads

$$M^{(k)}(I^{(k)}) = \frac{1}{(4 \pi \sigma_{0}^{2})^{1/4}} e^{-\frac{\text{Im}(\alpha_{\perp})^{2}}{2(2 \sigma_{0})^{2}}} e^{-\frac{(I^{(k)} - \alpha_{\perp})^{2}}{2(2 \sigma_{0})^{2}}} \Pi_{\perp}^{(k)} + \frac{1}{(4 \pi \sigma_{0}^{2})^{1/4}} e^{-\frac{\text{Im}(\alpha)^{2}}{2(2 \sigma_{0})^{2}}} e^{-\frac{(I^{(k)} - \alpha)^{2}}{2(2 \sigma_{0})^{2}}} \Pi^{(k)}.$$ \hspace{1cm} (6.13)

Assuming the multiplexing qubit is in its steady state (see Sec. 2.4.2), one can inject the expression of $\alpha$ and $\alpha_{\perp}$ in the heterodyne and homodyne measurement operators. One obtains that the photon number information is encoded in the in-phase record $I^{(k)}$.

### 6.3.2 Post-selection and correlation

The back-action of the fluorescence photon-counting measurement can be studied by performing a tomography of the storage mode at the end of the fluorescence measurement process. The storage tomography is a direct Wigner tomography \[32, 180, 181\] performed thanks to the yes–no qubit (see App. c for details about Wigner tomography and Sec. 5.1 for details about the yes-no qubit).

#### 6.3.2.1 The basics of the Wigner function

A Wigner tomography performed by measuring the displaced parity operator. The measured Wigner function $W(\alpha)$ reads

$$W(\alpha) = \frac{2}{\pi} \text{Tr}(D^{\dagger}(\alpha) \rho D(\alpha) \mathcal{P}),$$ \hspace{1cm} (6.14)

where $D(\alpha)$ is the displacement operator of the storage mode by a coherent state $|\alpha\rangle$, and $\mathcal{P} = e^{i \sigma_{0}^{\dagger} \hat{a}}$ is the photon number parity operator.

The Wigner tomography is a complete tomography of the storage state, meaning that all the information in the storage density matrix is contained in the Wigner function, and that we can reconstruct the density matrix from the Wigner function. As an example, the Wigner function $W(\alpha)|_{\beta}$ of a coherent state $|\beta\rangle$ is a Gaussian function centered on $\beta$ with a width of 1/2, where

$$W(\alpha)|_{\beta} = \frac{2}{\pi} e^{2|\alpha - \beta|^{2}}.$$ \hspace{1cm} (6.15)

#### 6.3.2.2 Post-selection

**Remark:** The post-selection experiment described in this section was performed during a different run to that of most of the results of this thesis. The storage and the...
Figure 6.4: **a.** Circuit diagram of the post-selection experiment protocol. The Wigner tomography is represented by the Wigner measurement box (see Appendix c for more details). The initial coherent state amplitude is $\beta = 1.4$. **b.** The Wigner function of a coherent state $|\beta = \sqrt{1.4}\rangle$ after $4 \mu s$ of unread fluorescence measurement asking the question “Are there 0 photons?” The donut’s shape is characteristic of a statistical mixture of Fock states.

multiplexing qubit lifetimes were $7.1 \mu s$ and $30 \text{ns}$, respectively. The high relaxation rate of the multiplexing qubit leads to a higher SNR for the fluorescence measurement; however, the storage–multiplexing qubit dispersive interaction was not in the photon number-resolved regime.

Let us now characterize the photon-counting abilities of the fluorescence measurement. We initialize the storage mode in a coherent state $|\beta = \sqrt{1.4}\rangle$, then probe, with the multiplexing qubit, whether there are 0 photons, using a microwave pulse at the frequency $f_{\text{mp}}$, before measuring the Wigner function of the storage mode (see Fig. 6.4a). The fluorescent readout gives two records, $I^{(0)}$ and $Q^{(0)}$, for each realization of the experiment. When averaging over all realizations, the Wigner function measured takes the shape of a donut (see Fig. 6.4b) that corresponds to a statistical mixture of Fock states. As the mean photon number of the initial coherent state is small, measuring whether there are 0 photons is almost the same as measuring the photon number. Thus, the storage state after this unread fluorescence photon measurement contains no coherences in the Fock basis. This loss of coherences makes sense, as the phase and photon number are conjugate variables; thus, measuring the photon number will diffuse the phase of the storage state.

Looking at the histograms of the $I^{(0)}$ and $Q^{(0)}$ fluorescence records, we can see that the $Q^{(0)}$ histogram is simply a Gaussian distribution, whereas the $I^{(0)}$ histogram is the sum of two Gaussian distributions (see Fig. 6.5a and b), as predicted by the measurement operators (see Sec. 6.3.1). We can identify the distribution with the smallest mean value (the green distribution in Fig. 6.5) as the “0-photon” distribution (i.e., the distribution we would have if the storage was in the vacuum). In the same way, the distribution with the highest mean value (the yellow distribution in Fig. 6.5) can be identified as the distribution of experiments with “not 0 photons”. The SNR of the
fluorescence measurement is about 2; it was possible to reach this number thanks to the higher relaxation rate of the multiplexing qubit. Even if the SNR is too small to be in the strong measurement regime, we can still highlight the back-action of the fluorescence measurement using post-selection. We can first post-select all the experiment’s realizations for which the fluorescence record $I^{(0)}$ is smaller than 7 mV. Based on the $I^{(0)}$ histogram, these experiments are mainly experiments with 0 photons. The Wigner function measured for this ensemble of realizations is shown in Fig. 6.6a. We can reproduce this tomography using the Wigner function of a thermal state \cite{7}:

$$W_{\rho(n_{th})}(\alpha = x + ip) = \frac{1}{\pi 2 n_{th} + 1} e^{-2|\alpha|^2/(2n_{th}+1)}, \quad (6.16)$$

where $n_{th}$ is the thermal photon number. Fig. 6.6b shows the agreement between the measured Wigner function along the $X = \text{Re}(\alpha)$ and $P = \text{Im}(\alpha)$ axes and the theory. Only the thermal photon number is used as a fitting parameter. We can determine that the post-selected Wigner function is the one for a thermal state with the thermal photon number $n_{th} = 0.01 \pm 0.006$, that is in good agreement with an independent measurement\footnote{This independent measurement was the same as the one in Sec. 5.2.1. However the storage thermal photon number measured was different as the two measurement carried out during different cool downs.} of the thermal photon number, giving $n_{th} < 0.009$.

In the same way, we can post-select all realizations that have a fluorescence record $I^{(0)}$ that is higher than 13 mV. The Wigner function of this ensemble is shown in Fig. 6.7a; here, we can see the appearance of negativity at the center of the quadrature phase space, which is in agreement with the Wigner function of a Fock state $|1\rangle$. The negativity is smaller than that of a Fock state $|1\rangle$ as we are post-selecting based on the fact there is not 0 photon, which means we can have 2 photons as well. The Wigner function is well reproduced using a statistical mixture of Fock states from 0 to 3 photons.
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The measured storage mode Wigner function when post-selecting on fluorescence records $I^{(0)} \geq 7\, \text{mV}$ corresponding to “0 photons”. A comparison between a thermal-state Wigner function, with 0.01 thermal photons, and the post-selected measured Wigner function along the $X = \Re(\alpha)$ and $P = \Im(\alpha)$ axes.

The Wigner function used to reproduce the post-selected measured Wigner function is as follows

$$W(\alpha)_{\text{not photon}} = p_0 W(\alpha)_{0} + p_1 W(\alpha)_{1} + p_2 W(\alpha)_{2} + (1 - p_0 - p_1 - p_2) W(\alpha)_{3},$$

(6.17)

where $p_0$, $p_1$, and $p_2$ are fitting parameters corresponding to the probabilities of having, respectively, 0, 1 and 2 photons in the post-selected storage state. We obtain a good agreement between the model and the measured Wigner function (see Fig. 6.7b) with $p_0 = 0.18$, $p_1 = 0.49$ and $p_2 = 0.26$. Compared to the initial photon distribution ($p_0 = 0.23$, $p_1 = 0.34$, $p_2 = 0.24$ after the initialization and $p_0 = 0.44$, $p_1 = 0.36$, $p_2 = 0.15$ after the 4 $\mu$s fluorescence measurement) we can see that the post-selection has the effect of decreasing the probability of having 0 photons and to increase the probability of having more than 0 photons.

Based on the two post-selected Wigner functions studied, we can conclude that the fluorescence measurements do encode information about the question “Are there 0 photons?”.

6.3.3 Back-action dynamics

The back-action dynamics, which is the dynamics of the storage mode due to the fluorescence measurement, can be studied by measuring the Wigner function of the storage mode after fluorescence measurements of various durations $t$ and frequencies $f_{\text{probe}}$. This experiment uses the same sequence as the post-selection experiment (see the previous section and Fig. 6.4a) but we vary the fluorescence measurement durations and frequencies. In comparison to the post-selection measurement, here we dismiss the fluorescence record; the only record entering in the analysis is the Wigner function $W(\alpha, t, f_{\text{probe}})$, which depends on the time $t$ and frequency $f_{\text{probe}}$. For each repetition
of the experiment, we initialize the storage mode in a coherent state $|\beta = 1.75\rangle$ and use a fluorescence measurement amplitude $\Omega = \Gamma_{1, mp}/\sqrt{2}$.

### 6.3.3.1 Density matrix coherences

As noted in Sec. 6.3.2.1 and Appendix c, the Wigner function is in one to one correspondence with the density matrix, so that we can reconstruct the density matrix from the Wigner function (see App. c for the reconstruction process). Using the evolution of the density matrix, we probe the dynamics of coherences between Fock states in order to extract the measurement-induced dephasing rate of the fluorescence measurement for each pair of Fock states. This measurement-induced dephasing will naturally depend on the frequency $f_{\text{probe}}$ of the fluorescence measurement. However, the coherences are also affected by the relaxation rate of the storage mode; thus, we decided to normalize the off-diagonal density-matrix elements in order to remove the trivial effects of the storage-mode relaxation. Let us now show that, in the absence of Hamiltonian evolution and measurement back-action, the quantity $|\rho_{nm}|/\sqrt{\rho_{nn}\rho_{mm}}$ indeed evolves only because of dephasing and that its dynamics are not affected by relaxation. We will now consider the storage mode alone, under the influence of its relaxation and dephasing channels in a frame rotating at $f_s$:

$$\dot{\rho} = \Gamma_{1,s} \mathcal{D}(\hat{a}_s) \rho + 2 \Gamma_{\phi,s} \mathcal{D}(\hat{a}_s^\dagger \hat{a}_s) \rho.$$  

(6.18)

From this equation, we can compute the time derivative of the density-matrix elements

$$\dot{\rho}_{nm} = \Gamma_{1,s} \left( \rho_{n+1m+1} \sqrt{(n+1)(m+1)} - \frac{n+m}{2} \rho_{nm} \right)$$

$$- \Gamma_{\phi,s} \rho_{nm} (n-m)^2.$$  

(6.19)
If the storage mode is initialized in a coherent state $|\alpha_o\rangle$, the solution to the equation is

$$\rho_{nm}(t) = e^{-|\alpha_o|^2} e^{\Gamma_{1,s} t} \alpha_o^m \alpha_s^n e^{-\Gamma_{1,s} t/2} (\alpha_s^*)^n e^{-n\Gamma_{1,s} t/2} e^{-\Gamma_{s,n}(n-m)^2 t},$$  \hspace{1cm} (6.20)

and we get

$$\tilde{\rho}_{nm} = \frac{|\rho_{nm}|}{\sqrt{\rho_{nn}\rho_{mm}}} (t) = e^{-\Gamma_{s,n}(n-m)^2 t}.$$  \hspace{1cm} (6.21)

Thus, the normalization does in fact remove the effect of the relaxation rate $\Gamma_{1,s}$ and only characterizes the dephasing rate. In addition, the normalized coherences are independent of the initial coherent state amplitude.

Here, the dephasing rate $\Gamma_{s,n}$ will contain the intrinsic dephasing rate of the storage mode and the measurement-induced dephasing rate due to the fluorescence measurement, which will depend on the measurement frequency and strength. Even if it is a strong (or even wrong) assumption that the fluorescence measurement has a back-action of the form $D(\hat{a}_s^\dagger \hat{a}_s)\rho$, we will see that we can still obtain a good agreement between theory and measurement by only assuming that the Eq. (6.21) is valid for a measurement-induced dephasing rate depending on $n$ and $m$.

### 6.3.3.2 Coherence dynamics

Using each of the Wigner functions $W(\alpha, t, f_{\text{probe}})$, we can reconstruct the density matrix $\rho(t, f_{\text{probe}})$ for each time $t$ and frequency $f_{\text{probe}}$. Before going further into this analysis, we have to check that the reconstructed density matrix is a physical state (meaning that its trace is equal to 1 and the matrix is positive). Here, the density matrix is truncated to 4 photons, due to the size and mesh of the Wigner function and the amplitude of the initial coherent state $\beta = 1.75$. We determine that the trace of the truncated density matrix is smaller than 1 (0.93 on average, with a standard deviation of 0.03 over the whole density matrix). In order to know whether this difference comes from the truncation, we can still check whether the measured Wigner function may correspond to a physical state by computing its integral over the phase space $\int\int d\alpha W(\alpha)$.

The normalization condition of the density matrix $\text{Tr}(\rho) = 1$ is equivalent to the Wigner function normalization $\int\int d\alpha W(\alpha) = 1$. Over the 441 Wigner functions measured for this experiment, the integral over the phase space is equal to $0.99 \pm 0.03$. The positivity is a property more difficult to check as it does not correspond to some properties of the Wigner function and the density matrix being truncated, it may be non-positive. Thus, we can conclude that the density matrix extracted from the Wigner function is indeed physical up to the truncation. This truncation is not a problem, as long as we only work with the density matrix elements and do not compute any expected mean values for the operators from the truncated density matrix.

The next step before looking at the coherences is to check that the dynamics of the diagonal elements of the density matrix does not depend on the fluorescence measurement (as expected from a QND photon number measurement and as predicted by the simple model of Eq. (6.20)). Fig. 6.8a,b,c,d, and e show the value of the diagonal density matrix element as a function of the measurement time $t$ and normalized detuning $\Delta_{mp}/\chi_{s,mp} = 2\pi(f_{mp} - f_{\text{probe}})/\chi_{s,mp}$. Up to the precision of the experiment, we
Figure 6.8: a., b., c., d. et e. Diagonal element $\rho_{nn}$ of the storage mode density matrix as a function of time $t$ and detuning $\Delta_{mp}$. We check that the dynamics of the diagonal elements does not depend on $\Delta_{mp}$. f. The measured (dots) and fitted (line) probability of having 0 photons as a function of time $t$.

do not see any dependence of diagonal elements $\rho_{nn}$ on the fluorescence measurement frequency $f_{probe}$. We do, however, observe a dependence on the measurement time $t$, which is attributed to the storage relaxation (as predicted by Eq. (6.20)). We check this assumption by extracting the storage relaxation rate $\Gamma_{1,s}$ of the $\rho_{00}(t)$ dynamics (see Fig. 6.8) using the fitting function

$$\rho_{00}(t) = \exp(-n_0 e^{-t \Gamma_{1,s}}), \quad (6.22)$$

where $n_0$ is the initial photon number. We determine that $\Gamma_{1,s} = (3.79(2) \, \mu s)^{-1}$ is in agreement with the former calibration of the storage lifetime (see Sec. 5.1.2). The initial photon number, measured as $n_0 = 2.78 \pm 0.01$, is below the theoretical value $1.75^2 = 3.06$. We can attribute this difference to the 370 ns duration needed to measure the Wigner function, during which the storage mode unavoidably relaxes.

Following these two sanity checks, we can look at the dynamics of the normalized coherences $\tilde{\rho}_{nm}$. Fig. 6.10 shows the normalized coherences as a function of fluorescence measurement time $t$ and re-scaled detuning $\Delta'_{mp}$ in units of $\chi_{s,mp}$. The difference between the multiplexing qubit resonance frequencies corresponding to two successive photon numbers is not constant owing to higher order effects\(^3\). Therefore, for an easier interpretation of the figures, we rescale the detuning $\Delta_{mp}$ into a new detuning $\Delta'_{mp}$ in

---

3 Because of higher order cross-Kerr terms, the cross-Kerr rate depends on the storage mode Fock state. This effect was not taken into account before as it entails only small effects. Here, we take it into
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such a way that the detuning $\Delta'_{\text{mp}}$ is exactly given by $n\chi_{s,\text{mp}}$ when there are $n$ photons. Here is how this rescaling is realized. We denote $\chi_{n,n+1}$ the differences between the multiplexing qubit resonant frequencies corresponding to $n$ and $n+1$ photons in the storage mode. We have that $\chi_{0,1}/\chi_{n,n+1}$ is multiplied by $\chi_{0,1}/\chi_{n,n+1}$ (see Fig. 6.9). The mathematical formula is

$$
\Delta'_{\text{mp}} = \begin{cases} 
\Delta_{\text{mp}} & \text{if } \Delta_{\text{mp}} < \chi_{0,1} \\
\left(\Delta_{\text{mp}} - \chi_{0,1}\right)\frac{\chi_{0,1}}{\chi_{1,2}} + \chi_{0,1} & \text{if } \Delta_{\text{mp}} < \chi_{0,1} + \chi_{1,2} \\
\left(\left(\Delta_{\text{mp}} - \chi_{0,1}\right)\frac{\chi_{0,1}}{\chi_{1,2}} - \chi_{0,1}\right)\frac{\chi_{1,2}}{\chi_{2,3}} + 2\chi_{0,1} & \text{if } \Delta_{\text{mp}} < \sum_{k=0}^{2} \chi_{k,k+1} \\
\vdots & \text{if } \Delta_{\text{mp}} < \sum_{k=0}^{n} \chi_{k,k+1} \\
\left(\left(\left(\Delta_{\text{mp}} - \chi_{0,1}\right)\frac{\chi_{0,1}}{\chi_{1,2}} - \chi_{0,1}\right)\ldots -(n-1)\chi_{0,1}\right)\frac{\chi_{n-1,n}}{\chi_{n,n+1}} + n\chi_{0,1} & \text{if } \Delta_{\text{mp}} < \sum_{k=0}^{n} \chi_{k,k+1} 
\end{cases}
$$

(6.23)

When the re-scaled detuning $\Delta'_{\text{mp}}$ is equal to $n\chi_{s,\text{mp}}$, this implies that the drive is resonant with the multiplexing qubit only if the storage mode contains $n$ photons.

We can see the strong dependence of the normalized coherences $\hat{\rho}_{nm}$ dynamics on the re-scaled detuning $\Delta'_{\text{mp}}$. First, when looking at the dynamics of the coherences between the Fock states $|n\rangle$ and $|m\rangle$, the dephasing is strong when the fluorescence measurement probes around the re-scaled detunings $\Delta'_{\text{mp}} = n\chi_{s,\text{mp}}$ and $\Delta'_{\text{mp}} = m\chi_{s,\text{mp}}$. This makes sense as, for these detunings, the fluorescence measurement is asking questions along the lines of “Are there $n/m$ photons?” Thus, we are expecting that the phase between the Fock state $|n\rangle$ (or $|m\rangle$) and the other Fock states diffuses, leading to a decrease in coherence. An interesting behavior is that the strongest dephasing does not happen account to know precisely when the drive is resonant with the multiplexing qubit and for how many photons in the storage.

111
Figure 6.10: Normalized off-diagonal elements $\tilde{\rho}_{nm}$ as a function of the measurement time $t$ and re-scale detuning $\Delta_{mp}'$. We can see the strong dependence of the $\tilde{\rho}_{nm}$ dynamics on $\Delta_{mp}'$.

for the re-scaled detuning $\Delta_{mp}' = n\chi_{s,mp}$ or $\Delta_{mp}' = m\chi_{s,mp}$, but for the detunings that are above and below, respectively. This behavior is not surprising, as we can observe the same in the dispersive readout of a qubit. When the total loss rate of the readout resonator is of the same order as the cross-Kerr rate $\chi_{qr}$ between the qubit and the resonator, the optimal readout angular frequency is not $\omega_r - \chi_{qr}$, $\omega_r - \chi_{qr}/2$ or $\omega_r$ but an intermediate frequency (see Sec. 2.5.3). This is exactly the same situation as the fluorescence measurement has a cross-Kerr rate $\chi_{s,mp}$ only 1.25 times bigger than the relaxation rate $\Gamma_{1,mp}$.

In order to be more quantitative, we can extract (for each frequency $f_{\text{probe}} = f_{mp} - \Delta_{mp}/2\pi$) the rate $\Gamma_{nm}^{d}(\Delta_{mp})$ at which the normalized coherence $\tilde{\rho}_{nm}$ dephases. According to Eq. (6.20), this dephasing rate contains both the intrinsic dephasing rate of the storage mode and the measurement-induced dephasing rate of the fluorescence measurement. The next section will discuss this measurement-induced dephasing and introduce a theory that reproduces our observations.
6.3.4 Measurement-induced dephasing

In order to explain our measurements, we have to study the bipartite storage/multiplexing qubit system and derive an effective master equation for the storage mode only. This effective master equation will contain the measurement-induced dephasing.

6.3.4.1 The bipartite system

The bipartite master equation in the interaction frame reads

\[
\begin{cases}
H_{s, mp}/\hbar = -\chi_{s, mp}(s)\sigma_{zm, mp}^2 + \Delta_{mp}\sigma_{zm, mp}^2 + \frac{\Omega}{2}\sigma_{xm, mp}, \\
\dot{\rho}_{s, mp} = -\frac{i}{\hbar}[H_{s, mp}, \rho_{s, mp}] + \Gamma_{1, mp}\mathcal{D}(\sigma_{-m, mp})\rho_{s, mp},
\end{cases}
\] (6.24)

where \(\Delta_{mp} = 2\pi(f_{mp} - f_{probe})\), and we neglect the relaxation of the storage mode and the dephasing of the multiplexing qubit. There is two regimes of parameters which are easy to study.

The first regime corresponds to \(\chi_{s, mp} \gg \Gamma_{1, mp}\), which corresponds to the photon number-resolved regime. In this case, the drive \(\Omega\) affects the qubit only if it is resonant (i.e. only if \(\Delta_{mp} - k\chi_{s, mp} = 0\), with \(k\) an integer) and the master equation can be simplified using an RWA. This is not the best regime from a fluorescence measurement perspective, as the rate \(\Gamma_{1, mp}\) at which information is extracted is small.

The second regime corresponds to \(\chi_{s, mp} \ll \Gamma_{1, mp}\). In this case, the dynamic of the multiplexing qubit is faster than the entangling rate, and the system is essentially dissipative. We can perform an adiabatic elimination of the multiplexing qubit in order to obtain an effective master equation for the storage mode. However, this regime is not the best for fluorescence measurement, as the coupling between the storage and the multiplexing qubit is, compared to the qubit relaxation, a perturbation.

Here, the experiment regime is defined by \(\chi_{s, mp} \sim \Gamma_{1, mp}\) (\(\chi_{s, mp} = 1.25\Gamma_{1, mp}\) in this experiment). Thus, we cannot use a RWA or a simple adiabatic elimination. The solution, found by A. Sarlette, is to derive an adiabatic elimination at any order in \(\chi_{s, mp}/\Gamma_{1, mp}\) [178]. Thus, the effective master equation of the storage mode is valid whatever the value of the ratio \(\epsilon = \chi_{s, mp}/\Gamma_{1, mp}\). We will not derive the demonstration of this adiabatic elimination here (in can be found in our article [178]); however, we will introduce the starting point and the main conclusion.

6.3.4.2 Adiabatic elimination

The master equation of the bipartite system can be written using two quantum maps: \(\mathcal{L}_0\) and \(\mathcal{L}_1\) (see Sec. 2.2.3.2 for the definition of a quantum map). The dynamics of the system follow the master equation

\[
\dot{\rho}_{s, mp} = (\mathcal{L}_0(\rho_{s, mp}) + \epsilon\mathcal{L}_1(\rho_{s, mp})),
\] (6.25)

where \(\mathcal{L}_0\) contains the dissipative driven dynamics of the multiplexing qubit, and \(\mathcal{L}_1\) the coupling between the storage mode and the multiplexing qubit. The goal of the adiabatic elimination is to write an effective quantum map \(\mathcal{L}_{eff}\) for the storage-mode
density matrix $\rho$. To do so, we introduce a Kraus map or completely positive trace-preserving map $\mathcal{K}$ to move from the density matrix $\rho$ to the bipartite one $\rho_{s,mp}$:

$$\rho_{s,mp} = \mathcal{K}(\rho) = \sum_k M_k \rho M_k^\dagger,$$

(6.26)

where $\sum_k M_k^\dagger M_k = 1$.

As the time derivative and the Kraus map $\mathcal{K}$ commute, starting from Eq. (6.25), the problem boils down to how to find $\mathcal{L}_{\text{eff}}$ and $\mathcal{K}$, such that

$$\mathcal{K}(\mathcal{L}_{\text{eff}}(\rho)) = (\mathcal{L}_0 + \epsilon \mathcal{L}_1)(\mathcal{K}(\rho)).$$

(6.27)

Solving this equation exactly, can be difficult. This is why we used to express $\mathcal{L}_{\text{eff}}$ and $\mathcal{K}$ as a series expansion in $\epsilon$, solve each order separately to improve the accuracy of the solution [182]. Existing work on a different system stopped the series expansion to the second order [183, 184, 185]. In Ref. [178], we derive the analytic solution at an arbitrary order for any subspace of the Hilbert storage space generated by the Fock states $\{|n\rangle, |m\rangle\}$. The effective quantum map $\mathcal{L}_{\text{eff}}$ reads as

$$\dot{\rho}_{\{n,m\}} = \mathcal{L}_{\text{eff}}(\rho) = -i \delta\omega(n,m) \left[|n\rangle\langle n| - |m\rangle\langle m|, \rho_{\{n,m\}}\right]$$

$$+ \frac{\Gamma_{\text{MID}}(n,m)}{2} D(|n\rangle\langle n| - |m\rangle\langle m|) \rho_{\{n,m\}},$$

(6.28)

where $\mathcal{D}(|n\rangle\langle n| - |m\rangle\langle m|)$ is the storage density matrix restricted to the subspace $\{|n\rangle, |m\rangle\}$ and $\delta\omega$ and $\Gamma_{\text{MID}}$ are the “AC Stark shift” and the measurement-induced dephasing rates between the Fock states $|n\rangle$ and $|m\rangle$, respectively. These quantities read

$$\begin{cases}
\delta\omega(n,m) = \frac{\lambda - \lambda^*}{4i} \\
\Gamma_{\text{MID}}(n,m) = \frac{-\lambda + \lambda^*}{2}
\end{cases}$$

(6.29)

where $\lambda$ is the eigenvalue with the highest real part of the matrix

$$\begin{pmatrix}
-\Gamma_{1,mp}/2 & -\tilde{\Delta}_{mp} & 0 & 0 \\
\tilde{\Delta}_{mp} & -\Gamma_{1,mp}/2 & -\Omega & 0 \\
0 & \Omega & -\Gamma_{1,mp} & -\Gamma_{1,mp} - i2\tilde{\chi}_{s,mp} \\
0 & 0 & -i2\tilde{\chi}_{s,mp} & 0
\end{pmatrix},$$

(6.30)

where $\tilde{\chi}_{s,mp} = (n - m)\chi_{s,mp}$ is an effective cross-Kerr rate and $\tilde{\Delta}_{mp} = \Delta_{mp} - \frac{n + m}{2} \chi_{s,mp}$ an effective probe detuning.

6.3.4.3 Comparing theory and experiment

Now that we are able to predict the measurement-induced dephasing rate of the fluorescence measurement, we can compare the theory to the experiment. Fig. 6.11 shows a comparison between the dephasing rate $\Gamma_{d,s}^{\text{meas}}(\Delta_{mp}')$ extracted from the normalized coherence dynamics and the theoretical dephasing rate $\Gamma_{\varphi,s}(n - m)^2 + \Gamma_{\text{MID}}(n,m)$ for
Figure 6.11: Decoherence rate of superpositions between Fock states induced by a fluorescence photon measurement. In each panel, dots show the measured dephasing rate of the normalized coherences $\tilde{\rho}_{nm}$ using Fig. 6.8. The lines represent the highest eigenvalue of (6.30), without any free parameters. An offset equal to $\Gamma_{\phi,s}(n - m)^2$, which is the intrinsic dephasing rate of the storage mode, is added to obtain the total dephasing rate.

$n$ and $m$ going from 0 to 4. The rate $\Gamma_{\phi,s}$ is the intrinsic dephasing rate of the storage mode (see Sec. 5.1.2) and is equivalent to an offset, as it does not depend on the frequency $f_{\text{probe}}$.

Without any free parameters, we can obtain a good agreement between the measured dephasing rate and the predicted one. The small discrepancy between the theory and the experiment (particularly the asymmetry as a function of $n$ and $m$) may be explained by the photon loss rate of the storage mode and the higher-order cross-Kerr rate between the storage mode and the multiplexing qubit, which is not captured in the simplified theoretical model and force to use the re-scaled detuning $\Delta'_{\text{mp}}$ to compare the measurements and the theory. As expected (and in agreement with the dispersive qubit readout) in a regime with resolved resonance peaks ($|\tilde{\chi}_{s,mp}| > \Gamma_{2,mp}$), the decoherence rate $\Gamma_{d,s}$ is larger when the single drive probes whether there are $n$ photons or $m$ photons with a moderate drive amplitude $\Omega$. In comparison, in a regime with poorly resolved resonances (that is, where ($|\tilde{\chi}_{s,mp}| < \Gamma_{2,mp}$)) the decoherence rate is larger when probing at the middle frequency $\Delta_{\text{mp}} = 0$. The premises of this effect are visible in Fig. 6.11, as the maximal decoherence rate occurs at a re-scaled detuning that is slightly closer to $(n + m)\chi_{s,mp}/2$, with a stronger effect for small $|m - n|$, both in the theory and in the experimental observations.
The main difference between photon number fluorescence measurement and a qubit dispersive readout is the dependence on the drive strength $\Omega$, which we can study thanks to the theoretical model. In the case of the qubit dispersive readout (see Sec. 2.5.3), the measurement-induced dephasing $\Gamma_{\text{MID}}$ scales linearly with the square of the drive amplitude $\alpha^{2}$, and the ratio $\Gamma_{\text{MID}}/\alpha^{2}$ is independent of $\alpha$. However, Fig. 6.12 shows that the measurement-induced dephasing rate of the fluorescence measurement does not scale linearly with $\Omega^{2} = 4\Gamma_{\text{MID}}(\Delta_{\text{mp}}^{2})$, and that the shape of the function $\Gamma_{\text{MID}}(\Delta_{\text{mp}})$ depends strongly on $\Omega$. We were expecting such a behavior, as the theory predicts that the measurement-induced dephasing rate $\Gamma_{\text{MID}}$ of the fluorescence measurement cannot be greater than $\Gamma_{1,\text{mp}}/2$. This bound makes sense, as the fluorescence emission has a rate limited by $\Gamma_{1,\text{mp}}$, and the number of excitations stored by the multiplexing qubit is limited to 1.
The evolution of the measurement-induced dephasing rate with the drive strength $\Omega$ can be understood by looking at the qubit steady state. The linewidth $^4\delta\omega$ of $x_\infty$ and $z_\infty$ (see Sec. 2.4.2 for a definition) is equal to

$$\delta\omega = 2\Gamma_2 \sqrt{1 + \frac{\Omega^2}{\Gamma_2 \Gamma_1}}.$$ \hspace{1cm} (6.31)

In the same way, the width of the $y_\infty$ maxima scales as $\Omega^2/\Gamma_{1,mp}$ when $\Omega$ is much larger than $\Gamma_1$ and $\Gamma_2$. This shows that the “linewidth” of a qubit increases with the drive strength $\Omega$. Thus, the interesting quantity to look at for the fluorescence measurement is the ratio $^5\tilde{\chi}_{s,mp}/\delta\omega$ and, by increasing the drive strength, we can decrease the value of the ratio, bringing the optimal probe frequency closer to $\tilde{\Delta}_{mp} = 0$. For large $\Omega$, the linewidth $\delta\omega$ of the qubit becomes much larger than the effective cross-Kerr rate $\tilde{\chi}_{s,mp}$ and the measurement-induced dephasing rate decreases. This non-trivial behavior does not exist in the qubit dispersive readout and is a consequence of the non-linearity of the probe (which, here, is the multiplexing qubit).

CONCLUSIONS

Here are this chapter’s main conclusions:

- The fluorescence of a qubit can be used to count the number of photons in a dispersively coupled resonator.
- The fluorescence photon measurement is continuous in time and strength.
- The fluorescence measurement can be multiplexed, whereas the standard approach cannot.
- The multiplexing qubit is used as an entangling device between the storage mode and the many modes of the transmission line. Information is not stored in the multiplexing qubit but, rather, in the state of the many transmission-line modes.
- The correlations between the fluorescence measurement and the Wigner tomography prove that the fluorescence record encodes information about the storage mode photon number.
- The dephasing rate induced by the fluorescence measurement can be measured and predicted by adiabatically eliminating the multiplexing qubit.
- The dephasing rate induced by the fluorescence measurement is expected to show a non-linear behavior as a function of the drive strength $\Omega$. This is a key difference between the photon number fluorescence measurement and the qubit dispersive readout.

---

4 This is defined here as the frequency band where $x_\infty$ and $z_\infty$ are above half of their maximum for a fixed value of $\Omega$.

5 As a comparison, the measurement-induced dephasing rate of the qubit dispersive readout is controlled by the ratio $\chi_{qr}/\kappa_{tot}$, see Sec. 2.5.3. This ratio is independent of the drive amplitude $\alpha_{in}$. 
MULTI-FREQUENCY RESONANCE FLUORESCENCE

Frequency multiplexed measurements in circuit QED consist of the simultaneous detection of several signals propagating in the same transmission line but at different frequencies. The detection can be a heterodyne/homodyne detection or a photon detection, as in the gedanken experiment proposed in Sec. 5.3.2. Frequency multiplexing has already been used to read out as many as six qubits coupled to a single feed line [158, 159, 157, 53].

In terms of photon number measurement, the standard approach consists of a time domain-division multiplexing measurement (see Fig. 7.1) during which questions about the storage photon number are asked one after the other, each time using all of the measurement bandwidth. As we discuss in Sec. 5.3.2, by using the frequency domain, we can improve the measurement time of photon number measurements. This new approach is based on two ingredients: first, the fact that we can photocount using the fluorescence of a dispersively coupled qubit, which we explained in Chap. 6; and second, the fact that we can multiplex this fluorescence measurement. In this chapter, we will prove that it is possible to perform the fluorescence photon number measurement using a frequency domain-division multiplexing approach (see Fig. 7.1), in which questions about storage photon numbers are asked simultaneously and the measurement bandwidth is shared between all the questions.

By studying the multiplexing qubit dynamics when the qubit is probed by a frequency comb, we will be able to show that the multiplexed fluorescence photon number measurement is continuous in time. This will lead us to define an infinite frequency comb approximation, permitting us, in the next chapter, to derive a back-action theory for the multiplexed photon number measurement.

This multiplexed fluorescence measurement is only one part of a more complex phenomenon: the resonance fluorescence of a qubit simultaneously driven by multiple frequencies. We call this phenomenon “multi-frequency resonance fluorescence”. Actually, the multiplexed fluorescence measurement is simply the multiplexed measurement of the coherent emission of a qubit. A qubit can also emit photons incoherently, thanks to spontaneous emission, and as it is a non-linear system, the qubit’s scattering can be inelastic. In this chapter, we will define the idea of coherent and incoherent emissions, examining how the qubit scattering can be characterized by its spectral density and how this density can be measured using a heterodyne detection setup. We will see that the multi-resonance fluorescence can be qualitatively explained using the infinite frequency comb approximation. This will lead us to a discussion concerning the following question: “Are we recovering all the available information about the photon number when we measure only the coherent qubit emission?”

Remarks: In this thesis, the word “multiplexing” will always refer to “frequency multiplexing”. Remarks: Most of the results shown in this chapter are published in Ref. [155]
7.1 MULTIPLEXED PHOTON NUMBER MEASUREMENT

7.1.1 Principle

As explained in Sec. 6.2.2, the fluorescence photon number measurement can be multiplexed. This is achieved by probing the multiplexing qubit at all the angular frequencies \( \{\omega_{mp} - k\chi_{s,mp}\}_{0 \leq k \leq 8} \) simultaneously. In this thesis, we have chosen to restrict the counting to nine frequencies, and thus will probe the photon numbers from 0 to 8. As shown in Fig. 7.2, if the storage mode is in a Fock state, only one frequency will be resonant with the multiplexing qubit, as we are in the number-resolved regime. In a simplified model, the reflected frequency comb will be unchanged; that is, except for the resonant frequency, in which the in-phase amplitude is decreased (see Sec. 2.4.3). Thus, the multiplexed heterodyne detection of the frequency comb reveals the storage photon number\(^1\). Using the photon number-resolved regime is not mandatory when performing this experiment; however, doing so makes it easier to decode the information stored in each comb’s frequency.

The heterodyne detection setup does not need any major changes to be made in order to perform this multiplexed detection. A scheme showing the generation and detection of the comb is shown in Fig. 7.3 (for more details about heterodyne detection, see Sec. 4.3). An intermediate frequency (IF) comb can be generated using an arbitrary waveform generator (AWG) \( \{\omega_{IF} + k\chi_{s,mp}\}_{0 \leq k \leq 8} \), where \( \omega_{IF}/2\pi = 75 \text{ MHz} \). To do so, we need an AWG with a bandwidth greater than \( (\omega_{IF} + 8\chi_{s,mp})/2\pi \). In our case, the AWG has a bandwidth of 500 MHz, and the maximal comb frequency we used is 115 MHz (see App. b). A Gaussian envelope is chosen as the comb’s time envelope in order to decrease the spectral broadening that occurs due to the finite duration of the comb pulse. This IF comb is mixed with a local oscillator (LO) using a lower single-side band mixer in order to generate the radio frequency (RF) comb \( \{\omega_{mp} - k\chi_{s,mp}\}_{0 \leq k \leq 8} \). The reflected RF comb is then amplified using a broadband amplifier—here a Josephson TWPA (see Sec. 4.4)—before being down-converted by the LO, which uses a lower image reject mixer. The IF comb is digitized and a numerical demodulation is performed at

\(^1\) We will see, in Secs. 7.2.2.2 and 8.3.1, that the situation is more complex than this.
7.1 Multiplexed Photon Number Measurement

Figure 7.2: The frequency (color) of the multiplexing qubit encodes the storage photon number. The reduction in the reflection amplitude of the qubit at one of the frequencies reveals the number of photons in the storage mode; for example, here there are two photons.

The frequency \( \{ f_{IF} + k\chi_{s,mp}/2\pi \}_{0 \leq k \leq 8} \). Each demodulation leads to a record \( I^{(k)}(t) + iQ^{(k)}(t) \), which encodes the probability that \( k \) photons are stored in the storage mode.

7.1.2 Demultiplexing

We have to be careful when demodulating the signal at all the comb frequencies, as a demodulation process requires certain constraints that are easy to satisfy for a single frequency but difficult to satisfy for multiple frequencies. The signal \( s(t) \) that we want to demultiplex is of the form

\[
s(t) = \sum_{k=0}^{8} I^{(k)}_0 \cos(2\pi f_{IF,k} t),
\]

where \( f_{IF,k} = f_{IF} + k\chi_{s,mp}/2\pi \) is the intermediate frequency of the record \( k \), and \( I^{(k)}_0 \) is its amplitude.

In order to demultiplex the IF comb, the sampling frequency of the digitization process must be larger than \( 2f_{IF,s} \), which is usually easily achieved. Additionally, the duration of the measurement \( T_m \), which is usually equal to the length of demodulation window, must be greater than the inverse of the frequency step of the comb \( T_m > 2\pi/\chi_{s,mp} \approx 200 \text{ ns} \), otherwise the numerical demodulation would not be able to distinguish the comb’s two adjacent frequencies. If we want to achieve a perfectly uncorrelated demodulation process, it would be preferable to have a measurement time that is divisible by the period of each frequency of the comb. This means that

\[
\forall k \in [0, 8], \exists n \text{ such that } T_m = \frac{n}{f_{IF,k}},
\]

which will ensure that the signal at frequency \( f_{IF,k} \) averages to zero when demodulating the frequency \( f_{IF,k'} \). This is impossible to do in practice, because the cross-Kerr rate

\[2\] Here, we only focus on the in-phase quadrature, but the whole discussion is valid when adding an out-of-phase quadrature.
The qubit is probed by a frequency comb of amplitude $\Omega$, which is generated using an arbitrary waveform generator. The reflected pulse is amplified and digitized before numerical demodulation occurs at every frequency $f_{mp} - k\chi_{s,mp}/2\pi$. This multiplexing–demultiplexing process leads to the reflection coefficients $r_k$ that each encodes the probability that $k$ photons are stored.

$\chi_{s,mp}$ depends on the storage photon number (due to the higher-order Kerr effect); thus, the comb’s frequency steps are not constant. However, the longer the measurement, the smaller the leakage of $f_{IF,k}$ is when demodulating at $f_{IF,k'}$. Let us consider only the case where $k \in \{0, 1\}$ (2 tones only), as doing so will allow us to offer a simpler example. The demodulation at the frequency $f_{IF,0}$ reads

$$I^{(0)} = \frac{2}{T_m} \int_0^{T_m} dt I^{(0)}_0 + \frac{1}{2} \cos\left(4\pi f_{IF,0} t\right) + I^{(1)}_0 \cos\left(\chi_{s,mp} t\right) + \frac{1}{2} \cos\left(2\pi \left(f_{IF,0} + f_{IF,1}\right) t\right).$$

(7.3)

Let us assume that $T_m$ is chosen such that it is divisible by $1/f_{IF,0}$. The record $I^{(0)}$ takes the form

$$I^{(0)} = I^{(0)}_0 + \frac{2}{T_m} \int_0^{T_m} dt I^{(1)}_0 \cos\left(\chi_{s,mp} t\right) + \cos\left(2\pi \left(f_{IF,0} + f_{IF,1}\right) t\right).$$

(7.4)

The last term, which is the demodulation of the record $k = 1$ at the frequency $f_{IF,0}$, is not necessarily equal to zero, as $T_m$ is not necessarily divisible by $1/f_{IF,1}$. Thus, if $T_m$ and $f_{IF}$ are not carefully chosen, the record $I^{(0)}$ reads

$$I^{(0)} = I^{(0)}_0 + \text{Peak}_{I^{(1)}_0},$$

(7.5)

where $|\text{Peak}_{I^{(1)}_0}|$ is the fraction of information from the record $k = 1$ that leaks into $I^{(0)}$ during the demodulation process. This percentage is bounded by

$$|\text{Peak}_{I^{(1)}_0}| < \frac{2}{T_m \chi_{s,mp}} + \frac{1}{T_m \pi (f_{IF,0} + f_{IF,1})} \approx \frac{2}{T_m \chi_{s,mp}},$$

(7.6)

where the last equality comes from our choice of parameters $f_{IF} \gg \chi_{s,mp}/2\pi$. Within this thesis’s circuit parameters (see Sec. 5.1.2), the maximum leakage percentage for a measurement of 2 µs is about 3.2%. 

Figure 7.3: The qubit is probed by a frequency comb of amplitude $\Omega$, which is generated using an arbitrary waveform generator. The reflected pulse is amplified and digitized before numerical demodulation occurs at every frequency $f_{mp} - k\chi_{s,mp}/2\pi$. This multiplexing–demultiplexing process leads to the reflection coefficients $r_k$ that each encodes the probability that $k$ photons are stored.
7.1 Multiplexed Photon Number Measurement

As the measurement time cannot be divisible by the periods of all the comb frequencies, we use a demodulation code, choosing a different demodulation window length $T_{d,k}$ for the demodulation of each record $k$. The demodulation length $T_{d,k}$ is chosen to be the closest to $T_m$, such that $T_{d,k}/f_{IF,k}$ is an integer.

The demodulation window $T_{d,k}$ needs to be as close as possible to $T_m$ for all $k$, which means that the relation in Eq. (7.2) is almost verified. Here, we have chosen an intermediate frequency $f_{IF}$ of 75 MHz, as this offers several advantages. First is that, for a measurement time of 2 $\mu$s—which is what is used in multiplexed photon number measurement (see Sec. 7.1.3)—the measurement time is divisible by $1/f_{IF}$. Second, this frequency is much larger than $\chi_s/\pi$ or $1/T_m$, leading to only a small variation in $T_{d,k}$ (for example, $T_{d,8} = 1.998 \mu$s); thus, there is only a small amount of information leakage. Indeed, in this parametric regime, the fraction of information $p_{\text{leak}}$ leaking from the frequency $f_{IF,1}$ when it is demodulated at the frequency $f_{IF,0}$ reads

$$p_{\text{leak}} = \frac{1}{T_{d,0}} \int_{T_{d,1}}^{T_{d,0}} \cos(\chi_s \frac{t}{2\pi}) dt \Rightarrow |p_{\text{leak}}| < \frac{T_{d,0} - T_{d,1}}{T_{d,0}} \sim 0.001. \quad (7.7)$$

Thus, for this choice of intermediate frequency and measurement time, we can approximate that the record $I(k)$ is only equal to $I_0(k)$. From each record, we can then define a reflected coefficient $r_k$ using the same reference technique as that used in Sec. 6.1.2.

7.1.3 Photon-counting a coherent state

To demonstrate the multiplexed photon-counting abilities of our circuit, we perform the following experiment. We initialize the storage mode in a coherent state with mean photon number $\bar{n}$ and measure simultaneously the emission coefficients $1 - \Ree(r_k)$ at all frequencies $\left\{ f_{mp} - k\chi_s/2\pi \right\}_{0 \leq k \leq 8}$. This multiplexed approach is of course much faster than measuring the reflection coefficient at every frequencies one at a time. Fig. 7.4 shows these emission coefficients as a function of the average initial photon number $\bar{n}$ for a drive strength $\Omega = \chi_s/2$ and a measurement duration of 2 $\mu$s.

For a given $\bar{n}$, every measurement channel $k$ gives an average signal that is a linear combination of the photon number distribution. This linear combination is such that the average signal of channel $k$ is mainly a linear function of the probability to have $k$ photons (see Sec. 8.3.1). As $\bar{n}$ is varied, the shape of the average signal of channel $k$ reproduces a Poisson distribution distorted by relaxation processes, channel cross-talk that increases with driving strength (see Sec. 6.3.4) and demodulation cross-talk (see Secs. 7.2.2.2 and 8.3.1). This multiplexed photon-counting signal can be reproduced using a master equation approach (solid lines in Fig. 7.4) using the photon number calibration of the standard photon-counting approach (see Sec. 5.2.2 for the photon number calibration and appendix d for the master equation approach). This result thus demonstrates the applicability of our multiplexing approach to photon-counting by simultaneously probing information about the presence of 9 possible photon numbers in the resonator. Besides, we demonstrate that the two ingredients, fluorescence and multiplexing, of the gedanken photon-counting approach (see Sec. 5.3.2) are indeed feasible.
Figure 7.4: Multiplexed photon-counting. Dots: simultaneously measured average emission coefficients corresponding to every photon number \( k \) from 0 to 8 as a function of the initial mean photon number \( \bar{n} \) in the storage mode. \( r_k \) is here the reflection coefficient at \( f_{mp} - k\chi_{s,mp}/2\pi \). Solid lines: prediction based on a master equation without free parameters (see appendix d).

So how does this proof-of-principle experiment compare with standard photocounting? Each method has its own advantages and drawbacks. The multiplexed photon-counting scheme trades off the temporal constraint and complexity of optimal control of the standard approach for the need of an efficient quantum measurement on a large frequency bandwidth. The efficient measurement of the reflected pulse requires the use of a near quantum-limited amplifier with a dynamical bandwidth of at least a dozen of \( \chi_{s,mp} \) which is now possible using a TWPA [30]. However, in this experiment we didn’t succeed to reach the single-shot regime due to the too short lifetime of the storage mode. Thus, one measurement extracts only a part of the 3 bits of photon number information and one can recover all the information only by averaging repeated measurements. The relevant parameter to characterize the strength of our measurement is the parameter \( \eta\Gamma_{1,mp}/\Gamma_{1,s} \) which is equal to 17 in this experiment. This ratio can be viewed as the number of photons emitted by the multiplexing qubit and which could be detected by the heterodyne detection setup during the lifetime of the storage mode. Increasing it by an order of magnitude would make single-shot measurements possible.

Now we have demonstrated that multiplexed photon number measurement can be performed, let us discuss about some characteristics of this measurement.

7.2 CHARACTERISTICS OF THE MULTIPLEXED FLUORESCENCE MEASUREMENT

In order to compare the multiplexed approach to the standard one, we would like to characterize the multiplexing photon number measurement. The main characteristics we are interested in are the scaling of measurement time with the photon number and the dynamic of the measurement: is it continuous in time?

The first part of this section will focus on the measurement time and how it depends on the number of frequencies demultiplexed. As the dynamics of the multiplexing measurement is given by the dynamics of the multiplexing qubit, the second part of this
section will be dedicated to the study of the dynamic of a qubit driven by a frequency comb.

7.2.1 Measurement time

It is out of scope of this thesis work to derive an exact expression of the photon number measurement time for the multiplexed photon number measurement. However, we can determine wether the measurement time depends on the maximum photon number $N_{\text{max}}$ one wants to measure. In contrast with the gedanken experiment which uses photodetectors, multiplexed heterodyne measurements are inherently noisy. This noise comes from the Heisenberg uncertainty principle. For standard photocounting which also uses heterodyne measurement, this noise is usually neglected as the signal amplitude of dispersive qubit readout is not bounded and increase linearly with the drive power$^3$. On the contrary, qubit fluorescence measurement will always have a signal amplitude bounded by $\Gamma_c/\sqrt{2}$ (where $\Gamma_c$ is the coupling rate between the multiplexing qubit and the transmission line, see Sec. 2.4.3).

Identifying the photon number in the storage mode consists in determining which channel contains an amplitude $\alpha$ while all the others contain an amplitude $\alpha_{\perp}$ (see Sec. 6.3.1 and Sec. 8.3.1). The measurement records $\{I^{(k)}, Q^{(k)}\}_k$ are stochastic processes centered on $\alpha_{\perp}$ (except for one value of $k$, where it is centered on $\alpha$). Determining the photon number comes down to discriminating which record is centered on $\alpha$ only using the ensemble of noisy records $\{I^{(k)}, Q^{(k)}\}_k$.

For a measurement time $t$, the measurement records $\{I^{(k)}, Q^{(k)}\}_k$ are averaged over that duration, $t$. Thus the time-averaged intrinsic noise contained in the measurement records scales as $1/\sqrt{t}$ and the time averaged mean value is independent on $t$. The problem can be mapped onto the following game. $N_{\text{max}}$ stochastic variables $\{u_i\}_{1 \leq i \leq N_{\text{max}}}$ are each randomly chosen using a Gaussian distribution centered on 0 with a width $1/\sqrt{t}$. Another stochastic variable $u_0$ is randomly chosen using a Gaussian distribution$^4$ centered on 1 with a width $1/\sqrt{t}$. The list $\{u_i\}_{0 \leq i \leq N_{\text{max}}}$ is scrambled randomly into a list $l$ and the goal consists in identifying the variable $u_0$ using only the list $l$. The optimal strategy is to pick the highest element of the list $l$. The probability to make an error and lose the game is then given by the probability that the maximum of $\{u_i\}_{1 \leq i \leq N_{\text{max}}}$ are higher than $u_0$

$$P_{\text{error}} = P \left( \max_{N_{\text{max}} \geq i \geq 1} (u_i) > u_0 \right).$$

(7.8)

We can rescale all the distribution by $\sqrt{t}$, thus $u_0$ are chosen randomly using a Gaussian distribution centered on $\sqrt{t}$ with a width of 1 and each of the $\{u_i\}_{1 \leq i \leq N_{\text{max}}}$ using a Gaussian distribution centered on 0 with a width of 1. One can show that the mean of the maximum of $\{u_i\}_{1 \leq i \leq N_{\text{max}}}$ tends towards $\sqrt{2\ln(N_{\text{max}})}$ as $N_{\text{max}}$ tends towards infinity $[186]$.

$$\text{mean} \left[ \max_{N_{\text{max}} \geq i \geq 1} (u_i) \right] \sim \sqrt{2\ln(N_{\text{max}})}$$

(7.9)

$^3$ This is true as long we stay in the dispersive regime, see Sec. 2.5.3

$^4$ Here we again approximate the output field of the multiplexing qubit as a coherent state (see Sec. 7.3).
Besides, the median of the max of \( \{u_i\}_{1 \leq i \leq N_{\text{max}}} \) is equal to the mean value within an error scaling as \( 1/\sqrt{N_{\text{max}}} \):

\[
\text{median} \left[ \max_{N_{\text{max}} \geq i \geq 1} (u_i) \right] = \text{mean} \left[ \max_{N_{\text{max}} \geq i \geq 1} (u_i) \right] + O \left( 1/\sqrt{N_{\text{max}}} \right).
\]

(7.10)

Since the error probability is between \( 1/4 \) and \( 3/4 \) if the median of \( u_0 \) is equal to the median of the maximum of \( \{u_i\}_{1 \leq i \leq N_{\text{max}}} \), this leads to

\[
\frac{1}{4} < P_{\text{error}} < \frac{3}{4} \Rightarrow \sqrt{t} \sim \sqrt{2 \log N_{\text{max}}} \Rightarrow t \sim \log(N_{\text{max}})
\]

(7.11)

From this expression, we understand that the measurement time for a fixed error probability scales as \( \log(N_{\text{max}}) \). Thus, the multiplexed measurement shows a measurement scaling similarly to the state-of-the-art standard approach (the binary decimation, see Sec. 5.3.1). The main differences between the binary decimation and the multiplexed measurement scaling is that the scaling of the binary decimation comes from the entangling process between the storage and the yes-no qubit, whereas the multiplexed measurement scaling comes from the noise of the heterodyne measurement. Using a detection setup without noise, such as the photodetectors of the gedanken approach, one can reach a better scaling. Indeed, in Sec. 8.2.2 we will derive that the best scaling one can reach with the multiplexing approach based on the frequency comb, is a measurement time independent of \( N_{\text{max}} \).

We demonstrate that the multiplexed measurement and the binary decimation scale similarly. However, the multiplexed measurement is not based on a decimation of the photon number information as former protocols, it recovers all the information at the same time. Moreover, by describing its dynamics, one can show that the multiplexed photon number measurement is a continuous measurement which is not the case for the binary decimation.

### 7.2.2 Dynamics of a qubit driven by a comb

In this section, we will focus on the dynamics of the multiplexing qubit when it is probed by a frequency comb. The goal is to study its emission rate as every time it emits a photon, the storage and the transmission line many modes are entangled and information about the storage photon number is extracted out of the system. We will not take into account the dispersive coupling of the multiplexing qubit with the storage mode. It will be added later in Sec. 8.2. Removing the dispersive coupling is not an issue as we are going to study the multiplexing qubit dynamics under the approximation that the frequency comb is infinite. In this case, the qubit dynamics stays the same when its resonant frequency is shifted by \( \chi_{\text{s,mp}} \), thus the qubit dynamics is independent on the storage state.

---

5 Here we are talking about the smallest measurement time one can have when using a detection setup recovering all the information without noise.
### 7.2.2.1 Hamiltonian evolution

We consider a single qubit driven by a frequency comb with \(2p + 1\) frequency peaks at every \(f_{\text{mp}} + k\chi_{\text{s,mp}}/2\pi\) for \(-p \leq k \leq p\). Thus, the frequency comb is centered on the qubit frequency \(f_{\text{mp}}\). In the frame rotating at the qubit frequency, the Hamiltonian reads

\[
H(t) = \frac{\Omega}{2} \left( \sum_{k=-p}^{p} \cos(k\chi_{\text{s,mp}}t) \right) \sigma_{x,\text{mp}}.
\]  

(7.12)

Surprisingly, there is no term in \(\sigma_{y,\text{mp}}\) even if the qubit is driven by \(2p\) detuned tones. This is due to the symmetry of the comb with respect to the qubit frequency. The term in \(\sigma_{y,\text{mp}}\) is anti-symmetric in \(k\) and its sum over all the value of \(k\) vanishes and the qubit dynamic will only be in the \(yz\)-plane of the Bloch sphere. After a time \(t\), the qubit state will thus be rotated around the \(x\)-axis of the Bloch sphere by an angle \(f(t)\) with

\[
f(t) = \Omega t \sum_{k=-p}^{p} \text{sinc}(k\chi_{\text{s,mp}}t),
\]

(7.13)

where \(\text{sinc}(x) = \sin(x)/x\). For large integers \(p\), we can approximate the sum as

\[
\sum_{k=-\infty}^{+\infty} \text{sinc}(\pi k T) = \frac{1}{T},
\]

(7.14)

which is valid for \(0 < T < 2\). Note that for a small number of peaks \(2p + 1\), this approximation is invalid close to \(T = 0\) or \(2\). The expression allows us to approximate \(f(t)\) for \(0 < \chi_{\text{s,mp}}t/2\pi < 1\). It is then simple to derive \(f(t)\) at any time \(t\) since it is periodic up to the term in \(k = 0\). With this we get

\[
f(t) \approx \pi \frac{\Omega}{\chi_{\text{s,mp}}} + 2\pi \frac{\Omega}{\chi_{\text{s,mp}}} \left[ \frac{t\chi_{\text{s,mp}}}{2\pi} \right] =: \bar{f}(t),
\]

(7.15)

where \([x]\) is the integer part of \(x\). Therefore the rotation angle \(f(t)\) evolves by steps. A comparison of the actual \(f(t)\) and of the staircase approximation for a comb with 21 frequencies \((p = 10)\) is shown in Figure 7.5. To put it simply, the action of the comb consists in performing a Rabi rotation on the qubit by discrete steps instead of a continuous evolution as is the case for a single driving frequency. At each period \(2\pi/\chi_{\text{s,mp}}\), the qubit rotates almost instantaneously by an angle \(2\pi \frac{\Omega}{\chi_{\text{s,mp}}}\). This results can be understood as a consequence of Fourier transform properties. The Fourier transform of a comb being a comb, the frequency comb pulse is in fact a time comb of period \(2\pi/\chi_{\text{s,mp}}\).

Without decoherence, if the qubit starts in state \(|g\rangle\) at time \(t_0\), the qubit state after a time \(t\) reads

\[
|\psi(t)\rangle \approx \cos \left( \Omega \pi \frac{t-t_0}{\chi_{\text{s,mp}} \frac{2\pi}{2\pi}} \right) |g\rangle + i \sin \left( \Omega \pi \frac{t-t_0}{\chi_{\text{s,mp}} \frac{2\pi}{2\pi}} \right) |e\rangle.
\]

(7.16)

Let us focus on some particular values of \(\frac{\Omega}{\chi_{\text{s,mp}}}\).
Figure 7.5: Exact rotation angle $f(t)$ in blue and its staircase approximation $\bar{f}(t)$ in red. The duration of each step is equal to $2\pi/\chi_{s,mp}$ and its height to $\frac{2\pi\Omega}{\chi_{s,mp}}$. The quality of the approximation improves as the number of peaks $2p + 1$ in the comb gets larger. The fact that the trajectory starts with a half-jump is a particularity of having assumed that all comb components have the same phase at $t = 0$. Random initial phases of the signals (e.g., due to initializing the qubit after its photon emission into the measuring transmission line at a random time) would most often position $t = 0$ on a flat portion of the staircase.

- If $\frac{\Omega}{\chi_{s,mp}}$ is integer, the staircase approximation with $\bar{f}(t)$ keeps the qubit in $|g\rangle$ at all times, just performing a full rotation on the Bloch sphere at each Rabi pulse. In presence of relaxation, a photon loss can only happen during the short duration of the Rabi pulse, which decreases as $1/(p + 1)$. One can say that the frequency comb has barely no effect on the qubit.

- If $\frac{\Omega}{\chi_{s,mp}}$ is half-integer, the staircase approximation with $f = \bar{f}$ makes the qubit state jump periodically between $|g\rangle$ and $|e\rangle$. Intuitively, one can expect that this maximal extent of the evolution on the Bloch sphere entails a maximal qubit emission. This will be confirmed in Sec. 7.3.3.2.

Now we describe the Hamiltonian dynamics of the multiplexing qubit, one need to add the relaxation in order to understand multiplexing qubit emission and the entangling process between the storage and the transmission line.

7.2.2.2 Integrated qubit dynamics in the presence of relaxation

In the following, we use the infinite comb approximation $f(t) \approx \bar{f}(t)$. This allows us to integrate the qubit dynamics exactly. The continuous photon decay at rate $\Gamma_{1,mp}$ is interrupted by discrete Rabi rotations at discrete times. The qubit state is confined in the $y - z$ plane of the Bloch sphere. Under this approximation, after the Rabi pulse number $k + 1$, the qubit state is given by

$$
\begin{pmatrix}
y(kT + T) \\
z(kT + T)
\end{pmatrix}
= \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
e^{-\Gamma_{1,mp}T/2}y(kT) \\
e^{-\Gamma_{1,mp}T}z(kT) + (e^{-\Gamma_{1,mp}T} - 1)
\end{pmatrix}
$$

(7.17)

where $T = 2\pi/\chi_{s,mp}$ is the period, $\theta = \frac{2\pi\Omega}{\chi_{s,mp}}$ is the angle spanned in the Bloch sphere during a discrete jump. The origin of time $t = 0$ is chosen to start just after a Rabi jump.
7.2 Characteristics of the Multiplexed Fluorescence Measurement
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Figure 7.6: Average qubit excited state population when the qubit is probed by an infinite frequency comb. The green dashed line give the ratio $\Omega/\chi_{s,\text{mp}}$ for which the Rabi pulses are either $\pi$-pulses or $2\pi$-pulses.

The permanent solution of this discrete-time map right after a step is

$$
\bar{y}(kT) = \frac{e^{\Gamma_{1,\text{mp}} T/4} \sinh(\Gamma_{1,\text{mp}} T/2) \sin \theta}{\cosh(3\Gamma_{1,\text{mp}} T/4) - \cos \theta \cosh(\Gamma_{1,\text{mp}} T/4)} ,
$$

$$
\bar{z}(kT) = \frac{\sinh(\Gamma_{1,\text{mp}} T/2)(e^{-\Gamma_{1,\text{mp}} T/4} - e^{\Gamma_{1,\text{mp}} T/4} \cos \theta)}{\cosh(3\Gamma_{1,\text{mp}} T/4) - \cos \theta \cosh(\Gamma_{1,\text{mp}} T/4)} .
$$

(7.18)

The average qubit excited state population over one period in the permanent regime reads

$$
p_e(\Omega/\chi_{s,\text{mp}}) := \frac{1}{T} \int_0^T \langle e| \rho(t) |e \rangle = \frac{1 - e^{-\Gamma_{1,\text{mp}} T} (1 + \bar{z}(kT))}{2} .
$$

(7.19)

When using the parametrization $c \equiv \cos(\theta)$, one easily checks that $p_e$ is a strictly decreasing function of $c \in [-1, 1]$. As a function of $\theta$, it has maxima for $\theta = (2k + 1)\pi$ (i.e. $\Omega/\chi_{s,\text{mp}}$ half integer) and minima for $\theta = 2k\pi$ (i.e. $\Omega/\chi_{s,\text{mp}}$ integer). The latter are no surprise and give $p_e = 0$ as the Rabi pulse is a $2\pi$-pulse and takes the state from $|g\rangle$ back to $|g\rangle$ (see Fig. 7.6); for finite number of peaks in the comb $2p + 1$, the Rabi pulse is not instantaneous and $p_e > 0$ at these minima. The maximum is reached when the Rabi pulse is a $\pi$-pulse and its value would be $p_e = \tanh(\Gamma_{1,\text{mp}} T/2) / \Gamma_{1,\text{mp}}$ with the infinite-comb approximation (see Fig. 7.6).

According to this approximation, the average rate of photon emission, which is linked to the measurement strength (each photon reveals information about the qubit frequency and hence the photon number), is thus $p_e \Gamma_{1,\text{mp}} = \tanh(\Gamma_{1,\text{mp}} T/2) / \Gamma_{1,\text{mp}}$ with the optimal choice of $\Omega = \chi_{s,\text{mp}}/2 + k\chi_{s,\text{mp}}$, where $k$ is integer.

- At fixed $T = 2\pi/\chi_{s,\text{mp}}$, the emission rate increases with $\Gamma_{1,\text{mp}}$ and converges towards $\chi_{s,\text{mp}}$. For $\Gamma_{1,\text{mp}} \gg \chi_{s,\text{mp}}$, the qubit has the time to fully relax during one period. Therefore, in simple terms, at each period in the stepwise evolution, the qubit is excited and then releases deterministically a single photon into the output transmission line.
Likewise, for a fixed $\Gamma_{1,\text{mp}}/\chi_{s,\text{mp}}$ (thus fixed probability $p_e$ to emit a photon during a period), the average emission rate increases when $T$ decreases. Therefore the average emission rate increases as $\chi_{s,\text{mp}}$.

For a fixed $\Gamma_{1,\text{mp}}$, the largest average emission rate is obtained for $\chi_{s,\text{mp}}$ as large as possible, but it saturates at $PT_{1,\text{mp}} = \Gamma_{1,\text{mp}}/2$. This is consistent with the fact that $\Gamma_{1,\text{mp}}$ is a hard limit on the photon emission rate.

Surprisingly, we have found that the entanglement dynamics here is the same as that in the gedanken experiment. Here, the frequency comb is equivalent to a $\pi$ pulse when $\Omega/\chi_{s,\text{mp}} = 1/2$, and the entanglement between the storage and the transmission line is simply due to the spontaneous emission of the multiplexing qubit. The only difference is that the gedanken experiment contains only one $\pi$ pulse, whereas the multiplexed measurement is a time series of multiple $\pi$ pulses. Thus, the multiplexed measurement can be seen as the gedanken experiment repeated every time $T$ with a heterodyne detection setup.

Based on these entanglement dynamics, we can conclude that the multiplexed measurement is continuous in time, that the ratio $\Omega/\chi_{s,\text{mp}}$ enables us to continuously tune the multiplexing qubit emission rate, and that the measurement rate is not constant. Indeed, as the emission rate is periodic at the frequency $\chi_{s,\text{mp}}/2\pi$, we might expect that the measurement rate does the same. This raises a cross-talk issue that becomes evident at the numerical demodulation step of the heterodyne detection. As mentioned in Sec. 7.1.3, there is cross-talk between the records $\{r_k\}_k$ (and even between the records $\{I^{(k)} + iQ^{(k)}\}_k$) “due” to the numerical demodulation. During the excitation of the frequency comb, the expected value of the qubit lowering operator $\langle \sigma_{-\text{mp}}(t) \rangle$ oscillates at the frequency $\chi_{s,\text{mp}}/2\pi$. This means that the Fourier transform of $\langle \sigma_{-\text{mp}}(t) \rangle$ contains peaks that can be detuned by multiples of $\chi_{s,\text{mp}}/2\pi$. We will confirm these peaks when measuring the spectral density in Sec. 7.3.3.2. Thus, even if the storage mode state is a Fock state, we will obtain a non-null averaged signal for all the records $r_k$. This cross-talk can be suppressed using an advanced demodulation waveform instead of the cosine and sine functions of constant amplitude [187, 188].

This qubit dynamics raises another question; that is, what is the link between the measurement rate and the measurement-induced dephasing. Indeed, we expect to extract information about the storage photon number every time the multiplexing qubit emits a photon. This means that we want to maximize the probability that the multiplexing qubit is excited in order to maximize the measurement-induced dephasing. However, our detection setup is based on heterodyne detection; its purpose, therefore, is to measure the coherence of the qubit. We would prefer to maximize the coherence of the multiplexing qubit, as this will allow us to maximize the measurement rate. Based on these considerations, it seems that the measurement rate will not be proportional to the measurement-induced dephasing rate. We will examine this point in more detail in Sec. 7.4.

Here, the study of the measurement dynamics allows us to conclude that the multiplexed measurement is a continuous measurement in terms of both time and strength. In fact, we have obtained an even more interesting result; that is, the multiplexed measurement shows how a frequency comb has enabled a new dynamics (compared to the
Bloch dynamics) and, thereby, a new entangling process, which may open the door to new experiments. Another use of microwave combs can be seen in the work of Gertler et al.; they use two frequency combs to engineer an autonomous stabilization of a cavity photon parity [189]. The infinite frequency comb approximation will be used in the next chapter to derive the measurement-induced dephasing rate of the multiplexed photon number measurement. It is worth noting, however, that this approximation has already been useful, as it has enabled us to qualitatively describe the multi-frequency resonance fluorescence of the multiplexing qubit.

### 7.3 Resonance Fluorescence of a Qubit with a Frequency Comb

In the first chapter of this thesis, we discussed the fluorescence of a qubit (see 2.4.3). At that point, however, we only addressed the coherent elastic scattering of the qubit. In this section, we will study the resonance fluorescence of the multiplexing qubit, defining the concepts of coherent and incoherent emission and elastic and inelastic scattering. All these concepts are connected to spectral density of the qubit emitted field, which has already been studied for a qubit probed at a single frequency [67, 68, 190, 171, 191]. One of the most famous manifestations of the spectral density is the Mollow triplet [67]. Here, we will look at the qubit emitted field spectral density as it applies to a multi-resonance fluorescence; this is when a multiplexing has multiple resonance frequencies, each of which is probed by a frequency comb.

After a theoretical section to define and derive the relations between the relevant quantities (emission rate, auto-correlation functions, spectral densities,...), the spectral density of the output field will be studied through four experiments which differs either by the drive (single frequency or frequency comb), by the state of the storage (vacuum or coherent state $|\alpha\rangle$), by the physical parameters sweep along the experiment (drive amplitude $\Omega$ or coherent state amplitude $\alpha$) or by the normalization used (normalization by the noise, by the reflected comb when the storage contains about 100 photons or both). The Tab. 7.1 summarizes the parameters of each experiments and their goals.

#### 7.3.1 Qubit scattering

**Remark:** For the sake of simplicity, in this section we will use the same notation as that used in Sec. 2.4.3 for the qubit fluorescence.

#### 7.3.1.1 Coherent and incoherent emissions

The fluorescence field amplitude $\langle a_{\text{out}} \rangle$ studied in Sec. 2.4.3 is defined as the coherent part of the qubit field [61]. We can define a coherent emission $I_{\text{coh}}$ as

$$I_{\text{coh}}(t) = |\langle a_{\text{out}}(t) \rangle|^2 = \alpha_{\text{in}}^2(t) - \sqrt{\Gamma_c}\alpha_{\text{in}}(t)\langle \sigma_x \rangle(t) + \Gamma_c \langle \sigma_x \rangle^2(t) \frac{4}{4},$$

(7.20)

where $\Gamma_c$ is the coupling rate between the qubit and the transmission line used to record the fluorescence field (see Sec. 2.4.3) and the last equality is obtained for a coherent input drive $\alpha_{\text{in}}$ with a phase $\phi_d = 0$. Interestingly, the coherent emission contains the
stimulated emission of the qubit \( \sqrt{\Gamma_c} \alpha_{in} \langle \sigma_x \rangle \) and the coherent part of the spontaneous emission of the qubit \( \Gamma_c \langle (\sigma_x)^2 \rangle / 4 \). Indeed, even if the spontaneous emission is a stochastic process, it still contains a coherent part as it is proportional to the qubit’s excited-state population, which depends on the drive strength. This coherent emission (expressed in photon/Hz) can be compared to the total emission \( I_{tot} \) or photon rate \( \langle a^{\dagger}_{out}(t)a_{out}(t) \rangle \), which reads

\[
I_{tot}(t) = \langle a^{\dagger}_{out}(t)a_{out}(t) \rangle = |\alpha_{in}|^2(t) - \frac{\Omega(t)}{2} \langle \sigma_x \rangle(t) + \Gamma_c \frac{1 + \langle \sigma_x \rangle(t)}{2}.
\]  

(7.21)

The first term is the photon flow of the input drive, reflected off the qubit. The second term corresponds to the absorption and stimulated emission of photons by the qubit due to the input drive. As expected, this term’s weight increases with the amplitude of the drive \( \alpha_{in} = \Omega/(2\sqrt{\Gamma_c}) \). The last term is the spontaneous emission of the qubit, which is given by the product of the qubit excitation probability and of the spontaneous relaxation rate in the transmission line \( \Gamma_c \). When looking at the time dependence of the photon rate \( I_{tot} \), we can see that it oscillates when the qubit undergoes Rabi oscillations. This makes sense, as the qubit acts as a “single photon reservoir” for the drive. The qubit absorbs and emits photons, following the oscillation pattern of the Rabi oscillations. When averaged over time, the photon rate is equal to \( |\alpha_{in}|^2 \), which is the photon rate of the input drive. For a long drive, the phase of the Rabi oscillations becomes random, due to the stochastic spontaneous emission, and the qubit state converges towards its
steady state. The photon rate stops oscillating and converges towards the steady-state value

\[ I_{\text{tot}}(t \to +\infty) = |\alpha_{\text{in}}|^2 - \frac{\Omega}{2} x_\infty + \Gamma_c \frac{1 + z_\infty}{2} = |\alpha_{\text{in}}|^2, \]  

(7.22)

where \( x_\infty \) and \( z_\infty \) are the qubit steady-state Bloch coordinates (see Eq. (2.54)) and we assume that \( \Gamma_c = \Gamma_1 \). In this steady state, the total photon rate of the reflected drive is always equal to that of the input drive.

However, when looking at the coherent emission \( I_{\text{coh}} \), we can see that it is in fact not equal to the photon rate \( I_{\text{tot}} \); specifically, the steady-state value of the coherent emission is smaller than \( |\alpha_{\text{in}}|^2 \). The difference between the two is defined as the incoherent emission of the qubit \( I_{\text{inc}} \):

\[ I_{\text{inc}}(t) = I_{\text{tot}}(t) - I_{\text{coh}}(t) = \Gamma_c \left( \frac{1 + \langle \sigma_z \rangle(t)}{2} - \frac{\langle \sigma_x \rangle^2(t)}{4} \right). \]  

(7.23)

The existence of an incoherent emission by the qubit was expected, as the amplitude of the reflected coefficient of the qubit is smaller than 1 at resonance, even if no transmitted signal was considered. The energy missing in the coherent emission is emitted incoherently by the qubit.

It is interesting to note that both the coherent and incoherent emissions can be measured and related to work and heat transfers in quantum thermodynamics [169].

In this thesis, we will focus on the spectral density of the output field (see below for the definition), which can be split into the elastic and inelastic scattering of the qubit.

### 7.3.1.2 Elastic and inelastic scattering

The coherent and inelastic emissions and the photon rate defined in the last section (see Eqs. (7.20), (7.23), and (7.21)) do not take into account the frequency of the photons. In the lab frame, the mode \( a_{\text{out}} \) is defined as [62, 48]

\[ a_{\text{out}}(t) = -i \sqrt{\frac{2}{\pi}} \int_{-\infty}^{+\infty} d\omega a_{\rightarrow \omega}(\omega)e^{-i\omega t}, \]  

(7.24)

where \( a_{\rightarrow \omega}(\omega) \) is the propagating mode of the transmission line oscillating at the frequency \( \omega \) and moving away from the multiplexing qubit[6]. The time evolution of \( a_{\text{out}}(t) \) gives the decomposition over the modes \( a_{\rightarrow \omega}(\omega) \) and, thus, gives the frequency of the \( a_{\text{out}}(t) \) photons.

As the qubit is a non-linear system, the photon can be inelastically scattered. This means that the photon emitted by the qubit has a frequency different from the one belonging to the drive. The photon rate can be characterized by its spectral density \( S_{\text{out}}(\omega) \). For the rest of the section, we consider that the drive amplitude \( \alpha_{\text{in}} \) is real and constant and that the system state is in a stationary regime. Thus, the spectral density is defined as [67]

\[ S_{\text{out}}(\omega) = \frac{1}{2\pi} \int g_{\text{out}}(\tau)e^{-i\omega \tau} d\tau, \]  

(7.25)

6 This equation is only valid if we assume that the system only responds to frequencies close to \( \omega_{mp} \) [62].
where \( g_{\text{out}}(\tau) \) is the field correlation function defined as [8]

\[
g_{\text{out}}(\tau) = \langle a_{\text{out}}^\dagger(t + \tau)a_{\text{out}}(t) \rangle, \tag{7.26}
\]

which does not depend on the time \( t \) for a stationary process. The relation between the spectral density and the correlation function in Eq. (7.25) comes from the Wiener–Khinchin theorem [67, 8]. In the lab frame, the correlation functions read

\[
g_{\text{out}}(\tau) = |a_{\text{in}}|^2 e^{i\omega_d \tau} - \sqrt{\Gamma_c} \langle (a_{\text{in}}^\dagger(t + \tau)\sigma_-(t) + \langle \sigma_+(t + \tau) a_{\text{in}}(t) \rangle + \Gamma_c \langle \sigma_+(t + \tau) \sigma_-(t) \rangle. \tag{7.27}
\]

The correlation function \( g_{\text{out}}(\tau) \) contains three terms. The first one is the correlation function of the input drive, and the second one is the cross-correlation between the input drive and the qubit. As we are in the stationary regime (meaning that the qubit has reached its steady state), the stochastic spontaneous emission of the qubit has randomized the phase of the Rabi oscillation. Thus, the \( \sigma_- \) and \( a_{\text{in}} \) operators are uncorrelated. The correlation function \( g(\tau) \) becomes

\[
g_{\text{out}}(\tau) = |a_{\text{in}}|^2 e^{i\omega_d \tau} - \frac{\Omega}{2} \langle \sigma_+ e^{i\omega_d \tau} + \Gamma_c \langle \sigma_+(t + \tau) \sigma_-(t) \rangle. \tag{7.28}
\]

The last term of the correlation function \( g_{\text{out}}(\tau) \) is more difficult to compute. The only stochastic event that can make the operators \( \sigma_- \) and \( \sigma_+ \) uncorrelated is a spontaneous emission, which happens at the rate \( \Gamma_1 \). Thus, we expect to have correlations between \( \sigma_- \) and \( \sigma_+ \) for times \( \tau \) that are smaller than \( \Gamma_1 \). The expression of the correlation \( \langle \sigma_+(t + \tau) \sigma_-(t) \rangle \) can be found in Ref. [67]: here, we will use its Fourier transform, which is derived in the same reference, to obtain the spectral densities:

\[
S_{\text{out}}(\omega) = |a_{\text{in}}|^2 \delta(\omega - \omega_d) - \frac{\Omega}{2} x_{\infty} \delta(\omega - \omega_d) + \frac{\Gamma_1 \Omega^2}{2\pi} \left[ 1 + z_{\infty} (\omega - \omega_d)^2 + \Omega^2/2 + \Gamma_1^2 \right] \frac{1}{d(i(\omega - \omega_d))^2}, \tag{7.29}
\]

where \( d(s) = (s + \Gamma_1)((s + \Gamma_2)^2 - (\omega_1 - \omega_d)^2) + \Omega^2(s + \Gamma_2) \).

The first term of the spectral density is the spectral density of the reflected input drive, which only contributes to the angular frequency \( \omega_d \). The second term \(-\frac{\Omega}{2} x_{\infty} \delta(\omega - \omega_d)\) is the combination of two phenomena: the absorption by the qubit, which is negative, and the stimulated emission of the qubit, which is positive. As expected, the qubit only absorbs and emits photons by stimulation, at the drive angular frequency \( \omega_d \). Due to the spontaneous emission, the absorbed photon rate is higher than the rate of photons emitted by stimulation; thus, this second term is, overall, negative. The last term, which is the spectral density of the spontaneous qubit emission, is the sum of two sub-terms. The first of these sub-terms, which contributes only to elastic scattering, is the coherent scattering of the qubit. The second sub-term, which contributes to both elastic and inelastic scattering, is the incoherent scattering of the qubit [67]. The expression of the coherent scattering is easy to understand, as it is simply the coupling

---

7 The Wiener–Khinchin theorem is valid for any stationary and stochastic process. Thus, it allows us to derive the spectral density of both the coherent and incoherent emissions.
rate times the qubit coherence. The expression of the second sub-term is more difficult to explain; we first notice the factor \((1 + z_{\infty})/2\), which is the qubit excited population. As expected, the incoherent emission must be proportional to both the coupling rate and the qubit excited population. The rest of the term depends strongly on the value of \(\Omega\) compared to \(\Gamma_1, \Gamma_2\) and to the detuning \((\omega_q - \omega_d)^2\). One interesting regime is defined as \(\Omega \gg \Gamma_1, \Gamma_2, |\omega_q - \omega_d|\); this leads to the so-called Mollow triplet.

### 7.3.1.3 Mollow triplet

The spectral density can be simplified in the regime \(\Omega \gg \Gamma_1, \Gamma_2, |\omega_q - \omega_d|\). Here, \(z_{\infty}\) tends towards \(1/2\), \(x_{\infty}\) and \(y_{\infty}\) tend towards 0, and \(\Omega x_{\infty}\) tends towards \(\Gamma_1\). Moreover, the incoherent scattering of the qubit takes the form derived in Ref. [67], such that the spectral density reads

\[
S_{\text{out}}(\omega) = |\alpha_m|^2 \delta(\omega - \omega_d) - \frac{\Gamma_1}{2} \delta(\omega - \omega_d) \\
+ \frac{\Gamma_e}{2} \left[ \frac{(\Gamma_1 + \Gamma_2)/4}{(\omega - \omega_d - \Omega)^2 + \left(\frac{\Gamma_1 + \Gamma_2}{2}\right)^2} + \frac{\Gamma_2}{(\omega - \omega_d + \Omega)^2 + \left(\frac{\Gamma_1 + \Gamma_2}{2}\right)^2} \right],
\]

(7.30)

where the last term, which is the spectral density of the incoherent qubit scattering, is the sum of three Lorentzian functions, known as the Mollow triplet [67, 68, 190, 171, 191]. This means that the qubit emits incoherent photons at the angular frequencies \(\omega_d + \Omega\) and \(\omega_d - \Omega\). This frequency conversion does not break the energy conservation.

The mean energy flow of the Mollow triplet is equal to \(\Gamma_e \hbar \omega_d\), while the energy flow coming from the drive and absorbed by the qubit is equal to \(\Gamma_1 \hbar \omega_d\). If the qubit is strongly coupled to the transmission line, these two energy flows are equal. If another decay channel exists for the qubit, a part of the absorbed energy is lost into this channel. The energy is still conserved, but the energy flow emitted by the qubit in the transmission line is smaller than the one that is absorbed.

This frequency conversion can easily be explained by using a dressed model to describe the qubit-drive system [61]. In this model, the drive is described as a lossy harmonic mode \(a\) that is resonant with the qubit; this mode interacts with the qubit through an exchange interaction \(\hbar g (a \sigma_+ + a^\dagger \sigma_-)\). We note \(|g, N\rangle\) and \(|e, N\rangle\), the system states corresponding to the qubit in its ground and excited states, respectively, with \(N\) photons in the drive. As the drive is resonant with the qubit, the states \(|e, N\rangle\) and \(|g, N + 1\rangle\) have the same energy. The exchange interaction lifts the degeneracy, and the new eigenstates are \(|+, N + 1\rangle = (|e, N\rangle + |g, N + 1\rangle)/\sqrt{2}\) and \(|-, N + 1\rangle = (|e, N\rangle - |g, N + 1\rangle)/\sqrt{2}\). The eigenvector’s energies are \((N + 1)\hbar \omega_q + \hbar \Omega/2\) and \((N + 1)\hbar \omega_q - \hbar \Omega/2\) (see Fig. 7.7) with \(\Omega = \hbar g \sqrt{\langle N\rangle}\) being the Rabi angular frequency and \(\langle N\rangle\) being the mean photon number of the drive [61]. When the system decays from the sub-space \{|+, N + 1\rangle, |-, N + 1\rangle\} to the subspace \{|+, N\rangle, |-, N\rangle\},
photons with three different frequencies can be emitted: $\omega_q$, $\omega_q + \Omega$, and $\omega_q - \Omega$. Here, we retrieve the same frequencies as the Mollow triplet. On average, there is twice the number of decay channels emitting a photon with the frequency $\omega_q$ than there is emitting a photon with the frequency $\omega_q \pm \Omega$ (see the number of arrows in Fig. 7.7). We also see this result when looking at the amplitude of each Lorentzian function of the Mollow triplet. In Eq. (7.30), the Lorentzian function centered on $\omega_d$ is twice taller than Lorentzian functions that are centered on $\omega_d \pm \Omega$, while half of the incoherent scattering is around the frequency $\omega_d$.

We will now describe the spectral density of the reflected field and explain how we are able to measure it.

### 7.3.2 Resonance fluorescence measurement

#### 7.3.2.1 Principle

In practice, we cannot measure the correlation function $g(\tau)$ directly; instead, the output field $a_{\text{out}}$ is first amplified and mixed with an idler mode by a phase-sensitive amplifier (see Sec. 4.3.3.2) and, after a frequency down-conversion, the intermediate frequency (IF) $s_{\text{IF}}(t)$ signal is digitized (see Sec. 4.3). The $s_{\text{IF}}(t)$ signal is a stochastic signal, a part of which oscillates at the angular frequency $\omega_{\text{IF}}$, with a complex stochastic envelope $s_0(t) = I(t) + iQ(t)$. The goal of the numerical demodulation when performing a heterodyne detection is to recover the best estimation of this complex envelope. It has been shown in Ref. [192] that the correlation function of the complex record $s_0(t)$ is related to $g_{\text{out}}(\tau)$ through the following relationship:

$$
\langle s_0^*(t+\tau)s_0(t) \rangle = \frac{\hbar \omega_{\text{IF}} Z_0}{2} (G g_{\text{out}}(\tau) + N_{\text{n}} \delta(\tau)) e^{-i\omega_d \tau}, \quad (7.31)
$$
where $G$ is the gain of the phase-sensitive amplifier, $N_n$ is the noise added by the amplification process, and $Z_0$ is the transmission line impedance. Similarly to Eq. (7.24), Eq. (7.31) is only valid when we assume that the system responds around the frequency $\omega_{\text{mp}}$.

In this thesis, we have decided to use the stochastic IF signal $s_{\text{IF}}(t)$ to measure the correlation function. The complex envelope $s_0(t)$ is obtained by demodulating the RF signal at the frequency $-f_{\text{IF}}$⁸ (or the angular frequency $-\omega_{\text{IF}}$) at the point at which $f_{\text{IF}}$ tends towards infinity⁹. The demodulation has to be achieved in a time window that is equal to $k/f_{\text{IF}}$, where $k$ is an integer. Let us choose the smallest window, with a length of $1/f_{\text{IF}}$. Thus, the complex envelope $s_0(t)$ and the IF signal $s_{\text{IF}}(t)$ are related through the equation

$$s_0(t) = \lim_{f_{\text{IF}} \to +\infty} \frac{2f_{\text{IF}}}{t+1/(2f_{\text{IF}})} \int_{t-1/(2f_{\text{IF}})}^{t+1/(2f_{\text{IF}})} dt' s_{\text{IF}}(t') e^{-i\omega_{\text{IF}} t'}. \quad (7.32)$$

In App. e, we show that the Fourier transform $\tilde{g}_{s_0}(\omega)$ of the complex envelope correlation function $g_{s_0}(\tau) = \langle s_0^*(t+\tau)s_0(t) \rangle$ is related to the Fourier transform $\tilde{g}_{s_{\text{IF}}}(\omega)$ of the IF signal correlation function $g_{s_{\text{IF}}}(\tau) = \langle s_{\text{IF}}(t+\tau)s_{\text{IF}}(t) \rangle$ by

$$\tilde{g}_{s_0}(\omega) = \frac{1}{\pi^2} \tilde{g}_{s_{\text{IF}}}(\omega - \omega_{\text{IF}}). \quad (7.33)$$

As the IF signal is a stochastic and stationary process, we can use the Wiener–Khinchin theorem to express the Fourier transform $\tilde{g}_{s_{\text{IF}}}$ as its average power spectral density $\langle |\tilde{s}_{\text{IF}}(\omega)|^2 \rangle$, where $\tilde{s}_{\text{IF}}$ is the Fourier transform of $s_{\text{IF}}$. Using this relation and Eqs. (7.33) and (7.31), we can obtain the following relation between the spectral density and the Fourier transform of the IF signal:

$$\frac{\hbar\omega_{\text{mp}}Z_0}{2} (G_{\text{Sout}}(\omega + \omega_d) + N_n) = \langle |\tilde{s}_{\text{IF}}(\omega - \omega_{\text{IF}})|^2 \rangle. \quad (7.34)$$

This can be rewritten using the fact that the power spectral density $\langle |\tilde{s}_{\text{IF}}(\omega)|^2 \rangle$ is an even function and the condition $\omega_d = \omega_{\text{mp}} = \omega_{\text{RF}} = \omega_{\text{LO}} - \omega_{\text{IF}}$ of a resonant drive, as

$$\langle |\tilde{s}_{\text{IF}}(\omega)|^2 \rangle = \frac{\hbar\omega_{\text{mp}}Z_0}{2} (G_{\text{Sout}}(\omega_{\text{LO}} - \omega) + N_n). \quad (7.35)$$

In practice, the IF signal is digitized; thus, we have to ensure that the discrete Fourier transform of the sampled IF signal is equal to the Fourier transform of the continuous IF signal. The Nyquist-Shannon theorem states that this is the case if the IF signal does not contain a frequency that is above half of the analog-to-digital converter (ADC) sampling frequency; i.e. meaning there is no spectral aliasing. This is ensured by the low-pass filter used after the down-conversion (see Sec. 4.3), which has a frequency cut-off, equal to 200 MHz, that is below half of the ADC sampling frequency (equal to 250 MHz). This also means that only a spectrum in the range of 200 MHz around the multiplexing qubit frequency can be probed using our heterodyne detection setup.

---

⁸ We are using the lower side band for our heterodyne detection setup; thus, $\omega_d = \omega_{\text{RF}} = \omega_{\text{LO}} - \omega_{\text{IF}}$ and the IF signal oscillate at $-\omega_{\text{IF}}$. See Sec. 4.3

⁹ If $f_{\text{IF}}$ stays finite, as it would in a real demodulation process, we do not obtain $s_0(t)$ but an estimation of $s_0(t)$, which is filtered by the demodulation process.
7.3.2.2 Measurement

In order to probe the Mollow triplet, we probe the multiplexing qubit and record, during $T_m = 8.192$ µs, the IF signal that has been digitized following the down-conversion of the multiplexing qubit fluorescence field. The discrete Fourier transform of the digitized IF signal is computed using the fast Fourier transform algorithm. The absolute value of the measured spectrum is raised to the power 2, before averaging over 450,000 repetitions of the experiment. Due to the finite measurement time $T_m$, the average power spectral density $S_{IF}(\omega)$ measured is

$$S_{IF}(\omega, T_m) = \langle |\tilde{s}_{IF(T_m)}(\omega)|^2 \rangle = \frac{T_m}{2\pi} \langle |\tilde{s}_{IF} * \text{sinc}(\omega T_m/2)|^2 \rangle,$$

in which the symbol $*$ denotes the convolution product. For larger measurement times, we have the relationship [8]

$$\lim_{T_m \to \infty} S_{IF}(\omega, T_m) = \langle |\tilde{s}_{IF}|^2 \rangle. \quad (7.37)$$

The experiment is then repeated, this time without using a probe as a reference. This second measurement enables us to measure the noise coming from the amplification
process and to calibrate the dependence of the amplifier gain on the frequency. We denote this reference spectrum as $S_{\text{ref}}(\omega)$. As $T_m$ is much larger than both the typical auto-correlation time and $2\pi/\chi_{s,\text{mp}}$, we can perform the approximation $S_{\text{IF}}(\omega, T_m) = S_{\text{IF}}(\omega, +\infty)$. We define the normalized spectral density as

$$
\frac{S_{\text{IF}}(\omega)}{S_{\text{ref}}(\omega)} - 1 = \frac{G}{N_n} S_{\text{out}}(\omega_{\text{LO}} - \omega).
$$

(7.38)

Under the assumption that $G/N_n$ is independent of $\omega$ (which is reasonable over the range $\omega \in [\omega_{\text{IF}} - 2\chi_{s,\text{mp}}, \omega_{\text{IF}} + 10\chi_{s,\text{mp}}]$), the normalized spectral density is proportional to the spectral density of the fluorescence field. Fig. 7.8 shows the measured normalized spectral density for various values of the drive strength $\Omega$. The measurement can be reproduced using Eq. (7.29), in which the Dirac functions are replaced by a unique Lorentzian function, thereby taking into account the finite linewidth of the RF source, the filters, and the finite measurement time. Two parameters are free and can be used to adjust the theory: the global amplitude and the linewidth of the added Lorentzian function. We obtain a good agreement between the measured spectrum and the theory using an amplitude of 0.57 and a Lorentzian linewidth of 10 kHz. The color function used in the 2D map in Fig. 7.8 saturates at 0.04, as the contribution of the reflected drive to the spectral density is about 1,000 times bigger than the multiplexing qubit incoherent emission. Using a scale adapted to the reflected drive contribution would make the Mollow triplet invisible.

Next, we describe and measure the resonant fluorescence of the multiplexing qubit for the storage mode in vacuum; i.e. for a single resonant frequency, we will look at the multi-frequency resonance fluorescence that occurs when the storage mode is populated with various Fock states.

### 7.3.3 Multi-frequency resonance fluorescence

When the multiplexing qubit is probed with the frequency comb, the spectral density of the reflected comb becomes more complex than that given in Eq. (7.29). In the infinite frequency comb regime (see Sec. 7.2.2), the qubit does not undergo a Rabi oscillation. Every time $2\pi/\chi_{s,\text{mp}}$, the qubit instantaneously rotates in the Bloch sphere, before relaxing until the next rotation. Thus, as the qubit dynamic is $2\pi/\chi_{s,\text{mp}}$-periodic, we are expecting to measure new photon emissions at frequencies detuned from the multiplexing qubit frequency by multiple of $\chi_{s,\text{mp}}$.

#### 7.3.3.1 Resonance fluorescence with a frequency comb

First, we measure the normalized spectral density when the multiplexing qubit is probed by a frequency comb and the storage mode is empty. The IF signal is digitized over a duration of 8.192 $\mu$s for various constant drive strengths $\Omega$. As most of the contribution made by the spectral density is due to the reflected comb, we use a trick to remove this trivial part. We thus perform the measurement a second time, starting from a storage mode with about 100 photons. Owing to the dispersive coupling, the normalized spectral density measured during this second measurement contains only the reflected drive spectrum. Noting that $S_{\text{IF}}(\omega, n_s)$ is the average power spectral density of the IF
Figure 7.9: The difference $\Delta S_{IF}$ between the normalized spectra of the multiplexing qubit that is probed by a frequency comb when the storage mode has 0 photon and when it has about 100 photons. The spectrum thereby obtained contains only the qubit absorption and emission. The lower graph shows the spectral difference $\Delta S_{IF}$ for various drive strengths $\Omega$. The upper graph shows four cuts of the lower graph, indicated by dashed lines.

Based on Eqs. (7.29) and (7.38), the spectral difference $\Delta S_{IF}$ contains only the qubit absorption and emission which is what we were after. Fig. 7.9 shows this spectral difference as a function of the drive strength $\Omega$. Here, it is important to note that the use of the lower sideband in the heterodyne detection (see Sec. 4.3) inverts the frequency axes (see Eq. 7.39).

As expected, the qubit absorption and emission spectrum exhibits a Mollow triplet that is centered on the IF frequency $\omega_{IF}/2\pi = 75$ MHz, with sidebands centered on $\omega_{IF} \pm \Omega$. However this is only true for $\Omega < \chi_{s,mp}$; for a large driving strength, the multi-frequency nature of the excitation modifies the incoherent emission of the qubit. The Mollow triplet sidebands seem to be localized at the angular frequencies $\omega_{IF} \pm \chi_{s,mp}/2$, and the upper sideband becomes larger than the lower sideband. This asymmetry in the Mollow triplet’s amplitude is due to the comb’s other frequencies, mainly the one at $\omega_{IF} + \chi_{s,mp}$, which corresponds to the drive that is resonant with the multiplexing qubit...
when the storage has 1 photon. For large $\Omega$, this drive is able to drive the multiplexing qubit dynamics, even if the storage contains 0 photons. Thus, an incoherent emission is generated around this drive and is superposed on the incoherent emission of the $\omega_{\text{IF}}$ drive. This explains why the incoherent emission is stronger between the two angular frequencies $\omega_{\text{IF}}$ and $\omega_{\text{IF}} + \chi_{s,mp}$.

How the incoherent emission is affected by the frequency comb is not the only interesting information contained in the spectral difference $\Delta S_{\text{IF}}$. For angular frequencies $\{\omega_{\text{IF}} + k\chi_{s,mp}\}_{k \in \mathbb{Z}}$, $\Delta S_{\text{IF}}$ contains information about the absorption and coherent emissions of the qubit. For small values of $\Omega$ (i.e. $\Omega < \chi_{s,mp}$) the multiplexing qubit absorbs the photons that originate mainly from the drive at the intermediate angular frequency $\omega_{\text{IF}}$ (which corresponds to the radio frequency $\omega_{\text{mp}}$), as it is the only frequency for which the spectral difference $\Delta S_{\text{IF}}$ is negative. At the intermediate frequencies, which correspond to 1 and 2 photons ($\omega_{\text{IF}} + \chi_{s,mp}$ and $\omega_{\text{IF}} + 2\chi_{s,mp}$), the spectral difference is negative for $\Omega/2\pi < 2$ MHz and positive for $2$ MHz $< \Omega/2\pi < 3$ MHz, meaning that the multiplexing qubit either absorbs or emits photons at those frequencies. The surprising part lies in the qubit emission that occurs at the frequencies corresponding to negative photon numbers, e.g. $\omega_{\text{IF}} - \chi_{s,mp}$ and $\omega_{\text{IF}} - 2\chi_{s,mp}$. This photon emission does not come from the frequency comb, as we have removed the comb’s contribution; rather, it comes from the multiplexing qubit. As we saw at the beginning of this section, when a qubit is probed by a frequency comb with the frequency step $\chi_{s,mp}/2\pi$, the qubit dynamics is $2\pi/\chi_{s,mp}$-periodic. Thus, the qubit coherence oscillates at $\chi_{s,mp}/2\pi$, and its coherent emission spectrum should contain emission frequencies detuned by multiples of $\chi_{s,mp}/2\pi$ from the resonant frequency $\omega_{\text{mp}}/2\pi$. This multi-frequency excited coherent emission becomes even stronger for large values of $\Omega$ ($\Omega \sim \chi_{s,mp}$). In this regime, we observe that the multiplexing qubit absorbs photons from the intermediate frequencies $\{\omega_{\text{IF}} + k\chi_{s,mp}\}_{k \in [0,3]}$, and emits photons at the intermediate frequencies $\{\omega_{\text{IF}} + k\chi_{s,mp}\}_{k \in [-4,-1]}$ and $\{\omega_{\text{IF}} + k\chi_{s,mp}\}_{k \in [4,8]}$.

Compared the resonance fluorescence with a single drive, the resonance fluorescence with a frequency comb (multi-frequency excitation) already shows major differences in the incoherent emission (namely, asymmetric emission and frequency localization) and in the coherent absorption and emission (absorption over a larger spectrum than $\Gamma_{1,mp}$, and emissions at all the angular frequencies, detuned by multiples of $\chi_{s,mp}$).

In this section, we have restricted ourselves to a multi-frequency probe (excitation); however, as the multiplexing qubit is dispersively coupled to the storage mode, we can also study multiple-frequency resonance fluorescence, which corresponds to the resonance fluorescence of a qubit that has multiple possible resonant frequencies, simultaneously probing each of them. Here, these multiple resonances of the multiplexing qubit are incoherent, as they occur due to the entanglement with the storage mode. Thus, we can expect to see the superposition of multiple spectra, each corresponding to the spectrum of a qubit driven by a comb.

7.3.3.2 Multiple-frequency resonance fluorescence with a coherent state

Here, we study the multiple resonance fluorescence by preparing the storage mode in a coherent state $|\alpha = 3\rangle$ and probing the multiplexing qubit with a frequency comb $\{\omega_{\text{mp}} - k\chi_{s,mp}\}_{k \in [0,8]}$ going from 0 to 8 photons. The IF signal is digitized over 4.096 $\mu$s,
Figure 7.10: Measured normalized spectral density $S_{IF}(\omega)$ as a function of the frequency $\omega$ and the drive strength $\Omega$ when the storage mode is initialized in a coherent state $|\alpha = 3\rangle$. Upper graph shows cuts of the lower graph for four values of $\Omega$, as indicated by the dashed lines.

and the power spectral density $S_{IF}(\omega, \pi_s = |\alpha|^2)$ is computed. To decrease the measurement time, the reference spectrum $S_{ref}$ is not measured. This experiment is only performed a second time with a coherent-state storage that has about 100 photons\textsuperscript{10}. The IF power spectral density $S_{IF}(\omega, \pi_s = |\alpha|^2)$ is normalized using the spectral density $S_{IF}(\omega, \pi_s \sim 100)$. In addition, we defined the normalized spectral density $S_{IF}(\omega, \pi_s)$ as

$$
S_{IF}(\omega, \pi_s) = \frac{S_{IF}(\omega, \pi_s)}{S_{IF}(\omega, \pi_s \sim 100)} - 1 = \frac{G S_{out}(\omega - \omega_{LO}, \pi_s) + N_n}{G S_{out}(\omega - \omega_{LO}, \pi_s \sim 100) + N_n} - 1. \quad (7.40)
$$

This normalization process is less accurate than that used in Sec. 7.3.3.1 for the comb frequencies; however, it takes half less time to be measured. This is a non-negligible bonus, as each spectral density has to be averaged by over 4 million measurements.

The experiment and its normalization are carried out for various drive strengths $\Omega$. The normalized spectral density $S_{IF}$, as a function of $\Omega$, is shown in Fig. 7.10. The normalized spectral density shows a non-linear dependency on $\Omega$. The multiplexing qubit incoherent emission reaches a maximum when $\Omega = \chi_{s, mp}/2$ and $\Omega = 3\chi_{s, mp}/2$ (the blue and green lines in the upper graph in Fig. 7.10 respectively), and a minimum when $\Omega = \chi_{s, mp}$ and $\Omega = 2\chi_{s, mp}$ (the yellow and red lines in the upper graph in Fig. 7.10, respectively). This behavior is easy to explain using the infinite comb

\textsuperscript{10} When using the double calibration procedure, as in Sec. 7.3.3.1, we first calibrated the noise and gain of the amplifiers and then removed the drive contribution. However, in order to do so, the experiment must be performed four times.
approximation (see Sec. 7.2.2). With this approximation, the qubit undergoes discrete and instantaneous rotations in the Bloch sphere at an angle of $2\pi\Omega/\chi_{s,mp}$ every time $2\pi/\chi_{s,mp}$, relaxing between these rotations. Thus, when $\Omega$ is equal to a half integer of times $\chi_{s,mp}$, the instantaneous rotations are $\pi$-pulses, and we can show that this specific value of $\Omega$ maximizes the qubit emission rate (see Sec. 7.2.2.2). In comparison, when $\Omega$ is equal to an integer times $\chi_{s,mp}$, the instantaneous rotations are $2\pi$-pulses, and the qubit stays more or less in its ground state $|g\rangle$. There, the drive has no effect on the qubit, and the qubit emission rate is equal to zero. Here, the normalized spectral density does not reach zero when $\Omega$ is equal to an integer times $\chi_{s,mp}$, as the frequency comb is not large enough to be considered infinite. Specifically, the approximation is not valid on the border of the comb, which is where we observe a strong emission of the multiplexing qubit around the frequency corresponding to 9 photons.

7.3.3.3 From the border to the center of the frequency comb

The continuous evolution from the border to the center of the frequency comb can be studied by measuring the normalized spectral density $S_{\text{IF}}(\omega, |\alpha|^2)$ (defined in Eq. (7.40)) at a fixed driving strength $\Omega$ for various coherent states $|\alpha\rangle$ in the storage mode and with a measurement time of 8.192 $\mu$s. For $\alpha$ smaller than 1, the multiplexing qubit only has one resonance at the angular frequency $\omega_{mp}$, which corresponds to 0 photons in storage. When $\alpha$ increases, the number of resonances of the multiplexing qubit also increases. For $\alpha = 2$, the mean resonance frequency of the multiplexing qubit is in the middle of the frequency comb; thus, we expect to measure a spectral density that is in agreement with the infinite frequency comb approximation. When $\alpha$ becomes much bigger than 2, the resonances of the multiplexing qubit are far detuned, compared to the frequency comb, and the qubit emission should vanish. Figs. 7.11a and b show the measured evolution of the normalized spectral density $S_{\text{IF}}(\omega, |\alpha|^2)$ with $\alpha$ for $\Omega$ being equal to $\chi_{s,mp}/2$ and $\chi_{s,mp}$.

As expected, the multiplexing qubit emission is localized around the angular frequency $\omega_{IF}$ for $\alpha$ smaller than 1. When $\alpha$ increases, the multiplexing qubit dynamics becomes that described by the infinite comb approximation. For $\Omega = \chi_{s,mp}$ the qubit emission vanishes around $\alpha = 3$, this value is a bit higher than the one expected ($\alpha = 2$) because of the relaxation of the storage mode during the measurement. If the storage is initialized in a state with an average of $\alpha^2 = 9$ photons, we expect that it has only 1 photon on average at the end of the measurement. In comparison, the qubit emission does not vanish when $\Omega = \chi_{s,mp}/2$, which is as expected from the infinite comb approximation. When $\alpha$ is about 5, the qubit emission is not null, even for $\Omega = \chi_{s,mp}$. In this case, the multiplexing qubit is mainly resonant with the border frequency of the comb during the measurement, and the infinite comb approximation is not valid. For higher values of $\alpha$, the multiplexing qubit is resonant with none of the comb frequencies and, therefore, there is no photon emission.

To conclude this section about the fluorescence of a qubit with multiple resonances, we wish to note that the multi-resonance fluorescence of a qubit is a complex phenomenon that is only qualitatively described here. The infinite frequency comb approximation explains the dependence of the multiplexing qubit emission on the drive strength $\Omega$. In addition, the Mollow triplet seems to disappear and is replaced by a
Figure 7.11: Measured normalized spectral density $S_{IF}(\omega, |\alpha|^2)$ as a function of the amplitude $\alpha$ of the storage mode coherent state $|\alpha\rangle$. The drive strength $\Omega$ is equal to a. $\chi_{s,mp}/2$ and b. $\chi_{s,mp}$. In each figure, the upper graph shows cuts of the lower graph for values of $\alpha$, indicated by the colored dashed lines.
continuum of emissions between the comb frequencies. The multi-frequency excitation of the qubit entails a \(2\pi/\chi_{s,mp}\)-periodic dynamic for the multiplexing qubit. This leads to a strong qubit emission at all frequencies, detuned by a multiple of \(\chi_{s,mp}\).

7.4 Comparing the Information in the Coherent and Incoherent Emissions

7.4.1 Raising the problem

When a qubit is dispersively read out using a readout resonator, the probe used by the system, i.e. the readout resonator, is a linear system. Thus, the emission of the readout resonator is in theory always at the same frequency as its excitation (or drive). Moreover, assuming the output field is in a coherent state, the field is completely described by its amplitude. Thus, after a heterodyne detection, the second moment of the \(\{I, Q\}\) quadrature distribution does not provide more information about the qubit state than the first moment. This means that we can recover all the information extracted by the measurement (up to the quantum efficiency) by measuring only the \(I\) and \(Q\) quadrature with a heterodyne detection at the excitation frequency.

When measuring the fluorescence of a qubit, the frequency of the fluorescence field can differ from the frequency of the excitation, due to the inelastic scattering. The output field is no longer a coherent state and, after a heterodyne detection, the first and second moments of the \(\{I, Q\}\) quadrature distribution may contain different pieces of information. Moreover, if we perform only a heterodyne measurement at the drive frequency, we may not recover all the information up to the quantum efficiency. So, how can we quantify the amount of information we need to collect, compared to the total amount of information extracted by the multiplexing qubit (up to the quantum efficiency)?

To answer this question, we have to study the \(\{I(\omega), Q(\omega)\}\) distribution at every demodulation frequency \(\omega\) accessible through the heterodyne detection setup. These distributions contain all the information we can access. From a photon-counting perspective, we can define a photon-counting signal as the scalar product of the \(\{I(\omega), Q(\omega)\}\) distributions of the reflected drive and the one we obtain when the storage mode is in a Fock state \(|n\rangle\) and this for every frequency \(\omega\) and Fock state \(|n\rangle\).

If we assume that only the first and second moments of the distributions may differ (this implies that the amplification scheme does not affect the moments of order greater or equal than 3), comparing two distributions is equivalent to comparing the first moment (i.e. the mean value) and the second moment (i.e. the mean value of \(I(\omega)^2 + Q(\omega)^2\)) of the distributions. The average of these moments are easy to compute, as the first moment is equal to the coherent spectral density and the second moment is equal to the spectral density (or total spectral density), which contains both coherent and incoherent spectral densities and is defined by Eq. (7.25). The coherent spectral density reads

\[
S_{\text{coh}}(\omega) = \frac{1}{2\pi} \int (a^\dagger_{\text{out}}(t + \tau)) \langle a_{\text{out}}(t) \rangle e^{-i\omega\tau} = |\text{FT}(\langle a_{\text{out}}(t) \rangle)(\omega)|^2,
\]

where FT is the Fourier transform.
In this thesis, we do not access the \( \{I(\omega), Q(\omega)\} \) distributions, nor the spectral densities \( S_{\text{coh}}(\omega, \pi_s \sim 100) \) and \( S_{\text{out}}(\omega, \pi_s \sim 100) \), respectively. When subtracting these reference densities from measured spectral densities of the resonant reflected drive, we obtain the coherent and total spectral densities of the absorption and emission of the qubit. Thus, the ratio \( \eta_c \), which is defined as coherent spectral density divided by the total spectral density of the qubit absorption and emission

\[
\eta_c = \frac{\int_0^{+\infty} |S_{\text{coh}}(\omega) - S_{\text{coh}}(\omega, \pi_s \sim 100)| \, d\omega}{\int_0^{+\infty} |S_{\text{out}}(\omega) - S_{\text{out}}(\omega, \pi_s \sim 100)| \, d\omega},
\]

is the difference at every frequency \( \omega \) of the first moment of the \( \{I(\omega), Q(\omega)\} \) distribution for resonant and non-resonant drives, divided by the difference at every frequency \( \omega \) of the second moment of the same distributions. Interestingly, the numerator of \( \eta_c \) is the number of photons emitted or absorbed by the multiplexing qubit and that can be resolved by looking only at the first moment of the \( \{I(\omega), Q(\omega)\} \) distribution (i.e., by looking at the coherent part of the emission). In the same way, the denominator is the number of emitted and absorbed photons resolved by looking at the second moment of the \( \{I(\omega), Q(\omega)\} \) distribution (i.e., by looking at the coherent and incoherent part of the emission). The ratio \( \eta_c \) can thus be called a collecting ratio; that is, it is the percentage of photons we collect when measuring the coherent emission alone compared to the full emission.

If the quantum efficiency \( \eta \) gives the fraction of information we recover after the total amplification process, the ratio \( \eta_c \) says nothing about the fraction of the information missing in the first moment compare to the second. In order to define a collecting efficiency, the fraction of information we collect by only analyzing the first moment of the \( \{I(\omega), Q(\omega)\} \) distribution, we will need a more complex discussion, one that is out of the range of this thesis. However, we can easily convince ourselves that the collecting efficiency is strongly correlated to the collecting ratio we defined and that the bigger \( \eta_c \) is, the bigger the collecting efficiency should be. For example, if \( \eta_c \) is equal to 0, the coherent part of the drive should not resolve any of the photons absorbed or emitted by the qubit, and the coherent spectral density is the same whether the qubit is resonant or non-resonant. In such a case, we can convince ourselves that there is no information to recover from the coherent emission, as it does not depend on the multiplexing qubit frequency\(^{11}\).

Here, we propose to study the collecting ratio in order to determine whether we might miss pieces of information stored in the second moment of the \( \{I(\omega), Q(\omega)\} \) distribution (i.e., stored in the incoherent spectral density) and to examine whether we might improve our measurement speed by measuring the full photon emission spectrum.

\(^{11}\) In practice, this situation will never happen.
7.4 Comparing the Information in the Coherent and Incoherent Emissions

7.4.2 Measuring the collecting ratio

In order to measure the collecting ratio as a function of the drive strength $\Omega$, we probe the multiplexing qubit with a frequency comb and digitize the IF signal of the heterodyne detection setup over 4.096 µs. The (total) spectral density is related to the IF signal by Eq. (7.35). In the same way, the coherent spectral density is related to the IF signal through

$$|\langle \tilde{s}_{\text{IF}}(\omega) \rangle|^2 = \frac{\hbar \omega_{\text{mp}} Z_0}{2} G S_{\text{coh}}(\omega_{\text{LO}} - \omega),$$

with $Z_0$ being the impedance of the transmission line and $G$ being the TWPA gain. Thus, the collecting ratio reads

$$\eta_c(C_{\text{coh}}) = \int_{C_{\text{coh}}} |\langle \tilde{s}_{\text{IF}}(\omega) \rangle|^2 - |\langle \tilde{s}_{\text{IF}}(\omega) \rangle_{\pi_s \sim 100}|^2 \, d\omega,$$

where the subscript $\pi_s \sim 100$ means that the IF signal was recorded with a storage mode containing about 100 photons. The integral of the numerator is performed over the ensemble $C_{\text{coh}}$, which is the ensemble of the frequencies probed with the heterodyne detection setup when measuring only the coherent emission. In the experiments of this thesis, $C_{\text{coh}}$ is always equal to $\{\omega_{\text{IF}} + k \chi_{s,\text{mp}} \}_{0 \leq k \leq 8}$. The upper boundary of the denominator integral is replaced by half of the ADC frequency $\omega_{\text{ADC}}$, due to frequency aliasing. In our case, as the IF signal is filtered with a low-pass filter that has a frequency cut-off below $\omega_{\text{ADC}}$, there is no frequency aliasing; we are only probing the photons absorbed and emitted by the multiplexing qubit in a spectral range of about 200 MHz around its resonance frequency. As $\Gamma_{1,\text{mp}}$ and $\chi_{s,\text{mp}}$ are smaller than 100 MHz, we can assume that there is no photon absorbed or emitted by the qubit outside of the spectral range probed and that replacing the boundary $+\infty$ with $\omega_{\text{ADC}}/2$ changes nothing.

Fig. 7.12 shows the collecting ratio $\eta_c$ for various drive strengths $\Omega$ and for $C_{\text{coh}}$ equal to $\{\omega_{\text{IF}} + k \chi_{s,\text{mp}} \}_{0 \leq k \leq 8}$. The first observation is
that the collecting ratio is always strictly smaller than 1. Thus, we believe that the coherent emission does not contain all the information extracted by the multiplexing qubit.

We observe that the collecting ratio is as low as 10–15% when we probe only the coherent emission at the comb frequencies (the blue line in Fig. 7.12). In this case, as the collecting ratio is smaller than the quantum efficiency (about 19%), measuring the total emission instead of the coherent emission may lead to an increase in the measurement rate, even if the total emission is more sensitive to the quantum efficiency. When probing the coherent emission at all the frequencies between $\omega_{IF}$ and $\omega_{IF} + 8\chi_{s,mp}$ (the orange line in Fig. 7.12) the collecting ratio does not increase significantly. This means that the coherent emission mostly occurs at the comb frequency peaks in this frequency range. However, when probing the coherent emission at all frequencies (the green line in Fig. 7.12), we observe an increase in the collecting ratio of up to 20–25%. Thus, we can conclude that half of the coherent emission occurs at frequencies outside of the frequency comb. However, even when probing all the frequencies, the coherent part contains only a quarter of the photons absorbed and emitted by the multiplexing qubit.

An interesting feature is the dependence of $\eta_c$ on $\Omega/\chi_{s,mp}$. When probing the coherent emission at all frequencies, the collecting ratio shows an oscillation with $\Omega/\chi_{s,mp}$. The collecting ratio is minimal when $\Omega/\chi_{s,mp}$ is a half integer. According to the infinite comb approximation, the multiplexing qubit occurs during quasi-instantaneous $\pi$-pulses and, on average, its coherence is close to zero. These specific values of $\Omega/\chi_{s,mp}$ maximize the qubit excited population and thus maximize the qubit’s incoherent emission. In comparison, when $\Omega/\chi_{s,mp}$ is an integer, the qubit emission occurs during the $2\pi$-pulse, and the qubit’s incoherent emission is minimal.

From a coherent-emission perspective, there is a trade-off that we need to find. Maximizing the qubit emission (and thus the measurement strength, see Sec. 8.2.1) minimizes the collecting ratio and, in the same way, maximizing the collecting ratio minimizes the qubit emission (and thus the measurement strength).

CONCLUSION

Here are this chapter’s main conclusions.

- The reflection coefficient of a qubit can be measured simultaneously and at multiple frequencies using a multiplexing protocol.
- The multiplexed measurement of the reflection coefficient enables us to recover information about all storage photon numbers simultaneously.
- The multiplexed photon number measurement shows a measurement time scaling as a logarithm of the maximum photon number, as the state-of-the-art protocol: the binary decimation.

---

12 This is because, to compute the total emission, we take the square of our signal before averaging it; thus, it is more sensible to the noise.
• The multiplexed photon number measurement is continuous in both strength and time. Conversely, standard protocols are continuous in strength and discrete in time. Thus, the multiplexed photon number measurement is the first photocounting protocol that is continuous in time.

• The qubit dynamics under a frequency comb differs significantly from Rabi oscillations. The qubit periodically undergoes quasi-instantaneous rotations in the Bloch sphere.

• The resonance fluorescence of the multiplexing qubit when the latter is probed by a frequency comb differs significantly from that of the Mollow triplet. The infinite comb approximation enables a qualitative description of the qubit emission spectrum.

• The collecting ratio (i.e. the percentage of photons emitted or absorbed by the multiplexing qubit we detect in the coherent emission) is smaller than 1. We believe that this means that the coherent emission does not contain all the information extracted by the multiplexing qubit. The second moment of the quadrature distribution (i.e. the incoherent emission of the qubit) may contain information absent from the first moment; namely, the coherent emission.
A quantum measurement, continuous in time and strength, can be characterized by its back-action. The back-action can be quantified either by looking at the dephasing rate of the measurement induced on the system [40, 193] or by the correlation it generates between a weak measurement and the system tomography [74]. The back-action of the dispersive readout and fluorescence measurement of a qubit is a well-known subject [162, 194]. However, as the multiplexed photon number measurement is the first photon number measurement to be continuous in time, its back-action was never studied. In this chapter, we will look at the back-action of the multiplexed photon number measurement and see how it can differ from the back-action of the fluorescence photon number measurement (see Sec. 6.3.4). We will introduce the protocol we used to measure the dephasing rate induced by the measurement and study its dependence with the drive strength. The infinite comb approximation (see Sec. 7.2.2.2) was used to derive an analytic expression of the induced dephasing rate between two Fock states of the storage mode that reproduces the same dependence with the drive strength. Interestingly, from this analytic expression one can prove that the multiplexed approach can reach a measurement that is time independent of the number of probed Fock states.

Moreover, the photocounting abilities of the multiplexed photon number measurement can be highlighted by the measurement of the correlations between a weak multiplexed photon number measurement and a strong measurement of the Fock state population. Using a qualitative analysis of the measurement operator, one can predict the sign of the correlations and observe a good agreement with the measured correlations.

Remarks: Most of the results shown in this chapter are published in Ref. [155]

8.1 PROBE THE STORAGE MODE DECOHERENCE

The measurement strength of the multiplexing measurement can be characterized using the yes-no qubit to observe the dynamics of the cavity coherences under the action of the continuous multiplexed measurement. The advantage of this method is that it does not require a single-shot measurement of the photon number, which we could not reach owing to the limited efficiency of our amplifier, and the too short lifetime of the storage mode. In the reciprocal case of measuring a qubit using a cavity as a probe, the measurement rate is bounded by the measurement-induced dephasing rate of the qubit, which grows as the square of the cavity driving strength [8, 94]. Thus, characterizing the measurement rate of our multiplexed photon-counting can be done by observing how the storage mode dephases for a given driving strength $\Omega$. Indeed, owing to the inherent quantum back-action of the photon number measurement, the measurement rate is bounded by how fast the conjugated operator, here the phase,
diffuses. As the probe is based on a qubit driven by a frequency comb, one expects a different dependence of the measurement rate on $\Omega$ than for standard dispersive qubit readout and fluorescence measurement (see Sec. 6.3.4).

In order to measure this dephasing rate, we perform the analogous experiment as the qubit Ramsey oscillations for an harmonic mode.

### 8.1.1 “Ramsey oscillations” of an harmonic oscillator

For a qubit, Ramsey oscillations correspond to the evolution of the real and imaginary parts of the coherence $\langle g \mid \rho \mid e \rangle$ between the $|g\rangle$ and $|e\rangle$ states. A typical sequence starts by a $\pi/2$ pulse detuned from resonance by $\delta f$ to create a coherent superposition of $|g\rangle$ and $|e\rangle$ states. Then the qubit evolves freely before its state tomography. Both $\sigma_x$ and $\sigma_y$ oscillate at $\delta f$ while decaying at the decoherence rate $\Gamma_2$.

We decided to realize an analogous sequence based on the same idea for a harmonic oscillator (a similar sequence was recently performed in Ref. [195]). The first $\pi/2$ pulse is replaced by a detuned displacement pulse $D(\beta)$ on the storage mode. This displacement creates coherences between the Fock states of the storage mode in the same way as the $\pi/2$ pulse create coherences between the qubit number states $|g\rangle$ and $|e\rangle$. The field then evolves over a time $t$ (during which the multiplexing measurement could be applied) before a Wigner tomography is realized (see Fig. 8.1a and App. c for the definition of a Wigner tomography). The expectation value of $X = \langle \hat{a}_s + \hat{a}_s^\dagger \rangle / 2$ and $P = \langle \hat{a}_s - \hat{a}_s^\dagger \rangle / 2i$ quadratures are computed from the Wigner tomography (see App. c). The time trace of $\langle \hat{X} \rangle$ and $\langle \hat{P} \rangle$ is what we call the Ramsey oscillations for the storage mode. As in the qubit case, the frequency of the oscillations is set by the detuning $\delta f_s$ between the drive and the resonant frequency of the mode, which also allows us to extract the frequency of the storage mode. At this point, a distinction has to be made between the detuning $\delta f_s^0 = f_{\text{drive}} - f_s$ between the drive and the bare storage mode frequency (the resonant frequency when the multiplexed qubit and the storage are undriven) and the detuning
\( \delta f_s \) between the drive and the resonant frequency of the storage mode, which depends on the multiplexed measurement strength in perfect analogy with the AC-Stark effect for a qubit readout. Note that the Wigner tomography sequence uses the same detuned frequency \( \delta f_s \) for its displacement pulse \( D^1(\alpha) \) in order to keep the same phase reference. The measurement of Ramsey oscillations of a harmonic oscillator takes longer than the ones of a qubit because we fully determine the quantum state of an oscillator at each time step instead of a simple Bloch vector. From Eq. (5.2), one finds that \( \langle \hat{X} \rangle \) and \( \langle \hat{P} \rangle \) evolve as

\[
\begin{align*}
\langle \hat{X} \rangle &= |\beta| \cos(2\pi \delta f_s t + \phi) e^{-it \Gamma_{d,s}} \\
\langle \hat{P} \rangle &= |\beta| \sin(2\pi \delta f_s t + \phi) e^{-it \Gamma_{d,s}}
\end{align*}
\]

where \( \beta = |\beta| e^{i\phi} = \langle \hat{a}_s \rangle (t = 0) \). We define the storage mode dephasing rate as \( \Gamma_{d,s} \) which contains the intrinsic decoherence rate \( \Gamma_{\varphi,s} \). The Fig. 8.1b shows an example of measured Ramsey oscillations.

### 8.1.2 Storage mode frequency shift and induced dephasing rate by driving the multiplexing qubit with a comb

In analogy with the ac-Stark shift of the frequency of a qubit coupled to a driven resonator, we also call ac-Stark shift the frequency shift of the storage mode induced by driving the multiplexing qubit. In order to measure this frequency shift and the dephasing rate that is induced by the multiplexing qubit on the storage mode, we realize the reciprocal protocol for a qubit measured by a cavity. We use the Ramsey interferometry sequence, defined in the former section, on the storage mode during which the multiplexing qubit is driven with a frequency comb (see Fig. 8.2a). The drive pulse is given by the sum of nine sine functions at the frequencies \([f_{\text{mp}}, f_{\text{mp}} - \chi_{s,\text{mp}}/2\pi, \ldots, f_{\text{mp}} - 8\chi_{s,\text{mp}}/2\pi] \) multiplied by a Gaussian envelope of duration \( t \) and width \( t/4 \).

For small measurement strength \( \Omega/\chi_{s,\text{mp}} < 0.9 \), we generated the Ramsey sequence with a displacement pulse of amplitude \( \beta = -1.55 \) detuned from the base storage mode by \( \delta f_s^0 = 3.96 \text{ MHz} \). We fit the time evolution of \( \langle \hat{X} \rangle \) and \( \langle \hat{P} \rangle \) (see Fig. 8.2b) using the damped sine function

\[
\begin{align*}
\langle \hat{X} \rangle &= A \cos(2\pi \delta f_s t + \phi) e^{-it \Gamma_{d,s}} \\
\langle \hat{P} \rangle &= A \sin(2\pi \delta f_s t + \phi) e^{-it \Gamma_{d,s}}
\end{align*}
\]

The parameters \( A \), \( \delta f_s \), \( \phi \), and \( \Gamma_{d,s} \) are determined altogether by fitting the model to the measured oscillations. \( \delta f_s \) is the sum of the detuning from the bare storage mode frequency \( \delta f_s^0 \) and of the ac-Stark shift of the storage mode.

For larger measurement strength \( \Omega/\chi_{s,\text{mp}} > 0.9 \), we generated the Ramsey sequence with a displacement pulse detuning of \( \delta f_s^0 = 5.96 \text{ MHz} \), an amplitude of \( \beta = -1.27 \), and we model the time evolution of \( \langle \hat{X} \rangle \) and \( \langle \hat{P} \rangle \) by the sum of two sine functions with an exponential decay

\[
\begin{align*}
\langle \hat{X} \rangle &= A \cos(2\pi \delta f_s t + \phi) + \zeta \cos(2\pi \nu t + \psi_X) e^{-it \Gamma_{d,s}} \\
\langle \hat{P} \rangle &= A \sin(2\pi \delta f_s t + \phi) + \zeta \sin(2\pi \nu t + \psi_P) e^{-it \Gamma_{d,s}}
\end{align*}
\]
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Figure 8.2: **a.** Circuit diagram of the protocol used to determine the dephasing rate and frequency shift of the storage mode induced by the multiplexed photocounting measurement. The blocks linking the multiplexing qubit and the storage mode represent the multiplexed measurement during a time $t$ made by the qubit on the storage mode. This measurement is realized by driving the qubit with a frequency comb $[f_{mp}, f_{mp} - \chi_s/2\pi, \ldots, f_{mp} - 8\chi_s/2\pi]$ within a Gaussian envelope. **b.** Ramsey oscillations of the storage mode (dots) and theory (lines) for “small” measurement amplitude $\Omega/\chi_{s,mp} < 1$. One can observe that the dephasing rate of $\langle \hat{X} \rangle$ and $\langle \hat{P} \rangle$ is non-monotonic with the drive strength $\Omega$. 
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Figure 8.3: Ramsey oscillations of the storage mode for “large” measurement amplitude \( \Omega/\chi_{s,mp} = 1 \). One can observe that the dynamics \( \langle \hat{X} \rangle \) and \( \langle \hat{P} \rangle \) are not governed by a simple decaying sine function. The theory does not reproduce quantitatively the measurement when using the naive version of the model Eq. (8.2). We use the simple model Eq. (8.3) to capture this modulation.

This empirical model is motivated by three reasons. The first term is identical to the simple model in Eq. (8.2). Second, the measured Ramsey oscillations seem to show a small modulation in amplitude, which we try to capture with a second sine function. Third, we try to keep the model as simple as possible.

Fig. 8.3 shows an example of Ramsey oscillations of the storage mode with a large amplitude of measurement. The two signals are fitted simultaneously to extract the parameters \( A, \delta f_s, \nu, \phi, \psi_X, \psi_P, \) and \( \Gamma_d, \) for various drive amplitude \( \Omega \). The frequency \( \nu \) varies from 2.15 MHz to 2.5 MHz when \( \Omega \) varies from 5 MHz to 10 MHz. The parameter \( \zeta \) is roughly constant, it varies between 0.2 to 0.27 when \( \Omega \) varies from 5 MHz to 10 MHz. The Fig. 8.3 shows measurement-induced detuning as a function of measurement drive amplitude.

The ac-Stark shift and the storage dephasing rate measured for drive strength \( \Omega \) going from 0 to \( 2\chi_{s,mp} \) are shown on Fig. 8.4. We observe a strong non-linear dependence of both quantities with \( \Omega \) and a small dependence with the initial coherent state amplitude \( \beta \). Noticeably, the dephasing rate reaches a maximum when \( \Omega = \chi_{s,mp}/2 \) for which information is extracted at a rate approximately 5 times larger than the natural dephasing rate. It is possible to understand this behavior by considering the infinite frequency comb approximation (see Sec. 7.2.2.2). The drive performs sudden rotations by an angle \( 2\pi\Omega/\chi_{s,mp} \) of the Bloch vector of the qubit every time step \( 2\pi/\chi_{s,mp} \). When \( \Omega/\chi_{s,mp} \) is integer, the comb does not affect the qubit and thus \( \Gamma_d \) vanishes. Conversely, the maximum measurement rate corresponds to half-integer \( \Omega/\chi_{s,mp} \) for which the effect of the comb on the qubit dynamics is maximum and leads to the strongest qubit emission. With the finite comb used in the experiment, this maximum persists and is reproduced by a model based on a master equation without any free parameter (line in Fig. 8.4, see App. d for more information about the simulation). The small dependence of the dephasing rate and the ac-Stark shift on the coherent state amplitude \( \beta \) comes from the finite size of the comb. As the comb is not infinite, the dephasing rate between Fock states \( |n_1\rangle \) and \( |n_2\rangle \) will not only depend on the difference \( |n_1 - n_2| \) (which is the case for an infinite comb, see next section) but also on the value of \( n_1 \) and \( n_2 \). Thus, the storage
dephasing rate will depend on its photon number distribution. Simulation shows that this dependence disappears when using a larger comb \( \{ f_{\text{mp}} - k\chi_{s,\text{mp}}/2\pi \}_{k \in [-4,8]} \) (see App. d).

While the measurement-induced dephasing rate can be simulated, we currently do not know how to derive an analytical expression of the dephasing rate for a finite frequency comb. However the infinite comb approximation simplifies the problem enough to enable an analytical description of the multiplexing qubit-storage mode bipartite system and derive the storage dephasing rate. In the next section, we will describe this derivation and show how it explains the maximum and minimum of the storage dephasing rate. Interestingly, we will be able to study the dephasing rate as a function of the parameter \( \Gamma_1, \chi_{s,\text{mp}} \) and the maximum photon number allowed in the storage mode \( N_{\text{max}} \).

### 8.2 Measurement-Induced Dephasing in the Infinite Comb Approximation

The derivation described in this section follows the study of the multiplexing qubit dynamics under a frequency comb (see Sec. 7.2.2). We only consider the relaxation of the multiplexing qubit and the dispersive coupling between the storage mode and the multiplexing qubit. The Lindblad master equation of the bipartite system, described by the density matrix \( \rho_{s,\text{mp}} \) is

\[
\dot{\rho}_{s,\text{mp}} = -i \left[ -\chi_{s,\text{mp}} a^\dagger_s a_s \frac{\sigma_{z,\text{mp}}}{2} + \frac{\Omega}{2} \sum_{k=-p}^{p} \cos(k\chi_{s,\text{mp}}t) \sigma_{x,\text{mp}} \rho_{s,\text{mp}} \right] \\
+ \Gamma_{1,\text{mp}} D(\sigma_{-,\text{mp}}) \rho_{s,\text{mp}}. \tag{8.4}
\]

#### 8.2.1 Dynamics of the multiplexing qubit-storage mode bipartite system

For the sake of simplicity, we consider a lossless storage mode in this section. In this case, each 2 by 2 sub-matrix \( \rho_{n_1,n_2} = \langle n_1 | \rho_{s,\text{mp}} | n_2 \rangle \), with \( | n_i \rangle \) the Fock state \( n_i \), evolves independently of the others \( \rho_{n_1,n_2} \) similarly to a collection of qubit-like system. The sub-
matrix $\rho_{n_1, n_2}$ is non-normalized because it is an off-diagonal sub-matrix of the storage-qubit system $\rho_{s, mp}$. For this sub-matrix, the Lindblad master equation of Eq. (8.4) becomes

$$\dot{\rho}_{n_1, n_2} = -i\chi_{s, mp} \frac{n_1 + n_2}{2} [\sigma_z, \rho_{n_1, n_2}] - i\chi_{s, mp} \frac{n_1 - n_2}{2} \{\sigma_z, \rho_{n_1, n_2}\}$$

$$- i\left(\Omega \frac{p}{2}\right) \sum_{k=-p}^{p} \cos(k\chi_{s, mp} t)\sigma_x, \rho_{n_1, n_2} + \Gamma_{1, mp} D(\sigma_-)\rho_{n_1, n_2}. \quad (8.5)$$

### 8.2.1.1 Computing the decoherence rate of the $n_1, n_2$ component

The infinite comb approximation again helps. We view the frequency comb drive as applying a Rabi pulse of angle $\theta = 2\pi \frac{\Omega}{\chi_{s, mp}}$ at each period $T = 1/\chi_{s, mp}$, without any effect for the rest of the time. Over one period, we thus have

$$\rho_{n_1, n_2}(kT + T) = K_0 \circ K_1 \rho_{n_1, n_2}(kT), \quad (8.6)$$

where the Kraus map $K_0$ applies the Rabi pulse, while $K_1$ contains dynamics associated to the dispersive coupling and to the multiplexing qubit decay. During each period between Rabi jumps, denoting $\dot{\rho}_{n_1, n_2} = \frac{x\sigma_x + y\sigma_y + z\sigma_z + \eta I}{2}$, the dynamics $K_1$ corresponds to the integration of the set of equations

$$\begin{align*}
\frac{d}{dt} x &= -\frac{\Gamma_{1, mp}}{2} x - \frac{\chi_{s, mp}(n_1 + n_2)}{2} y \\
\frac{d}{dt} y &= -\frac{\Gamma_{1, mp}}{2} y + \frac{\chi_{s, mp}(n_1 + n_2)}{2} x \\
\frac{d}{dt} z &= -\frac{\Gamma_{1, mp}}{2} (z + \eta) - \frac{i\chi_{s, mp}(n_1 - n_2)}{2} \eta \\
\frac{d}{dt} \eta &= -i\chi_{s, mp}(n_1 - n_2) z
\end{align*} \quad (8.7)$$

Our goal is to derive the dynamics of the variable $\eta$, it will give us access to the dephasing rate between the Fock states $|n_1\rangle$ and $|n_2\rangle$. After one period $T$, since the peaks in the comb are exactly separated by the dispersive shift $\chi_{s, mp}$, the effect of the precession at a frequency $\chi_{s, mp}(n_1 + n_2)/2$ is canceled out$^2$. Note that the infinite comb approximation differs from the usual rotating wave approximation that would lead to a similar disabling of the precession for $\chi_{s, mp} \gg \Gamma_1$. We then obtain, in the above coordinates, the matrix expression

$$K_1 = (-1)^{n_1 + n_2} \begin{pmatrix}
e^{-\Gamma_{1, mp} T/2} & 0 & 0 & 0 \\
0 & e^{-\Gamma_{1, mp} T/2} & 0 & 0 \\
0 & 0 & (e^{-\Gamma_{1, mp} T} - G) & (e^{-\Gamma_{1, mp} T} - G) \\
0 & 0 & G & (G + 1)
\end{pmatrix}$$

$$\quad (8.8)$$

with $G = \frac{-i\chi_{s, mp} \frac{n_1 - n_2}{2} (1 - e^{-\Gamma_{1, mp} T})}{\Gamma_{1, mp} + i\chi_{s, mp} (n_1 - n_2)}$. Besides, the Rabi rotation corresponds to

$$K_0 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \theta & -\sin \theta & 0 \\
0 & \sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad (8.9)$$

1 Here $\eta$ is the coherence between Fock states $|n_1\rangle$ and $|n_2\rangle$
2 modulo a possible phase flip every period when $n_1 + n_2$ is odd
where $\theta = 2\pi\Omega/\chi_{s,mp}$. This expression further simplifies for the two drive strengths

$\Omega = (k + 1/2)\chi_{s,mp}$ or $\Omega = k\chi_{s,mp}$, which respectively lead to $\theta = 0$ (no qubit emission)

and $\theta = \pi$ (maximal qubit emission), since the $(z, \eta)$ variables of interest decouple from

$(x, y)$.

- For $\theta = 0$, we tend to a stationary regime $(z, \eta)_{kT+T} = (z, \eta)_{kT}$. This steady value
thus confirms the intuition developed in the single qubit case (see Sec. 7.2.2.2): there is no change in
the coherences $\eta$ between Fock states in the resonator for $\theta = 0$, which means that no measurement is performed (this corresponds to the minima in $\Gamma_{d,s}$ in Fig. 8.4b).

- For $\theta = \pi$, we can compute an analytical expression for the factor $R$ by which
the trace $\eta$ decreases every period $T$ in the permanent regime\(^3\). Thus the average
dehasing rate is given by $-\log(|R|)/T$ with

\[
R = \frac{1}{2(\Gamma_{1,mp} + i\chi_{s,mp}(n_1 - n_2))} \left[ \Gamma_{1,mp}(1 - e^{-\Gamma_{1,mp}T}) 
+ 2\sqrt{B} \left( \sqrt{1 + A^2} + A + i\sqrt{1 + A^2} - A \right) \right]
\]

where $A = \Gamma_{1,mp}^2(1 + e^{-\Gamma_{1,mp}T})^2 - 4\chi_{s,mp}^2(n_1 - n_2)^2e^{-\Gamma_{1,mp}T}$

and $B = \chi_{s,mp}(n_1 - n_2)\Gamma_{1,mp}e^{-\Gamma_{1,mp}T}$

and we recall $T = 1/\chi_{s,mp}$.

We now analyze this last expression.

8.2.1.2 \textit{Optimal decoherence rate of the coherence between Fock states $|n_1\rangle$ and $|n_2\rangle$}

The average dephasing rate $-\log(|R|)\chi_{s,mp}/2\pi$ only depends on the ratio $\chi_{s,mp}/\Gamma_{1,mp}$
and on the photon numbers $n_1$ and $n_2$. In Fig. 8.5 are shown the rates corresponding
to several values of $n_1 - n_2$ for a driving amplitude $\Omega = \chi_{s,mp}/2$ (maximal measurement strength). As expected, the decoherence is stronger when the photon numbers
are further apart. Besides, when the effective cross-Kerr rate is much larger than the
multiplexing qubit relaxation rate, i.e. $\chi_{s,mp}|n_1 - n_2| \gg \Gamma_{1,mp}$, the rate saturates to
$\Gamma_{1,mp}/2$ similarly to the emission rate of a qubit driven by a single frequency. In this
regime, the qubit stays close to the Bloch sphere center as it does not have the time
to relax between two Rabi jumps. This leads to an average population of 1/2 and an
average qubit emission of $\Gamma_{1,mp}/2$.

However we have to be careful when comparing to the gedanken experiment (of
Sec. 5.3.2). In the gedanken experiment, after the $\pi$-pulse, the qubit relaxes, the excited
population $p_e$ decreases and there is no drive to increases it back. Thus, the emission
rate at time $t$ is $\Gamma_{1,mp}\exp(-\Gamma_{1,mp}t)$ and decreases exponentially with time $t$. On the
contrary, in the multiplexed experiment with the frequency comb, the latter acts on

\(^3\) We find two solutions where $z/\eta$ is stationary, one stable and one unstable. Considering the stable
solution only, we compute $R$ such that $\eta(kT + T) = R\eta(kT)$. The computation boils down to solving
order-two polynomials.
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8.2.2 Maximal reachable measurement rate

8.2.2.1 Modeling of the entanglement process

Beyond the determination of the decoherence rate between two Fock states, we are interested in the maximal information extraction rate of the storage state photon number in the multiplexed measurement scheme. In particular, we will discuss how this maximal total measurement rate depends on the maximum number of photons \( N_{\text{max}} \) that are probed by the multiplexed scheme. In the following, we assume a perfect measurement apparatus, giving us access to all the information extracted by the measurement process, i.e., the measurement rate is equal to the measurement-induced dephasing rate, which is not necessarily the case for heterodyne measurements on each peak of the comb (see Sec. 7.4). In Sec. 5.3.2, we propose such a measurement apparatus.

We assume the number-resolved regime \( \chi_{s,\text{mp}} \gg \Gamma_{2,\text{mp}}, \Gamma_{1,\text{mp}} \). Thus, the decoherence rate between two Fock states is independent of the Fock state numbers and is equal to \( \Gamma_{1,\text{mp}}/2 \) (see Fig. 8.5). In the following, we show that under these assumptions, the total measurement rate does not depend on \( N_{\text{max}} \).

Since the multiplexed measurement operates by entangling the storage mode with \( N_{\text{max}} + 1 \) wavelet modes of the transmission line\(^4\), we can describe the system and the extraction of information without the multiplexing qubit and only consider its effect, which is the entanglement operation. Each Fock state \( |n\rangle \) in the storage mode \((0 \leq n \leq N_{\text{max}})\) is associated with one out of the \( N_{\text{max}} + 1 \) wavelet modes of the transmission line with a carrier frequency \( \omega_{\text{mp}} - n\chi_{s,\text{mp}} \). Every mode is driven so that

\(^4\) Due to the periodic dynamics of the qubit, the storage mode is entangled with more than \( N_{\text{max}} + 1 \) frequency modes of the transmission line. However, when choosing the proper wavelet basis \([188]\) to describe the propagating modes of the transmission line, the storage mode is entangled with only \( N_{\text{max}} + 1 \) wavelet modes.
the input is in a coherent state (it can even be a vacuum as in the Gedanken experiment). At the output, if we change the reference frame by displacing the outgoing modes $a_{\text{out},n}$ by the opposite of the input coherent state, a single mode will be excited and all the non-resonant modes will be in the vacuum state when the storage mode is in a Fock state. Therefore, any quantum state of the outgoing modes can be expressed as a superposition of $N_{\text{max}} + 2$ states only. States $|n\rangle_m$ correspond to all transmission line modes in the vacuum except the one with a carrier frequency $\omega_{mp} - n\chi_{s,m}$, and $|\perp\rangle_m$ is the vacuum state of the line.

Thus, we can describe the system using two modes only: the storage mode and a simplified measurement mode. The storage mode is described using the Fock state basis $\{|n\rangle_s\}_{0 \leq n \leq N_{\text{max}}}$. The measurement mode has the $N_{\text{max}} + 2$ states discussed above. During a multiplexed measurement, the bipartite system starts in the state

$$|\Psi_{s,mp}(0)\rangle = |\Psi_{\text{storage}}\rangle_s \otimes |\Psi_{\text{meas}}\rangle_m = \left(\sum_{n=0}^{N_{\text{max}}} \psi_n |n\rangle_s\right) \otimes |\perp\rangle_m.$$  \hfill (8.11)

After a measurement time $t$, the storage mode and the measurement mode become entangled, and the readout of the measurement mode extracts information about the storage photon number. As the decoherence rate between every storage Fock state pair is $\Gamma_{1,mp}/2$, one can write the state of the bipartite system as

$$|\Psi_{s,mp}(t)\rangle = \sqrt{e^{-\Gamma_{1,mp}t/2}} |\Psi(0)\rangle + \sqrt{1 - e^{-\Gamma_{1,mp}t/2}} \sum_{n=0}^{N_{\text{max}}} \psi_n |n\rangle_s \otimes |n\rangle_m.$$  \hfill (8.12)

As expected, if we trace over the measurement mode, the diagonal of the density matrix of the storage mode remains unchanged while the off-diagonal terms decrease at a rate $\Gamma_{1,mp}/2$.

### 8.2.2.2 Extracted information and mutual information

How can the amount of information we gained during the measurement of duration $t$ be derived from the state $|\Psi_{s,mp}(t)\rangle$? One can look at the system as a noisy communication channel between Alice, who sent information by toggling the storage state, and Bob, who recovers the information by measuring the state of the measurement mode. The noisy-channel coding theorem of Shannon [196] enables us to say that the maximum amount of information that can be shared through a classical communication channel is given by the maximum of the mutual information [197] of the bipartite system over the input state. However, in quantum mechanics one has to distinguish the mutual information $I(s, m)$ from the locally accessible mutual information $J(s, \{m, B_m\})$ [198, 199]. They are defined as

$$I(s, m) = S(\rho_s) + S(\rho_m) - S(\rho_{s,m}),$$

$$J(s, \{m, B_m\}) = S(\rho_s) - S(\rho_{s,m}(\rho_m, B_m)).$$  \hfill (8.13)

where $S(\rho)$ is the von Neumann entropy (see Sec. 2.2.2), $\rho_{s,m}$ is the bipartite density matrix, $\rho_s$ (respectively, $\rho_m$) is the density matrix of the storage mode (respectively, measurement mode) obtained by tracing out the other mode, and $S(\rho_{s,m}(\rho_m, B_m))$
is the entropy of the storage mode when the measurement mode state is projectively measured in the basis of $B_m$. Due to the back-action of the measurement, the mutual information and the locally accessible mutual information differ by a quantity called the quantum discord $[198, 199]$. From the point of view of measurement, the mutual information is the amount of information one can recover from the system using measurements of both input and output states (the storage and the measurement mode states), whereas the locally accessible mutual information is the amount of information one can recover when measuring only the output state (the measurement mode state). Thus, in the case of the multiplexed measurement, for which we only measure the measurement mode, the amount of information $C$ extracted is given by the maximum of the locally accessible mutual information over the storage state $[200, 201, 8]$.

8.2.2.3 Measurement time

To derive $C$, we first have to choose the basis $B_m$ on which the measurement mode is measured. As we are considering a measurement apparatus recovering all the information, the basis is simply $B_m = \{ |0\rangle_m, |1\rangle_m, \ldots, |N_{\text{max}}\rangle_m \}$. Then, we have to choose the storage state that maximizes $J(s, \{ m, B_m \})$: it is the one for which the storage finishes at the end of the measurement in the most entropic state. This is the case when considering an initially uniform photon number distribution, such as $\psi_n = (N_{\text{max}} + 1)^{-1/2}$, for all $n$. Thus, the amount of information $C$ extracted by the measurement reads

$$C = S(\rho_s) - \sum_{n=0}^{N_{\text{max}}} \text{Tr}(\rho_{s,m}|n\rangle\langle n|m) S \left( \frac{\text{Tr}_m(\rho_{s,m}|n\rangle\langle n|m)}{\text{Tr}(\rho_{s,m}|n\rangle\langle n|m)} \right)$$

(8.14)

$$- \text{Tr}(\rho_{s,m}|\perp\rangle\langle \perp|m) S \left( \frac{\text{Tr}_m(\rho_{s,m}|\perp\rangle\langle \perp|m)}{\text{Tr}(\rho_{s,m}|\perp\rangle\langle \perp|m)} \right),$$

where $\text{Tr}_m(\rho_{s,m}|n\rangle\langle n|m)/\text{Tr}(\rho_{s,m}|n\rangle\langle n|m)$ is the storage density matrix after the measurement of the measurement mode with outcomes $|n\rangle$ and probability $\text{Tr}(\rho_{s,m}|n\rangle\langle n|m)$.

For the measurement basis $B_m$, the storage density matrix after the measurement of the measurement mode is always a pure state. Thus, $C$ reads

$$C = S(\rho_s)$$

(8.15)

and the storage density matrix $\rho_s$, for the uniform photon number distribution is

$$\rho_s = \frac{e^{-\Gamma_1 m t/2}}{N_{\text{max}} + 1} \sum_{n,l=0}^{N_{\text{max}}} |n\rangle_s \langle l|_s + \frac{1 - e^{-\Gamma_1 m t/2}}{N_{\text{max}} + 1} \sum_{n=0}^{N_{\text{max}}} |n\rangle_s \langle n|_s.$$  

(8.16)

The eigenvalues of $\rho_s$ are $e^{-\Gamma_1 t/2} + (1 - e^{-\Gamma_1 t/2})/(N_{\text{max}} + 1)$ with degeneracy 1 and $(1 - e^{-\Gamma_1 t/2})/(N_{\text{max}} + 1)$ with degeneracy $N_{\text{max}}$. Thus, one can derive the amount of extracted information $C$

$$C = - \left( r + \frac{1 - r}{N_{\text{max}} + 1} \right) \log_2 \left( r + \frac{1 - r}{N_{\text{max}} + 1} \right) - \frac{N_{\text{max}}(1 - r)}{N_{\text{max}} + 1} \log_2 \left( \frac{1 - r}{N_{\text{max}} + 1} \right),$$

(8.17)
with $r = e^{-\Gamma_1,mp t/2}$. The time evolution of the extracted information $C$ is shown in Fig. 8.6. At short time, the extracted information increases with time $t$ at a speed that depends on $N_{\text{max}} + 1$. The time derivative of the extracted information at short time scales gives the rate at which information is extracted (i.e., the total measurement rate)\cite{8, 201}. However, in this model, it diverges for finite $N_{\text{max}}$. This divergence is due to the fact that we did not consider the dynamics of the measurement mode. In our model the measurement mode can evolve instantaneously from the state $|\perp\rangle$ to the state $|n\rangle$. In reality, it would take time of about $1/\Omega p$ where $p$ is the number of frequency in the drive. If the derivative at short time scales is not a good quantity to look at for this model, one can still look at the time needed to extract 98% of the photon number information. To do so, we look at the extracted information per bit of information $n_b = \log_2(N_{\text{max}} + 1)$. Here, $n_b$ is the number of bits we have to extract in order to fully determine the storage photon number. The extracted information per bit decreases with $n_b$ for small photon numbers but converges to a lower bound when $n_b$ goes to infinity (see Fig. 8.6b)

$$
\lim_{n_b \to +\infty} \frac{C}{n_b} = (1 - e^{-\Gamma_1 t/2}).
$$

As the extracted information per bit is always bigger than $(1 - r)$, the total measurement time to extract 98% of the photon number information is always smaller than $8/T_{1,mp} = 8T_{1,mp}$. Thus, the best achievable measurement time for the multiplexing protocol is independent of the maximum photon number $N_{\text{max}}$.

### 8.3 Correlation between Multiplexed Measurement and Strong Photon Number Measurement

Similarly to the correlations studied in Secs. 4.4 and 6.3.2, we can study the correlations between a weak and a strong measurement in the case of the multiplexing photon number measurement. The weak measurement will be the multiplexed measurement,
and the strong measurement will be a binary question asked and read out using the
eyes-no qubit and its dedicated readout resonator.

Before describing the experiment and its results in detail, we will derive the measure-
ment operators of the multiplexing photon number measurement. We will use the same
approximation as in Sec. 6.3.1, i.e. we will describe the output field reflected by the
multiplexing qubit as a coherent field.

8.3.1 Measurement operator

Here we will generalize the simple measurement operator model described in Sec. 6.3.1
to the multiplexed photon number measurement. In this case, instead of having only
one record $I^{(k)} + iQ^{(k)}$ corresponding to the fluorescence measurement at the angular
frequency $\omega_{\text{mp}} - k\chi_{s,\text{mp}}$, we have nine records $\{I^{(k)} + iQ^{(k)}\}_{0 \leq k \leq 8}$ corresponding to the
multiplexed fluorescence measurement at all the frequencies $\{\omega_{\text{mp}} - k\chi_{s,\text{mp}}\}_{0 \leq k \leq 8}$. When
preparing a Fock state $|n\rangle$ in the storage mode, the multiplexing qubit fluorescence will
oscillate at the frequency $\omega_{\text{mp}} - n\chi_{s,\text{mp}}$ with a $2\pi/\chi_{s,\text{mp}}$-periodic amplitude. Thus, all the
transmission line propagating modes oscillating at $\{\omega_{\text{mp}} - k\chi_{s,\text{mp}}\}_{0 \leq k \leq 8}$ are displaced
compared to the amplitude $\alpha_{\text{in}}$ of the reflected frequency comb. One can define the
matrix $\alpha$ of elements $\alpha_{kn}$ equal to the amplitude of the transmission line propagating
mode oscillating at $\omega_{\text{mp}} - k\chi_{s,\text{mp}}$ when the storage mode state is the Fock state $|n\rangle$.

For each record $I^{(k)} + iQ^{(k)}$, we define the measurement operator $M^{(k)}(I^{(k)}, Q^{(k)})$ as

$$
M^{(k)}(I^{(k)}, Q^{(k)}) = \sum_{n=0}^{8} \xi(\alpha_{kn}, I^{(k)}, Q^{(k)})\Pi_n + \xi(\alpha_{\text{in}}, I^{(k)}, Q^{(k)})(1 - \sum_{n=0}^{8} \Pi_n),
$$

where the function $\xi(\beta, I, Q)$ is defined in Sec. 6.3.1 and $\Pi_n$ is the projector on the
storage Fock state $|n\rangle$. The measurement operator $M(\{I^{(k)} + iQ^{(k)}\}_{0 \leq k \leq 8})$ of the multi-
plexed measurement reads

$$
M(\{I^{(k)} + iQ^{(k)}\}_{0 \leq k \leq 8}) = \prod_{k=0}^{8} M^{(k)}(I^{(k)}, Q^{(k)}),
$$

which can be written in the form

$$
M(\{I^{(k)} + iQ^{(k)}\}_{0 \leq k \leq 8}) = \sum_{n=0}^{8} \frac{1}{(4\pi\sigma_0^2)^{9/4}} \exp\left(-\sum_{k=0}^{8} \frac{\alpha_{kn}^2}{2(2\sigma_0)^2} + \frac{(I^{(k)} + iQ^{(k)} - 2\alpha_{kn})(I^{(k)} - iQ^{(k)})}{2(2\sigma_0)^2}\right) \Pi_n
$$

$$
+ \sum_{n=0}^{8} \frac{1}{(4\pi\sigma_0^2)^{9/4}} \exp\left(-\sum_{k=0}^{8} \frac{\alpha_{\text{in}}^2}{2(2\sigma_0)^2} + \frac{(I^{(k)} + iQ^{(k)} - 2\alpha_{\text{in}})(I^{(k)} - iQ^{(k)})}{2(2\sigma_0)^2}\right)(1 - \sum_{n=0}^{8} \Pi_n)
$$

The situation can be simplified either by inverting the matrix $\alpha$ or by using an ad-
vanced waveform for the demodulation of the IF signal (see supplementary information
of Ref. [187]). In this case, one can remove correlations between records $I^{(k)} + iQ^{(k)}$
and we get new uncorrelated records $I_{uc}^{(k)} + iQ_{uc}^{(k)}$. If the waveforms are normalized or
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if we normalize the inverse matrix, the records \( I_{uc}^{(k)} + iQ_{uc}^{(k)} \) are all affected by a Gaussian noise of amplitude \( 2\sigma_0 \) and the average records, when the storage state is a Fock state \( |n\rangle \), are equal to \( \alpha_{in} + \delta_{kn}\alpha \). One can displace all records by \( \alpha_{in} \) and thus, the measurement operators using the uncorrelated records \( I_{uc}^{(k)} + iQ_{uc}^{(k)} \) read

\[
M(\{I^{(k)} + iQ^{(k)}\}_{0\leq k \leq 8}) = \\
\sum_{n=0}^{8} \frac{1}{(4\pi\sigma_0^2)^{9/4}e^{-\alpha^2}} \frac{-|\alpha|^2 + (I_{uc}^{(n)} + iQ_{uc}^{(n)} - 2\alpha)(I_{uc}^{(n)} - iQ_{uc}^{(n)})}{2(2\sigma_0)^2} e^{-\sum_{k\neq n} (\frac{(I_{uc}^{(k)})^2 + (Q_{uc}^{(k)})^2}{2(2\sigma_0)^2})} \Pi_n \\
+ \frac{1}{(4\pi\sigma_0^2)^{9/4}e^{-\alpha^2}} \sum_{k=0}^{8} \frac{((I_{uc}^{(k)})^2 + (Q_{uc}^{(k)})^2)}{2(2\sigma_0)^2} (1 - \sum_{n=0}^{8} \Pi_n)
\]

(8.22)

Now that we have derived the measurement operators, let us discuss the correlation between a weak multiplexed measurement and a strong binary question.

8.3.2 Correlations

8.3.2.1 Description of the experiment

The correlations between the multiplexing qubit and the yes–no qubit photon number measurement can be seen through the following experiment We initialize the storage mode in a coherent state \( |\alpha\rangle \) and then probe the multiplexing qubit with a frequency comb during 2 \( \mu \)s with an amplitude \( \Omega/2\pi = 1.1 \) MHz. A \( \pi \)-pulse of 1.335 \( \mu \)s is performed on the yes–no qubit at the frequency \( f_{drive} \) at the same time as the multiplexing qubit measurement. The \( \pi \)-pulse is long enough compared to the cross-Kerr rate \( \chi_{syn} \) to consider it as conditional with respect to the storage photon number. The pulse sequence finishes by a readout of the yes–no qubit state leading to a record \( Q_{yn} \). Thus, for each repetition of the experiment, we have 10 records \( \{Q_{yn}, I^{(0)} + iQ^{(0)}, ..., I^{(8)} + iQ^{(8)}\} \) that depend on \( \alpha \) and \( f_{drive} \). In order to obtain positive correlation between records giving the same information, we multiply\(^5\) all the records \( I^{(k)} + iQ^{(k)} \) by \(-1\). The mean value of the yes–no readout quadrature \( \overline{Q_{yn}} \) depends linearly on the yes–no qubit excited state probability \( p_c \). One can first look at the dependence of \( p_c(\alpha, f_{drive}) \). Fig. 8.7 shows this dependence. We retrieve the same map as the one in Sec. 5.2.1. Each spot of large \( p_c \) corresponds to a resonance of the yes–no qubit for a specific photon number. Thus, the probabilities \( \{p_c(\alpha, f_{drive} = f_{yn} - n\chi_{syn}/2\pi)\}_n \) reveal the storage photon distribution when it is initialized in the coherent state \( |\alpha\rangle \).

8.3.2.2 Measuring the correlations

The correlations between a record \( I^{(k)} \) or \( Q^{(k)} \) and the record \( Q_{yn} \) due to the measurement back-action can be seen using the same analysis as the one carried out in Sec. 4.4. For any choice of quadrature \( I_{ps} + iQ_{ps} \), we select all the realizations for

\(^5\) This is equivalent to a change of phase reference. With this reference, the records reads \( I^{(k)} + iQ^{(k)} = -\alpha_{in} + \sqrt{1_{mp}}(\sigma_{-mp}) \).
8.3 Correlation between Multiplexed Measurement and Strong Photon Number Measurement

Figure 8.7: Yes–no qubit excited state population $p_e$ as a function of the $\pi$-pulse frequency $f_{\text{drive}}$ on the yes-no qubit and the storage mode amplitude $\alpha$. The excited state population is obtained by averaging the records $Q_{yn}$ over all realizations of the experiment.

which $I^{(k)} + iQ^{(k)} = I_{ps} + iQ_{ps}$ and compute the yes–no excited state population $p(e|I^{(k)} + iQ^{(k)} = I_{ps} + iQ_{ps})$ by averaging $Q_{yn}$ over these realizations only.

For each value of yes-no drive frequency $f_{\text{drive}}$ and coherent amplitude $\alpha$ of the storage mode, $p(e|I^{(k)} + iQ^{(k)} = I_{ps} + iQ_{ps})$ can be fit by the function

$$p(I_{ps}, Q_{ps}) = c_I^{(k)} I_{ps} + c_Q^{(k)} Q_{ps} + c_0$$

where $c_I^{(k)}$ and $c_Q^{(k)}$ are respectively the correlation slopes between the records $I^{(k)}$ and $Q_{yn}$ and the records $Q^{(k)}$ and $Q_{yn}$ (see Fig. 8.8).

8.3.2.3 Correlation slopes

Here, we did not remove the correlations between the fluorescence records $\{I^{(k)} + iQ^{(k)}\}_{0 \leq k \leq 8}$ as explained in Sec. 8.3.1. Thus, to discuss the dependence of the correlation slopes with $f_{\text{drive}}$ and $\alpha$, we have to determine the matrix $\alpha$ (see Sec. 8.3.1). Using the master equation model already used to simulate all photon-counting experiments (see App. d), we simulate the matrix $\alpha$ displaced by $\alpha_{in}$ by initializing the storage mode in a Fock state and looking at the multiplexing qubit fluorescence. In the model, we set the relaxation rate of the storage mode to 0 to obtain a correlation matrix $\alpha'$. 

\[
\begin{align*}
\varphi_i & = \frac{\varphi_j}{\int \varphi_i d\varphi_i} \\
\varphi_j & = \frac{\varphi_j}{\int \varphi_j d\varphi_j} \\
\psi_i & = \frac{\psi_i}{\int \psi_i d\psi_i} \\
\psi_j & = \frac{\psi_j}{\int \psi_j d\psi_j} \\
\end{align*}
\]
Figure 8.8: left: yes–no excited state population $p(c|I^{(0)} + iQ^{(0)} = I_{ps} + iQ_{ps})$ as a function of the post-selected value $I_{ps} + iQ_{ps}$. right: Difference between the yes–no excited state population $p(c|I^{(0)} + iQ^{(0)} = I_{ps} + iQ_{ps})$ and the fit function $p(I_{ps},Q_{ps})$ (see Eq. (8.23)). The outskirts of the distributions are averaged on very few realizations and thus are very noisy.

containing only the correlations due to the demodulation and channel cross-talk. The correlation matrix $\alpha'$ reads in units of $\sqrt{I_{I,mp}}$

\[
\alpha' = 0.01 \times \\
\begin{pmatrix}
18 - 4i & 5 + 6i & 2 + 3i & 2 + 2i & 1 + 2i & 1 + i & 1 + i & i & i \\
2 - 6i & 17 - 4i & 4 + 5i & 2 - 3i & 1 + 2i & 1 + 2i & 1 + i & i & i \\
-3i & 2 - 6i & 16 - 3i & 3 + 5i & 1 + 3i & 1 + 2i & 2i & 2i & i \\
-2i & -3i & 2 - 6i & 15 - 2i & 3 + 5i & 1 + 3i & 1 + 2i & 2i & i \\
-2i & -2i & 13i & 2 - 6i & 15 & 2 + 6i & 1 + 3i & 2i & 2i \\
-i & -2i & 12i & 13i & 3 - 5i & 15 + 2i & 2 + 6i & 3i & 2i \\
-i & -i & -2i & 12i & 13i & 4 - 5i & 16 + 3i & 2 + 6i & 3i \\
-i & -i & -i & 1 - i & 1 - 2i & 1 - 2i & 2 - 3i & 4 - 5i & 16 + 4i & 2 + 6i \\
-i & -i & -i & 1 - i & 1 - 2i & 2 - 2i & 2 - 3i & 5 - 6i & 18 + 4i
\end{pmatrix}
\]

We now discuss this matrix at the same time as the correlation slopes.

Let us first look at the correlation slopes $c_I^{(0)}$ and $c_Q^{(0)}$ (see Fig. 8.9). The correlation slopes are non-zero only for frequencies $f_{\text{drive}}$ and amplitudes $\alpha$, which are compatible, i.e. when the drive is resonant with the yes–no qubit and the yes–no qubit probes a Fock state that has a non-zero population. The correlation slope $c_I^{(0)}$ shows that the record $I^{(0)}$ and the yes–no record are correlated ($c_I^{(0)} > 0$) when the yes–no qubit is probing if the storage mode contains 0 photons and anti-correlated ($c_I^{(0)} < 0$) when the yes–no qubit is probing if the storage mode contains 1 or 2 photons.
8.3 CORRELATION BETWEEN MULTIPLEXED MEASUREMENT AND STRONG PHOTON NUMBER MEASUREMENT

Figure 8.9: Correlation slopes $c_I^{(0)}$ (left) and $c_Q^{(0)}$ (right) as a function of the yes–no qubit π-pulse frequency $f_{\text{drive}}$ and the storage mode coherent state amplitude $\alpha$. The black solid lines correspond to the contour lines of dressed yes-no qubit spectroscopy in Fig. 8.7 and indicates the regions of response of the yes-no photocounting. The green numbers in these contour lines are the storage photon numbers probed by the yes–no qubit for the π-pulse frequency $f_{\text{drive}}$.

The mean record $I^{(0)} + iQ^{(0)}$ is equal to $-\alpha_{\text{in}} + \sqrt{1,\text{mp}}\alpha_{0n}'p_s(n)$, where $p_s(n)$ is the storage mode photon number distribution and denote a vector product. Thus, according to the measurement operator of Eq. (8.21), the closer $I^{(0)} + iQ^{(0)}$ is to $-\alpha_{\text{in}} + \sqrt{1,\text{mp}}\alpha_{0n}'$, the bigger the probability $p_s(n)$ is. From the real part of $\alpha_{0n}'$, one can deduce the expected sign of the correlation slopes $c_I^{(0)}$. The storage Fock state $|0\rangle$ corresponds to a high average record $I^{(0)} = -\alpha_{\text{in}} + 0.18\sqrt{1,\text{mp}}$, whereas other Fock states correspond to small values of $I^{(0)} \leq -\alpha_{\text{in}} + 0.05\sqrt{1,\text{mp}}$. Thus, as observed, we are expecting a positive correlation slope between $I^{(0)}$ and $Q_{\text{yn}}$ (as the higher $I^{(0)}$ is, the higher $p_s(0)$ should be) when probing if there are 0 photons in the storage mode. For other Fock states, we are expecting a negative correlation slope. The amplitude of this negative correlation slope must decrease with the support of the storage photon number distribution. Indeed, if there are only 0 or 1 photons in the storage mode, a small value of $I^{(0)}$ can be associated to the Fock state $|1\rangle$ without ambiguity, and we would expect a strong anti-correlation. However, if the photon distribution is spread over many photon numbers, a small value of $I^{(0)}$ cannot be associated to a single Fock state but only to the fact that there are not 0 photons. Thus, the anti-correlation should be small. For the correlation slope $c_I^{(0)}$, we indeed observe that the anti-correlation when probing if there are 1 photon and 2 photons is maximal for small coherent states $\alpha \sim 0.75$ compared to the yes–no resonance corresponding to 1 photon (see the black lines in Fig. 8.9).
Figure 8.10: Correlation slopes $c^{(3)}_I$ (left) and $c^{(3)}_Q$ (right) as a function of the yes–no qubit $\pi$-pulse frequency $f_{\text{drive}}$ and the storage mode coherent state amplitude $\alpha$. The black solid lines correspond to the contour lines of dressed yes-no qubit spectroscopy in Fig. 8.7 and indicates the regions of response of the yes-no photocounting. The green numbers in theses contour lines are the storage photon numbers probed by the yes–no qubit for the $\pi$-pulse frequency $f_{\text{drive}}$.

The correlation slopes $c^{(3)}_I$ and $c^{(3)}_Q$ (see Fig. 8.10) can be analyzed using the same approach. We observe a strong correlation between $I^{(3)}$ and $Q_{\text{yn}}$ when using the yes–no qubit to probe whether there are 3 photons and a small anti-correlation when a different photon number is probed. The anti-correlation is smaller than the one observed with $I^{(0)}$, as the photon number distribution is broader. Looking at $c^{(3)}_Q$, $Q^{(3)}$ and $Q_{\text{yn}}$ are anti-correlated when the yes–no qubit probe photon number is equal to or below 3 and is correlated in other cases. These observations are in good agreement with the real and imaginary part of $\alpha'_3n$. The real part is high for $n = 3$ and small for $n \neq 3$. The imaginary part is negative for $n \leq 3$ and positive for $n > 3$. The same study can be applied to the other correlation slopes, and we always obtain a good agreement between the sign of the correlation slope (i.e. if we have a correlation or an anti-correlation) and the value of the real and imaginary parts of $\alpha'_{kn}$. All the correlation slopes can be found...
in App. f. The existence of these correlations between the multiplexed records and the storage photon number probability is proof that the multiplexed measurement extracts information about the storage photon number and that the record $k$ extracts mainly information about the storage Fock state $|k\rangle$ population.

CONCLUSION

Here are the main conclusions of this section.

- We demonstrate how to measure the decoherence rate of a harmonic oscillator through an experiment inspired by the Ramsey interference experiment.

- The dephasing rate of the multiplexing measurement shows a maximum when the drive strength $\Omega$ is equal to half the cross-Kerr rate $\chi_{s,\text{mp}}$ and a minimum when the drive strength is equal to the cross-Kerr rate.

- The infinite frequency comb is used to derive the dephasing rate between two storage Fock states. This dephasing rate shows maximum and minimum rates for the same drive strength values as the experimental observation.

- From the infinite frequency comb and the derived dephasing rate, one can prove that the best measurement rate that is accessible using a measurement apparatus recovering all the information is $N_{\text{max}}\Gamma_{1,\text{mp}}/2$, meaning that 98% of the storage photon number information is always extracted in $8T_{1,\text{mp}}$ no matter what is the maximal photon number $N_{\text{max}}$ looked for in the storage mode.

- The photon-counting ability of the multiplexed measurement can be studied through the correlations between the multiplexed records and a strong measurement performed with the yes–no qubit.
Part III

TOWARD THE SINGLE SHOT MEASUREMENT
A major part of this thesis has been dedicated to the improvement of multiplexing photon number measurement, which makes it possible to photocount using a single-shot measurement. The single-shot ability of the multiplexed measurement is governed by the ratio \( \eta \frac{\Gamma_{1,\text{mp}}}{\Gamma_{1,s}} \); the larger it is, the larger the signal-to-noise ratio of the measurement. This ratio can be viewed as the number of photons emitted by the multiplexing qubit and detected by the heterodyne detection setup during the lifetime of the storage mode. The circuit used in the previous chapters had a ratio of about 17; increasing this by an order of magnitude should make single-shot multiplexed photon number measurements possible.

The main difficulty boils down to preventing the desired strong coupling of the qubit to the measurement line to deteriorate the quality factor of the storage mode. In the first attempt, we used a tunable Purcell filter, which was added to the transmission line. The design and performance of this filter will be discussed in this chapter; overall, however, the improvement on the storage lifetime was only by a factor of 2.5. In the second attempt, a new experiment was designed using a \( \lambda/4 \) coaxial cavity instead of a coplanar waveguide resonator for the storage mode. The design of this new experiment and preliminary results will be discussed in this chapter.

### 9.1 Tunable Purcell Filter

#### 9.1.1 Design

The goal of the Purcell filter is to protect the storage mode from the Purcell effect through its hybridization with the multiplexing qubit. In this experiment, a storage lifetime of \( 3.8 \mu s \) was limited by the Purcell emission of the storage mode in the multiplexing qubit transmission line (see Sec. 3.3 for more information about the Purcell effect). The Purcell filter has been designed in such a way that it has a close-to-1 and flat transmission coefficient around the multiplexing qubit frequency and a close-to-1 reflection coefficient at the storage frequency. We decided to use a 3D geometry to make the fabrication easier, designing the filter in such a way that the frequency of the notch is tunable, enabling us to match the notch frequency with the storage frequency.

Pictures of the Purcell filter are given in Fig. 9.1. The filter is a 3D rectangular cavity with a superconducting inner conductor connected to the left and right faces of the rectangular cavity. Two microwave pins are added, which define the input/output ports of the filter. The superconducting inner conductor was added in order to obtain a non-simply connected geometry, allowing the existence of a transverse electromagnetic (TEM) mode coupling the two ports. The filter can be viewed as a coaxial cable with
Figure 9.1: Pictures of the tunable Purcell filter. Left: filter closed. Right: filter open. The two large brass screws allow us to tune the notch band frequency. The small stainless-steel screw allows us to tune the impedance of the two ports. A coin of 1 euro gives the scale.

a square structure instead of a circular one. Without the superconducting inner conductor, the filter is a rectangular waveguide with a frequency cut-off that is above the multiplexing qubit frequency.

In order to create a notch band, we added two screws. The notch frequency is set by the penetration length of the screws inside the filter.

The microwave pins in the filter are made of large copper cylinders, in order make the transmission coefficient higher and flatter around the multiplexing qubit and to enable us to reach a close to 1 transmission coefficient on a larger frequency band. The distance between the two pins is also chosen because it increases the transmission coefficient at the multiplexing qubit frequency.

Two small screws were added from each side of each pin. The length of the screws penetrating inside the cavity enable us to tune the impedance the port but only by a small factor.

9.1.2 Results

The reflection and transmission coefficients of the ports were measured for various screw configurations (see Fig. 9.2). When the screws controlling the notch band frequency are removed, the filter shows a close-to-1 transmission amplitude around the multiplexing qubit frequency 4.238 GHz. We identify a parasitic mode around 4.6 GHz (see the purple line in Fig. 9.2), which can hybridize with the multiplexing qubit and thereby change its relaxation rate. One of the two screws controls the frequency of the parasitic mode and enables it to decrease to below 3 GHz (see the red line in Fig. 9.2). The second screw enables us to create a notch band and to control the notch frequency over a range larger than 1 GHz. Due to the contraction of the cavity during the cool down, the notch frequency decreases by 18 MHz from room temperature to 20 mK. This value is reproducible over several cool downs and enables us to tune the filter at room temperature, such that the notch frequency is equal to the storage mode frequency.
9.2 New circuit with a coaxial cavity

A major part of this thesis has been dedicated to the design and fabrication of a new version of the circuit—one that is based on a 3D cavity, instead of on a coplanar waveguide resonator. Indeed, $\lambda/4$ coaxial cavities have shown a lifetime that is larger by orders of magnitude than that of the $\lambda/2$ coplanar waveguide (CPW) resonator [46, 66, 202]. The goal of the new design is to obtain a cavity mode with a lifetime of above 200 $\mu$s, coupled dispersively to a qubit with a lifetime of 50 ns (dominated by its coupling to the transmission line) through a cross-Kerr rate of 6 MHz. To reach these parameters, we have to add a filter in order to protect the cavity mode from the decay that results from its coupling to the lossy qubit.

9.2.1 Design

9.2.1.1 Design of the cavity

The cavity is a $\lambda/4$ coaxial cavity with a rectangular base (see Fig. 9.3). The bottom part of the cavity can be viewed as a coaxial line, while the top part can be viewed as a rectangular waveguide. The dimension of the cavity (10 mm, 18 mm, 30 mm) and

4.558 GHz. At this frequency, the filter shows a transmission coefficient below −30 dB over 40 MHz.

Experimentally, we observed an increase in the storage mode lifetime: from 3.8 $\mu$s to 10 $\mu$s. The multiplexing qubit relaxation was fluctuating between 30 ns and 120 ns. This was due to an impedance mismatch between the filter and the transmission line, leading to a Fabry–Perot–like effect in the cable connecting the multiplexing qubit to the filter.

The improvement of the storage lifetime by a factor of 2.5 being too small to perform a single-shot measurement, we decided instead to design a new version of the experiment.

Figure 9.2: Amplitude of the reflection (left) and transmission (right) coefficients of the tunable Purcell filter for various screw penetration lengths (the blue, orange, and green lines). When the two screws are removed (the purple line) a parasitic mode appears at 4.6 GHz. The frequency of the parasitic mode can be controlled with only one of the two screws and decreased to below 3 GHz (red line).
the post height (13.9 mm) define the cavity’s resonant frequency (4.5 GHz) and the frequency cut off of the waveguide (80 GHz). The frequency cut off of the waveguide is chosen such that the field of the \( \lambda/4 \) coaxial mode is evanescent above the post, thus protecting the cavity mode from the loss of the seal at the top of the waveguide [46]. Two “arms” enable us to introduce two chips, each of which contains a qubit.

9.2.1.2 Design of the yes–no qubit

The yes–no qubit is designed as a transmon qubit dispersively coupled to a \( \lambda/2 \) microstrip resonator dedicated to the yes–no qubit readout. The readout resonator is coupled to a transmission line through a Purcell filter (a \( \lambda/2 \) microstrip resonator), which acts as a band pass filter. The Purcell filter protects the yes–no qubit from the decay induced by its hybridization with the readout resonator.

9.2.1.3 Design of the multiplexing qubit

The multiplexing qubit design was the hardest part of this new circuit; it has to be strongly coupled to a transmission line in such a way that its lifetime is about 50 ns, and sufficiently dispersively coupled to the cavity mode to reach the photon number-resolved regime, without decreasing the cavity mode quality factor.

We decided to capacitively couple the multiplexing qubit to a microstrip transmission line. The end of the microstrip transmission line is galvanically coupled to a coaxial transmission line through a pogopin (see Fig. 9.3.a). The pogopin is a microwave pin mounted on a string. The string presses the microwave pin against the microstrip transmission line and ensures a galvanic (instead of a capacitive) coupling. On the other side of the pogopin, the microwave pin is galvanically connected to a SubMiniature A (SMA) port (see Fig. 9.3.c).

The cavity mode is protected from the Purcell effect through the addition of two stubs to the microstrip transmission line. These stubs act as a \( \lambda/4 \) resonator, resonant at the cavity mode frequency (these are described in detail in Ref. [203]). The stubs have a simple “L”-shape geometry (see Fig. 9.3.d); the length of the stub controls the stub frequency and the width controls the impedance of the stub.

9.2.2 First characterizations

We started by characterizing the cavity separately. The cavity was fabricated in 4N aluminum, without mirror polish. It was first cleaned with acetone and isopropanol and blow-dried with nitrogen, then etched at 50 °C with a type-A Transene aluminum etchant for 40 min, corresponding to etching a depth of 25 \( \mu \)m. Following the etching, the cavity was cleaned again with acetone and isopropanol, blow-dried with nitrogen, and backed at 50 °C for 30 min. A first cool down of the cavity was then performed. Next, we carried out a spectroscopy of the cavity in transmission through the ports dedicated to driving the cavity and the yes–no qubit. The transmission coefficient and its fit are both shown in Fig. 9.4. As the resonance shows Fano features [204], we fitted
9.2 NEW CIRCUIT WITH A COAXIAL CAVITY

Figure 9.3: Multiplexing photon-counting experiment based on a $\lambda/4$ coaxial cavity. a. High-frequency structure simulator (HFSS) simulation of the experiment. The storage mode (first cavity mode) is coupled to two qubits. The multiplexing qubit (left arm) is capacitively coupled to both a microstrip transmission line containing two $\lambda/4$ stubs (identifiable by their “L” shape) and to a *pogopin*. The yes-no qubit (arm in the back) is coupled to a microstrip resonator and protected by a microstrip Purcell filter. b. Picture of the cavity with the multiplexing qubit inside. c. Picture of the multiplexing qubit chip. The multiplexing qubit antennas are visible at the top of the chip, while the microstrip transmission line with the $\lambda/4$ stubs can be seen below. d. Picture of the pogopin POGO-PIN-19.0-1 (non-magnetic) by EmulationTechnologie. The pin (at the top-right corner) is mounted on a spring, allowing enough pressure between the pin and the microstrip transmission line to create a galvanic contact.
it using Eq. (2.36) and added a parasitic transmission channel characterized by the transmission coefficient $t_f$, as follows:

$$S_{21}(\omega) = \sqrt{1 - |t_f|^2} \frac{-2\sqrt{\kappa_1\kappa_2}}{\kappa_{tot} - 2i(\omega - \omega_r)} + t_f. \quad (9.1)$$

We then obtained a total loss rate $\kappa_{tot}$ of 90 Hz, corresponding to a total Q factor of about $52 \times 10^6$. Using spectroscopy in reflection, we estimated the value of the coupling rates $\kappa_1$ and $\kappa_2$ to be about 1 Hz, meaning that most of the losses are internal.

When the quality factor is limited by coupling to parasitic two-level systems, a high probe power saturates the two-level systems and the quality factor increases [205]. For the purpose of our experiment, we are interested in the quality factor in the single photon regime (i.e. at a probe power low enough that we can consider the cavity to contain only one photon). We estimate that the probe power after attenuation is about $-115$ dBm, leading to a cavity mean photon number of 2000. In Ref. [206], the authors show that the critical photon number (i.e. the number of photons we need to add to see a modification of the quality factor) is about 1100 for a 3D cavity. Thus, the quality factor measured should be closed to the single photon quality factor and we will confirm its value with another independent measurement.

The second step was to characterize the cavity/yes-no qubit system. We obtained a desirable cross-Kerr rate between the yes-no qubit and the cavity mode of 0.8 MHz. The yes-no qubit lifetime is 38 $\mu$s and its coherence lifetime is 2.5 $\mu$s. We believe that the coherence lifetime is limited due to the poor thermalization of the dilution fridge lines. The storage lifetime is measured by probing the time evolution of the zero photon
probability after a displacement of the cavity (see Fig. 9.5); by doing so, we obtain a cavity lifetime of 0.96 ms, corresponding to a quality factor of $25 \times 10^6$.

The last part we had to characterize was the multiplexing qubit/cavity system. As of the date of this writing, we were not able to observe the fluorescence of the multiplexing qubit. We have identified two main reasons for this. First, it took us several cool downs before we could obtain a multiplexing qubit with the targeted frequency (up to 200 MHz). Second, the length of the pogopin was too short during the first cool downs, leading to a multiplexing qubit with a lifetime that was 20 times higher than the one targeted (we have recently corrected this).

From the point of view of the cavity mode, the highest lifetime measured with the multiplexing qubit was about 70 µs. In order to investigate this short lifetime, we probed the microstrip transmission line/stubs/pogopin/TWPA transmission coefficient, as shown in Fig. 9.6. The ratio of the transmission coefficient at the targeted multiplexing qubit frequency (5.7 GHz) and at the cavity frequency (targeted 4.54 GHz, measured 4.585 GHz) is about 45 dB. Thus, the Purcell decay of the storage mode when there is no stubs should be divided by at least 10000 due the presence of the stubs. For the multiplexing qubit frequency targeted and the cavity multiplexing qubit cross-Kerr rate targeted (6.3 MHz), the Purcell effect should limit the cavity lifetime to 5 µs without stubs (see Eq. (3.20)); thus, with the stub filter, the cavity lifetime should be limited by the Purcell effect to more than 50 ms. We therefore conclude that the low lifetime measured for the cavity is not due to an error in the stubs’ design and that we will need to investigate the situation further if we are to understand it.

9.3 PERSPECTIVES

To conclude this manuscript, we would like to offer some perspectives for the future of multiplexing photon number measurement.
Figure 9.6: Measured transmission coefficient of the microstrip transmission line with the stubs, the pogopin, and the TWPA. The measurement was performed by inserting an antenna inside the cavity trough the cavity cap. The transmission amplitude is measure between this antenna and the pogopin port. The features above 6 GHz are the TWPA gap. The targeted and measured cavity resonant frequencies are close to the stub frequency. Compared to the multiplexing qubit frequency (targeted 5.7 GHz), the stubs offer a protection of about 45 dB.

9.3.1 After the single-shot measurement

Our continuous measurement opens new possibilities in terms of feedback control of the quantum state of a cavity. It can readily be applied to stabilize quantum states by feedback control [40, 207], probe quantum trajectories of microwave modes [7], observe quantum Zeno dynamics [208], or engineer desired decoherence channels by varying in time the amplitude of the probe tones. This measurement scheme enables the future implementation of a large class of measurement operators that would be useful to stabilize bosonic codes [209], to stabilize a Fock state parity by autonomous feedback [189], or to extend the reach of simultaneous probing of a single quantum system by multiple observers [210, 163] to larger systems and arbitrarily many observers. Our photocounter for stationnary modes can also be converted into a photocounter for propagating modes using a catch and count protocol [27]. Moving further, one could extend this frequency domain measurement to more complex probes than a single qubit and many possible physical systems beyond superconducting circuits.

9.3.2 Going further with the pogopin

The galvanic coupling that was created thanks to the pogopin gave us the idea of studying whether we could use the pogopin to create a fast-flux line for a frequency-
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A tunable qubit in a superconducting cavity. A superconducting quantum interference device (SQUID) transmon qubit is a transmon qubit in which the single Josephson junction is replaced by two Josephson junctions, forming a loop [20]. The magnetic flux through the loop allows the frequency of the qubit to be controlled. How to control the flux of a frequency-tunable qubit in a superconducting cavity is still an open challenge. The main difficulty comes from the fact that the superconducting cavity screens any external magnetic field. The current approach consists in replacing a part of the superconducting cavity with either vacuum [211], a non-superconducting metal such as copper [212] or a magnetic hose that can be used to guide the magnetic field inside the cavity [213]. Here, we propose to use the pogopin to create an interface between a coaxial DC transmission line and a microstrip DC transmission line, using the microstrip transmission line (or flux line) to control the magnetic flux inside the SQUID transmon loop.

The circuit we propose to use is represented in Fig. 9.7. The superconducting cavity is a λ/4 coaxial cavity of the same design as the one used for the 3D version of the multiplexing photon-counting experiment. It is dispersively coupled to a SQUID transmon, with the coupling being mediated by a bus (see Fig. 9.7a and c). In the DC regime, the SQUID transmon is coupled to a flux line, which allows us to control the flux in the SQUID loop. The flux line is galvanically connected to two pogopins, which allow us to bring a DC current inside the cavity (see Fig. 9.7b, c, and d). The flux line contains...
three stub filters, which act as a $\lambda/4$ resonator, in order to protect the cavity from decaying in the flux line. These filters are identifiable by their “L” shape. The SQUID transmon is also dispersively coupled to a readout resonator, whose *snail* shape (inspired by Ref. [108]) permits to decrease its coupling to the flux line (see Fig. 9.7d). A readout port enables us to probe the readout resonator through the Purcell filter that protects the SQUID transmon from Purcell decay (see Fig. 9.7a and c).

The goal of this experiment has been to demonstrate the following points:

- the control of the flux inside the SQUID transmon loop
- the long lifetime and coherence time of the SQUID transmon
- the long lifetime of the cavity mode
- the ability to perform a fast-flux gate on the SQUID transmon
- the ability to deterministically prepare the cavity mode in non-classical states (such as Fock or cat states).
Part IV

APPENDIX
The JJs are fabricated using a Dolan bridge technique [214] that is based on shadow evaporation. The wafer/chip is recovered using a bi-layer resist polymethylglutarimide (PMGI) and PMMA mask (with the PMMA on top of the PMGI). An electrical lithography is performed using a scanning electron microscope (SEM) enabling a sub-10 nm resolution to be reached. A layer of 10 nm of aluminum is added on top of the PMMA in order to avoid charge accumulation during the electrical lithography. We first develop the PMMA, which is electron-sensitive, and then the PMGI, which is not electron-sensitive. Thus, everywhere the PMMA has been removed, the PMGI is as well, causing an undercut to appear below the PMMA. The goal of this lithography is to create a bridge. Fig. a.1a shows the typical pattern exposed during the electrical lithography and two horizontal cuts, one of which shows the bridge obtained following the PMMA and PMGI development (Fig. a.1b).

Two aluminum evaporations are then performed using a Plassys® evaporator with angles at 30° and 0° along the vertical green dashed line in Fig. a.1a, separated by a control oxidation. Fig. a.1c shows a cut along the evaporation line, while Fig. a.1d shows the resulting aluminum pattern following the evaporations. An Al/AlOx/Al JJ, as indicated by the red boxes in Figs. a.1c and d, is created. Its area is given by the two “finger-width” w1 and w2 (see Fig. a.1a), while the thickness of the oxide barrier is controlled by the oxidation parameters (pressure and duration).

A SEM image of a JJ is shown in Fig. a.2a. We observe that, due to the large size of the transmon antennas required by the cavity multiplexed photocounting experiment, the JJ is very sensitive to electrical discharge (see Fig. a.2b and c). To protect the JJ against such discharges, we electrically connect the two antennas together with a 15 µm-wide aluminum line, which is evaporated at the same time as the JJ. This is equivalent to shorting the JJ. The shorting line protects the junction during both the lift-off and the first manipulation of the chip. Once the chip is ready to be introduced into the cavity and only the resistance of the junction needs to be measured (see the next section), we cut the shorting line using the needle of a probe station while keeping the JJ under an ionized air flow that is generated by an air ionizer fan. The ionized air flow evacuates any charge that has started to accumulate on the transmon antennas, thus protecting the JJ against electrical discharge. We keep the JJ under the ionized air flow until the chip is mounted in the cavity.

The protocol for the fabrication of the JJ is as follows.
Figure a.1: Junction fabrication through shadow evaporation using a Dolan bridge.  

**a.** Pattern exposed during the electrical lithography. The finger-width $w_1$ and $w_2$ determine the future JJ area. 

**b.** A cut along the two horizontal axes, indicated by a green dashed line in **a**. Top: cut showing the Dolan bridge made of PMMA. Bottom: cut showing the undercut of the PMGI, below the PMMA. 

**c.** Cut along the axes, as indicated by the vertical dashed line in **a**. Two aluminum evaporation (grey) layers with different angles are performed and separated through a control oxidation step, generating an oxide layer (black line). We obtain a JJ in which the two types of evaporation are superposed (red dashed box). 

**d.** Aluminum pattern after the two evaporations. The JJ is indicated by the red dashed box.

### A.0.0.1 Cleaning

The cleaning step contains two sub-processes: a toluene-methanol-acetone-IPA (TAMI) cleaning and a piranha cleaning. **Remarks:** Toluene and methanol are toxic solvents and piranha is a powerful acid. All must, therefore, be used with caution.

- Clean with toluene in a sonicator for 5 min
- Clean with methanol in a sonicator for 5 min
- Clean with acetone in a sonicator for 5 min
- Clean with IPA in a sonicator for 5 min
- Blow dry with nitrogen
Figure a.2: SEM pictures of a JJ. a. Regular JJ; the image shows the overlap between the two evaporations that defines the junction. b. and c. JJ after an electrical discharge.

- Clean with piranha solution for 5 min (do not agitate)
- Rinse with DI water
- Blow dry with nitrogen

A.0.0.2 Resist spin coat
- Rinse with DI water
- Blow dry with nitrogen
- Heat at 200°C for 5 min
- Let the wafer/chip cool down for 1 min
- Re-cover entirely with PMGI resist and spin coat:
  - 500 rpm 5 s (500 rpm/s)
  - 2000 rpm 55 s (4000 rpm/s)
- Heat at 200°C for 5 min
- Let the wafer/chip cool down for 1 min
- Re-cover entirely with PMMA resist and spin coat:
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- 500 rpm 5 s (500 rpm/s)
- 4000 rpm 55 s (4000 rpm/s)

- Heat at 180 °C for 15 min
- Let the wafer/chip cool down for 1 min
- Evaporate 10 nm of aluminum on top of the PMMA:
  - angle = 0°
  - rate = 0.3 nm/s

A.0.0.3 Electrical Lithography

The electrical lithography is performed using a SEM. The relevant parameters of the lithography are as follows:

- Tension 30 keV
- Working distance 7 mm
- Aperture 7.5 µm
- Dose 380 µC µm⁻¹

The development of the electrical lithography is achieved using the following protocol. The MIBK/IPA solution only develops the PMMA resist, while the MF319 only develops the PMGI resist.

- Soak the wafer/chip in a potassium hydroxide (KOH) solution (2% in mass) for 1 min to remove the aluminum on top of the PMMA
- Rinse with DI water for 20 s
- Blow dry with nitrogen
- Stir in the MIBK/IPA (1:3 in volume) for 60 s
- Rinse in DI water for 20 s
- Blow dry with nitrogen
- Stir in the MF319 for 35 s (for a 4 mm x 30 mm chip) or 60 s (for a 2-inch wafer)
- Rinse in IPA for 20 s
- Blow dry with nitrogen
A.0.0.4 *Evaporation*

The evaporation is performed using a Plassys evaporator, as follows:

- Insert the sample in the evaporator
- Pump the chamber at least overnight, so that it reaches a pressure below $1 \times 10^{-7}$ mbar
- Perform ion milling for 30 s (400 V, 22 mA, Ar, tilt = 0°)
- Perform ion milling for 30 s (400 V, 22 mA, Ar, tilt = 30°)
- Protect the sample with a shutter
- Evaporate the titanium to decrease the $O_2$ pressure:
  - rate 0.2 nm/s
  - duration 2 min
- Remove the shutter
- Evaporate the aluminum:
  - rate 0.5 nm/s
  - thickness 20 nm
  - tilt 0°
- Perform static oxidation:
  - duration 25 min
  - pressure $P_{O_2}$ for a few (0.5 to 10) mbar
- Evaporate the aluminum:
  - rate 0.5 nm/s
  - thickness 40 nm
  - tilt 30°
- Perform static oxidation:
  - duration 10 min
  - pressure 10 mbar.

A.0.0.5 *Lift off*

- Remove the resist with NMP in the sonicator for 1 h at 60°C
- Rinse with IPA
- Blow dry with nitrogen
A.1 JUNCTION RESISTANCE

The Josephson energy $E_J$ of the junction can be deduced by measuring the normal resistance of the junction. The Ambegaokar–Baratoff relationship links the normal-state resistance of a junction at zero temperature $R(0)$ to the critical current of the junction $I_0 = E_J/\phi_0$, as follows:

$$R(0) = \frac{\pi \Delta}{2eI_0} = \frac{\pi \Delta \phi_0}{2eE_J},$$  \hspace{1cm} (a.1)

where $\Delta \sim 180 \mu$eV is the aluminum superconducting gap. The resistance of the junction $R(300)$ is measured at 300 K, and we estimate that $R(0)$ is $15 - 20\%$ smaller.

The resistance $R(300)$ should be proportional to $1/w_1$, $1/w_2$ and almost proportional to $\sqrt{P_{O_2}}$ [215]. Fig. a.3 shows the resistance of 270 junctions made with a width $w_1$ from 100 nm to 200 nm, a width $w_2$ equal to 120 nm, 160 nm or 200 nm, and pressure $P_{O_2}$ equal to $\{3.5, 5.8, 6, 7, 15, 30\}$ mbar. This shows how $R(300)w_1w_2$ depends on $\sqrt{P_{O_2}}$. We obtain a close-to-linear relationship. Assuming that the linear relationship is exact, we compute the value of $P_{O_2}$, which we will use during the evaporation process in order to reach the targeted resistance $R(300)$, working always with the same finger widths.
Figure b.1: Cabling for the Josephson travelling wave parametric amplifier characterization.
The readout resonator, the yes-no qubit and the multiplexing qubit are driven by pulses that are generated using a Tektronix® Arbitrary Waveform Generator (AWG) AWG5014C with a sample rate of 1 GS/s. Storage mode pulses are generated using a Zurich Instruments® UHFLI with a sample rate of 1.8 GS/s. The UHFLI allows us to change the pulse amplitude and phase without recompiling the sequence. This feature decreases the time needed for Wigner tomography compared to a standard AWG and makes the pulse sequence simple with the drawback of having to synchronize the two AWGs. AWG pulses are modulated at a frequency 25 MHz for readout, 100 MHz for yes-no qubit, and 75 MHz for storage and multiplexing qubit. They are up-converted using single sideband mixers for readout resonator and multiplexing qubit and regular mixers for the storage resonator and yes-no qubit, with continuous microwave tones produced respectively by AnaPico® APSIN12G, Agilent® E8257D, WindFreak® SynthHD, and AnaPico® APSIN20G sources that are set at the frequencies $f_{ro} + 25$ MHz, $f_{mp} + 75$ MHz, $f_s + 75$ MHz and $f_{yn} + 100$ MHz.

The two reflected signals from the readout and multiplexing qubit are combined with a diplexer and then amplified with a Travelling Wave Parametric Amplifier (TWPA) provided by Lincoln Labs. We tuned the pump frequency ($f_{TWPA} = 5.998$ GHz) and power in order to reach a gain of 20.7 dB at 7.138 GHz and 18.2 dB at 4.238 GHz. The quantum efficiency of the yes-no readout signal was measured to be $18.7 \pm 0.4\%$, and should be close to the efficiency $\eta$ of the multiplexing detection. We estimate that this efficiency is the product of the efficiency of the microwave components before the TWPA (25 to 60%), the efficiency of the TWPA itself (33% to 83%) and the (90 to 95%) efficiency coming from what is above the HEMT amplifier. The follow-up amplification is performed by a High Electron Mobility Transistor (HEMT) amplifier from Low Noise Factory (LNF®) at 4 K and by two room temperature amplifiers. The two signals are down-converted using image reject mixers before digitization by an Alazar® acquisition board and numerical demodulation. Actually for the multiplexed signal, nine demodulation operations are performed at each of the down-converted frequencies $75$ MHz + $k\chi_{s,mp}$ for $0 \leq k \leq 8$. The full setup is shown in Fig. b.2. The Tektronix® AWG is used as the master that triggers the UHFLI and the Alazar® board.

The frequency comb that is used for the multiplexing measurement is generated and demodulated using the following method. Nine cosine functions at frequencies $\{75$ MHz + $k\chi_{s,mp}\}_{0\leq k \leq 8}$ are summed and multiplied by a Gaussian envelop numerically with a sampling rate of 1 GHz/s over the duration of the pulse. A waveform is then generated by the AWG following this list of values. This method ensures a good phase coherence between all the comb frequencies. The AWG output is up-converted using a single side band mixer whose LO port is driven at frequency $f_{mp} + 75$ MHz.
Figure b.2: **Schematic of the setup.** Each electromagnetic mode of the experiment is driven by a RF generator detuned by the modulation frequency and whose color matches the color of the corresponding mode in Fig. 5.1. Room temperature isolators are not represented for the sake of clarity.
The Wigner tomography is the tomography process that is most often used with a harmonic oscillator, giving access to the Wigner function or Wigner quasiprobability distribution of the quantum state. This appendix will define the Wigner tomography and the experimental processes used to measure and calibrate it. It will then discuss the Wigner–Weyl transformations, where we will see that the Wigner tomography is simply the Wigner transformation of the density matrix and, reciprocally, that the density matrix is the Weyl transformation of the Wigner function. We will also see that the Weyl transformation is not straightforward to apply, as well as determining the different approaches we can use to reconstruct the density matrix from the Wigner function. One of these approaches is based on the Wigner map, which allows the mean value of any observable to be measured using the Wigner function. When using this approach, therefore, the computation is directly performed in the Wigner function phase space, instead of through the use of the density matrix.

In this appendix, we will use the hat notation with the quantum operator to distinguish the classical coordinates $x$ and $p$ of the phase space from the quantum Hermitian operators $\hat{x}$ and $\hat{p}$, thereby defining $\hat{a} = \hat{x} + i\hat{p}$. We also introduce the quadrature $\hat{x}_\theta = \cos(\theta)\hat{x} + i\sin(\theta)\hat{p}$ so that $\hat{x}_{\pi/2} = \hat{p}$.

### C.1 The Wigner Tomography

#### C.1.1 Definition

The Wigner tomography is a process leading to the measurement of the Wigner function. The Wigner function of a harmonic oscillator with the density matrix $\rho$ is defined as

$$\text{W}(\alpha) = \frac{2}{\pi} \text{Tr}(\hat{D}^\dagger(\alpha)\rho\hat{D}(\alpha)\hat{P})$$

where $\hat{D}(\alpha) = e^{\alpha \hat{a}^\dagger - \alpha^* \hat{a}}$ is the displacement operator of the harmonic mode by the coherent field $\alpha$, and $\hat{P} = e^{i\pi \hat{a}^\dagger \hat{a}}$ is the photon number parity operator. A Wigner function is thus the expectation value of the photon number parity operator after displacement by the amplitude $-\alpha$.

The Wigner function is a quasiprobability distribution as, once it is integrated along the quadrature $\hat{x}_{\theta + \pi/2}$ direction, it leads to the probability distribution of the $\hat{x}_\theta$ quadrature of the field. It is the unique quasiprobability distribution that exhibits this simple property [7]. Compared to classical quasiprobability distributions (which are always positive) the Wigner quasiprobability distribution can be negative; this negativity is the sign of a “non classical” quantum state. For example, the Wigner function of a coherent state, a thermal state, and a squeezed state are all positive Gaussian functions. Those states are considered as “classical”, as we can generate them using a classical source of light. In comparison, the Wigner function of the Fock state $|1\rangle$ contains a
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negativity; this is expected, as we need a quantum source of light in order to generate a single photon. The Wigner tomography is a powerful tool with which to study the quantum state, as an equivalence exists between the Wigner function and the density matrix.

c.1.2 Pulse sequence

There are various ways to measure a Wigner function [7]; however, most of these are not direct measurements. In circuit QED, we usually use a technique that was proposed by Lutterbach and Davidovich in 1997\(^1\) [32, 180, 181] which enables the direct measurement of the Wigner function. The Lutterbach and Davidovich proposal is based on the measurement of the parity operator, which is made possible thanks to the dispersive coupling \(\chi\) shared between the harmonic mode and a qubit. We will discuss the implementation of this measurement in Sec.c.1.3.

The Wigner tomography sequence is represented in Fig. c.1. It starts by performing a displacement on the harmonic mode, following which two successive \(\pi/2\) pulses are applied to the qubit, separated by the waiting time \(\Delta\tau = \pi/\chi\). The sequence thus implements a parity measurement and maps the parity of the harmonic mode onto the z-axis on the qubit. It is then terminated by a readout of the qubit state.

c.1.2.1 Pulse characteristics

The pulses of the Wigner tomography sequence have to comply with some constraints. Due to the dispersive coupling, the harmonic mode inherits some self-Kerr rate. Thus, the displacement must be achieved in an amount of time that is shorter than the inverse of the self-Kerr rate, otherwise the harmonic mode will not be displaced by a coherent state but instead by a squeezed state. The \(\pi/2\) pulses applied to the qubit must be independent of the photon number of the harmonic mode. To do so, the duration of these pulses has to be much shorter than the inverse cross-Kerr rate \(\chi\) between the harmonic mode and the qubit. In this thesis, the displacement pulses are Gaussian pulses of 100 ns, with a width of 25 ns, while the \(\pi/2\) pulse is a Gaussian pulse of 18 ns, with a width of 4.5 ns.

Depending on the system, the readout of the qubit state can be achieved using a dedicated readout resonator or by using the same harmonic mode as the one studied.

---

\(^1\) This technique was initially proposed for use in cavity QED.
In the first case, as the readout resonator is dispersively coupled to the qubit, there exists a parasitic cross-Kerr rate between the harmonic mode and the readout mode. Thus, the heterodyne detection of the readout field contains an offset that depends on the harmonic mode state. The Q quadrature of the readout reads as

$$Q_{\pi/2} = p_gQ_g + p_eQ_e + Q_\rho,$$

where $p_{g/e}$ is the qubit probability in the state $|g\rangle / |e\rangle$, $Q_{g/e}$ is the value of the record for the qubit state $|g\rangle / |e\rangle$, and $Q_\rho$ the offset that depends on the harmonic mode state\(^2\). The easiest way to remove this offset is to perform the experiment a second time, replacing the second $\pi/2$ pulse with a $-\pi/2$ pulse. Thus, the Q quadrature reads

$$Q_{-\pi/2} = p_eQ_g + p_gQ_e + Q_\rho,$$

where $p_{g/e}$ are the same weight as the one in Eq. (c.1). The difference between the two records is independent of the harmonic mode state, as follows

$$Q_{\pi/2} - Q_{-\pi/2} = (p_g - p_e)(Q_g - Q_e).$$

This technique is even more powerful as it enables us to remove any offset in the Wigner tomography. Calibrating the $Q_g$ and $Q_e$ quadratures using the amplitude of the qubit’s Rabi oscillation, the Wigner function reads

$$W(\alpha) = \frac{\pi}{2} \frac{Q_{\pi/2} - Q_{-\pi/2}}{Q_g - Q_e}. \quad (c.4)$$

If the readout is performed in the same harmonic mode, we have to wait until the latter relaxes to its ground state before performing a readout, otherwise the readout will be strongly modified by the existing harmonic mode field. Even so, it is recommended that the experiment be performed a second time, this time with a $-\pi/2$ pulse, in order to remove any offset.

### c.1.2.2 Noise and averaging

A Wigner tomography is a measurement that can take from minutes to hours to be performed. During the measurement process, the setup can be sensitive to the amplifier phase and gain drift, as well as to temperature drift and qubit parameter drift (such as frequency drift or relaxation and dephasing-rate drift). A Wigner function is measured pixel by pixel, thus the harmonic mode quadrature phase space is meshed. We then have two choices: either average the measurement of one pixel before moving on to the next one, or measure each pixel of the mesh once only and repeat this mesh measurement in order to obtain the average. The first approach is highly sensitive to low-frequency noise and drifts. The averaging of one pixel measurement is long enough such that the low-frequency noise and the system drifts have different amplitude when measuring the next pixel. Thus, each pixel are measured with different setup and system parameters.

\(^2\) $Q_g$ and $Q_e$ are modified for higher photon numbers, and the contrast $Q_g - Q_e$ decreases with photon numbers. We can counter this effect either by correcting the readout frequency or by flushing the harmonic mode before the readout.
Figure c.2: Wigner tomography averaging. Each pixel of the Wigner function is measured twice (once with the $\pi/2$ pulse sequence and once with the $-\pi/2$ pulse sequence) before moving to the next pixel. Once all the pixels have been measured, we repeat the sequence to obtain the average.

and the Wigner function is distorted. In the second approach, the Wigner tomography is insensible to low-frequency noise or drift, at the expense of being more sensitive to noise or drift that is of a frequency equal to the mesh measurement’s repetition frequency. As the mesh measurement can be obtained in a few seconds, which corresponds with frequencies that have relatively low noise and drifts, using the second approach is advised. For the same reason, it is recommended to interleave sequences that have $\pi/2$ pulses with sequences that have $-\pi/2$ pulses. The interleaved sequences, together with their mesh averaging, are represented in Fig. c.2.

### 1.3 Parity measurement

The duration $\Delta \tau$ can be calibrated using qubit state revival during Ramsey interferometry (see supplementary material of Ref. [208]). The Ramsey interferometry sequence is represented on Fig. c.3a. The only difference compared to a usual Ramsey interferometry sequence is that the harmonic mode starts in a coherent state instead of the vacuum. Due to the dispersive interaction, revivals happen every multiple of $2\pi/\chi$ which allows us to set $\Delta \tau$ as half of the revival time in Fig. c.3b. Indeed, the qubit acquires a phase $n\chi t$ for each Fock state $|n\rangle$. Thus for large coherent state, the phase of the qubit becomes random, leading to a drop of its coherence, except for specific times equal to $2k\pi\chi$ with $k$ integer for which the phase acquired by the qubit is a multiple of $2\pi$.

For the same reason as for the Wigner function, the experiment has to be repeated twice with a final pulse of either $\pi/2$ or $-\pi/2$. The signal difference between the final $-\pi/2$ and $+\pi/2$ pulses can be expressed as

$$S(t) = \frac{Q_{\pi/2} - Q_{-\pi/2}}{Q_{\theta} - Q_{e}}$$

$$= e^{i\alpha^2 (\cos(\chi t) - 1)} \cos(|\alpha|^2 \sin(\chi t)) e^{-t\Gamma_2 - \gamma |\alpha|^2 t}.$$  

(c.5)

This expression is derived in the supplementary material of Ref. [208] under the assumption of a harmonic oscillator with infinite lifetime and a qubit excited state population equals to zero. The last exponential decay factor was added to take into account the intrinsic decoherence of the qubit and the measurement-induced dephasing rate of the harmonic mode on the qubit during the waiting time. It is also possible to take into
account a second order Kerr correction that shifts the revival time with the amplitude of the coherent state \[208\]. At first order this shift is given by

\[ t_{\text{revival}} = 2\Delta\tau \left( 1 - 2|\alpha|^2\chi_{\text{ho,ho,ho}}\Delta\tau \right). \] (c.6)

This experiment was performed to calibrate the Storage mode Wigner tomography, by adjusting the above parameters to allow the model to match the measured signal shown in Fig. c.3b, we find \( \Delta\tau = 337 \text{ ns} \), \( \gamma = 0.23 \text{ µs}^{-1} \) and \( \chi_{s,s,yn} = -14 \text{ kHz} \). However, this simple expression does not take into account the finite lifetime of the storage mode and we prefer to only use it as a calibration of \( \Delta\tau \) and not as a calibration of \( \chi_{s,s,yn} \).

### c.1.4 Axis calibration

The axes \( x \) and \( p \) of the phase space of the Wigner function \( W(\alpha = x + ip) = W(x,p) \) have to be calibrated. They correspond to the real and imaginary parts of the displacement \(-\alpha\) and thus can be calibrated using any calibration of the harmonic mode displacement. In this thesis, the axes of the phase space \( x,p \) are calibrated using the same pulse sequence as the Wigner tomography. The photon number calibration realized before (see section 5.2.2) cannot be used here for two reasons. First, in order to measure the measurement back-action of the multiplexed photon number measurement (see Sec. 8.1), we have to play the Wigner sequence with displacement pulses detuned from the storage mode frequency, while the photon number calibration is only valid for resonant pulses. Second, high order Kerr interaction affects the calibration when the harmonic mode hosts a large number of photons. Thus, we decided to use the width of the Wigner function when the storage mode is in the thermal equilibrium state to calibrate the phase space axes. For a thermal state with a thermal photon number \( n_{\text{th}} \), the Wigner function is a 2D Gaussian function with a width \( \sqrt{n_{\text{th}} + 1/2} \) [7]

\[ W_{\rho(n_{\text{th}})}(\alpha = x + ip) = \frac{2}{\pi} \frac{1}{2n_{\text{th}} + 1} e^{-2|\alpha|^2/(2n_{\text{th}} + 1)}. \] (c.7)
For a thermal state displaced by an amplitude $\beta$ the Wigner function is still a 2D Gaussian function with a width $\sqrt{n_{th} + 1/2}$ but centered on $\beta$. In thermal equilibrium, the storage mode has an average photon number $n_{th} = 0.03$, which is measured using the standard photon-counting experiment (see Sec. 5.2.1). We calibrated the quadrature axes in order to get the expected geometrical mean $\sqrt{\sigma_x \sigma_p} = 0.53$ of the spread along the quadratures $x$ and $p$ when the storage mode is at thermal equilibrium. To take into account high order Kerr effects, we displace the storage mode equilibrium state and measure its Wigner function. We adjust the calibration to still find a spread of $\sqrt{\sigma_x \sigma_p} = 0.53$. The function used for the calibration is a third order polynomial function which gives $|\alpha|$ as a function of the pulse amplitude $V_{max,s}$. We repeat this protocol for 3 detuning values $\delta_f$ between the displacement pulse and storage mode frequencies. Fig. c.4 shows the mean quadrature spread of the displaced storage mode thermal state Wigner function as a function of drive amplitude $V_{max,s}$ for the photon number calibration and the Wigner phase space calibration. For example, the polynomial function for a detuning of 4 MHz reads $\alpha = x + ip = e^{i\phi_s}(77.3 V_{max,s}^2 + 86.7 V_{max,s}^2 - 1343 V_{max,s}^3)$ where $V_{max,s}$ is expressed in Volts and $\phi_s$ is the phase of the pulse. For a typical value $V_{max,s} = 20 \text{ mV}$, the second order term is a correction of about 2% and the third one is a correction of about 0.07%.

C.2 THE WIGNER–WEYL TRANSFORMATION

C.2.1 Definition

The Wigner function is in fact the Wigner transformation of the density matrix and is a part of the Wigner–Weyl transformation, which creates a bijection between the
real function of the phase space and the quantum operator of the Hilbert space. The Wigner transform $\hat{W}$ of a quantum operator $\hat{O}$ is defined as

$$W(\alpha = x + i\rho) = \frac{1}{\pi} \int_{-\infty}^{+\infty} e^{-2i\rho y} \langle x + y/2 | \hat{O} | x - y/2 \rangle \, dy = \frac{2}{\pi} \text{Tr} (\hat{D}(\alpha) \hat{O} \hat{D}^\dagger(\alpha) \hat{P}),$$

where $\{|x\rangle\}$ is the eigenbasis of the quadrature operator $\hat{x}$. The inverse transform $\hat{O}_f$, which is the Weyl transform of the real function $f(x, p)$, is defined as

$$\hat{O}_f = \frac{1}{4\pi} \int \int \int \int f(x, p) e^{ikx(x - x) + ikp(p - p)} \, dx \, dp \, dk_x \, dk_p = \pi \int \int \tilde{f}(k_x, k_p) e^{ikx x + ikp p} \, dk_x \, dk_p,$$

where $\tilde{f}(k_x, k_p)$ is the Fourier transform of $f(x, p)$. Thus, the Weyl transform can be seen as the replacement of the real variables $x$ and $p$ by the quantum operators $\hat{x}$ and $\hat{p}$, defined as

$$\begin{cases} \hat{x} = \frac{\hat{a} + \hat{a}^\dagger}{2}, \\ \hat{p} = \frac{\hat{a} - \hat{a}^\dagger}{2i}. \end{cases}$$

c.2.2 Density matrix reconstruction

As the Wigner transform admits a reverse transformation, the Weyl transform can be used to reconstruct the density matrix from the Wigner function [216, 217, 218]. However, it leads to an expression of the density operator in the $\hat{x}$ and $\hat{p}$ basis that is not straightforward to use. In addition, this calculation can be significantly simplified [219]. In this section, we will discuss two other ways to reconstruct the density matrix.

c.2.2.1 Maximum likelihood reconstruction

The maximum likelihood (MaxLike) approach consists of finding the physical density matrix with the closest Wigner function to the one measured [220, 221, 219]. This approach is robust against the noise and imperfection of the measurement and ensures that a Hermitian density matrix is obtained that is both positive and normalized. A review of MaxLik methods in quantum mechanics can be found in Ref. [222].

c.2.2.2 Reconstruction using the Wigner map

For any operator $\hat{O}$, we can apply the Wigner transform (see Eq. (c.8)) to obtain the operator’s Wigner map $W_{\hat{O}}$. The mean value of the operator $\hat{O}$ can be derived from the integral over the phase space of the product of the Wigner map $W_{\hat{O}}$ and the Wigner
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\[ W(x, p) = \frac{1}{\pi} \int dp \int dx W(x, p) W_\alpha(x, p) \]

or

\[ W(x, p) = \frac{1}{\pi} \int dp \int dx W(x, p) e^{-2ip(y+yp)(x + y/2)} \langle x + y/2 | x - y/2 \rangle \]

follows:

\[ W(x, p) = \frac{1}{\pi} \int dp \int dx \delta(y) W(x, p) \langle x + y/2 | x - y/2 \rangle \]

or

\[ W(x, p) = \frac{1}{\pi} \int dp \int dx \delta(y) W(x, p) \]

This is a powerful tool, as it enables us to compute the mean value of any operator without reconstructing the density matrix. For example, for \( \hat{x} \) and \( \hat{p} \) operators, Wigner maps take the simple expression

\[ W_\hat{x}(\alpha = x + ip) = x/\pi \]

and their mean value can be easily computed as

\[ \langle \hat{x} \rangle = \frac{1}{\pi} \int dp \int dx W(x, p) x \]

\[ \langle \hat{p} \rangle = \frac{1}{\pi} \int dp \int dx W(x, p) p \]

We can use the same approach to reconstruct the density matrix, as any element \( \rho_{nm} \) of the density matrix is the mean value of the operator \( |n\rangle \langle m| \). The Wigner map for every operator \( |n\rangle \langle m| \) reads

\[ W_{|n\rangle \langle m|}(x, p) = \frac{1}{\pi} \int dp \int dx W_{|n\rangle \langle m|}(x, p) x \]

where \( \psi_n \) is the wavefunction of \( |n\rangle \)

\[ \langle x|n \rangle = \psi_n(x) = \left( \frac{2}{\pi} \right)^{1/4} \frac{1}{\sqrt{2^nn!}} \mathcal{H}_n(\sqrt{2}x)e^{-x^2} \]

and \( \mathcal{H}_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2} \) is the Hermite polynomial function of order \( n \). Thus, the matrix element \( \rho_{nm} \) of the harmonic mode is given by

\[ \rho_{nm} = \frac{\pi}{\pi} \int dx dp W_{|n\rangle \langle m|}(x, p) W(x, p) \]

This approach requires the Wigner function to be properly calibrated. Specifically, the Wigner function must be normalized \( \int d^2\alpha W(\alpha) = 1 \), as its integral is equal to the density matrix trace \( \int d^2\alpha W(\alpha) = \text{Tr}(\rho) \). Each Wigner map \( W_{|n\rangle \langle m|}(x, p) \) can be easily computed using any formal calculation software\(^4\); additionally, it is necessary to check that the mesh of the phase space is thin enough, compared to the pattern size of \( W_{|n\rangle \langle m|}(x, p) \), that the integral of \( W_{|n\rangle \langle m|}(x, p) W(x, p) \) can be well approximated by the discrete sum over the phase-space pixel.

For the diagonal element of the density matrix, the Wigner map \( W_{|n\rangle \langle n|} \) can easily be expressed, as it is equal to the Wigner function of the Fock state \( |n\rangle \),

\[ W_{|n\rangle \langle n|} = (-1)^n \frac{2}{\pi} e^{-2(x^2+p^2)} L_n(4(x^2 + p^2)) \]

where \( L_n(x) \) is the Laguerre polynomial function of order \( n \).

\(^4\) We recommend the use of Mathematica.
In this appendix, we describe the master equation simulations used to reproduce the experimental results of Chaps. 5, 6, 7 and 8. We simulated the three photon-counting experiments, the standard (see App. d.1.1), the fluorescence (see App. d.1.1.1) and the multiplexed (see App. d.1.3) photocounting; the photon number calibration (see App. d.1.2) of the storage mode, and the dephasing rate induced by the multiplexed measurement of the storage mode photon number (see App. d.1.4).

All simulations were performed using the Python package QuTiP [223]. We simulated the complete system composed of the storage mode, the yes-no qubit and the multiplexing qubit with all couplings, except in the simulation of the measurement-induced dephasing rate for which we only took into account the storage mode and the multiplexing qubit. The storage mode was modeled as an harmonic oscillator while the transmon qubits were replaced by two-level systems. The Hilbert space of the storage mode was truncated at a photon number ranging from 10 to 25 photons depending on the simulation.

D.1 PHOTOCOUNTING SIMULATIONS

D.1.1 Photocounting with the yes-no qubit

Both photon-counting approaches are simulated in a very similar manner. The first simulation (yes-no simulation) describes the use of conditional operations on the yes-no qubit. This experiment serves as a calibration of the number of photons in the storage mode and of all relevant parameters. This experiment starts with a displacement of the storage mode followed by a conditional $\pi$ pulse on the yes-no qubit at frequency $f_{yn} - \delta f_{yn}$ before detecting the expectation value of the Pauli operator $\sigma^z_{yn}$.

We write the Hamiltonian of the system in a frame rotating at $\omega_s - \chi_{s,mp}/2 - \chi_{s,yyn}/2$ for storage mode, $\omega_{yn} - 2\pi \delta f_{yn}$ for yes-no qubit mode and $\omega_{mp}$ for multiplexing qubit mode as follows

$$\hat{H}_1/h = 2\pi \delta f_{yn} \frac{\hat{\sigma}^z_{yn}}{2} - \chi_{s,yyn}\hat{n}_s \frac{\hat{\sigma}^z_{yn}}{2} - \chi_{s,mp}\hat{n}_s \frac{\hat{\sigma}^z_{mp}}{2} - \chi_{s,s}\hat{n}_s (\hat{n}_s - 1)$$

$$- \chi_{s,mp}\hat{n}_s (\hat{n}_s - 1)\frac{\hat{\sigma}^z_{mp}}{2} - \chi_{s,yyn}\hat{n}_s (\hat{n}_s - 1)\frac{\hat{\sigma}^z_{yn}}{2} + \epsilon_{yn}(t)\hat{\sigma}_{x,yyn} + \lambda(t)\epsilon_{\text{max}} e^{i(\chi_{s,mp} + \chi_{s,yyn})t/2\hat{a}_s + \epsilon_{\text{max}} e^{-i(\chi_{s,mp} + \chi_{s,yyn})t/2\hat{a}_s^\dagger}}$$

where $\lambda(t)$ is a Gaussian function with duration 100 ns, width 25 ns and a maximum of 1 so that the storage mode displacement pulse reads $\epsilon_s(t) = \lambda(t)\epsilon_{\text{max}}$ and $\epsilon_{yn}(t)$ is the time envelope of a Gaussian pulse with duration 1.9 $\mu$s and width 475 ns. The amplitude of the pulse is chosen to obtain a $\pi$ rotation on the yes-no qubit. The term $-\delta f_{yn} \frac{\hat{\sigma}^z_{yn}}{2}$ takes into account the detuning between the $\pi$ pulse and the yes-no qubit frequency. $\epsilon_{yn}(t)$ is delayed with respect to $\lambda(t)$ to match the experimental pulse sequence. In
comparison with the Hamiltonian (5.1) this simulation adds higher order cross-Kerr interactions between each qubit and the storage mode and a self-Kerr term on the storage mode but it does not take into account the readout resonator.

In addition to the Hamiltonian (d.1), we supply the solver with eight collapse operators to simulate the dynamics of the following master equation

\[
\dot{\rho} = -\frac{i}{\hbar} [\hat{H}_1, \rho] + 2\Gamma_{\phi,s} \mathcal{L}(\hat{n}_s)\rho \\
+ (1 + n_{th,s})\Gamma_{1,s} \mathcal{L}(\hat{a}_s)\rho + n_{th,s}\Gamma_{1,s} \mathcal{L}(\hat{a}_s^\dagger)\rho \\
+ \frac{1}{2} \Gamma_{\phi,yn} \mathcal{L}(\hat{\sigma}_{z,yn})\rho + \Gamma_{1,yn} \mathcal{L}(\hat{\sigma}_{yn})\rho \\
+ \frac{1}{2} \Gamma_{\phi,mp} \mathcal{L}(\hat{\sigma}_{z,mp})\rho + \Gamma_{1,mp} \mathcal{L}(\hat{\sigma}_{mp})\rho,
\]

with \(n_{th,s}\) the expectation values of \(\hat{n}_s\) when the system is at rest due to thermal occupation. All decoherence and relaxation rates are measured using previously explained calibration.

The master equation is solved using the function “mesolve” of QuTiP starting from a thermal state with \(n_{th,s}\) average photons in the storage mode, the yes-no qubit in the ground state \(|g\rangle\) and the multiplexing qubit also in the ground state \(|g\rangle\). The solver iteratively computes the density matrix with a 10 ns time step during the displacement pulse and the π pulse. We compute the expectation value \(\langle \hat{\sigma}_{z,yn} \rangle\) at the end of the sequence and convert it into a probability \(P_e\) of finding the yes-no qubit in the \(|e\rangle\) state.

This simulation can be used to reproduce the experiment in Fig. 5.2 by adjusting the following parameters \(\{\mu = \epsilon_{max}/V_{max,s}, \chi_{s,yn}, \chi_{s,s}, \chi_{s,s,yn}, n_{th,s}\}\) where \(V_{max,s}\) is the maximum amplitude in Volts of the storage pulse. Note that we need to run the simulation for every couple of parameters \((V_{max,s}, \delta f_{yn})\). Tab. d.1 compiles the values of fitted parameters.

D.1.1.1 Photocounting with the multiplexing qubit

A second simulation (fluorescence simulation) was carried out to compare the photon-counting experiment in Fig. 6.3 using a single drive on the multiplexing qubit with theory. This experiment also starts with a storage mode displacement but it is followed by a 2 µs Gaussian pulse on the multiplexing qubit at the frequency \(f_{mp} - \delta f_{mp}\) with an amplitude expressed as a Rabi frequency \(\Omega = \chi_{s,mp}/4\). The measured reflection coefficient of the multiplexing qubit \(r(\delta f_{mp})\) is given by Eq. (2.61) and since the Rabi frequency is given by \(\Omega = 2\sqrt{\Gamma_{1,mp}|\langle a_{in}\rangle|}\) we get an emission coefficient

\[
1 - \Re (r(\delta f_{mp})) = \frac{2\Gamma_{1,mp}}{\Omega} \Re \left( e^{-i\arg(\langle a_{in}\rangle)} \langle \hat{\sigma}_{-mp} \rangle \right) \tag{d.3}
\]

in the frame rotating at \(f_{mp} - \delta f_{mp}\) for the multiplexing qubit. If we set the phase of the drive so that \(i\langle a_{in}\rangle = 0\), meaning we drive the qubit along \(\sigma_{y,mp}\), the emission coefficient becomes

\[
1 - \Re (r(\delta f_{mp})) = \frac{\Gamma_{1,mp}}{\Omega} \langle \hat{\sigma}_{x,mp} \rangle \tag{d.4}
\]
The Hamiltonian of the problem in the frame rotating at $\omega_s - \chi_{s,mp}/2 - \chi_{s,yn}/2$ for storage mode, $\omega_{yn}$ for yes-no qubit and $\omega_{mp} - 2\pi \delta f_{mp}$ for multiplexing qubit reads

$$\hat{H}_2/h = 2\pi \delta f_{mp} \frac{\hat{\sigma}_{x,mp}}{2} - \chi_{s,yn} \hat{n}_s \frac{\hat{\sigma}_{x,yn}}{2} - \chi_{s,mp} \hat{n}_s \frac{\hat{\sigma}_{x,mp}}{2} - \chi_{s,s} \hat{n}_s (\hat{n}_s - 1)$$

$$- \chi_{s,s,yn} \hat{n}_s (\hat{n}_s - 1) \frac{\hat{\sigma}_{z,yn}}{2} - \chi_{s,mp} \hat{n}_s (\hat{n}_s - 1) \frac{\hat{\sigma}_{z,mp}}{2} - \frac{\Omega}{2} \epsilon_{mp}(t) \hat{\sigma}_{y,mp}$$  \quad (d.5)

where $\epsilon_{mp}(t)$ is a Gaussian function of duration $2 \mu s$, width $250$ ns and amplitude $1$. $\epsilon_{mp}(t)$ is delayed compare to $\lambda(t)$ to reproduce the experimental pulse sequence. We add to this Hamiltonian the same relaxation and decoherence channels as for the yes-no simulation (see Eq. (d.2)) for which the decoherence and relaxation rates were measured independently. The resulting master equation only differs from the yes-no simulation by the Rabi drive that addresses the multiplexing qubit instead of the yes-no qubit. The master equation is solved using the "mesolve" function of QuTiP with a time step of $5.25\text{ ns}$ starting from a thermal state with $n_{th,s}$ average photons for storage and the yes-no qubit and the multiplexing qubit in the ground state $|g\rangle$. Finally, the expectation value $\langle \hat{\sigma}_{x,mp} \rangle$ is computed and integrated during the $2 \mu s$ of the pulse.

We compare the measured emission coefficient in Fig. 6.3 to the simulated signal $A(\hat{\sigma}_{y,mp})$ where $A$ is left as a free parameter due to a small parasitic reflection in the measurement setup and thermal population. The parameters $\{\mu, \chi_{s,t}, \chi_{s,s}, \chi_{s,t}, n_{th,s}\}$ is already set by the calibration above using the simulation of the yes-no qubit. From the fluorescence simulation, we thus extract the parameters $\{\chi_{s,mp}, \chi_{s,s,mp}, A\}$ by comparing the experimental observations in Fig. 6.3 with the simulation for various $V_{max,s}$ and $\delta f_{mp}$. Fitted values are given in Tab. d.1. Finally, we ran the yes-no simulation again taking into account the updated multiplexing qubit parameters. As expected only small changes in the results of the yes-no qubit simulation are observed.

<table>
<thead>
<tr>
<th>parameter</th>
<th>fitted values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>1.45 (mV $\mu$s)$^{-1}$</td>
</tr>
<tr>
<td>$\chi_{s,yn}$</td>
<td>1.42 MHz</td>
</tr>
<tr>
<td>$\chi_{s,mp}$</td>
<td>4.9 MHz</td>
</tr>
<tr>
<td>$\chi_{s,s}$</td>
<td>-0.02 MHz</td>
</tr>
<tr>
<td>$\chi_{s,s,yn}$</td>
<td>-0.003 MHz</td>
</tr>
<tr>
<td>$\chi_{s,s,mp}$</td>
<td>-0.08 MHz</td>
</tr>
<tr>
<td>$n_{th,s}$</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table d.1: Parameters extracted from the photocounting simulations using the multiplexing or yes-no qubit. All parameters except those related to the multiplexing qubit are determined using a fit of the yes-no qubit simulation to the Fig. 5.2. Parameters related to multiplexing qubit are obtained using a fit of the simulation to Fig. 6.3.

### d.1.2 Evolution of the average photon number in the storage mode

We simulated the filling of the storage mode by a displacement pulse on the resonator. We simulated the same master equation used for the photocounting simulations with
parameters obtained from the photocounting simulations (see Tab. d.1) but without applying any drive on the qubits. Only the displacement pulse on the storage mode is modeled i.e. \( \epsilon_{mp}(t) = 0, \delta f_{mp} = 0, \epsilon_{yn}(t) = 0, \) and \( \delta f_{yn} = 0. \)

The "mesolve" function of QuTiP computes the density matrix with a time step of 10 ns and returns the mean number of photons in the storage mode at the end of the displacement pulse for various drive amplitudes. Fig. 5.3 shows the square root of the expected mean photon number as a function of the amplitude \( \epsilon_{\text{max}} \). We obtain a scaling factor \( \sqrt{\langle n_s \rangle} = 85.9 \text{ V}^{-1} V_{\text{max, s}} \) used in the photon number calibration of the storage mode, where \( V_{\text{max, s}} \) is the maximum voltage output by the pulse generator that drives the displacement.

D.1.3 Simulation of multiplexed readout

In this subsection, we simulate how a frequency comb reflects off the multiplexing qubit. We write the Hamiltonian in the frame rotating at \( \omega_s = \chi_{s,mp}/2 - \chi_{s,yn}/2 \) for the storage mode and at the qubit frequencies for the qubits as

\[
\hat{H}_3 / \hbar = - \chi_{s,yn} \hat{n}_s \frac{\hat{\sigma}_{z,yn}}{2} - \chi_{s,mp} \hat{n}_s \frac{\hat{\sigma}_{z,mp}}{2} - \chi_{s,ms} \hat{n}_s (\hat{n}_s - 1) - \chi_{s,ms} \hat{n}_s (\hat{n}_s - 1) \frac{\hat{\sigma}_{z,yn}}{2} - \chi_{s,ms} \hat{n}_s (\hat{n}_s - 1) \frac{\hat{\sigma}_{z,mp}}{2} + \frac{\Omega}{2} (\epsilon_{\text{comb}}(t) \hat{\sigma}_{mp} + \epsilon_{\text{comb}}(t) \hat{\sigma}_{mp}^+) + \lambda(t) (\epsilon_{\text{max}} e^{i(\chi_{s,mp} + \chi_{s,yn}) t/2} \hat{\sigma}_s + \epsilon_{\text{max}} e^{-i(\chi_{s,mp} + \chi_{s,yn}) t/2} \hat{\sigma}_s^+) \tag{d.6}
\]

where \( \Omega = \chi_{s,mp}/2 \) and \( \epsilon_{\text{comb}}(t) \) is the product of a Gaussian function with the sum of nine complex tones \( \sum_{k=0}^{8} \exp(i\chi_{s,mp} k t) \). The Gaussian envelope of \( \epsilon_{\text{comb}}(t) \) has a duration of 2 \( \mu \text{s} \), a width of 250 ns, and a maximum amplitude of 1 and the delay between \( \epsilon_{\text{comb}}(t) \) and \( \lambda(t) \) reproduces the experimental sequence. The master equation (d.2) is used with a time step of 1 ns for various amplitudes \( \epsilon_{\text{max}} \). We obtain the time evolution of \( \langle \sigma_{y,mp} \rangle \) enabling us to compare the experimental measurements of Fig. 7.4 to the model. To do so, we integrate the simulated function \( \langle \sigma_{y,mp} \rangle \times \cos(\chi_{s,mp} k t) \) for each integer \( k \), similarly to the demultiplexing processing we perform on the multiplexed experimental signal. Note that, in the case \( k = 0 \), we need to divide the integral by 2 in order to perform a proper demultiplexing. By combining this simulation with the photon number calibration, we get the expected values of the 9 multiplexing readout signals as a function of the mean number of photons in the storage mode used in Fig. 7.4.

D.1.4 Simulation of measurement-induced dephasing on the storage mode

In this part, we only simulate the multiplexing qubit and the storage mode to decrease the computational cost of the simulation. The Hamiltonian of the simulation in the frame rotating at the multiplexing qubit resonant frequency and at \( \omega_s + 2\pi \delta f_0^0 \) for the storage mode is

\[
\hat{H}_4 / \hbar = - \chi_{s,mp} \frac{\hat{\sigma}_{z,mp} + 1}{2} \hat{n}_s - \delta f_0^0 \hat{n}_s - \chi_{s,ms} \hat{n}_s (\hat{n}_s - 1) \frac{\hat{\sigma}_{z,mp} + 1}{2} + \frac{\Omega}{2} (\epsilon_{\text{comb}}(t) \hat{\sigma}_{mp}^+ + \epsilon_{\text{comb}}(t) \hat{\sigma}_{mp}^-) \tag{d.7}
\]
where $\epsilon_{\text{comb}}(t)$ is the product of a Gaussian function with the sum of nine complex exponential $\sum_{k=0}^{8} \exp(i\chi_{s,mp} k \tau)$. The width of the Gaussian function is equal to one quarter of the duration $t$ of the pulse. We add four dephasing and relaxation channels to this Hamiltonian to obtain the master equation

$$\dot{\rho} = -\frac{i}{\hbar}[\hat{H}_1, \rho] + 2\Gamma_{\phi,s} \mathcal{L}(\hat{a}_s) \rho + \Gamma_{1,s} \mathcal{L}(\hat{a}_s) \rho + \frac{1}{2}\Gamma_{\phi,mp} \mathcal{L}(\hat{a}_{s,mp}) \rho + \Gamma_{1,mp} \mathcal{L}(\hat{a}^-_{mp}) \rho.$$  

The storage is initialized in a coherent state of amplitude $\beta = 1.55$ and the multiplexing qubit is initialized in state $|g\rangle$. We simulate the dynamics of the system for a pulse duration $t$ going from 100 ns to 5 $\mu$s and for $\Omega$ ranging from 0 to $2\chi_{s,mp}$. We compute the expectation value of $\hat{X} = (\hat{a}_s + \hat{a}_s^+) / 2$ at the end of each simulation. For a given $\Omega$, we extract the time evolution of $\langle \hat{X} \rangle$ under the influence of the multiplexed measurement as shown on Fig. d.1a. This decaying sinusoid is fitted using Eq. (8.2) to obtain the oscillation frequency $\delta f_s$ and the decay rate $\Gamma_{d,s}$ and compare it to the same measured quantities (see Fig. 8.4).

We repeat the simulation using a square pulse envelope instead of Gaussian pulse for $\epsilon_{\text{comb}}$ to make the simulation faster for several values of $\chi_{s,mp}$ from 1.5 to 8.8 MHz by steps of 1.4 MHz. We observe that $\delta f_s(\Omega)$ and $\Gamma_{d,s}(\Omega)$ increase as $\chi_{s,mp}$ becomes larger but that the maxima and minima of the curve are always found for the same $\Omega/\chi_{s,mp}$ ratio (Fig. d.1b) as predicted by the theory (see Sec. 8.2.1).

Varying the initial coherent state amplitude $\beta$ (see Fig. d.1c), we observe that the dephasing $\Gamma_{d,s}$ depends on the amplitude of the initial coherent state. As the frequency comb contains only a finite number of frequencies $f_{mp} - n\chi_{s,mp}$ with $0 \leq k \leq 8$, we are not exactly in the infinite frequency comb approximation and due to “border” effect, the decoherence between two Fock states $|n\rangle$ and $|m\rangle$ does not depends only of the differences $|n - m|$ but also of the value of $n$ and $m$.

However, when using a larger comb probing the frequencies $\{\omega_{mp} - k\chi_{s,mp}\}_{-4 \leq k \leq 12}$, the dephasing rate $\Gamma_{d,s}$ shows lower minimum, closer from $\Omega/\chi_{s,mp}$ integer (see Fig. d.1d). The curve $\Gamma_{d,s}(\Omega)$ also becomes more $\chi_{s,mp}$ periodic as the theory predicts with the infinite comb approximation. Moreover, the dephasing rate $\Gamma_{d,s}$ becomes independent of the initial coherent state ( for amplitude smaller than 1.8) as for any Fock state initially populated, one can consider the infinite frequency comb valid and there is no “boarder” effect in particular for the Fock state $|0\rangle$ (see Fig. d.1e).
Figure d.1: Simulations of the measurement-induced dephasing rate and of the ac-Stark shift induced by a frequency comb. 

a. Ramsey-like oscillations of the storage mode for $\Omega = \chi_s,mp/2$ and an initial coherent field amplitude $\beta = -1.55$. Blue dots are the simulated expectation values of $\hat{X}$ and red line is the theory given by the Eq. (8.2).

b. Simulated measurement-induced dephasing rate $\Gamma_{d,s}$ and ac-Stark shift as a function of $\Omega/\chi_s,mp$ for various values of $\chi_s,mp$. Simulations show the same pattern with maxima and minima for some specific values of $\Omega/\chi_s,mp$ as in the experiment in Fig. 8.4.

c. Simulated measurement-induced dephasing rate as a function of $\Omega/\chi_s,mp$ for various initial coherent state amplitudes $\beta$ in the storage mode and comb probing from 0 to 8 photons.

d. Simulated measurement-induced dephasing rate as a function of $\Omega/\chi_s,mp$ for a frequency comb probing from 0 to 8 photons (yellow line) and a frequency comb probing from -4 to 12 photons (i.e. probing at frequencies $\{\omega_{mp} - k\chi_s,mp\}_{-4 \leq k \leq 12}$).

e. Simulated measurement-induced dephasing rate as a function of $\Omega/\chi_s,mp$ for various initial coherent state amplitudes $\beta$ in the storage mode and comb probing from -4 to 8 photons (i.e. probing at frequencies $\{\omega_{mp} - k\chi_s,mp\}_{-4 \leq k \leq 8}$).
DERIVATION OF THE CORRELATIONS FUNCTIONS OF THE COMPLEX RECORD AND IF SIGNAL

The complex record \( s_0(t) = I(t) + iQ(t) \) is related to the IF signal \( s_{\text{IF}}(t) = I(t) \cos(\omega_{\text{IF}}t) - Q(t) \sin(\omega_{\text{IF}}t) \) by the equation

\[
s_0(t) = \lim_{f_{\text{IF}} \to -\infty} 2f_{\text{IF}} \int_{t-1/(2f_{\text{IF}})}^{t+1/(2f_{\text{IF}})} s_{\text{IF}}(t') e^{-i\omega_{\text{IF}} t'} \, dt'.
\] (e.1)

Thus, using the notation \( T_{\text{IF}} = 1/f_{\text{IF}} \), the correlation function \( g_{s_0}(\tau) \) of the complex record can be written as

\[
g_{s_0}(\tau) = \langle s_0^* (t + \tau) s_0(t) \rangle = \lim_{f_{\text{IF}} \to +\infty} 4f_{\text{IF}}^2 \int_{t-T_{\text{IF}}/2}^{t+T_{\text{IF}}/2} \int_{t-T_{\text{IF}}/2}^{t+T_{\text{IF}}/2} \, dt't'' \int_{t+\tau-T_{\text{IF}}/2}^{t+\tau+T_{\text{IF}}/2} \, d\tau'' (s_{\text{IF}}(t'') s_{\text{IF}}(t')) e^{i\omega_{\text{IF}}(t''-t')}. \] (e.2)

By making the change of variable \( t' \to \tau' = t'' - t' \), the correlation function becomes

\[
g_{s_0}(\tau) = \lim_{f_{\text{IF}} \to +\infty} 4f_{\text{IF}}^2 \int_{t-T_{\text{IF}}/2}^{t+T_{\text{IF}}/2} \, dt' \int_{t+\tau-t'-T_{\text{IF}}/2}^{t+\tau-t'+T_{\text{IF}}/2} \, d\tau' (s_{\text{IF}}(\tau' + t) s_{\text{IF}}(t')) e^{i\omega_{\text{IF}}\tau'}. \] (e.3)

We recognize at the center of the integrals, the correlation function \( g_{s_{\text{IF}}}(\tau') = \langle s_{\text{IF}}(\tau' + t') s_{\text{IF}}(t') \rangle \) of the IF signal. Using the rectangular function \( \Pi_T(t) \) defined as

\[
\begin{align*}
\Pi_T(t) &= 0 \text{ if } |t| > T/2 \\
\Pi_T(t) &= 1 \text{ if } |t| \leq T/2.
\end{align*}
\] (e.4)

we can write the correlation function \( g_{s_0}(\tau) \) as

\[
g_{s_0}(\tau) = \lim_{f_{\text{IF}} \to +\infty} 4f_{\text{IF}}^2 \int_{-\infty}^{+\infty} \, dt' \int_{-\infty}^{+\infty} \, d\tau' g_{s_{\text{IF}}}(\tau') \Pi_{T_{\text{IF}}}(t' - t) \Pi_{T_{\text{IF}}}(\tau' - (t + \tau - t')) e^{i\omega_{\text{IF}}\tau'}. \] (e.5)

The integral over \( \tau' \) is the Fourier transform of the function \( g_{s_{\text{IF}}}(\tau') \Pi_{T_{\text{IF}}}(\tau' - (t + \tau - t')) \) evaluated in \(-\omega_{\text{IF}}\). Thus, this integral is equal to the convolution product of the \( g_{s_{\text{IF}}}(\tau') \) Fourier transform, noted \( \tilde{g}_{s_{\text{IF}}} (\omega) \) and the Fourier transform of \( \Pi_{T_{\text{IF}}}(\tau' - (t + \tau - t')) \).

Replacing the integral over \( \tau' \) by the integral over \( \omega \) of the convolution product, the correlation function reads

\[
g_{s_0}(\tau) = \lim_{f_{\text{IF}} \to +\infty} 2f_{\text{IF}} \int_{-\infty}^{+\infty} \, dt' \omega \tilde{g}_{s_{\text{IF}}} (-\omega_{\text{IF}} - \omega) \frac{\omega}{\omega_{\text{IF}}} \Pi_{T_{\text{IF}}}(t' - t) e^{-i\omega(t+\tau-t')}. \] (e.6)

The integral over \( t' \) is the Fourier transform of the translated rectangular function \( \Pi_{T_{\text{IF}}}(t' - t) \) evaluated in \(-\omega\). Thus, the correlation function reads

\[
g_{s_0}(\tau) = \lim_{f_{\text{IF}} \to +\infty} \frac{1}{\pi^2} \int_{-\infty}^{+\infty} \, d\omega \tilde{g}_{s_{\text{IF}}} (-\omega_{\text{IF}} - \omega) \frac{\omega}{\omega_{\text{IF}}}^2 e^{-i\omega\tau}. \] (e.7)
Taking the Fourier transform of this last equation, we finally obtain the relation between the Fourier transforms of the complex record and IF correlation functions

\[
\tilde{g}_{s_0}(\omega) = \lim_{f_{IF} \to +\infty} \frac{1}{2\pi^2} \int_{-\infty}^{+\infty} d\omega' d\tau \tilde{g}_{s_{IF}}(-\omega_{IF} - \omega') \text{sinc} \left( \frac{\omega'}{\omega_{IF}} \right)^2 e^{-i(\omega' + \omega)\tau}
\]

\[
= \lim_{f_{IF} \to +\infty} \frac{1}{\pi^2} \tilde{g}_{s_{IF}}(\omega - \omega_{IF}) \text{sinc} \left( \frac{\omega}{\omega_{IF}} \right)^2 \\
= \frac{1}{\pi^2} \tilde{g}_{s_{IF}}(\omega - \omega_{IF}) \tag{e.8}
\]

Thus, the spectrum \(\tilde{g}_{s_0}(\omega)\) is equal to the spectrum \(\tilde{g}_{s_{IF}}(\omega)\) shifted by \(\omega_{IF}\). This make sense as the complex envelope \(s_0\) is obtained by demodulating the IF signal at the frequency \(-\omega_{IF}\).
CORRELATION BETWEEN A WEAK MULTIPLEXED PHOTON NUMBER MEASUREMENT AND THE STORAGE FOCK STATE POPULATION

This appendix contains the correlation slopes $c_I^{(k)}$ and $c_Q^{(k)}$ for each record $k$ of the multiplexed measurement. The protocol used to measure these correlation slopes and their definitions is given in Sec. 8.3.2.2. The measurement operator defined in Eq. 8.21 enables us to predict the sign of the correlation slope with the matrix $\alpha$ is equal to

$$\alpha = -\alpha_{\text{in}} \mathbb{I} + \sqrt{\Gamma_{\text{mp}}} \alpha'$$ \tag{f.1}$$

and

$$\alpha' = 0.01 \times \begin{pmatrix} 18 - 4i & 5 + 6i & 2 + 3i & 2 + 2i & 1 + 2i & 1 + i & 1 + i & i & i \\ 2 - 6i & 17 - 4i & 4 + 5i & 2 - 3i & 1 + 2i & 1 + 2i & 1 + i & i & i \\ -3i & 2 - 6i & 16 - 3i & 3 + 5i & 1 + 3i & 1 + 2i & 2i & i & i \\ -2i & -3i & 2 - 6i & 15 - 2i & 3 + 5i & 1 + 3i & 1 + 2i & 2i & i \\ -2i & -2i & 13i & 2 - 6i & 15 & 2 + 6i & 1 + 3i & 2i & 2i \\ -i & -2i & 12i & 13i & 3 - 5i & 15 + 2i & 2 + 6i & 3i & 2i \\ -i & -i & -2i & 12i & 1 - 3i & 4 - 5i & 16 + 3i & 2 + 6i & 3i \\ -i & -i & 1 - i & 1 - 2i & 1 - 2i & 1 - 2i & 4 - 5i & 16 + 4i & 2 + 6i \\ -i & -i & 1 - i & 1 - i & 1 - 2i & 2 - 2i & 2 - 3i & 5 - 6i & 18 + 4i \end{pmatrix} \tag{f.2}$$

which is obtain by simulating the circuit with the storage mode initializes in a Fock state and looking at the multiplexing qubit fluorescence (see Sec. 8.3.2.3).

When examining the real and imaginary parts of $\alpha'$, we observe that, for each line $k$, the highest real part, which is equal to about 0.15–0.18, is obtained for the column $n = k$. For the other columns $n \neq k$, the real part is almost the same: between 0 and 0.05. Thus, based on the measurement operators of the multiplexing measurement, the real part of the record $k$ must encode information that answers the question “Are there $k$ photons?” The higher the record $I^{(k)}$ is, the higher the back-action on the Fock state $k$ (i.e. the higher the probability that the storage mode will contains $k$ photons). Thus, we expect to observe strong correlations between $I^{(k)}$ and $p_s(k)$ (the probability of having $k$ photons). This is also equivalent to saying that we expect to observe a strong anti-correlation between $I^{(k)}$ and the probability of not having $k$ photons. In our experiment, this means we expect to observe an anti-correlation between $I^{(k)}$ and each

---

1 We multiply the fluorescence records by $-1$ to have positive correlation between records giving the same information. This is equivalent to a change of phase reference.
photon probability $p_s(n \neq k)$, with an amplitude that decreases when we increase the extent of the initial storage photon distribution. Indeed, for narrow photon distributions, the information “there are not $k$ photons” may be equivalent to saying “there are $k'$ photons” with $k' \neq k$.

We do indeed observe these expected correlations and anti-correlations between $I^{(k)}$ and $p_s(n)$. In Figs. f.1, f.2, and f.3, the correlation slope $c_I^{(k)}$ is always positive when the yes–no qubit probes whether there are $k$ photons, indicating that there is a correlation between $I^{(k)}$ and $p_s(k)$. The amplitude of the slope when probing $p_s(k)$ is the highest among all the values of the $c_I^{(k)}$ and $c_Q^{(k)}$ slopes, which indicates a strong correlation between $I^{(k)}$ and $p_s(k)$. When $k$ increases, the amplitude of the correlation slope when probing $p_s(k)$ decreases, because the initial storage state is a coherent state with a larger amplitude and, therefore, a smaller initial probability of having $k$ photons. Moreover, the correlation slope $c_I^{(k)}$ is always negative when the yes–no qubit probes whether there are $n \neq k$ photons, indicating an anti-correlation, with an amplitude that decreases quickly when the initial storage photon distribution width increases; i.e. when the initial coherent state amplitude $\alpha$ increases.

When looking at the imaginary part of $\alpha'$, we observe that, for each line $k$, the imaginary part is positive for $n > k$ and negative for $n \leq k$ and has an absolute value that is higher when $n$ is close to $k$. Thus, we are expecting a correlation between $Q^{(k)}$ and $p_s(n)$ for $n > k$, and an anti-correlation when $n \leq k$, with a larger amplitude when $n$ is close to $k$, which decreases quickly when the initial photon distribution width increases; i.e. when the initial coherent state amplitude $\alpha$ increases. The correlation slopes $c_Q^{(k)}$ in Figs. f.1, f.2 and f.3 show this behavior. There is a positive (negative) correlation slope $c_Q^{(k)}$ when the yes–no qubit is probing $p_s(n)$ with $n > k$ ($n \leq k$).
Figure f.1: Correlation slopes $c^{(k)}_f$ (left) and $c^{(k)}_Q$ (right) for $k = 0, 1, 2$ (top, middle, bottom) as a function of the yes–no qubit $\pi$-pulse frequency $f_{\text{drive}}$ and the storage mode’s coherent state amplitude $\alpha$. The black line corresponds to the contour lines in Fig. 8.7, while the numbers in green are the storage photon numbers probed by the yes–no qubit for a $\pi$-pulse frequency $f_{\text{drive}}$. 
Correlation between a weak multiplexed photon number measurement and the storage fock state population

Figure f.2: Correlation slopes $c_I^{(k)}$ (left) and $c_Q^{(k)}$ (right) for $k = 3, 4, 5$ (top, middle, bottom) as a function of the yes–no qubit $\pi$-pulse frequency $f_{drive}$ and the storage mode’s coherent state amplitude $\alpha$. The black line corresponds to the contour lines in Fig. 8.7, while the numbers in green are the storage photon numbers probed by the yes–no qubit for a $\pi$-pulse frequency $f_{drive}$.
Figure f.3: Correlation slopes $c_I^{(k)}$ (left) and $c_Q^{(k)}$ (right) for $k = 6, 7, 8$ (top, middle, bottom) as a function of the yes–no qubit π-pulse frequency $f_{\text{drive}}$ and the storage mode's coherent state amplitude $\alpha$. The black line corresponds to the contour lines in Fig. 8.7, while the numbers in green are the storage photon numbers probed by the yes–no qubit for a π-pulse frequency $f_{\text{drive}}$. 
Part V
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