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Modélisation Monte Carlo en radiothérapie interne vectorisée de micrométastases

Résumé: La radiothérapie interne vectorisée (RIV) est une technique pour traiter le cancer

dans laquelle des isotopes radioactifs sont couplés à des molécules vectrices capables de cibler

spécifiquement les cellules tumorales pour les irradier. Le but de cette thèse est de fournir une

description précise des dépôts d’énergie induits dans la matière biologique par les radionucléides

émetteurs d’électrons Auger et de particules alpha les plus prometteurs actuellement pour la RIV,

au moyen de simulations Monte Carlo de structure de traces. Dans le cadre de cette thèse, le

code TILDA-V a été étendu et amélioré pour inclure le ralentissement complet des particules

alpha dans l’eau. Des études de transport et de dosimétrie des rayonnements ont été réalisées

pour valider dans leur ensemble les capacités de la version la plus récente de TILDA-V à simuler

les interactions des protons, des particules alpha et des électrons avec la matière biologique.

Les prédictions du code ont été largement comparées aux résultats obtenus avec d’autres outils

numériques et aux données expérimentales disponibles, avec des résultats très satisfaisants.

L’effet sur les simulations de la description du milieu biologique (l’eau par opposition à l’ADN) a

également été analysé de façon détaillée. De plus, les différents radionucléides d’intérêt ont

été évalués en calculant la dose absorbée à des cellules tumorales isolées et à un petit amas

cellulaire représentant une micrométastase. Les résultats du présent travail seront précieux

pour la communauté de médecine nucléaire pour comprendre les mérites relatifs des différents

radionucléides et guider le choix du radionucléide le plus adapté pour armer une molécule

vectrice, en tenant compte du contexte clinique en oncologie.

Mots-clés: radiothérapie interne vectorisée, simulation Monte Carlo, rayonnements io-

nisants, médecine nucléaire, dosimétrie des rayonnements ionisants, micrométastases.
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Monte Carlo modeling of targeted radionuclide therapy of micrometastases

Abstract: Targeted radionuclide therapy (TRT) is a cancer treatment modality in which

radioactive isotopes are coupled to tumor-specific carrier molecules for the selective irradiation

of tumor cells. The aim of this thesis is to provide an accurate description of the pattern of

energy deposit by some of the most promising Auger electron- and alpha particle-emitting

radionuclides currently considered for TRT, by means of accurate Monte Carlo track structure

(MCTS) simulations. As part of this doctoral work, the TILDA-V code was extended and improved

to include the full slowing-down of alpha particles in water. Radiation transport and dosimetry

studies were performed to validate as a whole the capabilities of the latest version of TILDA-V for

simulating the interactions of protons, alpha particles and electrons with biological matter. The

code was extensively benchmarked against other numerical tools and available experimental

data with satisfactory results. The effect on the simulations of changing the description of the

biological medium (water versus DNA) was analyzed in detail as well. Furthermore, the various

radionuclides of interest were evaluated by computing the absorbed dose to isolated tumor cells

and to a small cell cluster representing a micrometastasis. The results of the present work will

be valuable to the community of nuclear medicine to understand the relative merits of various

radionuclides and to guide the choice of the most adapted radionuclide to arm a targeting

molecule, taking into account the clinical setting in oncology.

Keywords: targeted radionuclide therapy, Monte Carlo simulation, ionizing radiation,

nuclear medicine, radiation dosimetry, micrometastases.
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RÉSUMÉ SUBSTANTIEL

Contexte de la recherche

La radiothérapie est un composant indispensable dans le traitement du cancer. Dans de

nombreuses situations, les radiothérapies conventionnelles telles que la radiothérapie

externe et la curiethérapie peuvent donner des résultats satisfaisants lorsqu’elles sont

utilisées en association avec la chirurgie et la chimiothérapie. Cependant, certains types

de cancer, en particulier ceux qui développent des métastases, nécessitent de nouvelles

stratégies de traitement pour contrôler et potentiellement guérir les tumeurs. Dans

ce contexte, la radiothérapie interne vectorisée (RIV) qui utilise des radiopharmaceu-

tiques est une approche avec des possibilités prometteuses. La RIV est une modalité de

traitement du cancer qui couple un radionucléide à une molécule vectrice (par exemple

un anticorps, un peptide, un oligonucléotide, etc.) capable de cibler les cellules tu-

morales ou le microenvironnement tumoral pour irradier la tumeur de façon spécifique,

minimisant ainsi la dose au tissu sain. Le choix du radionucléide le plus approprié

dépend de plusieurs facteurs, dont ses propriétés physiques (caractéristiques d’émission

et demi-vie); les propriétés chimiques de l’élément, qui déterminent la faisabilité de la

liaison à la molécule vectrice; la taille de la tumeur; et la distribution de la molécule

vectrice dans les tumeurs.

Historiquement, la RIV a été introduite dans les années 1940 avec l’utilisation de

l’iode-131 (131I), un émetteur de particules β−, pour le traitement du cancer de la

thyroïde. Depuis lors, la plupart des applications en RIV ont utilisé ce radionucléide ainsi

que d’autres émetteurs β−, notamment l’yttrium-90 (90Y) et le lutécium-177 (177Lu), pour

traiter d’autres types de tumeurs. Néanmoins, plus récemment il y a eu un grand intérêt

pour étudier les avantages d’utiliser des émetteurs d’électrons Auger ou de particules

α au lieu d’émetteurs β− pour la RIV, surtout dans les étapes précoces des cancers

métastatiques. En effet, il a été suggéré que les émetteurs Auger ou α pourraient être

plus efficaces pour éradiquer les cellules tumorales isolées et les micrométastases.

Les simulations numériques basées sur la méthode Monte Carlo (MC) permettent de

décrire la distribution des dépôts d’énergie induits dans les tumeurs par ces radionu-
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Résumé substantiel

cléides prometteurs. La méthode MC aide à résoudre des problèmes du monde réel au

moyen d’échantillonnages sur des distributions de probabilité. Les codes MC conviennent

à cette tâche car les interactions des rayonnements avec la matière sont des phénomènes

intrinsèquement stochastiques. De plus, parmi les divers codes MC existants, seuls ceux

appelés de « structure de trace » (MCST) suivent les particules simulées événement par

événement, une approche qui est censé être précise même à l’échelle subcellulaire. Pour

simuler correctement le transport de particules dans un milieu donné, les codes MCST

nécessitent des sections efficaces différentielles et totales pour décrire les diverses interac-

tions induites par les particules. La plupart du temps, ces sections efficaces sont obtenues

à partir d’une combinaison de données expérimentales et de modèles théoriques. Il

convient de noter qu’en fin de compte, l’efficacité et la fiabilité du code dépendront de

l’exactitude et de l’exhaustivité de la base de données des sections efficaces d’interaction.

Dans cette thèse, nous avons étendu le code MCST TILDA-V pour simuler le transport

de particules α dans un milieu biologique. Nous avons effectué une série de simulations

pour valider le transport de toutes les particules incluses dans le code, à savoir des

protons, des particules α et des électrons. Nous avons ensuite mené une série d’études

dosimétriques dans le but de déterminer la distribution des dépôts d’énergie induits dans

les tumeurs (y compris dans des cellules tumorales isolées et des micrométastases) par

les émetteurs β−, α et Auger les plus intéressants pour la RIV.

Méthodes

Le code TILDA-V

TILDA-V (Transport d’Ions Lourds Dans l’Aqua et Vivo) est un code MCST maison créé

par Champion et ses collègues [1] pour simuler les interactions des ions dans des milieux

biologiques. Le code est écrit en C++ et implémente le calcul parallèle avec OpenMP

(Open Multi-Processing). TILDA-V était jusqu’ici limité au transport de protons, y compris

des atomes d’hydrogène neutre. Dans le cadre de cette thèse, TILDA-V a été étendu pour

simuler le ralentissement complet des particules α dans l’eau, en prenant en compte tous

les états de charge de l’hélium (He2+, He+ et He0). De nouvelles routines ont également

été mises en œuvre pour la dosimétrie des rayonnements dans des cellules tumorales

isolées et des micrométastases.

Les simulations avec TILDA-V concernent uniquement l’étape physique des dépôts

d’énergie induits par les rayonnements dans les cibles biologiques. Les simulations

peuvent être effectuées dans l’eau et l’ADN pour des protons et des particules α avec des

énergies cinétiques comprises entre 10 keV u−1 et 100 MeV u−1. Les électrons secondaires

sont suivis jusqu’à une coupure à basse énergie de 7.4 eV avec des routines initialement

xiv



Résumé substantiel

développées pour le code EPOTRAN (Electron and POsitron TRANsport) [2], et qui

sont maintenant pleinement intégrées dans TILDA-V. La relaxation des atomes n’est

modélisée que par l’émission d’électrons Auger. Le transport de photons n’est pas inclus

dans TILDA-V. La principale différence entre TILDA-V et les autres codes MCST existants

est que le premier repose en grande partie sur des sections efficaces multiplement

différentielles et totales calculées ab initio dans le cadre d’un traitement quantique

des interactions et en appliquant une description moléculaire de l’eau et de l’ADN. Les

sections efficaces ont été calculées en considérant des molécules cibles isolées à l’état

vapeur. Cette approche est valable car les effets liés à la phase du milieu ne sont pas

censés être importants dans la gamme d’énergie considérée ici.

Concernant les processus physiques, TILDA-V prend en compte l’ionisation, l’excitation

et la diffusion élastique pour les ions (protons et particules α) et les électrons. Pour les

ions, les processus d’échange de charge (capture et perte d’électrons) sont également

inclus dans le code (cf. tab. I.2). Les sections efficaces théoriques pour l’ionisation

et la capture d’un électron par des protons ont été calculées avec la version prior
de l’approximation d’onde distordue du continu avec état initial eikonale (continuum

distorted wave - eikonal initial state, CDW-EIS en anglais) [3], une méthode perturbative

au premier ordre en mécanique quantique. Le même modèle théorique a été utilisé pour

obtenir les sections efficaces d’ionisation pour les atomes d’hydrogène neutre et pour tous

les ions d’hélium (He2+, He+ et He0). Le modèle prior CDW-EIS a également été utilisé

pour calculer les sections efficaces de capture électronique simple par He2+. Notons que

pour les ions d’hélium il est également possible d’utiliser dans TILDA-V un ensemble de

sections efficaces semi-empiriques pour tous ces processus. Les sections efficaces pour

tous les autres processus d’échange de charge pour les ions d’hélium ont été dérivées de

l’approche semi-empirique développée par Uehara et Nikjoo [4]. En outre, le modèle

semi-empirique bien connu de Miller et Green [5] a été utilisé pour calculer les sections

efficaces de perte d’électron par les atomes d’hydrogène neutre et les sections efficaces

d’excitation pour tous les ions. De plus, les sections efficaces de diffusion élastique pour

les ions ont été obtenues à partir de calculs faits dans le cadre de la mécanique classique.

Pour les électrons, les sections efficaces d’ionisation ont été calculées avec deux mé-

thodes: l’approximation de Born de l’onde distordue (distorted wave Born approximation,

DWBA en anglais) [6] et le modèle relativiste de collision binaire de Bethe (relativistic

binary-encounter-Bethe, RBEB en anglais) [7]. Les sections efficaces d’excitation élec-

tronique sont basées sur la méthode semi-empirique d’Olivero et al. [8]. D’autre part,

les sections efficaces pour la diffusion élastique des électrons ont été calculées avec la

théorie des ondes partielles [9].

En ce qui concerne l’ADN, les sections efficaces des processus d’ionisation et de capture

d’un électron par des protons ont été calculées aussi avec le modèle prior CDW-EIS. Pour
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le processus d’excitation électronique par impact de protons, les sections efficaces pour

les différents composants de l’ADN ont été obtenues avec le modèle semi-empirique de

Miller et Green à partir d’extrapolations basées sur des données expérimentales pour la

thymine. Finalement, pour les processus de perte d’un électron et de diffusion élastique,

on a appliqué une procédure de rééchelonnement simple (basée sur le nombre d’électrons

de la cible) aux sections efficaces obtenues pour l’eau (cf. éqs. II.51 et II.69).

Calcul de paramètres physiques pour le transport des rayonnements

La validation d’un code MC pour le transport des rayonnement se fait généralement en

calculant plusieurs grandeurs macroscopiques clés caractérisant les traces des particules

incidentes dans le milieu d’intérêt. Des paramètres physiques utiles pour vérifier la

fiabilité des simulations sont le pouvoir d’arrêt, le parcours (« range », en anglais) et la

distribution radiale de la dose (c’est-à-dire autour du trajet de l’ion).

Pouvoir d’arrêt

Le pouvoir d’arrêt est la perte d’énergie moyenne par unité de longueur subie par les

particules chargées lors de la traversée d’un matériau [10]. Le pouvoir d’arrêt total est

constitué de trois contributions: le pouvoir d’arrêt électronique, résultant des collisions

inélastiques du projectile avec les électrons de la cible; le pouvoir d’arrêt nucléaire,

résultant de collisions entre le projectile et le noyau cible; et le pouvoir d’arrêt radiatif,

dû au rayonnement de freinage (Bremsstrahlung). Pour les particules chargées et les

énergies cinétiques considérées dans ce travail, seul le pouvoir d’arrêt électronique

est pertinent. Le pouvoir d’arrêt a été obtenu en simulant un nombre de projectiles

suffisamment grand pour réduire les fluctuations statistiques à un niveau raisonnable

(généralement 106 projectiles). Pour les projectiles dont l’état de charge peut changer

pendant le transport, comme les protons et les particules α, une simulation a été réalisée

pour chaque état de charge. Les simulations ont été réalisées en mode stationnaire,

c’est-à-dire que chaque projectile a été suivi jusqu’à ce qu’il subisse une interaction avec

le milieu. Une simulation a été réalisée pour chaque énergie incidente (nous avons

considéré 37 énergies incidentes sur une grille logarithmique couvrant toute la gamme

d’énergie d’intérêt). Une somme sur la perte d’énergie et la distance parcourue par

chaque projectile a été réalisée dans chaque simulation. Le pouvoir d’arrêt à une énergie

incidente donnée a ensuite été calculée comme l’énergie totale perdue par les projectiles

divisée par leur parcours total (cf. éq. III.7). Pour les ions, ce dernier calcul a fourni le

pouvoir d’arrêt pour un état de charge donné. Donc le pouvoir d’arrêt total a été obtenu

en considérant les fractions de charge à l’équilibre pour les ions d’hydrogène et d’hélium

(cf. éqs. III.8 et V.4).
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Parcours (range)

Le parcours (range) est la distance moyenne parcourue par une particule chargée avant

de perdre toute son énergie et de s’arrêter dans un matériau. Dans le cas des électrons,

qui suivent des trajectoires très tortueuses, il est parfois utile de calculer la pénétration

(« penetration range », en anglais), définie comme la longueur du vecteur |Rf −Ri| du

point de départ (Ri) à la position finale (Rf) de l’électron après thermalisation [11].

Pour calculer le parcours des protons et des particules α dans TILDA-V, les simulations

ont été effectuées dans un milieu semi-infini et les particules ont été transportées en

mode « slowing-down » (ralentissement), c’est-à-dire que chaque particule primaire a

été suivie jusqu’à ce que son énergie tombe en dessous de 10 keV u−1. Le range a ensuite

été obtenu en additionnant les distances parcourues par toutes les particules primaires et

en divisant par le nombre de projectiles simulés (≥ 5× 104 ). En raison de la coupure à

basse énergie pour les ions, les valeurs de range calculées avec TILDA-V ont été corrigées

pour compenser le parcours d’un ion de 10 keV u−1 dans l’eau. Par ailleurs, pour calculer

la pénétration des électrons, les coordonnées de la position finale de chaque électron ont

été enregistrées lors de la simulation. La distance entre le point de départ et la position

finale a ensuite été déterminée pour chaque électron. La pénétration moyenne a été

obtenue en additionnant toutes ces distances et en divisant le résultat par le nombre

d’électrons simulés.

Distribution de dose radiale

La distribution de dose radiale est un autre paramètre de transport utile pour vérifier la

validité d’un code MCST. Ce paramètre fournit des informations sur l’énergie déposée

par les électrons secondaires autour de la trajectoire de l’ion primaire. La distribution

de dose radiale pour les protons dans l’eau a été obtenue avec TILDA-V en simulant 106

protons en mode stationnaire, mais en activant le mode slowing-down pour les électrons

secondaires. L’énergie déposée par chaque électron secondaire a été calculée dans des

manchons cylindriques d’une épaisseur de 0.1 nm et centrées autour du trajet du proton.

La hauteur des manchons cylindriques était égale à la distance moyenne parcourue par

les protons. Vu que le volume de ces manchons cylindriques était connu, on a déterminé

la dose absorbée en fonction de la distance radiale à la trajectoire du proton.

Calculs dosimétriques

Protons

Nous avons étudié l’irradiation d’une cellule tumorale isolée par des faisceaux de pro-

tons monoénergétiques. Le modèle cellulaire consistait en trois sphères concentriques
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représentant les éléments principaux d’une cellule: le noyau, le cytoplasme et la mem-

brane cellulaire. Dans cette étude, le rayon cellulaire, le rayon nucléaire et l’épaisseur

de la membrane ont été fixés à 7 µm, 4 µm [12] et 10 nm [13], respectivement. Le

cytoplasme et la membrane cellulaire ont été modélisés par de l’eau avec une masse

volumique de 1.0 g cm−3. Pour étudier la variation de la dose déposée à l’intérieur

du noyau cellulaire en fonction de sa composition, trois simulations différentes ont été

réalisées pour chaque énergie incidente, en supposant que le noyau contenait: 1) de l’eau

(ρ = 1.0 g cm−3); 2) de l’eau avec la masse volumique rééchelonnée à 1.29 g cm−3 et 3)

de l’ADN hydraté (ρ = 1.29 g cm−3). La source de rayonnements a été modélisée comme

des protons arrivant dans la cellule dans des directions aléatoires (cf. fig. III.12). On a

calculé l’énergie déposée dans le noyau par toutes les particules primaires et secondaires

et on a ensuite converti cette énergie en dose absorbée.

Radionucléides émetteurs β− et Auger

En utilisant le code MCST EPOTRAN et son extension pour la dosimétrie, CELLDOSE

[14–17], nous avons calculé les facteurs S (dose absorbée par unité d’activité cumulée)

cellulaires de quelques émetteurs β− (131I, 90Y, 177Lu et 161Tb), et ceux pour quelques

émetteurs Auger (71Ge, 103mRh, 119Sb, 125I, 161Ho, 189mOs, 193mPt et 195mPt). Pour calculer

les facteurs S cellulaires dans CELLDOSE, nous avons utilisé le même modèle cellulaire

décrit précédemment pour la dosimétrie des protons, sauf que dans ce cas le rayon de

la cellule (RC), le rayon nucléaire (RN) et l’épaisseur de la membrane ont été fixés à

7 µm, 5 µm et 10 nm, respectivement. Puisque le noyau cellulaire est considéré comme

la structure critique à irradier afin d’induire la mort cellulaire, seules les configurations

ayant le noyau comme cible ont été considérées. Les simulations ont été réalisées

avec des électrons ayant des énergies initiales obtenues à partir du spectre de chaque

radionucléide. Les spectres ont été tirés de la publication 107 de l’ICRP [18]. On a

pris en compte les spectres β− complets. En revanche, pour les électrons Auger et de

conversion interne, les spectres abrégés ont été considérés. De plus, seuls les électrons

Auger et de conversion interne avec des probabilités supérieures à 0.1‰ ont été inclus

dans les simulations. De même, la contribution des photons aux facteurs S a été négligée

dans CELLDOSE car elle est beaucoup plus petite que celle des électrons au niveau

cellulaire [19]. Un algorithme a été mis en œuvre pour construire la distribution de

probabilité cumulée pour le spectre de chaque radionucléide en tenant compte de tous les

rayonnements mentionnés ci-dessus. Ensuite, un échantillonnage aléatoire a été effectué

sur cette distribution de probabilité pour obtenir la liste des énergies des électrons à

simuler dans CELLDOSE.

On a calculé l’énergie déposée dans le noyau cellulaire par tous les électrons (pri-

maires et secondaires). Chaque électron a été suivi jusqu’à ce que son énergie tombe
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en dessous de 7.4 eV (le seuil d’excitation de la molécule d’eau). L’énergie restante a

été considérée comme absorbée localement. Le volume et la masse volumique de la

cible étant connus, le calcul du facteur S a été simple (cf. éq. IV.11). Toutes les régions

cellulaires ont été modélisées par de l’eau avec une masse volumique ρ = 1.0 g cm−3,

sauf lorsque nous avons effectué un test pour étudier l’effet du changement de la compo-

sition du noyau (en considérant soit l’ADN hydraté soit l’eau avec une masse volumique

rééchelonnée à 1.29 g cm−3). De plus, nous avons considéré les suivantes distributions

du radionucléide: uniquement à la surface cellulaire (CS); seulement dans le cytoplasme

(Cy); seulement dans le noyau (N); une distribution uniforme dans toute la cellule

(C). Dans chaque cas on a simulé 106 désintégrations du radionucléide sélectionné. Ce

nombre de désintégrations était suffisamment important pour réduire les fluctuations

statistiques à ∼1%, tout en conservant un temps de calcul raisonnable. Les facteurs S

fournies par CELLDOSE ont été multipliées par un facteur de renormalisation égal au

rapport entre l’énergie moyenne libérée par désintégration et l’énergie moyenne des

radiations tirées au sort sur le spectre du radionucléide. Cette rénormalisation était

nécessaire pour compenser le fait que le code prend une seule valeur d’énergie par

désintégration, lorsqu’en réalité plusieurs électrons avec des énergies différentes peuvent

être émis par désintégration.

Puisque les radionucléides n’ont pas la même énergie par désintégration (cf. tableaux

IV.1 et IV.2), les doses absorbées au noyau d’une cellule tumorale isolée ont été normal-

isées en supposant que 1 MeV est libéré par µm3 [16, 17]. Cette hypothèse signifie que

pour notre cellule avec un volume de 1436 µm3, 1436 MeV ont été libérés dans l’une des

régions d’intérêt définies ci-dessus.

Pour aller au-delà du cas de la cellule isolée, nous avons également étudié l’irradiation

de micrométastases en considérant un petit amas de cellules tumorales. L’amas était

composé d’un total de 19 cellules: i) une cellule centrale; ii) 6 cellules formant le

premier voisinage, en contact direct avec la cellule centrale; iii) 12 cellules formant le

deuxième voisinage. Chaque cellule dans l’amas avait les mêmes dimensions que la

cellule tumorale isolée décrite ci-dessus. De plus, on a supposé que toutes les cellules

étaient marquées de la même manière, c’est-à-dire qu’elles contenaient une distribution

uniforme du radionucléide dans l’une des régions spécifiques d’intérêt définies ci-dessus

(surface cellulaire; ou cytoplasme; ou noyau; ou la cellule entière). Les cellules ont

été disposées selon un modèle de structure cubique simple (cf. fig. IV.6b). Comme

pour la cellule tumorale isolée, les doses absorbées normalisées ont été obtenues en

supposant que 1 MeV était libéré par µm3, c’est-à-dire 1436 MeV libérés par cellule. En

outre, l’espace intercellulaire a été supposé ne contenir aucune activité et a été modélisé

comme de l’eau. Nous avons évalué la dose au noyau de la cellule centrale, ainsi qu’aux

noyaux des cellules appartenant aux premier et deuxième voisinages.
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Radionucléides émetteurs α

Nous avons utilisé la dernière version de CELLDOSE pour calculer les facteurs S cellu-

laires de plusieurs émetteurs α prometteurs (211At, 212Pb, 213Bi, 223Ra, 225Ac et 227Th)

dans le but d’évaluer leur efficacité relative et de les comparer avec l’émetteur β− de

référence, le 177Lu. Dans cette étude, nous avons utilisé le même modèle de cellule

décrit pour les émetteurs d’électrons et les mêmes distributions du radionucléide dans

la cellule. Comme d’habitude, seules les radiations avec des probabilités supérieures

à 0.1‰ répertoriées dans la publication 107 de l’ICRP [18] ont été incluses dans nos

simulations. La contribution des photons et des noyaux de recul aux facteurs S a été

négligée. CELLDOSE a été mis à jour pour effectuer le tirage au sort des radiations

émises lors d’une désintégration α. Le principe reste le même que pour les émetteurs

d’électrons, mais maintenant la distribution de probabilité cumulée inclut la contribution

de toutes les radiations d’intérêt (des particules α, des particules β−, des électrons Auger

et de conversion interne) pour chaque radionucléide dans une chaîne de désintégration.

En outre, lorsque plusieurs modes de désintégration existent pour un radionucléide

père donné, les émissions des noyaux fils sont ajustées en multipliant leurs intensités

d’émission par le rapport d’embranchement correspondant associé au mode de désinté-

gration spécifique. Le nombre de désintégrations simulées avec CELLDOSE a varié entre

105 et 106 selon le radionucléide et la distribution étudiés afin de réduire l’incertitude

statistique à environ 1–2%, tout en conservant un temps de calcul raisonnable. Nous

avons calculé les facteurs S pour les radionucléides individuels et aussi pour toute leur

chaîne de désintégration. Comme pour les émetteurs d’électrons, une renormalisation

finale a été faite en multipliant les facteurs S calculés par le rapport entre l’énergie

moyenne libérée par désintégration et l’énergie moyenne des radiations tirées au sort sur

le spectre du radionucléide.

Résultats

Paramètres physiques pour le transport de protons, de particules α et

d’électrons

Protons

Concernant le transport des protons dans l’eau, pour des énergies incidentes supérieures

à 30 keV on a observé un bon accord (écart < 10%) entre le pouvoir d’arrêt électronique

calculé avec TILDA-V et les données expérimentales disponibles (cf. fig. III.4). Pour des

énergies incidentes plus faibles, nos résultats ont sous-estimé les valeurs expérimentales,

un comportement qui a été attribué au modèle prior CDW-EIS utilisé dans notre code.
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Dans le cas de l’ADN, faute de données expérimentales, nous avons comparé nos pré-

dictions avec les quelques calculs trouvés dans la littérature [20, 21]. Des différences

importantes ont été observées pour les énergies incidentes inférieures à 200 keV. Les

pouvoirs d’arrêt électroniques maximaux pour l’eau (97.5 keV µm−1) et l’ADN hydraté

(110 keV µm−1) ont été observés à la même énergie incidente, 70 keV, avec une différence

d’environ 13% entre les deux milieux.

Le parcours des protons dans l’eau calculé à partir de nos simulations a été comparé

aux données provenant de diverses sources [10, 22–24]. Des différences ont été observées

à basse énergie incidente (Einc < 100 keV, cf. fig. III.7). Nous avons également calculé le

rapport entre le parcours des protons dans l’eau et l’ADN hydraté en fonction de l’énergie

incidente. On a constaté que le parcours des protons dans l’ADN hydraté est toujours plus

court que dans l’eau (la différence est d’environ 10% pour Einc > 100 keV et diminue

progressivement jusqu’à environ 6% pour des énergies incidentes plus faibles).

Nous avons calculé avec TILDA-V la distribution de dose radiale pour des protons de

200 keV, 1 MeV, 3 MeV, 10 MeV et 100 MeV dans l’eau. Nos résultats sont en excellent

accord avec les mesures expérimentales rapportées par Wingate et Baum [25] pour des

protons de 1 MeV et 3 MeV dans un gaz équivalent tissu. La comparaison de nos résultats

avec d’autres calculs MC [26–30], a également révélé un bon accord, en particulier

à haute énergie incidente (10 MeV et 100 MeV, cf. fig. III.8). Des écarts importants

n’ont été observés qu’avec les résultats de Bäckström et al. [31] et ont été attribués aux

sections efficaces utilisées dans ce travail pour le transport des électrons secondaires.

Particules α

Le pouvoir d’arrêt électronique pour les particules α dans l’eau a été calculé avec

TILDA-V en utilisant deux ensembles différents de sections efficaces: le premier incluait

les sections efficaces théoriques (prior CDW-EIS), tandis que le second était composé

uniquement de sections efficaces semi-empiriques. Lors de l’utilisation des sections

efficaces théoriques, la courbe du pouvoir d’arrêt montrait des écarts importants avec les

données expérimentales disponibles [32, 33] et avec les valeurs fournies dans le rapport

49 de l’ICRU [10], en particulier pour des énergies incidentes . 2 MeV (cf. fig. V.2). Les

raisons derrière ces écarts sont en cours d’étude, et il semble probable que l’amélioration

du modèle théorique sera nécessaire pour faire face à ce problème. En attendant, nous

avons décidé d’utiliser dans TILDA-V les sections efficaces semi-empiriques dérivées des

travaux d’Uehara et Nikjoo [4]. Cette décision a été prise pour permettre une étude

dosimétrique fiable des émetteurs de particules α.

En utilisant les sections efficaces semi-empiriques, nous avons calculé le parcours

des particules α dans l’eau. Les différences trouvées entre nos valeurs et celles du

rapport 49 de l’ICRU [10] sont inférieures à 3% pour des énergies incidentes ≤ 10 MeV
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et augmentent à environ 10% pour des énergies incidentes plus élevées (cf. fig. V.3).

Electrons

En utilisant le code EPOTRAN, nous avons calculé et comparé les pouvoirs d’arrêt mas-

siques des électrons dans l’eau et l’ADN hydraté (cf. fig. III.10). Les résultats ont montré

un comportement similaire, avec une différence maximale d’environ 13% entre les deux

milieux. De plus, nous avons trouvé un pouvoir d’arrêt maximal de 232 MeV cm2 g−1 à

160 eV et 223 MeV cm2 g−1 à 130 eV pour l’eau et l’ADN, respectivement.

Nos résultats pour l’eau sont en excellent accord (écart < 5%) avec les données

provenant de diverses sources [21, 34–37] pour des énergies incidentes supérieures

à quelques centaines d’eV. Néanmoins, des écarts importants (jusqu’à 19%) ont été

observés à basse énergie incidente dans certains cas, notamment par rapport à la valeur

maximale du pouvoir d’arrêt [21, 36]. Cela a été attribué au modèle utilisé dans dans

ces calculs (le formalisme diélectrique), qui surestime les sections efficaces inélastiques

autour de la région du pic. En général, un comportement similaire a été observé pour

l’ADN hydraté lorsque nous avons comparé nos prédictions avec les quelques calculs

disponibles [21, 36].

Nous avons calculé la pénétration des électrons dans l’eau, l’eau avec une masse

volumique rééchelonnée à 1.29 g cm−3 et l’ADN hydraté. Pour des énergies incidentes

Einc . 700 eV, nos résultats pour l’eau étaient entre ceux rapportés par Meesungnoen

et al. [11] et Bordage et al. [38]. Des écarts importants ont été observés à de faibles

énergies incidentes pour tous les calculs trouvés dans la littérature (cf. fig. III.11). En

revanche, toutes les prédictions sont en accord pour des énergies incidentes supérieures

à 1 keV. Dans toute la gamme d’énergie considérée, la pénétration des électrons dans

l’ADN hydraté était plus courte que dans l’eau. La pénétration des électrons dans l’eau

avec une masse volumique rééchelonnée à 1.29 g cm−3 et dans l’ADN hydraté est assez

similaire pour des énergies incidentes supérieures à ∼500 eV.

Dosimétrie des protons

Nous avons calculé l’énergie et la dose déposées par des protons dans le noyau d’une cel-

lule tumorale isolée en fonction de l’énergie incidente (cf. fig. III.13). Une surestimation

de la dose a été observée quand l’eau a été utilisée à la place de l’ADN pour décrire la

composition du noyau. En plus, utiliser l’eau avec une masse volumique rééchelonnée

à 1.29 g cm−3 ne permet pas de reproduire les résultats obtenus pour l’ADN hydraté.

Nous avons conclu que ni les valeurs calculées avec l’approche habituelle consistant à

utiliser l’eau comme substitut des tissus mous ni les résultats obtenus en appliquant une

correction basée uniquement sur un rééchelonnement de la masse volumique de l’eau ne
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reflètent la complexité sous-jacente du milieu biologique.

Dosimétrie de radionucléides émetteurs β− et Auger

Les facteurs S cellulaires obtenues avec CELLDOSE pour les émetteurs d’électrons β−

et Auger ont été comparées avec des calculs réalisés avec le code MIRDcell [39] et les

travaux de Falzone et al. [40] (cf. tab. IV.3), sauf pour le 161Tb, le 71Ge, le 161Ho et le
189mOs, pour lesquels aucune donnée équivalente n’a été trouvée. Un excellent accord

a été observé avec les travaux de Falzone et al. [40], avec une différence maximale de

-4.2% pour le 125I localisé à la surface cellulaire. Cet accord a été attribué à l’utilisation

de spectres et d’une méthodologie similaires. En revanche, des différences beaucoup

plus significatives (jusqu’à environ 42%) ont été trouvées entre nos résultats et ceux de

MIRDcell, notamment pour les distributions surfacique et intracytoplasmique de 103mRh,
125I et 193mPt. Les écarts ont été attribués aux limites bien connues de la méthode du

MIRD.

On a calculé les doses absorbées normalisées au noyau d’une cellule tumorale isolée.

Les doses les plus faibles ont été observées lorsque le radionucléide était localisé à la

surface cellulaire, et les plus élevées lorsqu’il était incorporé dans le noyau lui-même

(cf. tab. IV.4 et fig. IV.5). Une comparaison entre les émetteurs β− 177Lu et 161Tb a

montré que ce dernier délivre toujours des doses plus élevées que le 177Lu à des cellules

tumorales isolées, quelle que soit la distribution du radionucléide. En revanche, on a

observé que les doses absorbées normalisées pour le 131I et le 90Y étaient beaucoup plus

faibles que pour le 177Lu ou le 161Tb, confirmant que le 131I et le 90Y sont meilleurs pour

irradier les grosses tumeurs que les cellules tumorales isolées ou les micrométastases. En

ce qui concerne les émetteurs Auger, les résultats ont montré que le 119Sb et le 189mOs

sont d’excellents candidats pour l’irradiation de cellules isolées (et en fait meilleurs que

le 161Tb et le 177Lu à cet effet), quel que soit la localisation de la molécule radiomarquée

dans la cellule. De plus, on a conclu que le 125I et le 161Ho seraient aussi efficaces que le
119Sb et le 189mOs lorsqu’ils sont situés à l’intérieur du noyau, mais leurs performances

seraient inférieures lorsqu’ils sont situés dans le cytoplasme ou à la surface de la cellule.

Enfin, la dose absorbée normalisée pour le 71Ge est tout à fait remarquable pour une

distribution intranucléaire ou pour une distribution uniforme dans la cellule entière, mais

très faible dans le cas d’une localisation intracytoplasmique ou à la surface cellulaire.

Concernant les simulations réalisées avec l’amas de cellules, il est clair que l’ajout des

18 cellules voisines augmente la dose absorbée normalisée au noyau de la cellule centrale

(cf. tab. IV.6 et fig. IV.7). De plus, nous avons observé que pour un radionucléide

donné, l’augmentation exacte de la dose dépend de la distribution du radionucléide

dans les cellules entourant la cible. Pour tous les radionucléides, l’augmentation de
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dose était plus prononcée dans le cas d’une distribution dans la surface cellulaire. Pour

les émetteurs β−, le deuxième voisinage ajoutait encore une contribution significative

à la dose (augmentant la dose en irradiation croisée d’un facteur ∼2 pour toutes les

distributions). De manière similaire au cas d’une cellule tumorale isolée, les doses

délivrées par le 161Tb étaient systématiquement plus élevées que celles délivrées par le
177Lu, ce qui confirme l’idée que le 161Tb serait plus adapté que le 177Lu pour irradier des

cellules tumorales isolées et des micrométastases. En ce qui concerne les émetteurs Auger,

la contribution spécifique du deuxième voisinage à la dose absorbée normalisée varie

sensiblement en fonction du radionucléide. Dans la plupart des cas, en particulier pour

le 119Sb et le 189mOs, cette contribution était bien inférieure à celle du premier voisinage.

En revanche, pour le 103mRh et le 193mPt, la contribution du deuxième voisinage était

presque égale à celle du premier voisinage.

Dosimétrie de radionucléides émetteurs α

Les facteurs S cellulaires obtenues avec CELLDOSE pour les radionucléides émetteurs

α et leurs chaînes de désintégration ont été comparés avec des calculs réalisés avec

MIRDcell [39] et le travail de Lee et al. [41], basé sur des simulations faites avec le

code PHITS (cf. tableaux V.2 et V.3). Dans l’ensemble, les facteurs S ont augmenté

progressivement lorsqu’on a passé d’une distribution dans la surface cellulaire, vers une

distribution intracytoplasmique, vers une distribution uniforme dans la cellule entière,

pour finalement atteindre la valeur maximale pour une distribution intranucléaire. Ce

comportement est identique à celui observé pour les émetteurs d’électrons.

Dans le cas des radionucléides seuls, des résultats très similaires ont été trouvés

pour le 223Ra, le 225Ac et le 227Th pour toutes les distributions des radionucléides. De

plus, les plus petites facteurs S ont été obtenus pour le 212Pb, un émetteur β− pur.

Une augmentation significative des facteurs S a été observée lorsque la chaîne de

désintégration complète a été prise en compte dans les calculs. Les facteurs S ont

augmenté d’un facteur ∼2 pour le 211At, 28–29 pour le 213Bi, 3.5 pour le 223Ra et le
225Ac, et 4.5 pour le 227Th. La plus grande variation a été trouvée pour le 212Pb, pour

lequel les facteurs S de la chaîne de désintégration étaient de 37 à 80 fois plus grands

que pour le radionucléide tout seul, en fonction de la distribution. Dans l’ensemble, les

facteurs S maximales ont été obtenues pour le 227Th. Nos facteurs S concordent à 8%

près avec ceux fournis par MIRDcell et ceux de Lee et al. [41] (à 6% près dans le cas des

radionucléides seuls).

Nous avons comparé les facteurs S cellulaires des émetteurs α avec les valeurs

trouvées pour l’émetteur β− 177Lu, en calculant le « facteur d’amélioration ». Celui-ci a

été défini comme le rapport des facteurs S, i.e., S(émetteur α)/S(177Lu). Il a été observé
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que la désintégration d’un émetteur α pur tel que le 223Ra, le 225Ac ou le 227Th donne

des facteurs S environ 87–134 supérieures à ceux du 177Lu (cf. tab. V.5). L’amélioration

est moins significative pour les radionucléides ayant plusieurs modes de désintégration,

en particulier si la désintégration α a un petit rapport d’embranchement. Les facteurs

d’amélioration pour le 211At (41.8% α) et 212Bi (35.9% α) étaient d’environ 36 à 54 et de

30–45, respectivement, alors que pour le 213Bi (2.1% α) étaient seulement entre 2.2 et 3.2.

Le cas extrême était celui de 212Pb seul, ses facteurs S étant environ entre 1.27 et 1.89.

Quand la chaîne de désintégration complète a été considérée, l’amélioration maximale a

été trouvée pour le 227Th, suivi, par ordre décroissant, du 223Ra, le 225Ac, le 211At, le 212Pb

et le 213Bi. Le facteur S du 227Th pour une distribution dans la surface cellulaire était

589 fois plus grand que le facteur S correspondant au 177Lu; le facteur d’amélioration a

diminué à 534 pour une distribution intracytoplasmique, à 441 pour une distribution

uniforme dans la cellule entière, et à 393 pour une distribution intranucléaire.
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GENERAL INTRODUCTION

Cancer remains nowadays a leading cause of mortality worldwide. In some cases,

such as metastatic tumors, the best therapies currently available have only limited

success at improving patient survival. Besides, after a period of remission (which

may extend from some months up to several years after the treatment of the original

tumor), cancer may come back because of occult isolated tumor cells or micrometastases.

For these reasons, alternative therapeutic strategies able to reduce the risk of cancer

recurrence, as well as to prolong patients’ survival and their quality of life must be

explored. In this context, targeted radionuclide therapy (TRT) is a cancer treatment

approach that has regained interest in recent years. The basic principle of TRT is

attaching a radioactive isotope to tumor-specific carrier molecules that target the tumor

cells or the tumor microenvironment for delivering a cytotoxic radiation dose to the

tumor. The radioactive source may emit β−-particles, Auger electrons, α-particles or a

combination of all these radiations. However, thus far the clinical applications of TRT

have almost exclusively made use of high-energy β− emitters. The latter have shown

to be effective in the treatment of advanced disease, but they are less adapted to the

treatment of micrometastases or minimal residual disease, and have the drawback of

increasing the toxicity to the surrounding healthy tissue. On the other hand, several

studies have suggested that Auger electron and α-particle emitting radionuclides may be

more appropriate against small lesions, particularly for irradiating isolated tumor cells

and micrometastases.

The introduction of new radionuclides for clinical use is a long and complex process

that must begin with a detailed investigation of the radionuclide’s physical and chemical

properties. It is only after gathering enough preclinical evidence and exploring all

the risks and benefits of a new radiopharmaceutical that clinical translation can be

contemplated. It is in the context of preclinical studies that numerical simulations

can provide valuable information about the performance of a given radionuclide. In

particular, Monte Carlo codes are extremely useful tools to determine the pattern of

energy deposition in tumors following the decay of a radionuclide.

The main purpose of this thesis is to extend the Monte Carlo track structure code
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TILDA-V to model the full transport of α-particles in a biological medium, for using it as

an assessment tool in TRT.

The specific objectives of this thesis are:

• To investigate the track parameters of protons and electrons in biological media

through the improvement and validation of TILDA-V and EPOTRAN, two homemade

Monte Carlo track structure codes.

• To evaluate the effect of the biological medium description (water versus DNA)

on key physical quantities characterizing charged particle transport and, more

specifically, on the radiation absorbed dose.

• To extend the TILDA-V Monte Carlo track structure code to simulate the transport

of α-particles in a biological medium, considering the various charge states and

interactions of helium ions.

• To investigate, by means of Monte Carlo simulations, the relative performance

of some promising β−, Auger electron and α-particle emitting radionuclides at

irradiating tumor cells (isolated or within a cell cluster), in order to determine

their potential for TRT.

This manuscript is structured as follows:

• Chapter I introduces the basic concepts behind the Monte Carlo method, as applied

in the field of radiation transport. The purpose of this chapter is to present the

underlying assumptions common to most Monte Carlo simulations, highlighting

the advantages and limitations of this methodology, used throughout the thesis.

The two types of Monte Carlo codes for radiation transport (condensed-history

and track structure) are described and a brief review of the main existing codes

is provided as well. Finally, we discuss the TILDA-V Monte Carlo code, its unique

features compared to other codes, its state at the beginning of this thesis and its

current capabilities.

• Chapter II is devoted to the description of the biological medium as modeled in

this work, as well as to the description of all relevant physical processes that must

be taken into account to simulate the full slowing-down of protons, α-particles and

electrons in matter. Particular emphasis is given to the theoretical and semiempirical

models chosen to calculate the cross sections of the different charged particle

interactions.

• In Chapter III, we explain the benchmark process carried out to validate our proton

and electron transport simulations in water and DNA. We present our calculations of

2



General introduction

track parameters (mean free paths, stopping power, range, radial dose distribution)

and perform a comprehensive comparison of our results with available data in

the literature. We also report a first in silico dosimetry study regarding the proton

irradiation of a single tumor cell.

• In Chapter IV, we discuss some of the most interesting β− and Auger electron

emitters for TRT. We describe in detail the simulations carried out with CELLDOSE

(an extension of the EPOTRAN code for dosimetry applications) to evaluate the

performance of these radionuclides at irradiating single tumor cells and a cell

cluster representing a micrometastasis. We report our results in terms of cellular S-

values and normalized absorbed doses to the nuclei of the tumor cells. We analyze

the impact of changing the nucleus composition and varying the radionuclide

distribution within the cell on the absorbed dose to the cell nucleus.

• In Chapter V, we use the new version of TILDA-V to compute the stopping power

and range of α-particles in water. Then, we review the fundamental aspects of

α-decay and discuss the characteristics of some promising α-particle emitting

radionuclides for TRT. We explain the approach implemented in our code to model

the decay series of these radionuclides and the subsequent transport of the emitted

radiations. Finally, we report the cellular S-values computed with CELLDOSE for

the α-particle emitters and compare them with the results previously obtained for
177Lu, a β− emitter currently seen as the reference in TRT.
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INTRODUCTION GÉNÉRALE

Le cancer reste aujourd’hui une des principales causes de mortalité dans le monde. Dans

certains cas, comme les tumeurs métastatiques, les meilleures thérapies actuellement

disponibles n’ont qu’un succès limité pour augmenter les taux de survie. En outre, après

une période de rémission (qui peut s’étendre de quelques mois à plusieurs années après

le traitement de la tumeur primitive), le cancer peut réapparaître à cause de cellules

tumorales occultes isolées ou de micrométastases. Pour ces raisons, des stratégies

thérapeutiques alternatives capables de réduire le risque de récidive du cancer, ainsi que

de prolonger la survie des patients et leur qualité de vie doivent être explorées. Dans ce

contexte, la radiothérapie interne vectorisée (RIV) est une approche thérapeutique qui a

regagné de l’intérêt ces dernières années. Le principe de base de la RIV est d’attacher

un isotope radioactif à des molécules vectrices spécifiques de la tumeur pour cibler

les cellules tumorales ou le microenvironnement tumoral afin de délivrer une dose de

rayonnement cytotoxique à la tumeur. La source radioactive peut émettre des particules

β−, des électrons Auger, des particules α ou une combinaison de toutes ces radiations.

Cependant, jusqu’à présent, les applications cliniques de la RIV ont utilisé presque

exclusivement des émetteurs β− de haute énergie. Ces derniers se sont révélés efficaces

dans le traitement de la maladie avancée, mais ils sont moins adaptés au traitement

des micrométastases ou de la maladie résiduelle minime, et présentent l’inconvénient

d’augmenter les effets toxiques sur les tissus sains avoisinants. D’autre part, plusieurs

études ont suggéré que les radionucléides émetteurs d’électrons Auger et de particules α

pourraient être plus appropriés contre les petites tumeurs, en particulier pour l’irradiation

de cellules tumorales isolées et de micrométastases.

L’introduction de nouveaux radionucléides à usage clinique est un processus long

et complexe qui doit commencer par une étude détaillée des propriétés physiques et

chimiques du radionucléide. Ce n’est qu’après avoir rassemblé suffisamment de preuves

précliniques et étudié tous les risques et avantages d’un nouveau radiopharmaceutique

que la translation clinique peut être envisagée. C’est dans le cadre des études précliniques

que les simulations numériques peuvent fournir des informations précieuses sur la

performance d’un radionucléide donné. En particulier, les codes Monte Carlo sont des
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outils extrêmement utiles qui peuvent fournir une « cartographie » des dépôts d’énergie

dans les tumeurs suite à la désintégration d’un radionucléide.

Le but principal de cette thèse est d’étendre le code Monte Carlo de structure de trace

TILDA-V pour modéliser le transport complet des particules α dans un milieu biologique,

afin de l’utiliser comme outil d’évaluation en RIV.

Les objectifs spécifiques de cette thèse sont:

• Étudier les paramètres physiques pertinents dans le transport de protons et des

électrons dans des milieux biologiques grâce à l’amélioration et à la validation des

simulations avec TILDA-V et EPOTRAN, deux codes Monte Carlo de structure de

trace maison.

• Évaluer l’effet de la description du milieu biologique (de l’eau par opposition à

l’ADN) sur les grandeurs physiques clés caractérisant le transport des particules

chargées et, plus spécifiquement, sur la dose absorbée.

• Étendre le code Monte Carlo de structure de trace TILDA-V pour simuler le transport

de particules α dans un milieu biologique, en considérant les différents états de

charge et les interactions des ions d’hélium.

• Étudier, au moyen de simulations Monte Carlo, l’efficacité relative de certains

radionucléides émetteurs de particules β−, d’électrons Auger et de particules α

prometteurs pour irradier des cellules tumorales (isolées ou dans un amas de

cellules), afin de déterminer leur potentiel pour la RIV.

Ce manuscrit est structuré comme suit:

• Le Chapitre I présente les concepts de base de la méthode Monte Carlo, telle

qu’elle est appliquée dans le domaine du transport des rayonnements. Le but de

ce chapitre est de présenter les hypothèses sous-jacentes communes à la plupart

des simulations Monte Carlo, en soulignant les avantages et les limites de cette

méthodologie, utilisée tout au long de la thèse. Les deux types de codes Monte

Carlo pour le transport des rayonnements (histoire condensée et structure de trace)

sont décrits et une brève analyse des principaux codes existants est également

fournie. Enfin, nous abordons le code Monte Carlo TILDA-V , ses caractéristiques

uniques par rapport aux autres codes, son état au début de cette thèse et ses

capacités actuelles.

• Le Chapitre II est consacré à la description du milieu biologique tel qu’il est

modélisé dans ce travail, ainsi qu’à la description de tous les processus physiques

qui doivent être pris en compte pour simuler le ralentissement complet des protons,

6
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des particules α et des électrons dans la matière. Un accent particulier est mis

sur les modèles théoriques et semi-empiriques choisis pour calculer les sections

efficaces pour les différentes interactions des particules chargées.

• Dans le Chapitre III, nous expliquons le processus de benchmark réalisé pour valider

nos simulations de transport de protons et d’électrons dans l’eau et l’ADN. Nous

présentons nos calculs des paramètres physiques pertinents (libre parcours moyen,

pouvoir d’arrêt, parcours [range], distribution de dose radiale) pour simuler le

transport de ces particules et effectuons une comparaison complète de nos résultats

avec les données trouvées dans la littérature. Nous rapportons également une

première étude de dosimétrie in silico concernant l’irradiation par protons d’une

cellule tumorale isolée.

• Dans le Chapitre IV, nous abordons les émetteurs β− et d’électrons Auger les plus

intéressants pour la RIV. Nous décrivons en détail les simulations réalisées avec

CELLDOSE (une extension du code EPOTRAN pour les applications en dosimétrie)

pour évaluer l’efficacité de ces radionucléides à irradier des cellules tumorales

isolées et un amas de cellules représentant une micrométastase. Nous rapportons

nos résultats en termes de facteurs S (dose moyenne absorbée par unité d’activité

cumulée) cellulaires et de doses absorbées normalisées aux noyaux des cellules

tumorales. Nous analysons l’impact sur la dose absorbée au noyau cellulaire de

modifier la composition du noyau et la distribution des radionucléides dans la

cellule.

• Dans le Chapitre V, nous utilisons la nouvelle version de TILDA-V pour calculer le

pouvoir d’arrêt et le parcours des particules α dans l’eau. Ensuite, nous passons en

revue les aspects fondamentaux de la désintégration α et discutons les caractéris-

tiques de certains radionucléides émetteurs de particules α prometteurs pour la

RIV. Nous expliquons l’approche mise en œuvre dans notre code pour modéliser

les chaînes de désintégration de ces radionucléides et le transport ultérieur des

radiations émises. Enfin, nous rapportons les facteurs S cellulaires calculées avec

CELLDOSE pour les émetteurs α et nous les comparons aux résultats précédemment

obtenus pour le 177Lu, un émetteur β− actuellement vu comme référence en RIV.
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I.1 Introduction

The interactions of radiation with matter are intrinsically stochastic phenomena. When

charged particles traverse a material, many variables come into play that in the end may

determine macroscopic outcomes, such as the energy deposition pattern in the medium

of interest, the mean range of the particles and the energy loss per length unit. However,

the history or fate of a single incident particle is mainly governed by randomness. It
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seems then reasonable to make use of probabilistic or non-deterministic approaches to

deal with the random behavior of radiations.

The Monte Carlo (MC) method is the best known example of a non-deterministic

approach applied to radiation transport. The MC method is basically a numerical

technique that helps solving real-world problems by means of statistical samplings.

In the case of radiation transport, random samplings are applied to determine the

microscopic details of the radio-induced interactions in order to describe, step by step,

the slowing-down of the incident particle. The full history of the radiation transport is

then accessible, interaction after interaction, leading to macroscopic information on the

energy transfers in the medium of interest.

While the roots of the MC method can be traced back to the eighteenth century with

the needle problem formulated by Comte de Buffon, the term “Monte Carlo method” and

its modern interpretation were officially “born” in 1949 with the paper of Metropolis

and Ulam [42]. Since then the MC method has been exploited in very different domains

with various purposes, going from the design of nuclear weapons to the forecast of

stock prices in finance, to medical applications related to radiation dosimetry for cancer

treatment. It is well beyond the scope of this dissertation to provide a comprehensive

review on the history and evolution of the MC method and its applications in medical

physics, even more so when excellent works have already been published on the subject

(see for example [43, 44] and references therein). Let us, however, mention as a point of

departure for the following discussion some of the milestones in this field. The seminal

work of Berger [45] summarized the physical aspects behind a MC simulation and

introduced the condensed-history technique for electron and photon transport, which is

still used nowadays in many general-purpose MC codes [43] (see Section I.3.1). The first

MC track structure codes appeared some years later, as the need of having a complete

detailed description of all the interactions along a charged particle track became evident

to understand the chemical and biological responses to ionizing radiation [46]. The

revolution in the computer industry also played a major role in the development of such

track structure codes.

The purpose of this chapter is to present the general aspects of the MC method,

its basic assumptions for applications in radiation transport and the specificities of the

technique as implemented in our MC code. The chapter is structured as follows:

• The basic ideas behind MC simulations for radiation transport are discussed in

Section I.2.

• In Sections I.3.1 and I.3.2, we introduce the two most common techniques imple-

mented in MC simulations, namely, the condensed-history and the track structure

approaches. The features of some well-known MC codes are also presented.
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• Finally, we provide in Section I.4 the details of the TILDA-V code, the main subject

of this thesis.

I.2 Basic aspects of Monte Carlo simulations for radia-

tion transport

Contrary to deterministic methods which deal directly with the linear Boltzmann trans-

port equation, the MC method provides a probabilistic solution to radiation transport

problems. As mentioned above, such an approach is well-suited for this purpose given

the stochastic behavior of ionizing radiation interacting with matter. In a MC simulation,

radiation transport is seen from the perspective of an individual particle propagating

through a medium and taking part in a series of events (interactions or collisions) accord-

ing to its nature. These events are described by probability distributions obtained from

the interaction cross sections. Each event is defined by a set of parameters necessary to

account for the energy transfers and angular changes resulting from a physical process.

These parameters include:

• The potential energy, locally deposited in the target when ionization or excitation

occurs.

• The kinetic energy of the scattered primary particle.

• The kinetic energy of the secondary particles (e.g., electrons emitted as a result of

target ionization, projectile electron loss or target relaxation via Auger effect).

• The scattering and ejection angles of the primary and secondary particle, respec-

tively.

I.2.1 Assumptions in Monte Carlo radiation transport simulations

The application of the MC method in radiation transport is based on the following

assumptions [47]:

1. The classical view of a particle’s trajectory is retained. According to Heisenberg

uncertainty principle, the uncertainty on the position of a particle, ∆x, is given by

its de Broglie wavelength, λ, which must be smaller than the characteristic length

L of the system:

∆x ≈ λ� L . (I.1)

For MC simulations, the particle’s trajectory is well-defined if its de Broglie wave-

length λ is small compared to the mean free path (MFP), λ. In addition, if λ is
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large compared to the interatomic distance d in the material, then the condition to

satisfy becomes:

λ� d . (I.2)

The uncertainty ∆x in the position of a particle can be computed as:

∆x (Å) ≈ 4.5× 10−2

√
AionEion

, (I.3)

where Aion is the mass of the ion in atomic mass units (amu), and Eion the kinetic

energy of the ion in eV. For the ion energy range considered in this work (10 keV u−1

– 100 MeV u−1) the maximum uncertainty in the position is of the order of 10−4 Å

for protons and α-particles, which is smaller than the O-H bond length in the water

molecule (∼ 0.96 Å).

2. The history of each particle can be described as a sequence of binary collisions

between the incident particle and the atoms or molecules in the traversed medium.

This assumption implies that particles are represented by wave packets which have

a short extension compared to the interatomic distance. Besides, the range of the

interaction potential must be weak compared to the interatomic distance. However,

the latter is not true for the Coulomb interaction, which has infinite range. Charged

particles can induce collective excitations of the valence electrons (plasmons) by

Coulomb interactions at large distances, a process that cannot be taken into account

in binary collisions. The energy Ep associated to this type of interaction is given by:

Ep = ~ωp , (I.4)

where ωp is the plasma frequency of the medium. For liquid water, usually used as

a substitute for biological material, Ep = 21 eV. The contribution of this energy to

the damage induced by inelastic interactions will be small because it is distributed

over many electrons. Moreover, in this work the medium is always considered in

vapor state, thus plasmon contributions are neglected.

3. Interactions between secondary electrons are neglected. The average energy of the

emitted electrons during ionization is of some tens of eV. Given the low velocity of

these electrons, they are expected to interact with each other before propagating

in the medium. A MC simulation cannot include these interactions. However,

given the low-energy and short range of the emitted electrons, the energy deposits

resulting from their interaction will take place close to the primary ion track. Since

the density of events along and around the ion track is very large, it is assumed that

the effect of the interactions between secondary electrons will have no appreciable

effect on the spatial energy distribution.

4. Closely related to the previous assumptions is the fact that each event is indepen-

12



Chapter I: The Monte Carlo method and its applications in radiation transport

dent of any other. In other words, the particle has no memory about past events:

the distance to the next interaction and the type of interaction depend only on the

type of the particle and its current energy. Interactions occur instantaneously and

the particle moves with constant speed and direction between two events.

I.2.2 Random sampling of probability distributions

The definition of an event in a MC simulation requires to determine several quantities,

such as the distance traveled by the particle before a collision takes place and the type of

interaction. These quantities are obtained by means of random sampling on probability

distributions. To perform random sampling, pseudo-random number generators must be

used.

I.2.2.1 Random number generation

Random number generation is a fundamental aspect of MC simulations. By definition,

in a sequence of random numbers it is not possible to predict the number Ni+1 based

on the knowledge of the Ni previous numbers. The common approaches to generate

random numbers are based either on experiments or on computer algorithms. The former

approach provides true randomness and random number sequences can be obtained, for

instance, from counting the number of decays in a radioactive sample over a specified

time interval [48]. This approach has, however, two major disadvantages, namely: 1)

the procedure is too slow and unpractical to be used in a MC code. It would require

either some sort of interface between the system producing the random numbers and

the computer performing the simulations, or the storage of large amounts of data; 2) the

lack of repeatability, needed for debugging MC codes. Indeed, to find and correct errors

in a MC code, it is usually necessary to perform tests with exactly the same number

sequence [49]. For these reasons, pseudo-random number generators based on computer

algorithms are preferred.

The MC simulations performed in this work were based on the Mersenne Twister

pseudo-random number generating algorithm [50], as implemented in C++. The

Mersenne Twister is a very fast random number generator of period 219937 − 1. It is used

in many computer applications and is considered reliable for MC simulations.

I.2.2.2 General approach for the random sampling of a physical quantity

The underlying physics in a MC simulation is contained in the interaction cross sections.

To be used for random sampling, the cross sections are converted to probability densities.

Then, cumulative probability distributions are obtained by integration. For instance, for

a continuous random variable x representing a physical quantity having a non-uniform
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probability density p(x) in the interval [a,b], the cumulative probability is given by:

P (x) =

∫ x

a

p(x′)dx′ . (I.5)

By using an appropriate pseudo-random number generator, a random variable η with

uniform distribution q(η) over [0,1] is obtained. The relation between x and η can be

written as [48]:

p(x)dx = q(η)dη . (I.6)

By integrating ∫ x

a

p(x′)dx′ =

∫ η

0

dη′ , (I.7)

or

P (x) = η (I.8)

The variable x can then be obtained in terms of the random number η by inversion:

x = P−1(η) . (I.9)

I.2.2.3 Distance to next event

The distance λ traveled by the particle to the next interaction is described by a Poisson

process with a probability density function given by:

p(λ) =
1

λ
exp

(
−λ
λ

)
, (I.10)

where λ is the average distance between two events, i.e., the mean free path (MFP),

which can be written as:

λ =
1

N0 σT
, (I.11)

where σT denotes the total cross section, which includes the contributions of all interac-

tions considered for the incident particle. N0 is the number of atoms or molecules in the

medium per unit volume, computed as:

N0 =
ρNA

Amol
, (I.12)

with NA the Avogadro constant, and ρ and Amol the density and the molar mass of the

material, respectively. For the media simulated in this thesis, N0 = 3.3× 1022 molecules

cm−3 for water and N0 = 8.2× 1020 molecules cm−3 for hydrated DNA (see Chapter II).

The cumulative probability distribution is given by:

P (λ) =

∫ λ

0

1

λ
exp

(
−λ′

λ

)
dλ′ = 1− exp

(
−λ
λ

)
. (I.13)

By using Eq. I.9 and a random number η uniformly distributed over [0,1], the distance

to the next event is obtained:

λ = P−1(η) = −λ ln(1− η) = −λ ln(η′) (I.14)

with 0 ≤ η′ ≤ 1 as well.
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I.2.2.4 Type of interaction

After determining the distance at which an event takes place, the next step is the random

sampling of the type of interaction occurring at that point. In this case, we deal with

a discrete random variable. The probability of occurrence of an interaction of type i is

given by:

Pi =
σi
σT

=
λ
−1

i∑
k

λ
−1

k

(I.15)

with σi and λi the cross section and the MFP associated to the interaction of type i,

respectively. The type of interaction is obtained from a uniform random number η by

satisfying the relation:
i−1∑
j=0

Pj ≤ η ≤
i∑

j=0

Pj . (I.16)

Additional random samplings are carried out to determine the molecular orbital involved

in the inelastic processes (ionization or electron capture), or the excited state of the

molecule (electronic excitation), by using the partial cross sections. Finally, in case

of K-shell ionization or electron capture, the energy of the emitted Auger electron is

obtained by a random sampling procedure using the non-radiative transition probabilities

(see Ref. [1]).

I.3 Monte Carlo codes for radiation transport

MC radiation transport codes can be divided into two groups, depending on how the

particles are tracked: Monte Carlo condensed-history (MCCH) codes and Monte Carlo

track structure (MCTS) codes. Both approaches are described in the following sections.

I.3.1 The condensed-history Monte Carlo approach

In Monte Carlo condensed-history (MCCH) codes, also known as general-purpose MC

codes, a particle’s path is divided into discrete steps, each step encompassing a large

number of collision processes. The deflection of the particle resulting from elastic

collisions is determined using multiple scattering theories. Energy losses are computed

from tabulated stopping power values. Thus, both angular changes in the particle’s

trajectory and energy losses are approximated at the end of each step [51].

There are basically two classes of condensed-history algorithms. A class I algorithm

groups all collisions, uses a predetermined set of path lengths and performs the random

sampling of interactions at the end of the step [52]. The class I scheme allows to

consider energy loss straggling, but the correlation between large energy losses and
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secondary particle creation is lost. Class II algorithms classify the collisions as “soft”

or “catastrophic”, according to a given threshold. Soft collisions, i.e., those below the

threshold, are grouped; catastrophic collisions, however, are simulated in an analog

manner (event-by-event) [53].

MCCH codes have the important advantage of drastically reducing computation time

and provide results accurate enough for most applications in radiation therapy, where

relevant dimensions are always of the order of or greater than 1 mm.

On the other hand, MCCH codes may have significant shortcomings when dealing

with very small geometries or low-energy transfers [54]. Even though it is difficult to

establish a strict limit in terms of energy to change from a condensed-history technique to

an event-by-event approach, MCCH codes are not considered very reliable for simulating

electron transport below 1 keV, even when a careful choice of the simulation parameters

is made [55, 56]. Moreover, they are not seen as the appropriate tool for microdosimetry

or to study the interaction of radiation with the constituents of a cell or with biomolecules.

A great number of MCCH codes have been developed since the introduction of the

MC method. Some well-known MCCH codes are EGSnrc, MCNP, GEANT4, FLUKA,

PENELOPE and PHITS.

I.3.1.1 EGSnrc

EGSnrc is perhaps the most widely used MC code in medical physics applications. It is

the most recent version of the EGS (Electron Gamma Shower) code, originally developed

at the Stanford Linear Accelerator Center (SLAC) in the 1970s, and now developed by

the National Research Council (NRC) of Canada. EGSnrc is able to simulate the coupled

transport of electrons, positrons and photons in arbitrary geometries and materials for

energies ranging from a few tens of keV up to a few hundred GeV. In EGSnrc, all particles

are transported in steps of random length and the code goes seamlessly from a single

scattering model for short steps to an accurate multiple scattering model at large steps

[57]. EGSnrc is well-suited for modeling radiation sources for diagnostic and therapy

purposes, including the simulation of linear particle accelerators (LINACs). EGSnrc

unique features include the tracking of separate electron spins and the treatment of

Doppler broadening, which are interesting for research on synchrotron radiation light

sources [44].

I.3.1.2 MCNP

The MCNP (Monte Carlo N-Particle) code was created in 1977 at Los Alamos National

Laboratory (LANL). A very versatile code, MCNP can be used in a variety of contexts,

including radiation dosimetry, radiation shielding, medical physics, nuclear criticality

safety studies and radiation detector design. Although it was originally conceived for
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simulating the transport of neutrons and photons, and is indeed particularly powerful

for that end, the latest version of the code (MCNP6) is able to transport 37 particle types.

The models and data libraries integrated into MCNP cover different energy regimes: from

thermal (< 1 eV) up to TeV energies for neutrons; 1 eV – 100 GeV for photons; 10 eV –

1 GeV for electrons and positrons; and energies ≥ 1 MeV for protons and heavy ions [58].

A single-event approach [59] was introduced in MCNP to extend the electron/photon

transport to energies below 1 keV, which means that it can emulate the behavior of a

track structure code for low-energy electrons and photons.

I.3.1.3 GEANT4

The GEANT4 (GEometry ANd Tracking) code is developed and maintained by an in-

ternational collaboration of scientists and software engineers. First released in 1998,

GEANT4 has experienced many updates and expansions and is presently a robust and

complex object-oriented open-source MC simulation toolkit with a variety of application

domains. For instance, GEANT4 is widely used for high-energy physics experiments at

the Large Hadron Collider (LHC) and for the design of spacecraft at the European Space

Agency (ESA) and the National Aeronautics and Space Administration (NASA) [60].

In medical physics, the development of the GATE (GEANT4 Application for Emission

Tomography) platform has enabled the modeling of positron emission tomography (PET),

single-photon emission computed tomography (SPECT) and X-ray computed tomography

(CT) imaging systems, as well as of radiation therapy experiments [61].

In accordance with its object-oriented design implemented in C++, GEANT4 orga-

nizes particle types and interaction models into classes (“physics lists”) and modules

(“physics constructors”). The electromagnetic interactions of leptons, photons, hadrons

and ions are implemented in GEANT4 through several constructors. The models included

in the standard EM package can simulate particles with energies from 1 keV up to 10 PeV.

In addition, the models contained in the low-energy EM package extend the applicability

of GEANT4 down to 100 eV [62].

Among other interesting features, GEANT4 has a module to simulate radioactive

decays. The module can handle α, β−, β+, isomeric transition (IT) and electron capture

(EC) decays, and can be applied to generic ions both in flight and at rest. The decay data

is taken from the Evaluated Nuclear Structure Data File (ENSDF) [60].

Last but not least, the GEANT4-DNA project (see Section I.3.2.3) has extended the

physics models and processes of GEANT4 to allow the event-by-event simulation of

particle interactions in liquid water down to a few tens of eV, with the purpose of

investigating the biological damage of low-energy ionizing radiation.
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I.3.1.4 FLUKA

FLUKA (FLUktuierende KAskade) is a MCCH code jointly developed by the European

Organization for Nuclear Research (CERN) and the Italian Institute for Nuclear Physics

(INFN). The code simulates the interaction and transport of hadrons, heavy ions and

electromagnetic particles with energies ranging from 1 keV up to 10 PeV. The simulations

can be performed in arbitrary materials and complex geometries, including particle

transport in magnetic fields. The transport of charged particles is performed through

an original multiple Coulomb scattering algorithm, supplemented by an optional single

scattering method [63].

FLUKA has been used to simulate high-energy physics experiments at the LHC, as

well as in various medical applications, including hadrontherapy [64]. Its graphical user

interface, Flair, is equipped with an intuitive PET scanner geometry generator, and is

able to translate DICOM (Digital Imaging and Communications in Medicine) files into

voxel geometry or 3D dose distributions. For more details, the reader is referred to the

article by Battistoni et al. [63] and references therein.

I.3.1.5 PENELOPE

PENELOPE (PENetration and Energy LOss of Positrons and Electrons) is a general-

purpose MC code first released in 1996. The code is written in FORTRAN and is able to

simulate the coupled transport of electrons, positrons and photons in arbitrary materials

and complex geometries limited by quadric surfaces [65].

The following photon interactions are included in PENELOPE: Rayleigh and Compton

scattering, photoelectric absorption, and pair production. For electrons and positrons,

the code takes into account elastic scattering, inelastic collisions, inner-shell ionization,

Bremsstrahlung emission, and positron annihilation.

PENELOPE uses a mixed (class II) scheme for electrons and positrons. Hard interac-

tions, i.e., those for which the scattering angle or the energy loss is larger than certain

cutoff values, are simulated by random sampling from the corresponding differential

cross sections. The combined effect of all soft interactions in a step is simulated as a

single artificial event for which the energy loss and the angular deflection of the particle

are obtained from multiple-scattering distributions [65].

In principle, PENELOPE can follow particles within the energy range from 50 eV

to 1 GeV. Nevertheless, Salvat [65] has recently explained that simulations results for

energies below 1 keV should be regarded as semi-quantitative.

The PENELOPE system has been used for different medical physics applications, such

as medical imaging [66], dosimetric characterization of brachytherapy sources [67],

characterization of radiation fields produced by LINACs [68], and TRT [40, 69], among

others.
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I.3.1.6 PHITS

PHITS (Particle and Heavy Ion Transport code System) is a general-purpose MC code

developed under collaboration between several institutes, including the Japan Atomic En-

ergy Agency (JAEA), the Research Organization for Information Science and Technology

(RIST) and the High Energy Accelerator Research Organization (KEK).

PHITS implements various physics models to allow the transport of many types of

particles (including photons, electrons, neutrons, protons, α-particles and heavy ions)

over a wide energy range extending from 0.1 meV up to 1 TeV u−1 (see Ref. [70] and

references therein).

The energy losses of protons, α-particles and all other charged particles (except for

electrons and positrons) are computed by default with a modified version of the ATIMA

algorithm [71]. On the other hand, the transport of electrons and positrons is based on

the EGS5 algorithm [72].

In addition, PHITS can switch from a condensed-history to a track structure mode,

although for the latter only the cross sections of liquid water have been implemented

in the code [70]. The track structure mode allows the detailed simulation of electrons

and positrons down to 1 meV (instead of the conventional low-energy cutoff of 1 keV),

which is useful for investigating radiation-induced DNA damages. Very recently (from

version 3.20 onward), this mode was extended to enable the track structure for proton

and carbon ions based on the algorithms of the KURBUC code [73].

PHITS has been used in various areas of study, including accelerator design, radiation

shielding and protection, medical physics, and cosmic-ray research (a comprehensive list

of the studies performed with PHITS in these areas is available at https://phits.jaea.

go.jp/Reference.html).

Some interesting features of PHITS in the context of medical physics include: the

simulation of radioactive sources (and their time evolution), for which the nuclear

decay data is based on the International Commission on Radiological Protection (ICRP)

Publication 107 [18]; modules that allow the conversion of CT image data written in the

DICOM format to PHITS-readable format.

I.3.2 The Monte Carlo track structure approach

Contrary to MCCH codes, Monte Carlo track structure (MCTS) codes follow both the

primary and the secondary particles in an event-by-event manner, until their energy falls

below a fixed cutoff value, usually determined by the validity of the interactions models.

Track structure simulations consist in a series of random samplings, which first

determine the distance traveled by the particle, then the type of interaction taking place

at the point of arrival and finally the full kinematics of the secondary particles eventually
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created. To properly simulate the transport of particles in a given medium, MCTS codes

require total and differential cross sections for describing the various particle-induced

interactions. Most of the time, these cross sections are obtained using a combination

of experimental data and theoretical models. It is worth noting that, in the end, the

effectiveness and reliability of the code will depend on how accurate and complete the

cross section database is [74].

The preferred medium for the simulations in most of the existing MCTS codes

designed for applications in radiobiology and medical physics is water, since it has long

been considered a good surrogate for tissue. A few codes have also included models

which allow to explore in more detail the radiation-induced damage to biological targets,

in particular to the DNA molecule.

MCTS codes are seen as a great tool to compute microdosimetry parameters with

a high level of accuracy. Moreover, they are virtually the only technique capable of

simulating quantitatively the DNA damages arising from the direct and indirect effects

of ionizing radiation [54]. On the other hand, the results of MCTS simulations at very

low incident energies and at the nanometer scale should always be interpreted with care.

Some researchers have pointed out that a “classical” MC transport approach might be

incorrect for electrons with energies below 1 keV, particularly in condensed media [75].

A review about the different MCTS codes used in radiation research has been given

by Nikjoo et al. [76]. We have summarized in Table I.1 the basic features of some

of these codes. In the following sections, we discuss in more detail the capabilities of

the three most advanced MCTS codes found in the literature: KURBUC, PARTRAC and

GEANT4-DNA.
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I.3.2.1 KURBUC

The Kyushu University and RadioBiology Unit Code is a suite of MCTS codes for simulat-

ing the full slowing-down of electrons [77, 79], protons [22, 78], α-particles [4] and

carbon ions in water [80]. KURBUC includes modules for simulating the prechemical

and chemical stages of charged particle tracks in liquid water, being thus able to calculate

the time-dependent yields of 11 radiolytic species produced by charged-particle impact

[95]. We summarize here below the methods implemented to compute the interaction

cross sections used in the code for the transport of electrons, protons and α-particles.

Electrons

KURBUC can simulate the slowing-down of electrons in water vapor with incident

energies going from 10 eV up to 10 MeV. The code takes into account the processes of

ionization, excitation and elastic scattering. Bremsstrahlung is neglected in the code

because of its minor influence in the energy range considered in the simulations [77].

For kinetic energies T > 10 keV, the single differential cross sections (SDCS)

for electron-impact ionization were computed with Seltzer’s formula based on the

Weizsäcker-Williams method [96], and then integrated to obtain the partial (i.e., per

molecular orbital) and total ionization cross sections (TICS). In this energy range, total

cross sections (TCS) for excitation were derived from an empirical approach provided by

Berger and Wang [97]. For T ≤ 10 keV, the inelastic cross sections were determined by

appropriate fittings to the data of Paretzke [37].

The elastic scattering cross sections were calculated with the Rutherford formula

considering the screening factor given by Molière [98]. For T < 50 keV a fitting to the

experimental data of Nishimura [99] and Katase et al. [100] was performed.

The electron code was updated to include liquid water cross sections for simulations

with energies in the range 10 eV – 10 keV [79].

Protons

KURBUC is able to simulate protons in the energy range 1 keV – 300 MeV. The code

takes into account the change in the charge state of the projectiles. For proton beams

that means considering both H+ and the formation of H0 (neutral hydrogen atoms). In

the following, we will refer to both charge states as hydrogen ions.

TICS for protons of T < 1 MeV were obtained by means of a least-squares fit to the

experimental data of Rudd et al. [101], while for neutral hydrogen atoms they were

computed with the formula given by Green and McNeal [102]. For T ≥ 1 MeV, the TICS

for hydrogen ions were assumed to be equal to those for electrons of the same speed.

The SDCS for hydrogen ions of T ≤ 1 MeV were computed from the Rudd model [103].

Above this energy, SDCS were calculated from the binary encounter approximation
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(BEA). Double differential cross sections (DDCS) were assumed to be equal for both

hydrogen ions. For T < 1 MeV, the DDCS were obtained from various experimental data

sets [104, 105], while for higher energies a classical kinematical relationship was applied

[78].

The TCS for charge-transfer interactions (electron capture and electron loss) and

excitation were computed using the formulas provided in the work by Miller and Green

[5]. For the latter process, 28 excitation states were considered.

The elastic scattering cross sections for hydrogen ions with incident energies

T < 10 MeV were determined from classical mechanics trajectory methods. For higher

incident energies, the Mott scattering formula was applied (see [22, 78] and references

therein).

Alpha particles

KURBUC can simulate the tracks of α-particles (He2+) in the range 1 keV u−1 – 2 MeV u−1,

including the charge states He+ and He0.

As for protons, the SDCS and TCS for elastic scattering were obtained from classical

mechanics trajectory calculations, but using different screening parameters [4].

Charge-transfer cross sections were obtained by fitting available experimental data

on different energy intervals. TCS for single- and double-electron capture for He2+ were

fitted to the data of Rudd et al. [106]; TCS for electron capture and electron loss for He+

were fitted to the data of Rudd et al. [107] and Sataka et al. [108]; single-electron loss

cross sections for He0 were fitted to the data of Allison [109] and Sataka et al. [108];

finally, TCS for double-electron loss for He0 were fitted to the data of Sataka et al. [108].

Smooth extrapolation was made for energies for which experimental data were lacking

[4].

TICS for He2+ and He+ were obtained by fitting the experimental data of Rudd et al.
[106, 107] and Toburen et al. [110]. Since for He0 no experimental cross sections were

available, for energies lower than 100 keV u−1 the TICS were adjusted to fit the stopping

powers recommended in the Report 49 of the International Commission on Radiation

Units and Measurements (ICRU) [10]; for energies above 100 keV u−1, it was assumed

that the TICS for He0 were equal to those for He+. SDCS for He2+ and He+ were obtained

from a modified version of the Rudd model for protons [4, 103]. SDCS for He0 were

assumed to be the same as for He+. To determine the angular distribution of secondary

electrons, the authors used random sampling from experimental and interpolated data

for helium ions as well as for protons. This decision was made on the assumption that

the differences in angular distributions between these ions were not very large, and

because no model provided satisfactory results in the low-energy range considered in

the simulations [4].
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Finally, the excitation cross sections for all helium ions (He2+, He+, He0) were

assumed to be the same as for protons.

I.3.2.2 PARTRAC

PARTRAC (PARticles TRACks) is a state-of-the-art MCTS code designed to investigate

the radiation-induced biological effects at the nanometer and micrometer scales. The

code consists of several modules written in FORTRAN and interacting with one another

to provide the necessary inputs for a given simulation [81, 82]. PARTRAC is able to

simulate the transport of electrons, photons, protons, α-particles and other bare ions

in liquid water. PARTRAC offers the possibility of simulating the physico-chemical

and chemical stages of water radiolysis. In this sense, PARTRAC is, as KURBUC, a 4D

MCTS code, i.e., it provides not only the spatial distribution of interactions, but also the

time evolution of the chemical species generated by ionizing radiation. Therefore, the

code covers both the direct and indirect radiation-induced damages to DNA. PARTRAC

implements a multi-scale DNA model on which the physical and chemical track structures

computed in liquid water are superposed. The DNA modeling in PARTRAC takes into

account its different structural levels (double helix, chromatin fiber, chromosomes) and

is based on an atom-by-atom description [82]. The code can calculate the levels of

DNA single-strand breaks (SSB), simple and complex double-strand breaks (DSB), and

chromosomal aberrations. Moreover, PARTRAC is able to simulate the repair of DSB via

the non-homologous end-joining pathway [83].

Electrons and photons

PARTRAC can simulate the tracks of electrons with energies in the range 10 eV – 10 MeV.

Inelastic cross sections for electrons were computed within the plane-wave first Born

approximation (PWBA) with a model for the dielectric function of liquid water [111].

Five ionization levels and five excited states were considered. For incident energies

greater than 10 keV, the relativistic Bethe approximation was used. For electrons below

500 eV, a semiempirical correction factor was applied [111]. Electron exchange was

considered by means of a semiempirical model [81]. Electron elastic scattering was

based on the atomic cross sections from the National Institute of Science and Technology

(NIST) [112] for energies down to 1 keV. Phase-shift calculations were made for lower

energies [113].

The cross sections for photon interactions in liquid water used in PARTRAC were

obtained by applying the additivity rule and a density scaling to the atomic data contained

in the Evaluated Photon Data Library, 1997 version (EPDL97). The database includes

the processes of coherent scattering, photoelectric effect, Compton scattering, pair

production, and relaxation through the emission of fluorescence photons or Auger
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electrons [82].

Protons, alpha particles and heavier ions

PARTRAC simulates the tracks of protons and α-particles of energies between 1 keV and

1 GeV, taking into account all charge states: H+ and H0 for proton beams; He2+, He+

and He0 for α-particle beams. Similar to electrons, the cross sections for excitation and

ionization processes for H+ and He2+ ions with energies above 1 MeV were modeled by

the PWBA and Bethe approximations. At lower incident energies, semiempirical models

were used: the Rudd model [103] and the Miller and Green model [5] for ionization

and excitation cross sections, respectively. For H0, only ionization was considered and

the cross sections were obtained by applying a scaling function (depending only on the

incident energy) to the ones for H+, in order to reflect the screening of the nuclear charge

by the electron in the hydrogen atom [114]. Ionization and excitation cross sections for

He+ and He0 were obtained using an effective-charge scaling [115].

Angular distributions of secondary electrons were modeled as a superposition of the

binary encounter peak (hard collisions) and of the dipole interaction (soft collisions) in

the framework of the non-relativistic Bethe formula (see Ref. [116] for more details).

Cross sections for all charge-transfer processes were obtained from semiempirical

models based on available experimental data on water vapor.

In PARTRAC, the elastic scattering of ions has been neglected.

The cross sections to simulate heavier (i.e., with atomic number Z > 2) bare ions in

PARTRAC were obtained by scaling those of a proton of the same velocity. This scaling is

based on the effective charge given by the Barkas formula. For these ions, charge-transfer

processes were not considered [82].

I.3.2.3 GEANT4-DNA

GEANT4-DNA [38, 84, 85] is an extension of the GEANT4 MC toolkit to very low-energy

interactions in liquid water oriented to radiation microdosimetry and the simulation

of the biological damage induced by ionizing radiation. GEANT4-DNA was initiated

by the European Space Agency to investigate the effects of radiation in astronauts, but

since its first release in 2007 it has been used in many other applications. The code is

now the product of an multidisciplinary international collaboration and is subject to a

continuous improvement and validation process. GEANT4-DNA can simulate interaction-

by-interaction the tracks of electrons, protons, α-particles and some other heavier ions

in liquid water at the nanometer scale. GEANT4-DNA can take into account the direct

and indirect effects of ionizing radiation. For the latter, GEANT4-DNA simulates the

physico-chemical and chemical stages of water radiolysis up to 1 µs after irradiation.

Moreover, the code provides several approaches to simulate DNA damage, namely: the
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use of clustering algorithms; explicit geometrical models representing the DNA double

helix structure; and a mixed approach combining the clustering algorithms with the

geometrical models. The number of research studies making use of GEANT4-DNA has

rapidly increased in the years since its appearance. Its application domains include

conventional external beam radiation therapy, hadrontherapy, TRT and radiobiology. A

review of the most relevant studies performed with GEANT4-DNA and published through

2015 was given by Incerti et al. [117].

Electrons

Electron transport in GEANT4-DNA covers the energy range from 7.4 eV up to 1 MeV.

GEANT4-DNA offers the possibility of using three different sets of physics models for

the simulation of electron interactions in liquid water. These sets of models or “physics

constructors” are: the default models (“option 2”), the Ioannina models (“option 4”) and

the CPA100 models (“option 6”). The ionization and excitation cross sections in “option

2” are computed with the dielectric model of Emfietzoglou [118], while the elastic

scattering is treated with the partial wave model [119]. The default physics constructor

includes the modeling of attachment and vibrational excitation processes. “Option 4”

introduces an upgraded version of the dielectric model of “option 2” which leads to a

more accurate set of electron cross sections for ionization and excitation; in addition,

it offers an alternative treatment to the elastic scattering process through the Uehara

screened Rutherford model [77]. “Option 6” implements cross sections of the CPA100

track structure code. Excitation cross sections are calculated with the model developed

by Dingfelder and co-workers [111]. For ionization, the binary-encounter-Bethe (BEB)

model of Kim and Rudd [120] is applied. Finally, elastic scattering cross sections are

based on partial wave calculations using the independent atom approximation. The

low-energy cutoff for electrons varies slightly in the three physics constructors: 7.4 eV

for “option 2”; 9 eV for “option 4”; and 11 eV for “option 6”. For more details about the

electron models in GEANT4-DNA, please see [121, 122] and references therein.

Protons and alpha particles

GEANT4-DNA can simulate protons of 100 eV – 100 MeV and α-particles with energies

from 1 keV up to 400 MeV. The inelastic cross sections for protons are largely based

on the work of Dingfelder et al. [114]. For energies above 500 keV, the dielectric

formalism is used to obtain ionization and excitation cross sections. Below 500 keV, the

semiempirical models of Rudd [103], for ionization, and of Miller and Green [5], for

excitation, were applied.

Ionization and excitation cross sections for helium atoms and their charge states were

obtained from the same semiempirical models by means of a speed scaling procedure
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applied on the corresponding proton cross sections, which takes into account the effective

charge of the incident ion [121].

As KURBUC and PARTRAC, GEANT4-DNA takes into account charge-transfer processes

for protons and α-particles by means of semiempirical methods. For more details, the

reader is referred to the work of Dingfelder et al. [114].

Elastic scattering cross sections for protons and α-particles were calculated within

the classical framework [123].

Heavier ions

For ions heavier than helium, only the ionization process is considered in the code.

The ionization cross sections were obtained using the Rudd formula with relativistic

corrections [91]. This approach enables to simulate the impact of 7Li, 9Be, 11B, 12C, 14N,
16O, 28Si and 56Fe ions with energies from 1 MeV u−1 to 1 TeV u−1 on water targets [124].

I.4 The TILDA-V MCTS code

I.4.1 General features

TILDA-V (a French acronym for Transport d’Ions Lourds Dans l’Aqua et Vivo, i.e., “trans-

port of heavy ions in water and living matter”) is a homemade MCTS code created

by Champion and co-workers [1] to simulate the interactions of ions in biological me-

dia. The code is written in C++ with OpenMP (Open Multi-Processing) parallelization.

TILDA-V was thus far limited to the transport of protons, including neutral hydrogen

atoms. In the context of this thesis, TILDA-V was extended to simulate the full slowing-

down of α-particles, taking into account all helium charge states (He2+, He+ and He0).

New routines were implemented as well for radiation dosimetry simulations in single

cells and micrometastases (see Chapters IV and V).

Simulations can be performed in biological media (water or DNA) for protons and

α-particles with kinetic energies in the range from 10 keV u−1 to 100 MeV u−1. The

secondary electrons are followed with routines initially developed for the EPOTRAN

(Electron and POsitron TRANsport) code [2], which were fully integrated into TILDA-V.

Atom relaxation is only modeled through non-radiative transitions, that is, by Auger

electron emission. The emission and transport of photons is not included in TILDA-V.

The physical processes currently included in the code are shown in Table I.2. The

description of the theoretical and semiempirical models implemented for each process

will be given in Chapter II.
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Simulated
projectile

Charge state Process Model

Hydrogen ions

H+

Ionization Prior CDW-EIS [125]
Capture Prior CDW-EIS [126]
Excitation Miller and Green [1, 5, 114]
Elastic scattering Classical description [127]

H0

Ionization Prior CDW-EIS [128]
Electron loss Miller and Green [1, 5]
Excitation Miller and Green [1, 5, 129]
Elastic scattering Classical description [130]

He2+

Ionization Prior CDW-EIS† / Uehara and Nikjoo [4]
Single-electron capture Prior CDW-EIS† / Uehara and Nikjoo [4]
Double-electron capture Uehara and Nikjoo [4]
Excitation Miller and Green [5]
Elastic scattering Classical description

Helium ions

He+

Ionization Prior CDW-EIS† / Uehara and Nikjoo [4]
Capture Uehara and Nikjoo [4]
Electron loss Uehara and Nikjoo [4]
Excitation Miller and Green [5]
Elastic scattering Classical description

He0

Ionization Prior CDW-EIS† / Uehara and Nikjoo [4]
Single-electron loss Uehara and Nikjoo [4]
Double-electron loss Uehara and Nikjoo [4]
Excitation Miller and Green [5]
Elastic scattering Classical description

Electrons e−
Ionization DWBA [6] / RBEB [7]
Excitation Olivero et al. [8]
Elastic scattering Partial wave formalism [9]

† Ongoing development and implementation.

Table I.2 Physical processes and set of models used in TILDA-V.
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The main difference between the MCTS codes reviewed in the previous section and

TILDA-V is that the latter largely relies on multiple differential and total cross sections

computed ab initio within a quantum mechanical treatment of interactions and applying

a molecular description of both water and DNA, as explained in Chapter II. In addition, it

should be noted that TILDA-V is based on a cross section database computed for isolated

molecules in vapor state. This description was chosen in order to compare our theoretical

calculations with available experimental data on water and DNA components, which are

largely limited to the gas-phase.

Presently, TILDA-V simulations are limited to the physical stage of energy deposition

in biological targets. The physical stage describes only the direct effects of ionizing

radiation on matter, taking place during the first ∼10−15 s after irradiation. Therefore,

the creation and subsequent interaction of free radical species with the DNA molecule,

i.e., the indirect effects of ionizing radiation, are not modeled in the code.

Simulations in TILDA-V can be carried out either in “stationary” mode or in “slowing-

down” mode. In the former, primary particles are allowed to experience a first and

unique interaction in the medium. This mode is useful, for instance, to compute the

stopping power of ions. On the other hand, in the slowing-down mode the primary ions

(and their secondary electrons if requested) are followed until their energy falls below a

specified cutoff. This mode is used in most of the simulations, for example to calculate

the ion range as well as dosimetric quantities, like the dose deposited in particular

volumes (please refer to Chapters III and V for the details about track parameters). The

low-energy cutoff can be changed by the user, but the minimum value is set by default to

10 keV u−1 for protons and α-particles, and to 7.4 eV (the excitation threshold for water)

for electrons. Sub-threshold primary ions as well as secondary electrons are not followed

and their energy is assumed as locally deposited at a single point. An electron of 7.4 eV

has a thermalization distance (penetration range) of about 20 nm in water [11, 92].

Similarly, protons and α-particles of 10 keV u−1 have a range of ≈ 322 nm and ≈ 698 nm

in water vapor, respectively [10]. Thus, we estimate that the uncertainty (ascribable to

the cutoffs) in the spatial distribution of the energy deposits in our simulations will be of

the same magnitude.

Figure I.1 depicts a simplified view of the slowing-down of a proton (H+) in water. It

can be observed that as the primary projectile travels through the medium, it interacts

with the surrounding water molecules via inelastic or elastic collisions. Excitation will

only induce a local energy deposition at the point of occurrence, while ionization will

also produce secondary electrons which are subsequently followed by the code. Elastic

scattering will induce a negligible energy loss and a small angular deviation from the

original trajectory. A change in the charge state of the ion by electron capture, a physical

process frequent at low incident energies, will transform it into a neutral hydrogen atom
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(H0). As the proton, the H0 will interact by ionization, excitation or elastic scattering.

The H0 will eventually become a proton once more by a process known as electron loss

or stripping.
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Figure I.1 Illustration of the interactions during the slowing-down of a proton in water.

I.4.2 Input data and simulation setup

The basic input for TILDA-V simulations are the interaction cross sections for water

and DNA components. These cross sections have been previously calculated and are

contained in several text files, which together form a database for TILDA-V of several

GB. Other relevant data, such as physical constants, ionization potentials, excitation

energies, and probabilities and energy transfers for non-radiative transitions (Auger

electron emission) are contained in a few header and text files.

A main source file (.cpp) must be created for each simulation. Within this file, the user

must call the appropriate routines for the type of simulation he wishes to perform. Several

useful routines have already been developed for computing fundamental quantities in

simple geometries, including: stopping power and range calculations; radial dose profiles;

depth-dose curves; absorbed doses in ellipsoidal, spherical and cylindrical volumes.

The simulation setup is made by means of an Extensible Markup Language (XML)

file which contains a list of user-defined parameters, such as:

• The type, mass and charge of the ion.

• The number of primary ions to simulate and their initial energy.

• The type, density and molar mass of the medium. It is possible to devise simulations

in which a different material is assigned to each volume, as is the case for the

simulations in a cell model (see Chapters III and IV).

• The size and position of the scoring geometry.

• The physical models to use in the simulation for each type of interaction.
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• Variables to enable/disable the transport of secondary electrons and Auger electron

emission.

Additional parameters can be included in this file as new functionalities or routines are

added to the code.

Figure I.2 shows the flowchart of a TILDA-V simulation. For the sake of simplicity, the

transport of hydrogen ions is illustrated. However, the workflow is essentially the same

for simulating helium ions, the sole difference being the number and type of interactions

to consider (see Table I.2).

When a simulation starts, the tabulated cross sections for the specified interactions

and models are loaded into memory. A first random sampling provides the distance to

the next interaction. A second random sampling determines the type of interaction. In

the case of ionization or electron capture, the molecular orbital to which the emitted or

captured electron belongs is also determined by means of partial cross sections. Each

type of interaction is identified by an index.

If ionization takes place, the energy Esec and the polar angle θsec of emission of the

secondary electron are sampled from the cumulative SDCS and DDCS, respectively. The

azimuthal angle ϕsec, on the other hand, is randomly generated over [0, 2π) assuming

axial symmetry. The deposited energy Edep is equal to the ionization potential Ii of the

corresponding molecular orbital i (i running from 1 to 5 for the water molecule), unless

the value of Esec is less than the electron cutoff of 7.4 eV, in which case Edep = Ii + Esec.

In other words, electrons with kinetic energies below the cutoff are not transported and

their energy is considered as locally deposited at the point of interaction. In the case of

K-shell ionization, an Auger electron is emitted. Its energy EAuger is determined from

tabulated non-radiative transition probabilities (see Ref. [1]). The deposited energy is

then Edep = IK − EAuger, with IK the ionization potential of the K-shell (for which i = 5

in the case of the water molecule). The angles at which the Auger electron is emitted are

obtained by random sampling on a uniform distribution.

When excitation occurs, the excitation level is obtained by random sampling. The en-

ergy Wj associated to the excitation level j is locally deposited at the point of interaction.

For water, five excited states were considered [114].

Electron capture by H+ converts it into H0. Similarly to the ionization process, the

energy deposited is equal to the binding energy of the molecular orbital to which the

captured electron belongs. In this process it is also possible to have Auger electron

emission if capture involves the K-shell.

For H0 the type of interaction is sampled in the same way that for H+. If electron loss

occurs, a secondary electron is emitted with energy Esec equal to [22]:

Esec = Einc
me

mp

, (I.17)
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where Einc is the energy of the incident neutral hydrogen atom, me the electron mass and

mp the proton mass. Again, for the electron to be followed its energy must be ≥ 7.4 eV.

It is worth mentioning that in TILDA-V the electron capture by H0, which leads to the

formation of H−, is neglected because the cross sections associated to that process are

at least one order of magnitude smaller than those corresponding to the electron loss

process [131].

Finally, elastic scattering will slightly change the direction of the incident ion. The

elastic scattering process is described classically. The calculation of the polar scattering

angle θ is based on the Rutherford theory, while the azimuthal scattering angle ϕ is

sampled uniformly in the interval [0, 2π) (see Section II.3.6).

The energy and coordinates of all electrons emitted by ionization, electron loss and

Auger effect are recorded and used as input for the EPOTRAN routines implemented

in TILDA-V for electron transport. Figure I.3 shows the workflow for simulating the

slowing-down of electrons. It can be seen that the workflow is very similar to the one

illustrated for ions in Figure I.2. Three types of interaction are considered for electrons:

ionization, excitation and elastic scattering. Secondary electrons produced by ionization

are added to the tracking list if the cutoff condition is met. The workflow in Figure I.3 is

repeated until all emitted electrons Nelec for a given ion are transported.

Ions are stopped when their energy is less than 10 keV u−1. The remaining energy is

deposited at the point where the last interaction of the ion took place. The simulation

continues until all requested ions (Nions) are transported. At the end, a text file containing

some statistics and other relevant data related to the simulation (e.g., stopping power

and range values) is generated, along with any other output requested by the user, such

as the full history of ion and electron interactions.

It is well known that MCTS simulations are computationally intensive. The duration of

a TILDA-V simulation in slowing-down mode may largely vary depending on the primary

ion energy, the number of primary ions requested and the number of threads specified

to take advantage of the parallelization directives. To give an example, simulating 106

protons of 100 MeV in water can take several days.
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I.4.3 Outlook

As a result of the latest developments aforementioned, TILDA-V can be used to simulate

the full slowing-down of protons, α-particles and their secondary electrons in water and

DNA. Appropriate routines have been validated for computing with ease relevant dosi-

metric quantities in semi-infinite media (Chapter III) as well as in cells for applications

in targeted radionuclide therapy (Chapters IV and V). There are still, however, some

important limitations in the code that may be addressed in future improvements:

• The lack of modules taking into account the physico-chemical and chemical stages

of radiation action. It is well known that highly chemically reactive species pro-

duced in these stages constitute the major contribution to radiation-induced dam-

age. Therefore, the inclusion in TILDA-V of these two stages should be envisaged

in later versions of the code for a complete description of DNA damage.

• Nuclear non-elastic scattering events are not simulated in TILDA-V. These inter-

actions take place when the incident projectile overcomes the Coulomb barrier

and enters the nucleus of one of the atoms in the target. In proton beams, this

mechanism results in the removal of primary protons from the beam and the subse-

quent emission of secondary protons, neutrons, photons and heavier ions from the

transformed nucleus [132, 133]. Although the TCS of nuclear non-elastic reactions

are several orders of magnitude lower than those of the electronic processes in

the energy range considered in this work [132], nuclear non-elastic collisions may

influence considerably the depth-dose profiles of ion beams [134–136]. Since the

precise effects of neglecting this type of interactions in the results of our simulations

cannot be quantified, the subject will not be further discussed in this thesis.

• Multiple electronic interactions such as the transfer ionization process, i.e., the

simultaneous electron capture and electron emission from the target, or pure

multiple ionization, are not considered in the simulations. The only exception is

the emission of an Auger electron following inner-shell ionization.

Finally, the implementation in TILDA-V of a graphical user interface would make the

code more user-friendly.

Conclusions

MC simulations in radiation transport have shown to be extremey useful not only for

physicists, but also for physicians, radiochemists and radiobiologists. A myriad of papers

have been published in the last fifty years on the medical applications of the MC method,
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and new studies on this topic appear each year. This tendency has been favored by

the increase in computer power and the corresponding reduction of computing time.

Nevertheless, the future of MC simulations is somewhat uncertain. Some authors have

predicted a gradual decline of MC applications, while others have emphasized the

persistent challenges to be overcome in MCTS simulations [137]. In any case, to quote

A. Bielajew, it is sure that the MC method “will remain an essential component of our

scientific infrastructure, forever” [44]. When radiation transport or radiation dosimetry

studies are performed at the nanometer scale, MCTS codes remain the best tool for the

job. The distinctive features of TILDA-V compared to other MCTS codes are its inclusion

of DNA cross sections to provide a more precise description of the biological medium

and the theoretical model from which most of the inelastic interaction cross sections are

computed.
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II.1 Introduction

As we have seen in the previous chapter, pseudo-random number generators are one

of the key components of a MC code. Another crucial aspect of MC simulations are the

interaction cross sections, directly related to the probability of occurrence of a physical

process between an incident projectile (ion/electron) and the target (atoms or molecules

in the medium). Cross sections depend on the nature of the incident particle, its energy

and the characteristics of the target material. For many projectile/target combinations,

experimental data are usually unavailable or insufficient to cover the whole energy

range required in radiation transport simulations. That is the case for water, which

is the medium of reference in radiation research (about 80% of a cell is composed

of water). For this reason, various theoretical and semiempirical models have been

developed to compute the interaction cross sections for ion and electron collisions with

water targets. On the other hand, in recent years efforts have been made to measure

as well as to calculate interaction cross sections for ion and electron impact on DNA

components (see for instance [138–140] and references therein). The DNA is the critical

biological target for radiation-induced cell death. Indeed, a detailed modeling of DNA

is of great importance for investigating the effects of ionizing radiation at the smallest

scale. Studying the initial radiation damage to DNA may improve the understanding

of the factors involved in cancer induction and, conversely, the optimal strategies to

eradicate cancer cells. Consequently, some MCTS codes have incorporated geometries for

modeling the DNA structure at various levels of complexity (see Chapter I). Nevertheless,

the majority of MCTS codes have not yet implemented a database of cross sections

specific to DNA, and they base their predictions on a DNA geometry overlapped to

radiation tracks simulated in water. In this thesis, simulations were performed in water

and DNA with the purpose of highlighting differences arising solely from the composition

of the media and their description in quantum mechanical terms, without adopting a

particular geometrical model of the targets.

In this chapter, we describe the biological media as they are considered in the

simulations with TILDA-V. Then, we discuss the different interactions of ions and electrons

and the models used to compute the interaction cross sections, their assumptions and

the energy range in which they are applicable. Particular attention is given to the models

implemented in our MCTS code. Finally, we compare the obtained cross sections with

available experimental data found in the literature, in order to validate their use in

radiation transport simulations.
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II.2 The description of the biological medium

Radiation transport simulations intended for medical and biological applications must be

based on targets relevant for that purpose. Modeling the biological medium in its finest

details is, however, a complex and challenging task. Furthermore, the nature and scope

of a study may not always justify the implementation of a detailed description of the

medium. That is why a practical and widely accepted solution in radiation dosimetry is to

compute absorbed doses in water, since it is the main constituent of the biological tissue.

Let us note, however, that a more faithful representation of the biological medium is

warranted to explore and elucidate the radiation-induced effects at the nanometer scale.

In summary, a balance must be found between the accuracy of the target description

needed for a given application and the computer time and resources associated to that

choice. In the following section, we explain how the water and DNA targets are modeled

in the TILDA-V code.

II.2.1 Gas-phase or condensed-phase?

In living organisms, water is found in the liquid state. Unfortunately, because of ex-

perimental difficulties in dealing with liquid water, most of the available experimental

data, in terms of interaction cross sections, come from measurements for water vapor.

From the theoretical point of view, it is also much simpler to perform first-principles

calculations in the gas-phase than in the condensed-phase.

When charged particles interact with condensed matter they polarize the molecules

in the medium, which in turn reduces the interaction strength at some distance from

the projectile. As a result, the stopping power values in condensed media are smaller

than in the gas-phase. For the energy range of interest in this thesis, which extends

from 10 keV u−1 to 100 MeV u−1 for primary ions, the NIST database [141] indicates

a maximum difference of about 13% between the mass stopping power values com-

puted for water vapor and those obtained for liquid water. The maximum difference is

found at 10 keV u−1 and the discrepancy is much less (∼1%) in the range 1 MeV u−1 –

100 MeV u−1.

For electrons, the influence of the water phase on the elastic scattering and ionization

processes is weak at high incident energies, but becomes critical at very low impact

energies, i.e., in the sub-keV range [9, 142].

For the reasons above-mentioned, TILDA-V simulations are based on cross sections

computed considering isolated target molecules in vapor state. Since phase related

effects are expected to become important essentially in the lower part of the energy

range considered here, we assume that they should not lead to significant errors in the
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results reported in this work.

Let us note, however, that nowadays the most common and widely accepted approach

for computing the inelastic cross sections of charged particles in condensed matter, and

particularly in liquid water, is the dielectric formalism (see Section II.3.3.2). Conse-

quently, many MCTS codes have implemented cross sections for liquid water obtained

within this approach (see Section I.3.2).

II.2.2 Water

In TILDA-V a molecular description of the biological targets is applied within the quantum

mechanical framework. Two different representations were considered for describing

the water molecule [1, 143]: the complete neglect of differential overlap (CNDO)

approximation and the molecular orbital self-consistent field linear combination of

atomic orbitals (MO-SCF-LCAO) approach.

In the CNDO approximation, originally developed by Pople et al. [144], MOs for

the valence electrons are written as a linear combination of atomic orbitals (LCAO).

On the other hand, all inner shells are treated as a part of an unpolarizable core. In

this treatment, the overlap distribution of any two atomic orbitals is neglected in all

electron repulsion integrals. The calculation of the cross sections is simplified by making

use of the method proposed by Senger et al. [145]. The cross sections for any MO are

obtained as the weighted sum of the atomic cross sections corresponding to the atomic

constituents of the molecule [146]. The cross section for a given molecular orbital k is

σk =

Nk∑
j=1

ck,j σj , (II.1)

where Nk is the number of atoms that describe each molecular orbital. σj is the atomic

orbital cross section involved in its LCAO description and ck,j is the corresponding atomic

orbital population. Table II.1 shows the atomic orbital populations and molecular binding

energies corresponding to the CNDO description of water vapor [147]. The different

ground state atomic orbitals are described using Roothaan-Hartree-Fock (RHF) atomic

wave functions [148].

Molecular orbital Atomic orbital populations Binding energy εi (eV)

1a1 2.0 O1s -539.7
2a1 1.48 O2s + 0.52 H1s -32.2
1b2 1.18 O2p + 0.82 H1s -18.4
3a1 0.22 O2s + 1.44 O2p + 0.34 H1s -14.7
1b1 2.0 O2p -12.6

Table II.1 Atomic orbital populations and binding energies of the H2O molecular orbitals.

40



Chapter II: Ion and electron impact on biological targets

The MO-SCF-LCAO description was proposed by Moccia [149]. The ten bound

electrons of the water target are distributed in five molecular orbitals (j = 5) which

are constructed from a LCAO in a self-consistent field (SCF). Each MO wave function is

developed in terms of Slater-type functions centered on the oxygen nucleus. According

to this description, the MO wave functions are written as [1, 149]

ψj(r) =

Nj∑
k=1

ajkφ
ξjk
njkljkmjk

(r) , (II.2)

where Nj is the number of Slater atomic orbitals φξjknjkljkmjk and ajk is the corresponding

weight. The atomic components are written as

φ
ξjk
njkljkmjk

(r) = R
ξjk
njk(r)Sljkmjk(r̂) , (II.3)

with the radial part given by

R
ξjk
njk(r) =

(2ξjk)
2njk+1/2√
2njk!

rnjk−1 exp(−ξjkr) , (II.4)

and the angular part, expressed by means of real spherical harmonics, is given by
if mjk 6= 0 : Sljkmjk(r̂) =

(
mjk

2|mjk|

)1/2

×
[
Yljk−|mjk|(r̂) + (−1)mjk

(
mjk
|mjk|

)
Yljk|mjk|(r̂)

]
,

if mjk = 0 : Sljk0(r̂) = Yljk0(r̂) .

(II.5)

The coefficients in Eq. II.2 can be found in Table A.1 of Appendix A. It is worth mentioning

that in Moccia’s description the wave functions were derived for a particular orientation

of the molecule in space. To obtain an arbitrary oriented wave function, the rotation

operator must be applied to Eq. II.2 [146].

In general, Moccia’s approach is expected to provide better results than the CNDO

representation, but the latter requires less computational effort. On the other hand,

it has been shown that the initial description of molecular orbitals does not influence

significantly the cross sections calculation performed within the continuum distorted

wave - eikonal initial state (CDW-EIS) approximation [146]. Therefore, in the context

of this thesis, the cross sections used for describing the ion impact on water vapor

were based on the CNDO approach, while for electron impact Moccia’s description was

preferred.

II.2.3 DNA

The DNA molecule plays a fundamental role in all living forms, because it carries the

information necessary for the development and reproduction of all organisms. It has

been known for a long time that ionizing radiation induces damage on DNA which, if

unrepaired or misrepaired, may result in cell death or mutations eventually leading to
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cancer [150]. Therefore, radiation transport simulations based on the DNA as the critical

target are of great interest.

DNA has a double-helical structure composed of subunits called nucleotides. Each

nucleotide consists of a nitrogenous base (or nucleobase), a five-carbon sugar (deoxyri-

bose) and a phosphate group. The nitrogenous base may be either adenine (A), cytosine

(C), guanine (G), or thymine (T). The nucleotides are covalently linked together in a

chain through alternating sugars and phosphates, which thus form a “backbone”. The

two resulting chains or strands are antiparallel and are linked together by means of

hydrogen bonds between the nitrogenous bases. The sequence of nucleotides in both

strands are complementary because a two-ring base (a purine) is always paired with a

single-ring base (a pyrimidine): A pairs with T, and G with C [151]. Figure II.1 depicts

the DNA structure and its components.

Figure II.1 Left: the DNA double helix (illustration by the OpenStax College, licensed
under CC BY 3.0); right: the basic components of DNA.

As for water, a molecular description of the DNA components was implemented

to compute the interaction cross sections used in TILDA-V. The molecular structure

information for DNA components was obtained with the ab initio approach proposed

by Galassi et al. [140]. In this approach, the ground states of DNA components were

computed with the Gaussian 09 software [152], by means of a Restricted Hartree-Fock

optimization using the 3-21G basis set. The N occupied MOs of each DNA component

were taken into account, with N = 35, 33, 29, 39, and 48 MOs for adenine, thymine,

cytosine, guanine, and sugar-phosphate backbone unit, respectively. Each MO was

expressed as a linear combination of atomic wave functions corresponding to the different

atomic components, namely, H1s, C1s, C2s, C2p, N1s, N2s, N2p, O1s, O2s, O2s, P1s, P2s, P3s,
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P3p, and P3p. For each MO, the effective number of electrons associated to the atomic

components was derived from a standard Mulliken population analysis and their sum

for each occupied MO was very close to 2 [153]. Furthermore, the ionization energies

obtained for the occupied MOs were scaled so that their calculated Koopmans ionization

energy, i.e., the ionization energy of their highest occupied molecular orbital (HOMO),

agrees with the experimental values found in the literature [1, 140, 143]. The ionization

energies and the electronic populations for the MOs of the different DNA components

are given in Appendix B.

The procedure described above provides only the molecular structure of the isolated

DNA constituents. A realistic modeling of the biological target is achieved by considering

a DNA unit composed of a nucleobase pair plus two sugar-phosphate groups [154].

Furthermore, to fit the composition of living cells, the relative abundance of nucleobase

pairs in the DNA molecule as well as the level of hydration of the medium are taken into

account, as reported in the literature. Consequently, we consider a hydrated DNA unit

composed of 58% A-T nucleobase pair [21], 42% C-G nucleobase pair [21], 2 groups of

sugar-phosphate [154] and 18 molecules of water [155]. The result is a DNA target with

a density of ρDNA = 1.29 g cm−3 and a molar mass of 947.87 g mol−1 [156].

II.3 Physical processes induced by the impact of ions

In this and the next section we discuss separately, as it is customary in the literature, the

models employed to compute the interaction cross sections for ions and electrons in the

biological media considered here. The general description of the models will center on

the water target case, unless otherwise stated, with appropriate remarks regarding the

approach followed to compute the cross sections for the DNA components.

II.3.1 Classification of interactions

It is worth mentioning that throughout this thesis the words interaction and collision are

used interchangeably. In atomic and molecular physics, collisions are classified as slow

or fast depending on the relative velocity of the incident projectile with respect to the

orbital velocity of the bound electron of the target participating in the collision. More

specifically, the velocity v0 of the electron in the ground state of the hydrogen atom is

taken as reference:

v0 =
~

mea0

= 2.19× 106 m s−1 , (II.6)

where me = 9.11× 10−31 kg is the electron rest mass and a0 = 5.29× 10−11 m the Bohr

radius. In atomic units (a.u.), ~ = me = e = a0 = 1, so v0 = 1 too. A collision will
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be considered fast if the velocity vinc of the incident projectile is greater than v0, i.e.,

vinc > v0, and slow otherwise (if vinc < v0). By extension, one sometimes speaks of

high, intermediate or low incident (kinetic) energies referring to the cases vinc > v0,

vinc ≈ v0 and vinc < v0, respectively. Thus, for processes involving outer shell target

electrons, a fast collision means vinc > 1 a.u., or in terms of the projectile incident energy,

Einc & 25 keV u−1. For inner shell electrons, fast collisions imply that:

vinc &
Z

n
, (II.7)

in a.u., where Z is the target nuclear charge and n the principal quantum number of the

active electron. A useful relationship is:

vinc = 6.35

√
Einc

MP

, (II.8)

where vinc is in a.u., Einc is in MeV, and MP is in amu [157].

In addition, collisions are either elastic or inelastic in nature. In elastic collisions the

total kinetic energy of the collision system is conserved. On the contrary, in inelastic

collisions the impact kinetic energy is altered, so that a part of it is spent on changes in

the internal structures of the projectile and/or the target [158]. Excitation and ionization

are examples of inelastic collisions.

II.3.2 The electronic excitation process

Excitation includes all the processes which modify the internal state of the molecule

without emission of electrons [159]. In the electronic excitation process, the energy

transferred by the projectile to the target promotes one or more electrons to a higher

energy bound state. The process can be written as:

P + T → P ′ + T ∗ , (II.9)

where T ∗ represents the excited target. In this process the energy loss is equal to the

energy deposited:

∆E = Edep = Wj , (II.10)

where Wj is the energy of the excited state j.

Describing the electronic states of molecular targets remains a challenging task within

a quantum mechanical approach. Moreover, to the best of our knowledge, there are

no reported experimental excitation cross sections for proton and α-particle impact on

water or DNA components. For these reasons, many MCTS codes, including TILDA-V, rely

on the semiempirical model developed by Miller and Green [5] to describe the electronic

excitation of water molecules by ion impact. In this model, a speed scaling procedure

based on the electron excitation cross sections is applied, together with extensions

towards lower incident proton energies. The excitation cross section associated to the
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excited state of energy Wj for protons with kinetic energy Einc is obtained from the

following formula:

σexc(Einc) = σ0
(Za)Ω(Einc −Wj)

ν

JΩ+ν + EΩ+ν
inc

, (II.11)

where σ0 =10−16 cm2; Z is the number of electrons in the target molecule (for the water

molecule Z = 10); ν and Ω are dimensionless parameters, whereas a and J have the

dimension of energy. The parameters a and Ω represent the high-energy limit and can be

inferred from data on electron impact cross sections using the rule based upon the Born

approximation that electrons and protons of equal velocities give identical cross sections.

On the other hand, J and ν are parameters related to the low-energy behavior which can

be inferred for a variety of substances [5]. In their work, Miller and Green reported the

set of parameters for 28 excited states of the water molecule. In TILDA-V, however, we

use an extension of this model, as described by Dingfelder et al. [114], who suggested a

slightly modified set of parameters so that the semiempirical approach agrees with the

first Born approximation predictions towards the high-energy limit.

The parameters recommended by Dingfelder et al. [114] are presented in Table II.2.

Excited State Wj (eV) a (eV), H+ a (eV), H0 J (eV) Ω ν

Ã1B1 8.17 876 657 19820 0.85 1
B̃1A1 10.13 2084 1563 23490 0.88 1

Ryd A + B 11.31 1373 1030 27770 0.88 1
Ryd C + D 12.91 692 519 30830 0.78 1

Diffuse bands 14.50 900 675 33080 0.78 1

Table II.2 Fitting parameters for computing the excitation cross sections for protons in
water [114].

Dingfelder et al. [114] neglected the excitation of the water molecule induced by

neutral hydrogen atoms. However, in TILDA-V the excitation cross sections for H0 were

calculated with the parameters J , Ω and ν listed in Table II.2, and with the parameter a

equal to 3/4 of the proton value, as suggested by Miller and Green [5]. The values of a

for H0 are shown as well in Table II.2.

The excitation cross sections for protons in water are plotted in Figure II.2. As Miller

and Green themselves noted in their paper, the excitation cross sections obtained with

this model are rough estimates proposed in the absence of more detailed theoretical

and experimental data. The reliability of the model increases with energy. Nevertheless,

it should be noted that the position and height of the maximum in the cross section

could easily be in error by a factor of 2, and the nature of the low energy fall-off must be

considered as speculative [5].
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Figure II.2 Excitation cross sections for protons in water computed with the semiempirical
model of Miller and Green [5]. The contribution of each excited state to
the total excitation cross section is shown for H+. The total excitation cross
section for H0 is shown for comparison (dashed line).

For α-particles and the other charge states of helium, the assumption made by Uehara

and Nikjoo [4] that the total excitation cross sections are the same as those for protons

was adopted.

To obtain the excitation cross sections of DNA components for proton impact, a

scaling procedure on the electron excitation cross sections, similar to the one proposed

by Miller and Green [5], was applied.

DNA component a (eV), H+ a (eV), H0 J (eV) Z Ω ν

Adenine 8024.02 6018.02 5161.65 70 0.7236 1
Thymine 7844.74 5883.55 5161.65 66 0.7236 1
Guanine 8364.37 6273.28 5161.65 78 0.7236 1
Cytosine 7464.75 5598.56 5161.65 58 0.7236 1

Sugar phosphate group 9053.44 6790.08 5161.65 96 0.7236 1

Table II.3 Fitting parameters for computing the excitation cross sections for H+ and H0

in DNA [1].

The fitting parameters needed in the semiempirical formula (Eq. II.11) for the

DNA components are given in Table II.3. The parameters were extrapolated from poor

available experimental data of electron excitation of DNA components, essentially on

thymine [1, 143] (see Section II.4.1). To compute the excitation cross sections of DNA
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components for neutral hydrogen impact, the same consideration as for water was

adopted. The excitation energy W was considered an adjustable parameter, taken as

W = 4 eV [1].

The excitation cross sections for proton impact on DNA components are shown in

Figure II.3.
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Figure II.3 Excitation cross sections for proton impact on DNA components obtained
with the scaling procedure described in the text. The black line represents the
total excitation cross section of a hydrated DNA unit as described in Section
II.2.3.

II.3.3 The ionization process

Ionization is the most important interaction in terms of energy deposition for ions and

electrons. It provides the major contribution to the TCS in most of the incident energy

range and particularly at high projectile energies. During ionization, electrons are

removed from the target. If only one electron is emitted from the target, the process is

called single ionization; conversely, if more than one electron is removed, then multiple

ionization occurs. The single ionization interaction can be written as

P + T → P ′ + T+ + e− , (II.12)

where P is the incident projectile and T is the target; P ′ denotes a change in the energy

of the projectile. The energy loss in this process is

∆E = Ii + Esec , (II.13)
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where Ii is the ionization potential of the molecular orbital i from which the electron is

removed, and Esec is the kinetic energy of the ejected electron. As already mentioned in

Section I.4, the energy locally deposited in the target is

Edep = Ii . (II.14)

Presently, the cross sections implemented in TILDA-V for treating the ionization process

by proton impact are based on the prior version of the CDW-EIS approximation. The

ionization cross sections for helium ions in water have also been computed with this

model. Nevertheless, further work is still needed to validate the theoretical cross sections

for helium ions, as explained hereafter.

II.3.3.1 The CDW-EIS model

Among the various existing theoretical approaches for describing the interaction of

charged particles with matter, the distorted wave theory has proved very useful. In

particular, the continuum distorted wave - eikonal initial state (CDW-EIS) model has

been applied with remarkable success for several decades to compute the ionization and

electron capture cross sections in ion-atom collisions. The CDW-EIS approximation is

a first-order perturbative quantum-mechanical approach introduced by Crothers and

McCann [3] to study the single ionization of H by bare ions. The CDW-EIS approximation

was proposed to correct the disagreement between the TCS predicted by the continuum

distorted wave (CDW) approach and the experiments at intermediate collision velocities,

resulting from the non-normalization of the initial distorted wave function in the CDW

model. The CDW-EIS approximation was later extended to investigate the ionization of

multielectronic atomic targets by bare projectiles [160] and dressed ions [161]. More

recently, the model has been employed to study the single ionization of molecular targets

of biological interest by bare ions [140]. We explain hereafter the standard formalism to

compute the single ionization cross sections within the CDW-EIS approximation for the

case of bare ions. Then, we describe the modifications to the CDW-EIS model in order

to apply it to dressed projectiles. Atomic units are used in the following sections unless

otherwise stated.

Bare ions

Bare ions are atoms in which all electrons have been removed, leaving only the positive-

charged nuclei. In the context of this thesis we are interested in two bare ions: protons

(H+) and α-particles (He2+). To make tractable the projectile-target collision problem,

the CDW-EIS model employs the independent active electron approximation and the

impact parameter approximation. The former means that all target electrons that are

not ejected in the ionization process (passive electrons) are assumed to remain frozen in

their initial orbitals during the collision. Thus, the problem is reduced to the dynamics of
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one active (emitted) electron. This assumption is valid at high enough impact velocities

for which the collision time is smaller than the relaxation time of the passive electrons.

For molecular targets, it will correspond additionally to collision times smaller than the

vibrational and rotational ones [125]. The impact parameter approximation is based on

the fact that the nuclei are much more massive than the electrons. This mass relation

between the electrons and nuclei masses allows to assume that the heavy particles

(projectiles) follow classical trajectories [162]. The classical evolution of the heavy

particles generates a time depending potential in which the electrons move, the latter

being treated quantically. The impact parameter approximation is valid for intermediate

and high collision energies [143].

 

 

Z
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ρ

~

s
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Figure II.4 The coordinate system considered in the CDW-EIS model. ZP and v are
the charge and velocity of the projectile, respectively; Z̃T is an effective
charge related to the initial molecular binding energy, x (s) is the active
electron position in the target (projectile) reference frame and ρ is the impact
parameter.

In particular, the straight-line version of the impact parameter approximation assumes

that at sufficiently high collision energies the projectile describes a rectilinear trajectory

defined by:

R = ρ + v t , (II.15)

where R is the internuclear vector, ρ the impact parameter, v the impact velocity

(ρ · v = 0), and t the collision time (see Figure II.4). With the previous assumptions, the

multielectronic Hamiltonian is reduced to a single-active-electron one given by:

He = −1

2
∇2 + VT (x) + VP (s) + VS(R) , (II.16)

where x and s denote the position vectors of the active electron with respect to the

target and the projectile, respectively. The potential VT (x) contains the interaction of

the active electron with the residual target; VP (s) describes the interaction between the
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active electron and the projectile; and VS(R) represents the interaction of the projectile

with the target nucleus and the passive electrons. The potential VS(R) depends only on

the internuclear coordinate R. Within the straight-line version of the impact parameter

approximation, it gives rise to a phase factor which only affects the projectile angular

scattering and not the electron dynamics [160]. Thus, the term VS(R) is dropped in

the following. In distorted wave theory, the initial and final state wave functions are

chosen as the product of the initial (bound) and final (continuum) states of the target

active-electron and the corresponding distortions due to its interaction with the projectile.

These functions are chosen in order to represent in the best possible way the physics

of the problem and to keep the correct asymptotic conditions at large distances [143].

In the CDW-EIS approximation for the ionization process, the initial and final distorted

wave functions are defined as:

χ+
i (x, s, t) = φi(x) exp (−iεit)L+

i (s) , (II.17)

χ−f (x, s, t) = φf (x) exp (−iεf t)L−f (s) (II.18)

with φi (φf) the initial bound (final continuum) active electron wave function; εi is the

initial bound state binding energy; εf = k2/2 is the final continuum energy with k the

electron momentum on a target-fixed reference frame. The initial and final distortion

factors are given by:

L+
i (s) = exp [−iν ln (v s+ v · s)] , (II.19)

L−f (s) = N∗(ζ) 1F1[−iζ; 1;−i(p s+ p · s)] , (II.20)

respectively, where v and ZP are the the velocity and the nuclear charge of the projectile,

respectively; p = k − v is the electron momentum from a projectile-fixed reference

frame; ν = ZP/v and ζ = ZP/p; 1F1[b; c; z] is the Kummer confluent hypergeometric

function and N(a) = exp (πa/2)Γ(1 − ia) its normalization factor, with Γ representing

Euler’s gamma function. The initial-bound wave function, φi, of each molecular orbital

is considered as a LCAO, as described in Sections II.2.2 and II.2.3. The emitted electron

final continuum state is approximated by a hydrogenic continuum function with an

effective charge Z̃T =
√
−2n2εi, where εi is the initial molecular binding energy and

n is the principal quantum number of each of the atomic orbitals used to describe the

molecular ones. The active electron wave function in the final channel is then:

φf (x) =
exp (ik · x)

(2π)3/2
N∗(λ) 1F1 [−iλ; 1;−i (k x+ k · x)] , (II.21)

with λ = Z̃T/k. The transition amplitude in the prior version of the CDW-EIS model is

written as:

a(ρ)−i,f =

∫ +∞

−∞
dt
〈
χ−f
∣∣Wi

∣∣χ+
i

〉
, (II.22)
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where Wi is the perturbative operator acting on the entry channel, expressed as [163]:

Wi χ
+
i = exp (−iεit)

[
1

2
φi(x)∇2

s L
+
i (s) +∇x φi(x) · ∇sL

+
i (s)

]
. (II.23)

Thus, the transition amplitude results:

a(ρ)−i,f =

∫ +∞

−∞
dt exp (i∆εt)

∫
dx

{
φ∗f (x)L−∗f (s)

[
1

2
φi(x)∇2

s L
+
i (s)

+∇xφi(x) · ∇sL
+
i (s)

]}
,

(II.24)

with ∆ε = εf − εi. Moreover, the transition amplitude can be written as a function of the

transverse momentum transfer η, through the relation:

R(η)−i,f =
1

2π

∫
dρ exp (iη · ρ)a(ρ)−i,f . (II.25)

This allows to find analytical expressions for the transition amplitude R, drastically

reducing the calculation times. The DDCS as a function of the emitted electron energy

Ek and solid angle Ωk, are given by:
d2σ

dEk dΩk

= k

∫
dρ
∣∣a(ρ)−i,f

∣∣2 = k

∫
dη
∣∣R(η)−i,f

∣∣2 (II.26)

The numerical integration of Eq. II.26 over the solid angle Ωk provides the SDCS. Finally,

the TCS are obtained by integrating the SDCS over the electron energy Ek.

Dressed ions

The probability of charge-transfer processes increases as the velocity of the projectile

decreases. As a result of these interactions, the initially bare projectiles may become

dressed ions by capturing electrons from the target. For this reason it is necessary to

consider in the simulations the formation and subsequent interactions of H0, He+ and

He0. Monti et al. [161] extended the CDW-EIS model to describe the ionization process

by dressed projectiles.

While for bare projectiles the term VP (s) in Eq. II.16 is simply given by the Coulomb

potential, i.e., VP (s) = −ZP/s, for dressed projectiles it is necessary to take into account

the effect of the projectile electrons. Monti et al. [128, 161, 164] proposed to approxi-

mate the dressed-projectile potential by means of a Green-Sellin-Zachor (GSZ) potential

[165], consisting of a short-range and a long-range term:

VP (s) = V sr
P + V a

P = −1

s
(ZP − q)

{
H[exp(s/d)− 1] + 1

}−1 − q

s
, (II.27)

where H and d are adjustable parameters depending on the nuclear charge of the

projectile ZP and its degree of ionization q. The first term in Eq. II.27 provides the

short-range correction due to the electrons in the dressed projectile. The second term

is the asymptotic Coulomb interaction due to the projectile net charge q. The values of

the parameters H and d exist for many ions and can be obtained for many other dressed

projectiles by interpolating or extrapolating those available [164]. The short-range term
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in Eq. II.27 adds a contribution to the transition amplitude, given by:

a(ρ)
−(sr)
i,f =

∫ +∞

−∞
dt
〈
χ−f
∣∣V sr
P (s)

∣∣χ+
i

〉
, (II.28)

which must be taken into account when using Eqs. II.25 to II.26 to compute the ionization

cross sections.

0 20 40 60 80 100 120 140 160 180
10-9

10-8

10-7

10-6

10-5

10-4

102 103 104
10-1

100

101

D
D

C
S 

(1
0-1

6 cm
2  e

V-1
 s

r-1
)

q (degrees)

TC
S 

(1
0-1

6 
cm

2 )

Incident energy (keV)

Figure II.5 Ionization cross sections for hydrogen ions in water computed with the prior
version of the CDW-EIS model. Left panel: DDCS for H+ (red line) and H0

(blue line) for an impact energy of 1 MeV and an ejected electron energy of
750 eV. The circles are experimental data taken from Toburen and Wilson
[105]. Right panel: TCS for H+ (red line) and H0 (blue line). Experimental
data for H+ were taken from Rudd et al. [101] (stars), Bolorizadeh and
Rudd [104] (squares), Gobet et al. [166] (diamonds), and Luna et al. [167]
(circles). Experimental data for H0 were taken from Bolorizadeh and Rudd
[168] (squares), Gobet et al. [169] (diamonds), and Luna et al. [167]
(circles). Reprinted figures with permission from Ref. [128]. Copyright 2019
by the American Physical Society.

Figure II.5 shows the ionization cross sections for hydrogen ions in water computed

with the prior version of the CDW-EIS model and used in TILDA-V, as reported in Ref.

[128].

Figure II.6 shows the ionization cross sections for α-particles and the other charge

states of helium in water obtained with the prior version of the CDW-EIS model.
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Figure II.6 Ionization cross sections for the impact of α-particles on water molecules
obtained with the prior version of the CDW-EIS model. Left panel: DDCS
for fixed values of the ejected electron energy εk, for He2+ with an impact
energy of 6 MeV u−1. The results using the two descriptions of the water
molecule are shown: Moccia’s approach (solid lines) and CNDO (dashed
lines). The reported experimental results are from Ref. [170] (squares)
(adapted and republished with permission of IOP Publishing, Ltd, from Ref.
[146]; permission conveyed through Copyright Clearance Center, Inc.). Right
panel: TICS for the three charge states of helium. Experimental data for He2+

are taken from Rudd et al. [106] (circles), Toburen et al. [110] (triangles)
and Ohsawa et al. [171] (down triangles); for He+, the data are taken from
Rudd et al. [107] (squares) and Toburen et al. [110] (diamonds).

Let us note that in spite of the fair agreement observed between the theoretical

TICS and the experiments (Figure II.6, right panel), except perhaps at incident energies

below ∼100 keV u−1, they do not reproduce correctly the expected range and stopping

power values for α-particles in the whole energy range of interest for dosimetry studies.

Indeed, when these cross sections are used to compute the stopping power and range

for α-particles in water, important discrepancies are found with the values of the ICRU

Report 49 [10] (see Chapter V). Ongoing work is devoted to improve the ionization

cross sections for helium ions within the prior CDW-EIS framework. As a temporary

alternative, we have implemented in TILDA-V a set of semiempirical ionization cross

sections based on fittings to available experimental data, as described in the work of

Uehara and Nikjoo [4] (see Section I.3.2.1). This allowed us to obtain the expected track

parameters and perform the simulations with α-particles reported in Chapter V.

Finally, Figure II.7 presents the TICS for hydrogen ions in DNA components.
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Figure II.7 Total ionization cross sections for hydrogen ions in DNA components obtained
with the prior version of the CDW-EIS model.

Ongoing work is focused on the calculation of ionization cross sections for helium

ions impacting on DNA components.

II.3.3.2 Alternative approaches

Besides the CDW-EIS approximation, there are many other theoretical models (both

quantum-mechanical and classical), as well as semiempirical methods proposed to

describe the ionization of atoms and molecules by ion impact. In this section we discuss

such alternative approaches. Let us note that this is a non-exhaustive survey intended

to provide a brief overview of the main models that have been implemented to obtain

ionization cross sections for their use in MC simulations.

Rudd’s model

Rudd et al. [103] proposed a semiempirical formula to compute the SDCS for proton

impact. Rudd’s model is based on a simple version of the BEA equation modified to agree

with the Bethe theory at high energies. The SDCS for the single ionization of an orbital j

is written as:
dσRudd

j

dEe
=
S

Ij

F1 + F2w

(1 + w)3{1 + exp[α(w − wc)/v]}
, (II.29)

where S = 4πa2
0NjZ

2
P (Ry/Ij)

2; Ee is the energy of the emitted electron; Nj is the number

of electrons in the orbital j and Ij the ionization potential for that orbital; ZP is the
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nuclear charge of the projectile; a0 is the Bohr radius and Ry = 13.6 eV; w = Ee/Ij,

wc = 4v2− 2v−Ry/(4Ij) and v = [Tme/(mP Ij)]
1/2 with T the energy of the projectile in

eV u−1; me, mP are the masses of the electron and the projectile, respectively; F1, F2 and

α are adjustable fitting parameters determined from experimental data. F1 and F2 are

given by:

F1(v) = L1 +H1 , L1 =
C1v

D1

(1 + E1vD1+4)
, H1 =

A1 ln(1 + v2)

v2 +B1/v2
(II.30)

F2(v) =
L2H2

L2 +H2

, L2 = C2v
D2 , H2 =

A2

v2
+
B2

v4
(II.31)

The fitting parameters in Eqs. II.30 and II.31 are provided in Table II.4.

A1 A2 B1 B2 C1 C2 D1 D2 E1 α

0.97 1.04 82.00 17.30 0.40 0.76 -0.30 0.04 0.38 0.64

Table II.4 Semiempirical parameters for computing the ionization cross sections in Rudd’s
model for water vapor [103].

TCS are obtained by numerical integration of Eq. II.29. While the model does not

have any a priori restrictions on primary and secondary energies, it was found that it

may underestimate the average energy of the ejected electrons for projectile energies

above ∼300 keV u−1 (up to ∼30% at 2 MeV u−1, see Ref. [4]).

HKS model

The semiempirical model developed by Hansen, Kocbach and Stolterfoht (HKS) [172,

173] allows to estimate single and double ionization cross sections and is based on the

impact parameter first Born approximation. The initial and the final electron states

are described by means of a hydrogenic function and a plane wave, respectively. In

the model, the electron emission by ion impact is written in terms of impact parameter

dependent probabilities P (b, θe, Ee), where b is the impact parameter, whereas θe and

Ee are the ejection angle and the kinetic energy of the ejected electron, respectively.

By integrating P (b, θe, Ee) over the impact parameter, the DDCS are obtained. The

expressions for the DDCS and the SDCS were provided in the ICRU Report 55 [174].

More recently, however, Bernal and Liendo [175] found inconsistencies in the original

version of the HKS model and suggested modified formulas for the double and single

ionization cross sections, which are the ones presented hereafter. The DDCS are given by

[175]:
d2σHKS

dEe dΩe

=

(
Zp
v

)2
32

3παk3
c

[
1

1 + (K̃m − k̃t cos θe)2

]3

. (II.32)
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The SDCS are expressed as:

dσHKS

dEe
=

(
Zp
v

)2
8

αk3
c k̃t

{
tan−1(K̃m + k̃t)− tan−1(K̃m − k̃t)

+
5(K̃m + k̃t) + 3(K̃m + k̃t)

3

3[1 + (K̃m + k̃t)2]2
− 5(K̃m − k̃t) + 3(K̃m − k̃t)3

3[1 + (K̃m − k̃t)2]2

}
,

(II.33)

where ZP , T and v = (2T )1/2 are the projectile charge, the reduced kinetic energy and ve-

locity, respectively; Km = (α2+k2)/(2v) is the minimum momentum transfer; α = (2I)1/2

and k = (2Ee)
1/2 are the mean initial and final electron momenta, respectively; I and Ee

are the ionization potential of the initial state and the final electron energy, respectively;

K̃m = Km/αc and k̃t = kt/αc are the normalized momenta. Moreover:

αc = α

(
1 + 0.7

v2

v2 + k2

)
,

kc =

[
k2 +

2α2

ln(2v2/α2)

]1/2

,

kt =

(
k2 + 0.2α2

√
v/α

)1/2

.

The HKS model provides accurate SDCS for secondary electron energies &10 eV produced

by the impact of protons and α-particles on water at energies above ∼0.5 MeV u−1

[175]. However, the model yields DDCS that show only a limited agreement with the

experimental data. Thus, the HKS model does not faithfully reproduce the angular

distribution of the secondary electrons [4, 175].

Figure II.8 shows a comparison of the SDCS computed with various theoretical and

semiempirical models for proton and α-particle impact on water for selected projectile

energies. It can be seen that, for both projectiles, most of the models reproduce fairly

well the experimental data for ejected electrons energies above 10 eV. However, the

Rudd model overestimates the SDCS at low incident energies (100 keV and 150 keV

in panel a, 300 keV u−1 in panel b). In several cases, the energy distribution of the

ejected electrons predicted by the CDW-EIS model seems in better agreement with the

experiments than the results obtained with the other models, particularly at high incident

energies. Moreover, the results for all models tend asymptotically to the same values as

the ejected electron energy increases.
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Figure II.8 SDCS for proton (panel a) and α-particle (panel b) impact on water vapor.
The SDCS were obtained with the prior version of the CDW-EIS model (solid
lines), the first Born approximation - Coulomb wave (FBA-CW) model (dash-
dotted lines), the HKS model (dashed lines) and Rudd’s model (dotted lines).
The experimental data for protons were taken from Bolorizadeh and Rudd
[104] (down triangles and stars) and Toburen and Wilson [105] (open circles
and triangles). For α-particles, the data were taken from Toburen et al.
[110] (solid squares) and Ohsawa et al. [171] (solid circles). Adapted from
Champion et al. [176].

Similarly, a comparison of the TICS for H+ and He2+ impinging on water molecules

is shown in Figure II.9. The CDW-EIS approximation and Rudd’s model successfully

reproduce the TICS for protons with incident energies down to some tens of keV u−1.

For α-particles, however, the CDW-EIS model shows a slightly better agreement with

experiments for incident energies between ∼80 keV u−1 and ∼200 keV u−1. It should be

reminded that Rudd’s model was originally developed for protons. Indeed, the results

of Rudd’s model for He2+ depicted in Figure II.9 were determined by integrating the

corresponding SDCS, which in turn were obtained by Z2 scaling of the proton SDCS.

Furthermore, the results using the FBA-CW approach [177] are in excellent agreement

with the experimental data for both projectiles at high incident energies. However, the

FBA-CW model fails at predicting the TICS for incident energies below some hundreds of
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keV u−1. It can be observed that the differences between all the theoretical predictions

are greatly reduced at high incident energies.
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Figure II.9 Comparison of theoretical and experimental TICS for H+ and He2+ impact
on water vapor. The TICS computed with the HKS model were taken from
Bernal and Liendo [178]. The experimental data were taken from Rudd et
al. [106] (circles), Toburen et al. [110] (triangles), Ohsawa et al. [171]
(down triangles), Rudd et al. [101] (diamonds), Bolorizadeh and Rudd [104]
(squares), Gobet et al. [166] (stars), and Luna et al. [167] (right-pointing
triangles).

The dielectric formalism

The dielectric formalism was developed within the framework of the PWBA. It is a widely

used method to describe the inelastic scattering and the electronic energy loss of charged

particles in liquid water. The main input parameter required in this approach is the

energy loss function (ELF), which depends only on the target. The ELF contains all the

information regarding the electromagnetic response of the target to the whole spectrum

of momentum and energy excitations [179].

Various dielectric models have been proposed in the literature. They mainly differ

in the data set chosen for liquid water and the dispersion relations implemented to

determine the ELF for arbitrary momentum transfers. Only two sets of experimental

data are available for liquid water in the optical limit, i.e., for zero momentum transfer

(k = 0), the reflectance measurements of Heller et al. [180] and the data obtained
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from inelastic X-ray scattering spectroscopy by Hayashi et al. [181]. Different extension

algorithms have been proposed to consider non-zero momentum transfers (k 6= 0).

The dielectric formalism has been applied to study the energy loss of ions and

electrons on targets of biological interest (see for instance Refs. [20, 21, 182–184]).

Recently, de Vera et al. [185] presented a method based on the dielectric formalism and

semiempirical corrections to obtain the energy and angular distributions for electrons

ejected after proton impact on any kind of biological target. In their model, the DDCS

for ionizing an electronic shell j as a function of the secondary electron energy W and

the solid angle of emission Ω are written as [185]:
d2σ

dW dΩ

∣∣∣∣
j

=
αe2

2π2~2N sin θ

M [Z − ρ(k)]2

T
Im

[
−1

ε(k, Ij +W )

]
j

×
√
T [T − (Ij +W )] sin(αθ)

2T − (Ij +W )− 2
√
T [T − (Ij +W )] cos(αθ)

,

(II.34)

where T , M and Z are the kinetic energy, mass and atomic number of the projectile,

respectively, and ρ(k) is the Fourier transform of its electronic density; θ is the ejected

angle of the secondary electron; N is the molecular density of the target; Im[−1/ε(k,E)] is

the ELF, with ε(k,E) the dielectric function, while the subscript j denotes the contribution

of the shell j to the ELF; E = Ij +W is the energy transferred in an ionizing collision, Ij
being the ionization potential of the outer shell electrons; α is a constant relating θ to

the scattering angle of the projectile at the binary encounter peak. Finally, semiempirical

corrections were added to Eq. II.34 to improve the agreement with the experimental

DDCS (see Ref. [185] for the details).

II.3.4 The electron capture process

As ions slow down in matter, they may experience charge-transfer (or charge-exchange)

interactions, known as electron capture and electron loss (stripping). Similarly to

ionization, these processes may involve a single electron or multiple electrons. The

electron capture interaction can be expressed as:

P (Z) + T → P (Z−n)′ + T n+ , (II.35)

where Z is the charge of the incident ion and n is the number of electrons captured,

assuming that multiple-capture processes are considered. It can be seen from Eq. II.35

that in the electron capture process, the projectile ionizes the target without the emission

of secondary electrons. For protons, only single-electron capture, i.e., the transformation

of H+ into H0, is taken into account in the TILDA-V code. The formation of H− from

electron capture by H0 is neglected owing to its very low probability of occurrence [1].

In the case of α-particles, both single- and double-electron capture must be accounted

for, as well as the single-electron capture by He+. The energy loss in the electron capture
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process includes: i) the energy Ii to remove the electron(s) from the target molecule;

ii) the energy necessary to provide translational velocity for the electron to move at the

speed of the projectile; and iii) the energy released from capture into the bound state of

the projectile [30]:

∆E = Ii + Einc
me

MP

− IP , (II.36)

where MP is the mass of the incident projectile and IP denotes the ionization potential

of the state to which the electron is captured. For protons IP = IH = 13.6 eV, while for

helium ions IP = IHe = 24.59 eV. For double-electron capture, the energy loss is two

times the value given by Eq. II.36. Only the term Ii in Eq. II.36 represents energy locally

deposited in the target.

It is worth mentioning that a charge-exchange interaction can be accompanied by

simultaneous target ionization for both electron loss and electron capture. However,

this process is normally not included in MCTS codes because of the lack of information

regarding the corresponding cross sections [30].

II.3.4.1 The CDW-EIS model

The CDW-EIS approximation has been successfully applied to the single-electron capture

process for bare ion impact on different atomic targets [186, 187]. More recently, the

model has been used to study the electron capture in ion collisions with molecules of

biological interest [126, 188], including the DNA bases [189]. In the CDW-EIS model, the

difference between the ionization and electron capture processes is reflected in the final

state wave function. As it can be seen from Eqs. II.18, II.20 and II.21, the final state for

ionization is a product of continuum states associated with the active electron-residual

target and active electron-projectile interactions. On the other hand, for electron capture

the final bound state is distorted by a continuum state factor associated with the active

electron-residual target interaction [186]. Thus, the distorted wave function in the final

channel is given by:

χ−f = φf,nlm(s) exp

[
−iεf t+ iv · x− i1

2
v2t

]
L−f (x) , (II.37)

where φf,nlm represents a final projectile bound state, namely a hydrogenic bound state

with quantum numbers n, l and m, and binding energy εf = −Z2
P/2n

2. The distortion

factor in Eq. II.37 is chosen as:

L−f (x) = N∗(ξ)1F1 [−iξ; 1;−i (v x+ v · x)] , (II.38)

with ξ = Z̃T/v. Similarly to ionization, the transition amplitude can be written in terms

of the tranverse momentum transfer (Eq. II.25). The TCS for electron capture is then

obtained as:

σif =

∫
dη|R(η)−if |

2 (II.39)
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The TCS for electron capture by H+ in water and DNA components computed with the

prior version of the CDW-EIS model and used in TILDA-V are shown in Figure II.10.
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Figure II.10 TCS for electron capture by H+ in water and DNA components computed
with the prior CDW-EIS model. Experimental data for water are taken from
Toburen et al. [190] (triangles), Dagnac et al. [191] (circles) and Gobet et al.
[192] (squares). Experimental data for adenine (diamond), cytosine (star)
and thymine (right-pointing triangle) are taken from Tabet et al. [193].

Figure II.11 shows the TCS for single-electron capture by He2+ in water, as obtained

with the prior version of the CDW-EIS model.
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Figure II.11 TCS for single-electron capture by He2+ in water: prior CDW-EIS (solid line);
experimental data taken from Rudd et al. [106] (circles).

It can be seen that the current results for the single-electron capture by He2+ overes-

timate the experimental data of Rudd et al. [106] for incident energies < 150 keV u−1.

Moreover, the cross sections for the other charge-transfer processes required for a full

description of the transport of α-particles cannot be computed with the CDW-EIS model.

For this reason, we decided to use in TILDA-V the electron capture and electron loss

cross sections reported by Uehara and Nikjoo [4] for α-particles with incident energies

up to 2 MeV u−1 in water (see Section I.3.2.1). Extrapolation was made for energies

above 2 MeV u−1, even though the charge-transfer processes become negligible in the

high-energy region. The electron capture TCS for helium ions reported by Uehara and

Nikjoo [4] are shown in Figure II.12. For obtaining the single- and double-electron

capture cross sections for He2+ (denoted as σ21 and σ20, respectively), Uehara and Nikjoo

[4] performed a least squares fitting to the data of Rudd et al. [106]. Since the latter data

set only covers the energy range from 5 keV u−1 to 150 keV u−1, extrapolation was per-

formed for lower and greater energies, assuming a smooth transition at the boundaries

[4]. The cross sections for the single-electron capture by He+ (σ10) were fitted to the

experimental data of Rudd et al. [107] between 1 keV u−1 and 100 keV u−1, and Sataka

et al. [108] between 75 keV u−1 and 500 keV u−1. The cross sections for energies above

500 keV u−1 were obtained by extrapolation. We have plotted as well in Figure II.12 the

cross sections for the single-electron capture by He2+ computed with the CDW-EIS model
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(solid line). The differences pointed out in Figure II.11 remain noticeable, although

slightly reduced, at higher incident energies (> 300 keV u−1), where the values of σ21

were extrapolated.
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Figure II.12 Electron capture cross sections for He2+ and He+ in water. The dashed
lines represent the cross sections reported by Uehara and Nikjoo [4] and the
extrapolation performed in this work for energies above 2 MeV u−1 (see text).
σ10: single-electron capture by He+, with experimental data from Rudd et
al. [107] (squares) and Sataka et al. [108] (triangles); σ21: single-electron
capture by He2+, with data from Rudd et al. [106] (circles). The solid line
corresponds to the results obtained with the prior version of the CDW-EIS
model; σ20: double-electron capture by He2+, experimental data were taken
from Rudd et al. [106] (diamonds).

The calculation of the TCS for single-electron capture by α-particles in DNA compo-

nents using the CDW-EIS model is underway.

II.3.4.2 Semiempirical models

In addition to the CDW-EIS approximation, semiempirical models can be used as well

to obtain the electron capture cross sections. Besides the fitting to experimental data

proposed by Uehara and Nikjoo [4] for the charge-transfer cross sections of helium ions

(see Section I.3.2.1), some semiempirical formulas have been reported in the literature

for the electron capture by protons.
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Rudd’s approach

In the method proposed by Rudd et al. [101], the electron capture cross section σc for

protons in water is obtained from the relation:

σc = σ+ − σ− , (II.40)

where σ+ and σ− are the measured cross sections for positive and negative charge

production, respectively. These terms can be expressed as:

σ± =

[
1

(σlow)±
+

1

σhigh

]−1

, (II.41)

where the low- and high-energy components are written (in a.u.) as [194]:

(σlow)+ = 4π(Ck2D
i +F ) , (σlow)− = 4πCk2D

i , σhigh =
4π[A ln(1 + k2

i ) +B

k2
i

] , (II.42)

where ki is the incident momentum. The fitting parameters are: A = 2.98, B = 4.42,

C = 1.48, D = 0.75 and F = 4.80. The cross sections computed in this way are not

accurate for energies above 100 keV. Moreover, they tend to a constant value for energies

below 1 keV which is also in contradiction with experimental results [114].

Miller and Green approach

For protons in water, Miller and Green [5] fitted the electron capture cross sections

measured by Toburen et al. [190] and Dagnac et al. [191] using the following analytic

form:

σ = σ0

[(
Einc

A

)p
+

(
Einc

B

)q
+

(
Einc

C

)r]−1

, (II.43)

with σ0 = 2× 10−15 cm2, A = 44.1 keV, B = 6.0 keV, C = 1.5 keV, p = 3.52, q = 0.667

and r = −0.027. This approach was applied to obtain the electron capture cross sections

used in the KURBUC code for protons [22, 78].

Dingfelder model

Based on the available experimental data on water vapor, Dingfelder et al. [114]

developed an analytic formula to calculate the electron capture cross sections. The

formula consists of straight lines for low and high proton energies on a doubly logarithmic

scale, both connected by a power law. The cross section (in m2) is expressed as:

σ(τ) = 10Y (X) , (II.44)

where:

X = log(τ) , (II.45)

with τ the kinetic energy in eV and:

Y (X) = [a0X + b0 − c0(X − x0)d0Θ(X − x0)]Θ(x1 −X)

+ (a1X + b1)Θ(X − x1) ,
(II.46)
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where Θ(x) represents the Heaviside step function. The parameters a0 and b0 determine

the low-energy straight line; a1 and b1 the high-energy one; whereas c0 and d0 correspond

to the power law in between, connected to the low-energy straight line at x0. The

connection point x1 to the high-energy line and the parameter b1 are calculated as:

x1 =

(
a0 − a1

c0d0

)1/(d0−1)

+ x0 ,

b1 = (a0 − a1)x1 + b0 − c0(x1 − x0)d0 ,

(II.47)

by using the first derivative. The parameters are given in Table II.5.

a0 b0 c0 d0 a1 b1 x0 x1

-0.180 -18.22 0.215 3.550 -3.600 -1.997 3.450 5.251

Table II.5 Parameter set for computing the electron capture cross sections in the model
of Dingfelder et al. [114].

The parameters were chosen to produce results close to the data of Lindsay et al.
[195] and Dagnac et al. [191] for low and medium energies, and of Toburen et al. [190]

for higher energies, and by adjusting the contribution of the cross section to the total

stopping cross section considering the recommended values for the liquid phase [114].
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Figure II.13 Comparison between the TCS for electron capture by H+ in water computed
with the prior version of the CDW-EIS model and the results obtained with
the semiempirical approaches of Rudd et al. [101], Miller and Green [5],
and Dingfelder et al. [114]. The experimental data are the same as in Figure
II.10.
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Figure II.13 presents a comparison of the TCS for electron capture by H+ in water

obtained with the different models previously discussed. Overall, a good agreement

is found between the prior CDW-EIS calculations and the semiempirical approaches of

Miller and Green [5] and Dingfelder et al. [114] for incident energies above ∼100 keV.

Conversely, Rudd’s approach [101] significantly overestimates the TCS beyond this

energy value. Below ∼70 keV, the prior CDW-EIS results provide the best agreement

with the experimental data of Gobet et al. [192] (squares), while the TCS obtained with

the Miller and Green approach are closer to the experimental values of Dagnac et al.
[191] (circles).

II.3.5 The electron loss process

The electron loss or stripping process is equivalent to the ionization of the projectile. A

dressed ion may lose one or more electrons by means of single- or multiple-electron loss,

respectively. The electron loss interaction can be written as

P (Z) + T → P (Z+n)′ + T + ne− . (II.48)

The energy loss in this process is simply the energy required to remove the projectile

electron, i.e.,

∆E = IP . (II.49)

The kinetic energy of the stripped electron was provided for in the capture process [30],

namely

Esec = Einc
me

MP

. (II.50)

Single-electron loss is included in TILDA-V for H0, He+ and He0. For the latter, double-

electron loss is also considered, in which case the energy loss is twice the value given by

Eq. II.49.

The cross sections used in TILDA-V for the electron loss process of H0 were determined

from the semiempirical model of Miller and Green [5], in a similar fashion to the

electronic excitation process described in Section II.3.2. Miller and Green made use of

the analytical form given in Eq. II.11 to fit the experimental cross sections measured

by Toburen et al. [190] and Dagnac et al. [191]. The best fit was obtained with the

parameters a = 79.3 keV, J = 27.7 keV, Ω = 0.652, and ν = 0.943 [5].

For the DNA components, neither experimental data nor theoretical predictions are

available. Thus, the electron loss cross sections are obtained by applying a simple

rescaling procedure to the values obtained for water vapor. This rescaling is based on

the number of target electrons, as proposed by Champion et al. [156], who showed that

the TCS for the ionization and electron capture processes are directly linked to the total

number of target electrons. Thus, the total electron loss cross section of a given DNA
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component is computed as [143]:

σ
(DNA component)
eloss (Einc) = σ

(H2O)
eloss (Einc)

Z
′

Z
, (II.51)

where Einc is the kinetic energy of the incident projectile; σ(H2O)
eloss (Einc) is the total electron

loss cross section for water vapor at that energy; Z = 10 is the number of electrons

of the water molecule; and Z
′ is the number of electrons of a given DNA component:

Z
′

= 70, 66, 58, 78, 96 for adenine, thymine, cytosine, guanine and sugar-phosphate

backbone, respectively. The electron loss cross sections for H0 are presented in Figure

II.14.

101 102 103 104 105
10-2

10-1

100

101

102

 Water
 Adenine
 Thymine
 Cytosine
 Guanine
 Sugar-phosphateEl

ec
tro

n 
lo

ss
 c

ro
ss

 s
ec

tio
n 

(1
0-1

6  c
m

2 )

Incident energy (keV)

Figure II.14 Electron loss cross sections for neutral hydrogen atoms in water and DNA
components computed with the semiempirical model of Miller and Green
[5] and Eq. II.51, respectively.

For He+ and He0 impact on water, we used the electron loss cross sections imple-

mented in the KURBUC code, as described in the paper by Uehara and Nikjoo [4] (see

Section I.3.2.1). Extrapolation was made for energies higher than 2 MeV u−1. The cross

sections are reported in Figure II.15.

67



Chapter II: Ion and electron impact on biological targets

101 102 103 104
10-2

10-1

100

101

TC
S 

(1
0-1

6  c
m

2 )

Incident energy (keV/u)

Figure II.15 Electron loss cross sections for He+ and He0 in water. The dashed lines
represent the cross sections reported by Uehara and Nikjoo [4] and the
extrapolation performed in this work for energies above 2 MeV u−1 (see
text). σ01: single-electron loss by He0, with experimental data from Allison
[109] (right-pointing triangles) and Sataka et al. [108] (squares); σ12:
single-electron loss by He+, with data from Rudd et al. [107] (circles)
and Sataka et al. [108] (triangles); σ02: double-electron loss by He0, with
experimental values taken from Sataka et al. [108] (stars).

II.3.6 The elastic scattering process

In the elastic scattering process, the incident projectile is deflected from its original

trajectory as a result of experiencing the field of the target. The process can be written

as:

P + T → P ′ + T , (II.52)

where P ′ denotes a change in the energy of the projectile. Energetic heavy ions move

practically in straight-line trajectories and thus the effect of elastic scattering is sometimes

neglected in MC simulations. However, the process becomes important as the ion slows

down in matter. Moreover, the nuclear energy loss cannot be neglected at very low

energies (i.e., below < 10 keV u−1) [30].

To determine the polar scattering angle θ, we proceeded as follows. We started from

the well-known Rutherford differential cross section in the center-of-mass (CM) frame,
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namely:

dσ

dΩ
=

(
ZPZT e

2

4Einc

)2

sin−4

(
θ

2

)
, (II.53)

where ZP and ZT are the nuclear charges of the projectile and the target, respectively

(ZT = 10 for water), and e is the elementary charge. dΩ is the differential solid angle

given by:

dΩ = sin θdθdϕ = 2π sin θdθ . (II.54)

The cumulative probability distribution for the angle θ can then be written as:

P (θ) =

∫ θ

θcut

dσ

dΩ
dΩ∫ π

θcut

dσ

dΩ
dΩ

, (II.55)

where θcut is an angle that limits the increase in the scattering probability at low scattering

angles [196], given by:

θcut ≈ αZ
1/3
T

(
mec

p

)
, (II.56)

where α ≈ 1/137 is the fine-structure constant, c is the speed of light in vacuum, and p is

the linear momentum of the particle. Substituting Eqs. II.53 and II.54 in Eq. II.55 gives:

P (θ) =

∫ θ

θcut

sin θ′ sin−4

(
θ′

2

)
dθ′∫ π

θcut

sin θ′ sin−4

(
θ′

2

)
dθ′

=

∫ θ

θcut

cos

(
θ′

2

)
sin−3

(
θ′

2

)
dθ′∫ π

θcut

cos

(
θ′

2

)
sin−3

(
θ′

2

)
dθ′

,

And solving the integral:

P (θ) =

sin−2

(
θ

2

)
− sin−2

(
θcut

2

)
1− sin−2

(
θcut

2

) , (II.57)

By using Eq. II.57 and a random number η uniformly distributed over [0,1], the scattering

angle θ is obtained with the following expression:

θ = 2 arcsin

{
η

[
1− sin−2

(
θcut

2

)]
+ sin−2

(
θcut

2

)}−1/2

. (II.58)

The azimuthal scattering angle ϕ is sampled uniformly in the interval [0, 2π), that is:

ϕ = 2πη . (II.59)

The energy transfer from the projectile to the target in an elastic collision is determined by

non-relativistic kinematics (see for instance Ref. [197]). Considering the collision system

depicted in Figure II.16 and the relationship between the variables in the laboratory and

the CM frames, the energy transfer can be written as:

∆E =
p′22

2MT

=
(p′ − p)2

2MT

, (II.60)
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where p′2 is the momentum transferred to the target after the collision in the laboratory

frame; p and p′ are the momenta before and after the collision in the CM frame. The

numerator on the right of Eq. II.60 can be written as:

(p′ − p)2 = 2p2(1− cos θ) = 4p2 sin2

(
θ

2

)
, (II.61)

with

p =
MTp1

MP +MT

, (II.62)

where MP and MT are the masses of the projectile and the target, respectively.

Figure II.16 The collision system in the elastic scattering process and the variables in
the laboratory frame and the CM frame. The unprimed (primed) variables
correspond to the initial (final) state of the system.

Since the incident energy is given by Einc = p2
1/(2MP ), the energy deposited in the

elastic scattering process is computed as:

Edep = ∆E = 4Einc
MPMT

(MP +MT )2
sin2

(
θ

2

)
, (II.63)

The scattering angles α and β in the laboratory frame are related to the scattering angle

θ in the CM frame through the following expressions:

tanα =
sin θ

(MP/MT ) + cos θ
, (II.64)

β =
π − θ

2
. (II.65)

Moreover, it can be seen from Eq. II.64 that when MP << MT , which is the case for

protons, α ≈ θ and β ≈ (π − α)/2. Therefore, we have assumed in our simulations that

the angle θ in the CM frame is equal to the angle α in the laboratory frame.

The elastic scattering cross sections for protons are computed from the classical

mechanical theory. The classical SDCS for the elastic scattering of protons is given by:
dσ

dΩ
= − ρ

sin θ

dρ

dθ
, (II.66)

where ρ is the impact parameter, i.e., the normal distance between the proton track and
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the virtual line crossing the CM of the system, and θ denotes the scattering angle in the

CM frame defined by:

θ = π − 2

∫ ∞
rmin

ρ

r2
√

1− V (r)/ECM
inc − ρ2/r2

dr , (II.67)

where rmin is the distance of closest approach, V (r) is the interaction potential and ECM
inc

is the energy of the incident particle in the CM system. Using the bare Coulomb potential

as V (r) in Eq. II.67 yields (through Eq. II.66) the Rutherford differential cross section,

Eq. II.53.

The elastic scattering TCS are obtained by numerical integration of the SDCS (Eq.

II.66) over the scattering solid angle by using a cutoff angle in order to reduce the

divergence due to the high values of the SDCS at low scattering angles [1, 143]. However,

the TCS obtained by integrating Eq. II.53 are unrealistic because the screening of the

atomic electrons is not considered. For this reason we decided to use in our simulations

the elastic scattering TCS for protons and α-particles reported by Uehara and co-workers

[4, 22, 78], who performed classical mechanics trajectory calculations using the screening

parameters recommended by the ICRU [10]. Moreover, for protons with incident energies

higher than 10 MeV the cross sections were computed with the Mott scattering formula

for heavy particles [196] to avoid unrealistic tortuous tracks [78].

The elastic scattering TCS for neutral hydrogen atoms in water are derived from a

fitting proposed by Endo et al. [130] for the hydrogen to proton cross section ratio,

namely:
σH0

σH+

= 1 + 0.0224 log(Einc) + 0.01285 log(Einc)
2 , (II.68)

This ratio is close to unity within the incident energy range considered here [1, 143]. On

the other hand, the elastic scattering TCS for He+ and He0 were assumed to be equal to

those for He2+.

Work is in progress to compute the elastic scattering cross sections for DNA compo-

nents. While this work is completed, we apply a scaling factor to the TCS of water to

obtain the TCS for each DNA component, namely:

σ(DNA component)(Einc) = σ(H2O)(Einc)

[
Z ′(MP +M ′)M

Z(MP +M)M ′

]2

, (II.69)

where MP is the mass of the projectile; Z ′ and M ′ are the charge and the mass of the DNA

component, respectively; Z and M are the charge and the mass of the water molecule,

respectively.

II.3.7 Summary of total cross sections for ion impact

We provide in Figure II.17 the TCS for all the inelastic interactions considered for the

transport of hydrogen ions in water and DNA, as discussed thus far. For the latter
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medium, the reported TCS are for a hydrated DNA unit.
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Figure II.17 Total inelastic cross sections for hydrogen ions in water (panel a) and
hydrated DNA (panel b).
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II.4 Physical processes induced by the impact of elec-

trons

In this section, we provide an overview of the interactions that must be included in a

MC code to simulate the transport of electrons. We describe the models allowing to

compute the cross sections for each physical process, with particular stress on the models

used in the EPOTRAN code. For electron impact on biological media, the processes of

ionization, excitation and elastic scattering are considered. In this thesis, the energy

range of interest for electrons extends from 7.4 eV to some MeV. More specifically, for the

simulations performed with TILDA-V the upper energy limit for ions is of 100 MeV u−1,

thus the secondary electrons will have a maximum kinetic energy of:

E(max)
sec = 4Einc

me

mion

= (4)(100)

(
1

1836

)
≈ 0.218 MeV = 218 keV , (II.70)

which is the maximum energy transfer from an ion to an electron in a classical binary

collision. On the other hand, for the simulations involving β−-emitting radionuclides

(see Chapter IV), the highest electron energy considered in our work is that of yttrium-

90 (E(max)

β− = 2.28 MeV). Although the models used in EPOTRAN might well remain

valid above this energy, the neglect of Bremsstrahlung precludes the application of the

code for very high-energy electrons. Indeed, the contribution of Bremsstrahlung to the

total electron energy loss in water increases from ∼8% at Einc = 10 MeV to ∼50% at

Einc = 100 MeV [198, 199].

II.4.1 The electronic excitation process

As for ions, the cross sections for electron-induced excitation of the water molecule were

obtained from a semiempirical model. In this model, the excitation cross section is given

by the following analytical expression [8]:

σn(Einc) =
q0K

W 2
n

(
Wn

Einc

)Ω
[

1−
(
Wn

Einc

)β]ν
, (II.71)

where Wn is the excitation energy for the excitation channel labeled n (in some

cases it is treated as an adjustable parameter); Ω, β, ν are fitting parameters;

q0 = 4πa2
0Ry2 = 6.514× 10−14 cm2 eV2; K = f

(n)
0 c

(n)
0 , where f

(n)
0 and c

(n)
0 are the op-

tical oscillator strength and a constant of normalization, respectively. All the parameters

can be found in Table 2 of Ref. [8]. Eq. II.71 was used to obtain the cross sections of

the following processes: electronic transitions towards Rydberg states or degenerate

states (Ã1B1, B̃1A1, diffuse band); dissociative processes leading to excited radicals

(H∗, O∗, and OH∗); and vibrational channels. On the other hand, the cross sections for

the dissociative attachment processes leading to the formation of negative ions were
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calculated with the following expression [8]:

σn(Einc) =
A exp(t)

U [1 + exp(t)]2
(II.72)

with

t =
Einc −Wn

U
, (II.73)

where A and U are fitting parameters reported in Table 3 of Ref. [8].

The electron-induced excitation cross sections for DNA components were also com-

puted with Eq. II.71. For thymine, the necessary parameters were obtained by performing

a least-square fit to the experimental data of Levesque et al. [200]. The parameters for

thymine are [1]: ν = 3.8, β = 2, Ω = 0.7236, K = 0.2985 and Wn = 4 eV. The excitation

cross sections for the other DNA components were obtained by scaling the parameter

K proportionally to the number of target electrons, namely: K = 0.3166, K = 0.2623,

K = 0.3528, and K = 0.4342 for adenine, cytosine, guanine, and the sugar-phosphate

group, respectively [1]. Figure II.18 shows the total excitation cross sections for electron

impact on water and DNA components.
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Figure II.18 Total excitation cross sections for electron impact on water and DNA compo-
nents computed with the semiempirical model of Olivero et al. [8].

The energy deposited as a result of the electron-induced excitation of adenine,

cytosine and thymine was obtained by averaging the experimental values provided by

Michaud et al. [201]; for guanine, it was derived from the theoretical values reported by

Fleig et al. [202] from quantum-mechanical coupled-cluster methods. Finally, due to the

absence of data for the sugar-phosphate group, the value of 7.56 eV reported by Bremner
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et al. [203] for the tetrahydrofuran molecule was used. It is worth mentioning that this

approximation is often made in simple models of the deoxyribose building block [204].

The average excitation energies for DNA components are shown in Table II.6.

DNA component Energy (eV)

Adenine 5.8
Cytosine 5.39
Guanine 5.38
Thymine 5.5
Sugar-phosphate 7.56

Table II.6 Mean excitation energies used in TILDA-V for the DNA components [1]. The
value reported for the sugar-phosphate group corresponds to the tetrahydrofu-
ran molecule.

II.4.2 The ionization process

Various theoretical and semiempirical models have been proposed to describe the ion-

ization of atoms and molecules by electron impact. EPOTRAN simulations are currently

based on ionization cross sections computed with two different approaches: the relativis-

tic binary-encounter-Bethe (RBEB) model and the distorted wave Born approximation

(DWBA).

II.4.2.1 The relativistic binary-encounter-Bethe model

The binary-encounter-Bethe (BEB) model is a simplified version of the binary-encounter-

dipole (BED) model introduced by Kim and Rudd [120]. The model results from

combining two theories: the Mott theory for the hard collision of two free electrons and

the Bethe theory for the dipole interaction (soft collision) between the incident and target

electrons at high incident electron energy [120, 205]. The BEB model only requires the

knowledge of three quantities in order to compute the ionization cross section for each

molecular orbital: the electron occupation number N , the ionization potential I and the

average kinetic energy of the target electron U . The model was extended to relativistic

incident electron energies by melding the Møller cross section with the relativistic form

of the Bethe cross section [7]. The relativistic version (RBEB) is needed for incident

electron energies T greater than 20 keV. The ionization cross section for an atomic or

molecular orbital is expressed in the RBEB model as [7]:

σRBEB =
4πa2

0α
4N

(β2
t + β2

u + β2
b )2b

′

{
1

2

[
ln

(
β2
t

1− β2
t

)
− β2

t − ln(2b′)

](
1− 1

t2

)
+1− 1

t
− ln t

t+ 1

1 + 2t′

(1 + t′/2)2
+

b′2

(1 + t′/2)2

t− 1

2

}
,

(II.74)
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where t = T/I, a0 is the Bohr radius, α is the fine-structure constant and the other terms

are defined as:

βt = vt/c , β2
t = 1− 1

(1 + t′)2
, t′ = T/mec

2 , (II.75)

βb = vb/c , β2
b = 1− 1

(1 + b′)2
, b′ = I/mec

2 , (II.76)

βu = vu/c , β2
u = 1− 1

(1 + u′)2
, u′ = U/mec

2 , (II.77)

with me the electron mass and c the speed of light; vt is the speed of an electron with

kinetic energy T ; vb is the speed of an electron with kinetic energy I; and vu is the speed

of an electron with kinetic energy U . Eq. II.74 provides the cross section for an atomic

or molecular orbital, thus the TICS for the target is the sum over all occupied orbitals.

For water, the values of I and U for each molecular orbital were taken from the work

of Rudd et al. [103]. Figure II.19 shows the ionization cross sections provided by this

model for the water molecule.
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Figure II.19 Total ionization cross sections for electron impact on water obtained with
the RBEB model. The inset shows the contribution of each molecular orbital
to the total cross section.

The RBEB model was also applied to compute the TICS of the DNA components.

In this case, the values of I and U for each DNA component were obtained with the

Gaussian 09 software [152] and are provided in Appendix B.
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II.4.2.2 The distorted wave Born approximation

In the DWBA framework, the incident and scattered (fast) electrons are described by

a plane wave function, whereas the ejected (slow) electron is described by a distorted

wave function [206]. The triple differential cross section (TDCS), i.e., differential in

the direction of the scattered electron, and in the direction and energy of the ejected

electron, are defined as:

σ(3)(Ωs,Ωe, Ee) ≡
d3σj

dΩsdΩedEe

=
keks

ki

|M |2 , (II.78)

where dΩs = sin θsdθsdφs and dΩe = sin θedθedφe denote the scattered and ejected solid

angles, respectively. Ee is the ejected electron energy. The momenta ki, ks and ke are

related to the incident, the scattered and the ejected electron, respectively. The transition

amplitude M is given by:

M =
1

2π
〈Ψf |V |Ψi〉 , (II.79)

where V represents the interaction between the incident electron and the target. For the

water target it is written as:

V = − 8

r0

− 1

|r0 −R1|
− 1

|r0 −R2|
+

10∑
i=1

1

|r0 − ri|
, (II.80)

with R1 = R2 = ROH = 1.814 a.u., while ri is the position of the ith bound electron

of the target with respect to the oxygen nucleus [6]. The initial state Ψi is written as

the product of two wave functions: a first one φ(ki, r0) describing the incident electron

by a plane wave and a second one ϕi(r1, r2, ..., r10) for the ten bound electrons of the

water molecule described by the Slater functions given by Moccia. The final state Ψf of

the collision system is written as the product of a plane wave function (describing the

scattered electron) by a continuum wave function defined by a distorted wave function

Fke(r) of ejected momentum ke with an asymptotic charge ze = 1 (used to describe the

ejected electron). The details of the calculations can be found in Ref. [206]. Numerical

integration of Eq. II.78 over the scattered solid angle provides the DDCS, which are

depicted in Figure II.20.
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Figure II.20 DDCS for ionization of the water molecule by electron impact computed in
the DWBA framework (solid lines). The DDCS are shown for two incident
energies, 500 eV (panel a) and 1 keV (panel b), and selected ejected energies
Ee. The dashed line represents the theoretical results obtained by Long et
al. [207] for Ee = 40 eV. The symbols represent experimental data taken
from various sources. Reprinted from Ref. [206], with the permission of AIP
Publishing.

The SDCS are determined by numerical integration of the DDCS. Figure II.21 shows

the SDCS obtained with the DWBA model.
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Figure II.21 SDCS for ionization of the water molecule by electron impact computed in
the DWBA framework (solid line). The SDCS are shown for several incident
electron energies in the range from 50 eV to 10 keV. The symbols represent
experimental data taken from various sources. Reprinted from Ref. [206],
with the permission of AIP Publishing.

Finally, the TICS are obtained by integration of the SDCS. Figure II.22 presents a

comparison of the TICS for water computed with the DWBA and the RBEB models.

79



Chapter II: Ion and electron impact on biological targets

101 102 103 104
0.0

0.5

1.0

1.5

2.0

2.5

3.0

TI
C

S 
(1

0-1
6 

cm
2 )

Incident energy (eV)

Figure II.22 TICS for electron impact on water. Comparison of the TICS obtained with
the DWBA (solid line) and the RBEB (dashed line) models. The experimental
data are taken from Bolorizadeh and Rudd [208] (solid circles), Lindsay
and Mangan [209] (open triangles), Djurić et al. [210] (open squares), and
Schutten et al. [211] (solid triangles). Adapted from Ref. [206].

It can be seen that for incident energies below ∼200 eV, most of the experimental

data displayed in Figure II.22, with the exception of the values reported by Bolorizadeh

and Rudd [208], fall between the predictions of the two models, with the RBEB and

the DWBA underestimating and overestimating the TICS, respectively. In addition, both

models seem to slightly overestimate the TICS for energies > 2 keV. In general, however,

the agreement with the experiments is rather satisfactory. It is worth mentioning that,

in addition to the DWBA framework, several other models have been proposed in the

literature to describe the final state of the collision system. Some of them are more

sophisticated than the DWBA (see Ref. [6]). Nevertheless, the DWBA model was

chosen for the cross section database in EPOTRAN because it reproduces quite well

the experimental multiple-differential and total cross sections without demanding an

unreasonable computational time.

Ionization cross sections for the DNA components were computed within the first Born

approximation framework by using a similar theoretical support as the one previously

described for water. The details can be found in Ref. [212]. Figure II.23 shows the TICS

for electron impact on DNA components.
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Figure II.23 TICS for electron impact on DNA components computed within the first Born
approximation framework. Reprinted from Ref. [212], with the permission
of AIP Publishing.

II.4.3 The elastic scattering process

The effect of elastic scattering on the trajectory of light charged particles, e.g., electrons,

is much more pronounced than for protons, α-particles or heavier ions. As a result,

electrons will follow very tortuous paths in their passage through matter. Furthermore,

elastic scattering becomes the most important interaction for electrons with energies

below ∼100 eV.

The elastic scattering cross sections for electron impact used in EPOTRAN were calcu-

lated within the partial wave formalism. Starting from the MO-SCF-LCAO description

of the water molecule proposed by Moccia [149] (see Section II.2.2), the associated

perturbation potential was approximated considering a spherically symmetric potential

V (r) composed of three terms: the static contribution Vst, the correlation-polarization

term Vcp and the exchange term Vex:

V (r) = Vst(r) + Vcp(r) + Vex(r) . (II.81)

For water vapor, the static potential Vst(r) was numerically calculated from each target

molecular wave function by using the spherical average approximation. The static

potential is expressed as:

Vst(r) =

Norb∑
j=1

[V j
st(r)]elec + [Vst(r)]ion , (II.82)

where [V j
st(r)]elec and [Vst(r)]ion refer to the electronic and ionic target contribution to the
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static potential, respectively. Following the notation introduced in Eqs. II.2 to II.5, the

electronic contribution of each molecular subshell is given by [9]:

[V j
st(r)]elec = 2

Nj∑
k=1, k′=1

ajkajk′δ(mjk −mjk′)δ(ljk − ljk′)

×
∫ ∞

0

R
ξjk
njkljk

(r′)
r
′2

r>
R
ξjk′

njk′ ljk′
(r)dr′ ,

(II.83)

and the ionic contribution is:

[Vst(r)]ion = −8

r
− 2

R>

, (II.84)

where r> = max(r, r′), R> = max(r, ROH), and ROH = 1.814 a.u. is the binding length

O-H of the water molecule in the gas-phase.

For slow projectiles, it is necessary to take into account the effects of polarization and

correlation. The former arises from the polarization of the charge cloud of the target by

the electric field of the projectile. The correlation effect appears when the projectile is an

electron and it penetrates the target volume, repelling the target electrons and forming a

“Coulomb hole” surrounding the projectile position [213]. The correlation-polarization

contribution is based on the recommendations of Salvat [213] and is given by:

Vcp(r) =

{
max{Vcorr(r), Vp(r)} for r < rcr

Vp(r) for r > rcr ,
(II.85)

where rcr is defined as the outer radius at which Vp(r) and Vcorr(r) cross. The polarization

potential Vp(r) is given by:

Vp(r) = − αd

2(r2 + r2
c)2

, (II.86)

where αd = 9.7949 a.u. is the static dipole polarizability of the water molecule [214] and

rc is the cutoff parameter proposed by Mittleman and Watson [215]:

rc =

[
1

2
αdz

−1/3b2
pol

]1/4

, (II.87)

with z = 10 and bpol an adjustable parameter given by:

bpol =
√

max{(Einc − 0.5)/0.01; 1} . (II.88)

The correlation potential is written as [216]:

V −corr(rs) = 0.0311 ln rs − 0.0584 + 0.006rs ln rs

−0.015rs for rs ≤ 0.7 ,

V −corr(rs) = −0.07356 + 0.02224 ln rs for 0.7 ≤ rs ≤ 10 ,

V −corr(rs) = −0.584r−1
s + 1.988r

−3/2
s − 2.450r−2

s

−0.733r
−5/2
s for rs ≥ 10 ,

(II.89)

where rs =
[

3
4πρ(r)

]1/3

with ρ(r) the molecular charge density.

Finally, the exchange effect takes into account the possibility that the incident and

target electrons exchange their place. The exchange potential was treated via the
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phenomenological potential Vex(r) proposed by Riley and Truhlar [217]:

Vex(r) =
1

2

{
Einc − (Vst(r) + Vcp(r))

−
[
(Einc − (Vst(r) + Vcp(r)))2 + 4πρ(r)

]1/2
}
. (II.90)

The correlation-polarization and exchange effects are perceptible only for small

scattering angles and low incident energies [9].

The SDCS and TCS for the elastic scattering of electrons in water are shown in Figures

II.24 and II.25, respectively.
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Figure II.24 SDCS for the elastic scattering of electrons in water vapor (adapted from Ref.
[9], with permission from Elsevier). Values are shown for selected incident
energies (solid lines). The symbols are experimental measurements taken
from various sources (see Ref. [9] for the details). Multiplicative factors
(shown in parentheses) are introduced for more clarity.
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Figure II.25 TCS for the elastic scattering of electrons in water vapor (adapted from Ref.
[9], with permission from Elsevier). The solid lines represent the theoretical
results. The symbols are experimental measurements taken from various
sources (see Ref. [9] for the details).

The elastic scattering cross sections for electron impact on the DNA components were

recently calculated by Mokrani et al. [218]. They will soon be included in EPOTRAN

and TILDA-V. Meanwhile, the elastic scattering cross sections for DNA components used

in these codes are obtained by simply rescaling the corresponding water cross sections

according to the number of electrons of each DNA component, in the same way as is

done for the electron loss cross sections (see Eq. II.51).

II.4.4 Summary of total cross sections for electron impact

The TCS for the physical processes aforementioned and currently included in EPOTRAN

are depicted in Figure II.26 for incident electron energies ranging from 10 eV to 10 keV.

The TCS for both biological media are plotted in the same graph for comparison. The

TCS for DNA correspond to a hydrated DNA unit as described in Section II.2.3.
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Figure II.26 TCS for electrons in water (blue) and hydrated DNA (red): ionization, as
obtained with the DWBA [206, 212] (solid lines) and the RBEB (dashed
lines) models; excitation (dash-dotted lines); and elastic scattering (dotted
lines).

Conclusions

We have discussed in this chapter the physical processes that must be considered in MCTS

codes for modeling the transport of ions and electrons in biological media. The specific

models implemented in TILDA-V have been described in detail. Moreover, we have shown

that the set of cross sections used in our code has been validated by comparison with

the available experimental data on water vapor. For DNA components, however, the

experimental data is still scarce to draw conclusions about the accuracy of the cross

sections computed within the quantum-mechanical framework. Furthermore, we have

given an overview of the alternative theoretical and semiempirical approaches that can

be applied to calculate the interaction cross sections, some of which have been used in

other MCTS codes.
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III.1 Introduction

In the previous chapters we presented the main features of the TILDA-V MCTS code and

the physical models on which it relies to describe the various possible interactions of

ions and electrons with biological targets. The validation of a MC code for radiation

transport is usually done by computing, within a simulation, several key macroscopic

quantities characterizing the radiation tracks of the incident particles in the medium of

interest. Some track parameters useful to verify the reliability of the simulations include,

for instance, the stopping power, the range and the radial dose distribution around the

ion’s path.
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In this chapter, we describe the physical quantities used to evaluate the reliability

of our MCTS simulations for the transport of protons and electrons in water and DNA.

We then report the results of the simulations performed with TILDA-V and EPOTRAN

in a semi-infinite medium and compare the predictions of both codes with available

experimental data and other theoretical results. The differences between the results

obtained for water and DNA are analyzed with the purpose of understanding the possible

implications of choosing a simpler description of the biological medium over one more

realistic. In addition, and in order to make the connection with the radiation dosimetry

applications discussed in the following chapters, we present the results for a study in

which we simulated the irradiation by protons of a single cell.

We have reported most of the results presented in this chapter in two recent publica-

tions [74, 143].

III.2 Track parameters

We define in this section the track parameters that were chosen to test the reliability

of our track structure simulations. We explain as well the method to compute these

quantities in the simulations, as compared to an analytical calculation.

III.2.1 Inelastic mean free path

The concept of mean free path (MFP) was introduced in Chapter I when we discussed

the random sampling of physical quantities in a MC code. The MFP is defined as the

average distance traveled by a particle between successive collisions. According to Eqs.

I.11 and I.12, the MFP can be expressed as:

λ(Einc) =
Amol

ρNAσT (Einc)
, (III.1)

where Amol and ρ are the molar mass and the density of the material, respectively; NA

is the Avogadro constant; σT is the TCS for the projectile, equal to the sum of the cross

sections for all considered physical processes at a given incident energy Einc. On the

other hand, if the elastic collisions are neglected in σT , one obtains the inelastic mean

free path (IMFP), which is a parameter more frequently found in the literature. Moreover,

when charge-transfer processes become relevant for the incident ion, σT represents the

TCS taking into account the relative contribution of each charge state. Therefore, for

protons σT is computed as:

σT = fH+(σT )H+ + fH0(σT )H0 , (III.2)
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where (σT )H+ and (σT )H0 are the TCS for protons and neutral hydrogen atoms, respec-

tively, and fH+, fH0 are the equilibrium charge fractions defined as follows [219]:

fH+ =
σL

σL + σC

, (III.3)

and

fH0 =
σC

σL + σC

, (III.4)

where σL and σC denote the TCS for electron loss and electron capture, respectively.

Figure III.1 shows the equilibrium charge fractions for hydrogen ions obtained using the

cross sections calculated with the prior version of the CDW-EIS model.
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Figure III.1 Equilibrium charge fractions for hydrogen ions in water vapor as a function
of the impact energy [143]. Theoretical prediction using the prior version of
the CDW-EIS model: H+ (solid blue line); H0 (solid red line). Experimental
data are taken from Barnett et al. [220] (circles).

In addition, let us remind that for a hydrated DNA unit (as defined in Chapter II) the

TCS for a given charge state at a given incident energy is computed as:

σDNA = C1(σA + σT) + C2(σC + σG) + C3(σS−P) + C4(σH2O) , (III.5)

where σA, σT, σC, σG, σS−P, σH2O are the TCS for adenine, thymine, cytosine, guanine,

the sugar-phosphate backbone and water, respectively. The coefficients used in Eq. III.5

correspond to the proportions mentioned in Section II.2.3, i.e., C1 = 0.58, C2 = 0.42,

C3 = 2 and C4 = 18.
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III.2.2 Stopping power

The stopping power is defined as the average energy loss per unit path length experienced

by charged particles when traversing a material [10]. The total stopping power consists

of three contributions: the electronic (or collision) stopping power, resulting from the

inelastic collisions of the projectile with the electrons of the target; the nuclear stopping

power, arising from collisions between the projectile and the target nucleus; and the

radiative stopping power, due to Bremsstrahlung. However, for the charged particles and

kinetic energies considered in this work only the electronic stopping power is relevant.

For protons, the electronic stopping power at a given incident energy Einc can be written

as [1]:

SP (Einc) = N0

[
fH+(Einc)

3∑
j=1

Ējσj(Einc) + fH0(Einc)
3∑

k=1

Ēkσk(Einc)

]
, (III.6)

where N0 is the number of atoms or molecules in the medium per unit volume defined

in Eq. I.12; the indices j and k represent the various inelastic interactions of protons

(ionization, excitation, electron capture) and neutral hydrogen atoms (ionization, ex-

citation, electron loss), respectively; σj and σk denote the cross sections associated to

the processes j and k; Ēj and Ēk are the mean energy transfers for each interaction

type. The quantity defined in Eq. III.6 is sometimes called linear electronic stopping

power to distinguish it from the mass electronic stopping power, which results from

dividing the former by density of the absorbing medium. The linear electronic stopping

power is commonly expressed in keV µm−1, while the mass electronic stopping power is

usually reported in MeV cm2 g−1. For the sake of brevity, we will omit in the following the

adjectives “linear”, “mass” and “electronic” when discussing the stopping power, unless

the distinction becomes necessary.

From the point of view of the simulations, in many MC codes the stopping power is

provided as input data, e.g., through files containing pre-tabulated values for a specific

projectile and a set of incident energies. This is not the case in TILDA-V and EPOTRAN,

in which the stopping power is an outcome computed independently from other track

parameters. The stopping power is obtained by simulating a number of projectiles

considered large enough to reduce the statistical fluctuations to an acceptable level

(usually 106 projectiles). The same criterion is applied to the calculation of other track

parameters. For projectiles for which the charge state may change during transport, such

as protons, a simulation is performed for each charge state. The simulations are run in

stationary mode for each projectile energy (we consider by default 37 incident energies

on a logarithmic grid covering the whole energy range of interest). Let us remind that

in stationary mode, each projectile is followed until it experiences an interaction with

the medium. A sum over the energy loss and the distance traveled by each projectile is
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carried out and the stopping power is then computed as:

SP (Einc) =
Etot

L
, (III.7)

where Etot is the total energy lost by the projectiles and L is the track length. Taking

into account the relative contributions of protons and neutral hydrogen atoms, the total

stopping power is written as:

SP (Einc) = fH+(SP )H+ + fH0(SP )H0 , (III.8)

where (SP )H+ and (SP )H0 denote the stopping power for the charge states H+ and H0,

respectively.

III.2.3 Range

The range is the average path length a charged particle travels before losing all its energy

and coming to rest in a material. In general, the range includes the deviations of the

projectile from its initial direction of motion, resulting from multiple elastic collisions.

Therefore, the range is always greater than the projected range or average penetration

depth, which is measured along the original direction of the projectile. Energetic ions can

be assumed to follow straight-line trajectories. For protons and α-particles in water, the

range and the projected range are almost identical for projectiles with kinetic energies

above ∼1 MeV u−1 [10]. On the other hand, electrons follow very tortuous paths. In this

case it is sometimes useful to compute the penetration range, defined as the length of

the vector |Rf −Ri| from the point of departure (Ri) to the final position (Rf) of the

electron after thermalization [11].

If the stopping power is known, the range can be calculated within the continuous

slowing down approximation (CSDA). In this approach, energy-loss fluctuations are

neglected and charged particles are assumed to lose their energy continuously along

their tracks at a rate given by the stopping power. The CSDA range provides a very close

approximation to the average path length traveled by a charged particle before coming

to rest. The CSDA range is obtained by integrating the reciprocal of the stopping power

with respect to energy [10].

To compute the proton range in TILDA-V, the simulations are carried out considering

a semi-infinite medium and the particles are transported in slowing-down mode, i.e.,

each primary particle is followed until its energy falls below the fixed cutoff of 10 keV.

The range is then obtained by adding the distances traveled by all the primary particles

and dividing by the number of simulated projectiles.

The electron range is obtained in EPOTRAN in a similar fashion to the proton range

calculation in TILDA-V. In addition, to compute the electron penetration range, the

coordinates of the final position of each electron are recorded during the simulation.
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The distance from the origin to the final position is then determined for each electron.

The average penetration range is obtained by adding all these distances and dividing the

result by the number of simulated electrons.

III.2.4 Radial dose distribution

The radial dose profile is another track parameter useful to check the validity of a MCTS

code. This parameter provides information about the energy deposited by the secondary

electrons around the track of the primary ion. To compute the radial dose distribution

in TILDA-V, we simulate 106 protons in stationary mode, but activating the full slowing-

down mode for the secondary electrons. The energy deposited by each secondary electron

is scored in cylindrical shells having a thickness of 0.1 nm and centered about the path of

the primary ion. The height of the cylindrical shells is obtained by averaging the length

of the proton tracks. By knowing the volume of these cylindrical shells, the absorbed

dose as a function of the radial distance to the primary ion track can be computed.

As in all our simulations, the low-energy cutoff for electron transport is fixed to 7.4 eV,

namely, the excitation threshold of the water molecule. Only electrons with energies

above this cutoff are considered and therefore transported in the simulations. The energy

of the sub-cutoff electrons is assumed to be locally deposited at the point where they

were created (along the primary ion track) or at the point in which their last interaction

(i.e., the one reducing their energy below 7.4 eV) took place. Finally, let us note that

the choice of the electron cutoff may affect the radial dose profile obtained from the

simulations, particularly for small radii.

III.3 Results for proton transport

In Section II.3.7 we presented the TCS for the impact of hydrogen ions on water and

hydrated DNA. In terms of TCS, substantial differences between both media were

observed (see Figure II.17). However, it should be reminded that the hydrated DNA unit

considered in our simulations includes the contribution of 18 water molecules. Therefore,

it is expected to find TCS values for hydrated DNA much greater than those for water. A

more meaningful comparison between both biological media can be achieved by plotting

instead the IMFP. Moreover, to demonstrate that the differences between a water and a

DNA description of the target cannot simply be explained in terms of the density of the

medium, we have calculated the IMFP in water with a density rescaled to 1.29 g cm−3

(the density of hydrated DNA), instead of 1.0 g cm−3. The results are depicted in Figure

III.2.
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Figure III.2 IMFP for protons in water (blue), water with a density rescaled to 1.29 g cm−3

(green) and hydrated DNA (red) as a function of the incident proton energy.
Dashed lines: total IMFP; solid lines: IMFP when only the ionization and
excitation processes are included.

It can be seen that the IMFP values obtained for water are on average about 13%

greater that the ones for DNA in most of the energy range considered here (namely,

10 keV – 100 MeV). About the same relative difference is observed in the results for

hydrated DNA and density-rescaled water, the latter having smaller IMFP values than

hydrated DNA for energies above some tens of keV. The discrepancies between the

media increase slightly as the projectile energy decreases. At incident energies higher

than ∼100 keV, the curves of the three media become parallel to one another. Indeed,

the curves for hydrated DNA and density-rescaled water do not overlap except in a

very limited region at low energies. Clearly, a density scaling procedure is not able

to reproduce the results obtained for a description of the biological medium based on

hydrated DNA. We have seen in Chapter II that the process of electron capture only

becomes relevant for protons with energies below some hundreds of keV. This fact

is illustrated once more in Figure III.2, where we have plotted as well the effect of

considering only the ionization and excitation cross sections in the calculation of the

IMFP (solid lines).

In Figure III.3, we present a comparison of our IMFP results with other calculations

found in the literature. For the sake of clarity, we have separated in two panels the

results for water and DNA. Furthermore, let us note that all the results reported in Figure

III.3 were computed taking into account only the ionization and excitation processes.

93



Chapter III: Charged particle transport simulations

101 102 103 104
10-1

100

101

102

101 102 103 104
10-1

100

101

102

 This work
 Tan et al.
 Emfietzoglou et al.
 Dingfelder et al.
 Uehara et al.
 de Vera et al.

In
el

as
tic

 m
ea

n 
fre

e 
pa

th
 (n

m
)

Incident proton energy (keV)

a) b) This work, hydrated DNA
 This work, dry DNA
 Tan et al.
 de Vera et al.

In
el

as
tic

 m
ea

n 
fre

e 
pa

th
 (n

m
)

Incident proton energy (keV)

Figure III.3 IMFP for protons in water (panel a) and DNA (panel b), as obtained in
this work, when only ionization and excitation by protons are taken into
account [143]. Our results are compared with the calculations performed
by Dingfelder et al. [114], Uehara et al. [129], Emfietzoglou et al. [221],
Tan et al. [182] and de Vera et al. [183]. The dashed line in panel b shows
the predictions of TILDA-V when considering dry DNA with the composition
described in the work of Tan et al. [182].

In the case of water (panel a), all the calculations seem to converge to the same IMFP

values at high incident energies (& 1 MeV), except for the results reported by de Vera

et al. [183] (triangles), which remain about 25% greater. Furthermore, in the energy

range going from 300 keV to 1 MeV, the difference between our results and those of Refs.

[114, 129, 182, 221] is within 10%. The best agreement at low energies is found with

the calculations of Uehara and co-workers [129] (diamonds). This is understandable

because they considered water vapor targets as well, and it is well-known that phase

effects become important as the projectile energy decreases. All the other data sets

reported in Figure III.3a are for liquid water. In addition, significant deviations arise

between the various calculations for Einc . 300 keV. This behavior is somewhat expected,

since all the models have limitations in the low-energy region. The condensed-phase

approaches implemented in Refs. [182, 183, 221] are valid above some hundreds of

keV, while the predictions of the CDW-EIS model are considered reliable above ∼40 keV.
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Figure III.3b depicts the IMFP for protons in DNA. The solid line represents our results

for hydrated DNA. Data from Tan et al. [182] (stars) and de Vera et al. [183] (triangles),

who worked with dry DNA, are shown for comparison. Overall, a very similar behavior

to the one reported in Figure III.3a is observed for DNA. An excellent agreement is

found between our predictions and the calculations of Tan and co-workers [182] for

high incident energies, i.e., for Einc > 1 MeV, with differences below 4%; the deviations

with respect to the values obtained by de Vera et al. [183] in that same energy range

are greater (∼19%), but they are smaller than the differences observed in panel a for

water (∼25%). These discrepancies grow for decreasing values of the incident energy,

reaching about 25% and 40% at 100 keV with respect to the work of Tan et al. [182]

and de Vera et al. [183], respectively. Once more, let us note that the predictions for

energies below some hundreds of keV, and for Einc . 40 keV in the case of the CDW-EIS

model, are questionable. Furthermore, to see if a better agreement could be reached by

considering dry DNA instead of hydrated DNA, we adopted the same DNA composition

as Tan et al. [21, 182]. To do so, we subtracted the contribution of the water molecules

to the DNA TCS and used in our calculations a density of 1.35 g cm−3 and a molar mass

of 662 g mol−1, as reported by Tan et al. [21]. The results are represented by the dashed

line in Figure III.3b. A better agreement is indeed achieved, but only in the interval

200 keV < Einc < 1 MeV. Thus, the remaining discrepancies between the dashed line

and the data of Tan et al. [182] should be ascribed to the inherent differences in the

models employed to compute the TCS, and not to the DNA description.

The stopping power for protons in water and DNA obtained from TILDA-V simula-

tions is shown in Figure III.4. Our results for water are compared with the available

experimental data for both phases (water vapor and liquid water).

95



Chapter III: Charged particle transport simulations

101 102 103 104 105
0

20

40

60

80

100

120

101 102 103 104 105
0

200

400

600

800

1000

M
as

s 
st

op
pi

ng
 p

ow
er

 (M
eV

 c
m

2  
g-1

)

Incident proton energy (keV)

El
ec

tro
ni

c 
st

op
pi

ng
 p

ow
er

 (k
eV

 m
m

-1
)

Incident proton energy (keV)

Figure III.4 Electronic stopping power for protons in water (blue line) and hydrated DNA
(solid red line) [143]. Experimental data for water vapor are shown in open
blue symbols and are taken from: Reynolds et al. [222] (squares), Phillips
[223] (triangles), Mitterschiffthaler and Bauer [224] (circles) and Baek et al.
[225] (diamonds). Measurements for liquid water are shown in solid blue
symbols and are taken from: Shimizu et al. [226] (circles) and Siiskonen
et al. [227] (triangles). For DNA, the calculations performed by Abril et
al. [20] (inverted red triangles) and Tan et al. [21] (red stars) are shown
for comparison. The inset depicts the mass electronic stopping power for
protons in water (blue line) and hydrated DNA (solid red line). The dashed
and dotted red lines indicate the H+ and H0 contributions to the stopping
power for protons in hydrated DNA. The symbols correspond once again to
the calculations of Abril et al. [20] (inverted red triangles) and Tan et al.
[21] (red stars).

In general, a good agreement can be observed between our predictions for water

and the experimental data, especially for energies above 30 keV. More specifically, for

Einc > 30 keV our predictions fall most of the time within the estimated errors in the

reported measurements for water vapor, with deviations of less than 10%. For lower

energies, however, our values underestimate the experimental results, a behavior that

can be attributed to the CDW-EIS model used in our code. Furthermore, when comparing

our predictions with the available experimental data on liquid water, we found that

our results are greater than the ones reported by Shimizu et al. [226] (full circles) by

about 5–13%. On the other hand, our values are actually smaller than those obtained by

Siiskonen et al. (full triangles) [227], but it should be noted that the relative differences

are only slightly above the total uncertainty reported by the authors (4.6%).
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In the case of DNA, because of the lack of experimental data, we have included in

Figure III.4 the few theoretical data found in the literature, namely the calculations made

by Abril et al. [20] and Tan et al. [21]. Both research groups considered dry DNA with a

density of 1.35 g cm−3 and performed their calculations within the dielectric formalism,

but using different extension schemes. Clearly, there are important differences between

our results and their predictions for incident energies below 200 keV.

The inset in Figure III.4 shows the mass electronic stopping power for protons in

water (blue line) and hydrated DNA (solid red line). For the latter, we have plotted the H+

and H0 contributions to the stopping power (dashed and dotted red lines, respectively).

It can be observed that the neutral hydrogen contribution dominates at low incident

energies (Einc < 30 keV); on the contrary, for Einc > 300 keV, only the contribution of H+

remains relevant. We have included on that graph as well the calculations by Abril et al.
[20] and Tan et al. [21]. From this graph it is clear that a better agreement is reached

between our DNA results and theirs when only the H+ contribution to the stopping power

is taken into account (i.e., frozen-charge approximation). The agreement with both

authors is within ∼3% at 100 keV, while once more the deviations become noticeable at

lower incident energies as the models go beyond their limit of validity. Nevertheless, it

should be stressed that ignoring the charge-exchange processes, i.e. the H0 contribution,

is expected to underestimate the stopping power in the low-energy regime.

Additionally, let us mention that according to our calculations, the maximum stopping

power for water (97.5 keV µm−1) and hydrated DNA (110 keV µm−1) is located at the

same incident proton energy, namely 70 keV, with a difference of about 13% between

both media.

We have mentioned in several occasions that TILDA-V simulations are based on cross

sections computed in water vapor; correspondingly, the stopping power results presented

here were obtained by using the ionization potentials for water vapor. In condensed

media, such as liquid water, it is known that the stopping power values are smaller than

in the gas-phase as a result of the polarization of the medium by the charged projectile.

We have observed that if the ionization potentials for liquid water (as provided by

Dingfelder et al. [114]) were used instead to calculate the stopping power, while keeping

the same cross sections computed for water vapor, the results would be smaller than

the ones shown in Figure III.4 (blue line) by about 8% at 10 keV, 4% at 100 keV, and

2–3% for energies up to 100 MeV. This comparison is depicted in Figure III.5 (solid

and dashed lines). The latter, although a very simple test, shows that for liquid water

smaller stopping power values would be obtained, as expected from the polarization

effect. According to the PSTAR database [141], the difference between the stopping

power values for protons in water vapor compared to those in liquid water are of 13.8%

at 10 keV, 12.6% at 100 keV, 1.4% at 1 MeV, 0.8% at 10 MeV and 0.6% at 100 MeV,
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rising again in the GeV region. For comparison, we have plotted as well in Figure III.5

the stopping power values for protons in liquid water taken from the PSTAR database

[141] and from GEANT4-DNA simulations [122]. Clearly, the results of the test that we

have performed by changing the ionization potentials in the simulations is in qualitative

but not quantitative agreement with the predictions for liquid water.
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Figure III.5 Comparison of the electronic stopping power for protons in water vapor
and liquid water. The dashed line was obtained by using in TILDA-V the
ionization potentials for liquid water instead of those for water vapor. The
dash-dotted and dotted lines represent the values for liquid water taken from
the PSTAR database [141] and from GEANT4-DNA simulations [122].

Figure III.6 presents a comparison of the mass electronic stopping powers for protons

in water vapor computed with TILDA-V and other calculations found in the literature for

incident energies from 10 keV to 1 MeV.
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Figure III.6 Mass electronic stopping power for protons in water vapor. The values
predicted with TILDA-V are compared to calculations from: Uehara et al.
[22], SRIM-2006 [228], Xu et al. [229], Olivera et al. [230], the ICRU
Report 49 [10] and Janni [23].

The best agreement of our results is found with SRIM-2006 [228], the ICRU Report

49 [10] and Janni’s tabulation [23] with differences of less than 7% in the energy range

10 keV < Einc < 1 MeV. However, the position of the maximum is slightly shifted to

the right in the case of SRIM-2006 [228] and the ICRU Report 49 [10] results, which

reported a maximum stopping power value of ∼916 MeV cm2 g−1 and ∼930 MeV cm2 g−1,

respectively, at 80 keV. On the other hand, the calculations of Uehara et al. [22] show

large discrepancies over the whole energy range. This probably stems from the fact that

Uehara and co-workers [22] computed the energy transfer during the ionization process

based on average binding and emission energies. Furthermore, the calculations of Xu et
al. [229] performed within a modified local-plasma model are in good agreement with

all the results for Einc > 100 keV, although they predicted the stopping power maximum

at lower energies. Finally, we found discrepancies of less than ∼18% between our results

and those of Olivera et al. [230] for incident energies lower than 100 keV.

Figure III.7 shows the range for protons in water and hydrated DNA computed with

TILDA-V.

99



Chapter III: Charged particle transport simulations

101 102 103 104 105
101

102

103

104

105

106

107

108

101 102 103 104 105
1.00

1.05

1.10

1.15

R
w

at
er

/R
D

N
A

Incident proton energy (keV)

R
an

ge
 (n

m
)

Incident proton energy (keV)

Figure III.7 Range for protons in water (blue line) and hydrated DNA (red line) as
provided by TILDA-V [143]. Theoretical data for water are taken from: the
ICRU Report 49 [10] (crosses), Uehara et al. [22] (right-pointing triangles),
Janni [23] (pentagons) and Francis et al. [24] (solid squares). The inset
shows the ratio Rwater/RDNA, where Rwater (RDNA) refers to the proton range
in water (hydrated DNA).

It should be noted that because of the low-energy cutoff for protons, the range

values computed with TILDA-V must be corrected to compensate the path length that

a primary particle of 10 keV would traverse until it is fully stopped in the medium. For

this reason, the results presented in Figure III.7 (solid lines) have been obtained by

adding to the output of TILDA-V the CSDA range for protons of 10 keV in water vapor

recommended in the ICRU Report 49 [10], which is ≈ 322 nm. This has been done for

both water and hydrated DNA, since for the latter there is no equivalent data. The effect

of this correction becomes negligible above 1 MeV, because it represents a deviation of

less than 1% in the range values. Our results have been compared with calculations

and theoretical data for water taken from the ICRU Report 49 [10] (crosses), Uehara

et al. [22] (right-pointing triangles), Janni [23] (pentagons) and Francis et al. [24]

(solid squares). The divergences between our predictions and the other models become

noticeable in the low-energy regime, i.e., when Einc < 100 keV. The greatest discrepancy

is of about 30% for Einc = 10 keV and is found with respect to the values reported by

Francis et al. [24], who used the GEANT4-DNA Monte Carlo code, which considers liquid

water. The inset in Figure III.7 shows the ratio of the proton range in water to the one in

hydrated DNA as a function of the incident energy. It can be observed that the range
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for protons in hydrated DNA is always shorter than in water. There is a 10% difference

between the range values obtained in both media, which remains more or less constant

for incident energies above 100 keV. For lower incident energies, the ratio gradually

decreases to about 6%.

The radial dose profile for protons in water is depicted in Figure III.8 for incident

energies of 200 keV, 1 MeV, 3 MeV, 10 MeV and 100 MeV and radial distances up to 1 µm.

10-1 100 101 102 103
10-3

10-1

101

103

105

107

109

1011

1013

1015

(x105)

(x101)

Monte Carlo:
 200 keV, TILDA-V
 200 keV, KURBUC
 1 MeV, TILDA-V
 1 MeV, GEANT4-DNA
 1 MeV, Wiklund et al.
 1 MeV, LIonTrack
 1 MeV, MC4
 3 MeV, TILDA-V
 10 MeV, TILDA-V
 10 MeV, GEANT4-DNA
 100 MeV, TILDA-V
 100 MeV, GEANT4-DNA
 100 MeV, OREC

Experimental data:
 1 MeV, Wingate and Baum
 3 MeV, Wingate and BaumD

os
e 

(G
y)

Radial distance (nm)

(x102)

Figure III.8 Radial dose distribution for protons in water. The experimental data for
protons of 1 MeV and 3 MeV in tissue-equivalent gas are taken from Wingate
and Baum [25]. We report as well the calculations made with other MCTS
codes: KURBUC [30], GEANT4-DNA [26], PENELOPE [29], LIonTrack [31],
MC4 [28] and OREC [27]. Multiplicative factors are introduced for more
clarity.

The agreement between our results and other MC calculations found in the literature

is in general quite good, especially at high incident energies (10 MeV and 100 MeV), for

which our predictions overlap almost perfectly with those obtained from simulations with

GEANT4-DNA [26] and OREC [27]. For protons of 1 MeV the same agreement is seen

with the results obtained with GEANT4-DNA [26], with only small deviations arising

at radial distances & 20 nm. Our results for 1 MeV are also consistent with the ones

computed by Emfietzoglou et al. [28] using the MC4 code, except for very small radii

(. 1 nm). Similarly, at small radii, our results for 1 MeV slightly overestimate the ones

of Wiklund et al. [29], who employed the secondary electron production cross sections

from the CDW-EIS model, but carried out the electron transport with the PENELOPE

code. On the other hand, the disagreement with the radial dose distribution reported
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by Bäckström et al. [31] and obtained with the LIonTrack code, is more noticeable.

The work of Bäckström et al. [31] is also based on the CDW-EIS model. Moreover,

as in the study of Wiklund et al. [29], the electron tracking was performed with the

PENELOPE code. However, while Wiklund et al. [29] used the default models in

PENELOPE, Bäckström et al. [31] utilized the cross sections given by Dingfelder et al.
[111, 113]. As shown by Bäckström et al. [31], this choice has profound effects on the

frequency distribution of low-energy electrons, which in turn influences the behavior of

the radial dose profile. In essence, the default models in PENELOPE may underestimate

the frequency of low-energy electrons [31]. The overall effect, observed in Figure III.8,

is that the absorbed dose computed by Wiklund et al. [29] is higher within the first 2 nm,

but decreases faster than the radial dose obtained with LIonTrack [31]. Despite this

plausible explanation, it is clear that the results of Wiklund et al. [29] seem in better

agreement with the measurements of Wingate and Baum [25] and with the rest of MC

calculations presented in Figure III.8. This disagreement with the results of LIonTrack

was recently pointed out by Quinto et al. [231] as well. For lower incident energies,

we have compared our radial dose profile for protons of 200 keV with the results of

Nikjoo et al. [30], who used the KURBUC code. Slight discrepancies are observed, but

the agreement is rather satisfactory. Finally, it can be observed that our results are in

excellent agreement with the experimental measurements reported by Wingate and

Baum [25] for protons of 1 MeV and 3 MeV in tissue-equivalent gas.

III.4 Results for electron transport

Figure III.9 presents our results for the IMFP of electrons in water (panel a) and hydrated

DNA (panel b), along with calculations taken from various sources for the sake of com-

parison. It is worth mentioning that the vast majority of the electron IMFP calculations

carried out in recent years have been for liquid water [21, 36, 232–235]. Among the

different data sets shown in Figure III.9a, only the calculations of Bigildeev and Michalik

[236] and Uehara et al. [237] were performed in water vapor, as it is the case in the

present study. Besides, except for Blanco et al. [233], who worked with an independent

atom model with a screening corrected additivity rule procedure (IAM-SCAR), all the

calculations for liquid water shown in Figure III.9a were carried out within the dielectric

formalism. Several dielectric models have been used to compute the IMFP for low-energy

electrons. A review of the “standard” dielectric models used in this context has been

recently published by Emfietzoglou et al. [234]. We have plotted as well in Figure III.9a

the experimental data reported by Michaud et al. [238] on amorphous ice and the ones

from Thürmer et al. [239] on liquid water.
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Figure III.9 IMFP for electrons in water (panel a) and hydrated DNA (panel b). Our
results are depicted in solid lines. The calculations shown for comparison
have been taken from various sources (see the text for the details). For water,
we have plotted the experimental data of Michaud et al. [238] on amorphous
ice and the ones from Thürmer et al. [239] on liquid water.
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Only the calculations reported by Emfietzoglou et al. [234] seem to be in close

agreement with the experimental data of Michaud et al. [238], and this for incident

energies between 50 eV and 100 eV. In contrast, for the same energy range our results

are closer to the values found by Thürmer et al. [239], with discrepancies < 12%.

Moreover, agreement within 15% and 10% is seen with the calculations reported by Tan

et al. [21] and Blanco et al. [233], respectively, but only for 100 eV . Einc . 1 keV. A

good agreement around the IMFP minimum and even at lower energies is observed too

with the work of Garcia-Molina et al. [36]. We have also compared our IMFP results for

electrons in water with some recent predictions from GEANT4-DNA simulations [122]. It

can be observed from Figure III.9a that the best agreement with the results obtained in

this work is found with the predictions of GEANT4-DNA “option 6” (see Section I.3.2.3)

for incident energies above 100 eV.

It is clear from figure III.9a that the various theoretical predictions cover a large area

at low incident electron energies and that no definite behavior of the IMFP for electrons

in water can be established for Einc < 100 eV. In fact, the mentioned agreement with

the results of Garcia-Molina et al. [36] for Einc < 100 eV is rather fortuitous, since that

region is below the limit of validity of the models. Besides, the paucity of experimental

data as well as the evident discrepancies among the available data sets prevents us from

drawing definitive conclusions about which theoretical approach is the most accurate in

this context. Furthermore, the agreement found between our results and the simulations

performed with GEANT4-DNA “option 6” at high incident energies was expected, since

ionization is the most important interaction in that energy region and the simulations

were performed with the same ionization model (BEB).

Regarding the IMFP for electrons in DNA, there are only theoretical calculations

reported in the literature [21, 36, 154, 240–242]. Figure III.9b depicts the IMFP for

electrons in DNA. In this case, the best agreement of our IMFP values is found with the

calculations of Garcia-Molina et al. [36], with deviations of less than 15% for incident

energies Einc & 100 eV. The calculations of Emfietzoglou et al. [242] show a discrepancy

with the rest of the data sets that increases with the incident energy. According to our

results, the IMFP for electrons is on average 12% greater in water than in hydrated DNA.

Figure III.10 presents the mass electronic stopping power for electrons in water versus

hydrated DNA.
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Figure III.10 Mass electronic stopping power for electrons in water (blue) versus hy-
drated DNA (red), as provided by EPOTRAN (solid lines). The symbols
represent stopping power values taken from various sources (see the text
for the details).

The results display a similar behavior for both media, with a maximum stopping power

of 232 MeV cm2 g−1 at 160 eV and 223 MeV cm2 g−1 at 130 eV for water and hydrated

DNA, respectively. The maximum difference found in this work between the mass

stopping power values computed for water and hydrated DNA in the energy range shown

in Figure III.10 is of about 13%. Furthermore, it can be observed that our mass stopping

power values for water are consistent with the data provided in the International Atomic

Energy Agency (IAEA) TECDOC 799 [34] for incident energies Einc > 300 eV. Similarly,

an agreement within 5% is found with the values of the ICRU Report 16 [35], as well

as with the calculations performed by Garcia-Molina et al. [36] and Tan et al. [21]

for Einc > 500 eV. At lower energies, however, important discrepancies are observed,

especially with respect to the maximum value of the stopping power, since there is a

difference of about 12% and 19% between our values and the predictions of Garcia-

Molina et al. [36] and Tan et al. [21], respectively. This can be explained by the fact that

both authors used the dielectric formalism for their calculations, which without all the

necessary corrections is known to overestimate the inelastic cross sections at the peak

region. In particular, Tan et al. [21] estimated that the lack of a perturbation correction

in their dielectric model may induce a 10–20% overestimation of the inelastic cross

sections around 100 eV.

Finally, our predictions are in agreement with the results obtained by Paretzke [37],
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cited in the work by Nikjoo et al. [30] (p.186), in most of the energy range here

considered, although a slight underestimation of the maximum is still noticeable.

As for water, important differences are observed between our stopping power values

in DNA and the ones reported by Tan et al. [21] and Garcia-Molina et al. [36], particularly

for low incident electron energies and near the peak region. Nevertheless, now the

maximum stopping power values predicted by Garcia-Molina et al. [36] and Tan et al.
[21] are only 7% and 6% greater than our results, respectively. On the other hand,

a good agreement between the three calculations is observed for Einc > 300 eV, with

deviations of less than 4%.

Figure III.11 presents our results for the penetration range for electrons in water and

hydrated DNA.
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Figure III.11 Penetration range for electrons in water (blue), water with the density
rescaled to ρ = 1.29 g cm−3 (green) and hydrated DNA (red), as compared
with other calculations (see the text for the details).

For incident electron energies Einc . 700 eV, our results for water fall between those

of Meesungnoen et al. [11] and the values computed with GEANT4-DNA, as reported by

Bordage et al. [38]. The greatest discrepancy, however, is found with the work of Uehara

and Nikjoo [95], with a difference of almost 70% at 100 eV. Moreover, it is clear that

important discrepancies appear at low incident energies for all calculations reported in

Figure III.11. For greater incident energies (Einc & 1 keV) all predictions overlap perfectly.

Besides, we have included in Figure III.11 the root mean square (RMS) penetration

range computed by LaVerne and Mozumder [243], which even at high energies remains

more than 20% smaller than the penetration range obtained by the other authors.
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The penetration range for electrons in hydrated DNA is represented in Figure III.11

by the red solid line. It can be observed that in the whole energy range here considered

the penetration range values for hydrated DNA are lower than those for water. More

specifically, the difference found between both media is ∼39% at 100 eV, while for

energies higher than 1 keV it decreases to about 20%. For DNA, to the best of our

knowledge, only CSDA ranges have been published. We have plotted in Figure III.11 the

CSDA ranges computed by LaVerne and Pimblott [154] and Akar et al. [241]. Since the

CSDA range is more closely related to the path length traversed by the particle, which

is not a straight line for electrons, we would expect the values taken from Refs. [154,

241] to be greater than our results in the whole energy range. This is indeed the case

for the data of LaVerne and Pimblott [154], whereas the values reported by Akar et al.
[241] are surprisingly smaller than ours for incident energies below ∼200 eV. As already

mentioned, however, it is difficult to draw conclusions from comparisons at such low

incident energies, particularly because of the lack of experimental data for DNA.

We have also plotted for comparison in Figure III.11 the penetration range in water

with the density rescaled to 1.29 g cm−3 (green line). The penetration range values for

electrons in density-rescaled water and hydrated DNA become quite similar for incident

energies above ∼500 eV.

III.5 Single cell irradiation by proton beams

In the previous sections we tested the reliability of our MC simulations by computing

several track parameters for protons and electrons. With the purpose of providing a link

between a general radiation transport simulation and the various possible applications in

radiation dosimetry, we subsequently investigated the irradiation of a single tumor cell

by monoenergetic protons beams [143]. The cell was modeled with a simple geometry:

three concentric spheres representing the basic regions of a cell, namely, the nucleus,

the cytoplasm and the cell membrane. In this study the cell radius, nuclear radius and

membrane thickness were fixed to 7 µm, 4 µm [12] and 10 nm [13], respectively. The cell

and nucleus dimensions were chosen among a wide variety of possible values considered

in cellular dosimetry [19]. It is evident that choosing a different cell model will affect

the results of the simulations. However, the key idea to retain about the model is that

nuclei in tumor cells are often larger than in normal cells [244]. With respect to the

composition of the cell regions, the cytoplasm and the cell membrane were modeled by

water with a density of 1.0 g cm−3. To study the variation in the radiation dose deposited

inside the cell nucleus depending on its composition, three different simulations were

carried out in slowing-down mode for each incident proton energy, assuming the nucleus

contained: 1) water (ρ = 1.0 g cm−3); 2) water with the density rescaled to 1.29 g cm−3
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and 3) hydrated DNA (ρ = 1.29 g cm−3). The radiation source consisted of protons

impinging on the cell from random directions, as shown in Figure III.12.

Hydrated 

     DNA

Water

H+

H+

H+

H+ H+

H+

Figure III.12 Irradiation of a single cell impacted by protons arriving at random directions
[143]. The innermost sphere colored in red represents the cell nucleus,
here assumed to contain only hydrated DNA. The middle and outermost
spherical shells colored in blue correspond to the cytoplasm and the cell
membrane, respectively, and they are assumed to contain only water.

The energy deposited by all the primary and secondary particles was scored in each

sphere. The absorbed dose D to the nucleus was then calculated according to the

well-known definition:

D =
∆E

∆m
=

∆E

ρ∆V
, (III.9)

where ∆E is the energy deposited in the mass ∆m, ρ is the density of the medium and

∆V is the volume in which the energy is deposited, i.e., here the volume of the cell

nucleus. During the simulations, the energy deposited by protons, neutral hydrogen

atoms and secondary electrons was scored separately, so it was possible to distinguish

the contribution of each type of projectile to the total absorbed dose.

The energy deposited in the nucleus of a single cell as result of the irradiation by

monoenergetic proton beams is reported in Figure III.13a.
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Figure III.13 Energy (panel a) and dose (panel b) deposited in the nucleus of a single cell
as a function of the incident proton energy for the configuration illustrated
in Figure III.12 and when the nucleus is composed of: water, water with a
density rescaled to 1.29 g cm−3, and hydrated DNA [143].
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The blue, green and red lines correspond to the energy deposited in the nucleus when

it is composed of water (ρ = 1.0 g cm−3), water with the density rescaled to 1.29 g cm−3,

and hydrated DNA (ρ = 1.29 g cm−3), respectively. Given the dimensions considered in

our cell model, a proton must traverse at least 3 µm of water before reaching the nucleus.

The fact that the energy deposited in the nucleus is zero for incident proton energies

below ∼225 keV it is then consistent with the proton range in water, which is of 2.99 µm

at that energy, according to the ICRU Report 49 [10]. Additionally, the maximum energy

deposit occurs for an incident energy of 550 keV in the case of water and hydrated DNA,

while for density-rescaled water the peak is located at 600 keV. In the light of our results

for the proton range in each medium (see Figure III.7), protons having these initial

energies are able to penetrate inside the nucleus, but once there they do not have enough

energy left to go out, thus they deposit all the remaining energy in that structure. It is

clear from Figure III.13a that, on the one hand, modeling the cell nucleus as water may

underestimate the energy deposit up to about 16% if compared to DNA, depending on

the incident proton energy. This observation agrees well with the results of a previous

work by Champion et al. [156], who calculated the mean energy deposited by protons in

cylindrical targets of DNA dimensions and found that the energy transfers were about

15% higher when hydrated DNA was used instead of water to model the medium. On the

other hand, modeling the nucleus by rescaling the water density to 1.29 g cm−3 would

have the opposite effect, namely, it may overestimate the energy deposit up to about

28%, if compared to a description of the biological medium based on hydrated DNA.

Finally, let us emphasize that neither the values computed with the common approach of

using water as a soft-tissue surrogate nor the results obtained by applying a correction

based solely on a density rescaling reflect the underlying complexity of the biological

medium.

From the point of view of radiation therapy, however, it is more appropriate to

express our results in terms of the total dose deposited in the nucleus (see Eq. III.9).

The corresponding results are reported in Figure III.13b. It can be seen that reasoning in

terms of absorbed dose provides us with a quite different perspective about the irradiated

media, since now we clearly observe an overestimation of the dose deposited in the

cell nucleus when water is used instead of hydrated DNA for describing the nucleus

composition.

In order to better appreciate this fact, the nuclear dose ratios of water to hydrated DNA

(DH2O,1.0/DDNA,1.29) and of density-rescaled water to hydrated DNA (DH2O,1.29/DDNA,1.29)

are given in Table III.1 for selected values of the incident proton energy. Thus, the dose

deposited in water is 26% greater than in hydrated DNA at 500 keV, but this percentage

drops to less than 15% for incident energies above 1 MeV. With respect to the second

ratio, the deposited dose in density-rescaled water is only 1% greater than in hydrated
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DNA at 500 keV. This difference increases to about 28% at 700 keV and then decreases

again for higher incident energies, without surpassing 18% in the energy range 1 MeV –

100 MeV.

Incident proton energy (keV) DH2O,1.0/DDNA,1.29 DH2O,1.29/DDNA,1.29

500 1.26 1.01
600 1.19 1.13
700 1.15 1.28
800 1.14 1.22
900 1.13 1.19
1000 1.15 1.18

Table III.1 Nuclear dose ratios for some values of the incident proton energy. DH2O,1.0,
DH2O,1.29 and DDNA,1.29 denote the dose deposited in the cell nucleus when
it is composed of water (ρ = 1.0 g cm−3), water with a density rescaled to
1.29 g cm−3, and hydrated DNA (ρ = 1.29 g cm−3), respectively [143].

Finally, we have plotted in Figure III.14 the relative contribution of the primary and

the secondary particles to the nuclear dose, when the nucleus is composed of hydrated

DNA. At low incident energies, the contribution to the total dose is largely dominated by

the neutral hydrogen atoms (H0, dotted line), while the contribution of protons (H+, solid

line) and electrons (dashed line) is much lower (less than 19% and 3% at an incident

energy of 250 keV, respectively). This arises from the fact that the low-energy proton

has lost most of its energy while traversing the cell membrane and the cytoplasm as it

approaches the nucleus. Thus, its energy falls enough to enter the energy region where

the electron capture process becomes more relevant (below 100 keV), the projectile

becoming H0 and interacting in such charge state most of the time until its remaining

energy falls below the tracking cutoff of 10 keV. In the case of protons arriving in the

nucleus with slightly higher energies, that is for protons with an initial energy of about

300 keV, the three contributions to the dose are almost equal. If the incident energy

continues to increase, the secondary electrons provide the most important contribution

to the dose. This also stems from the TCS behavior, since ionization by H+ becomes the

most probable interaction. Let us note that for incident energies greater than 700 keV

the contribution of H0 to the dose is essentially zero, and the secondary electron and

H+ contributions remain more or less constant providing around 65–72% and 28–35%

of the total nuclear dose, respectively. Let us add that we have only included in Figure

III.14 the case of hydrated DNA because we did not find any significant variation in these

contributions when the nucleus is modeled with the other media.
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Figure III.14 Relative contributions to the dose deposited in the cell nucleus as a function
of the incident proton energy, when the nucleus is modeled by hydrated
DNA. The solid, dotted and dashed lines represent the proton, neutral
hydrogen and secondary electron contributions, respectively [143].

Conclusions

In this chapter, we have described some of the most important track parameters used to

test the reliability of MCTS codes. We have shown that the results provided by the codes

TILDA-V and EPOTRAN are consistent with the available experimental data for water

vapor. Moreover, by including the DNA cross sections in our work, we have gone beyond

the common water surrogate to consider a more realistic description of the biological

medium. The effects of the latter on the various track parameters have been analyzed,

highlighting the differences when hydrated DNA is used instead of water. Since for DNA

only a few calculations have been reported in the literature for the track parameters, our

work contributes to enrich the theoretical data on this medium. The discrepancies among

the various sets of theoretical calculations in both water and DNA clearly show that

describing the transport of charged-particles in a biological medium remains a challenge,

especially for low incident energies.

In conclusion, the latest versions of TILDA-V and EPOTRAN are considered validated

to be used in radiation dosimetry applications.
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IV.1 Introduction

Ionizing radiations have deleterious effects on living matter that result from damages

induced on DNA. This property of ionizing radiations has been exploited for over a

century in medical techniques aiming to kill malignant cells. Even nowadays, radiation
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therapy remains one of the most effective treatments against cancer. However, different

therapies (e.g., external beam radiation therapy, brachytherapy, targeted radionuclide

therapy) or a combination of them may be needed depending on the type, location

and size of the tumor. External beam radiation therapy is more effective for treating

large tumors, while brachytherapy may provide better results in patients with localized

disease. Furthermore, targeted radionuclide therapy has emerged as a promising selective

treatment modality for several types of cancer.

In this thesis, we used the TILDA-V and EPOTRAN codes to perform radiation dosime-

try calculations with the purpose of evaluating and comparing (mainly from a physical

point of view) various radionuclides with some interesting properties for targeted ra-

dionuclide therapy. In this chapter, we report the results obtained for β− and Auger

electron emitters. The chapter is organized as follows: the physics of the decay processes

of interest is briefly reviewed in Sections IV.2 and IV.3; the basic concepts behind targeted

radionuclide therapy are given in Section IV.4; the properties of the radionuclides inves-

tigated in this context are presented in Section IV.5; the results of our simulations for

single tumor cells and cell clusters are presented in Sections IV.6 and IV.7, respectively.

Part of the results reported in this chapter have been recently published in Ref. [245].

IV.2 The β and electron capture decay processes

There are several modes of radioactive decay. The β decay actually encompasses three

distinct decay modes in which the atomic number Z of the parent nuclide changes by one

unit (± 1), while the atomic mass number A remains constant [246]. These processes

are1:

(i) β− decay. This decay mode occurs in nuclei having an excess of neutrons. A

neutron (n) is transformed into a proton (p), with the subsequent emission of an

electron (e−) and an electron antineutrino (ν̄e), that is:

n→ p+ e− + ν̄e . (IV.1)

If X (Y) is the parent (daughter) nucleus, the transformation can be expressed as:
A
ZX→ A

Z+1Y + e− + ν̄e . (IV.2)

(ii) β+ decay. In this case, a proton-rich radioactive nucleus transforms a proton into

neutron and ejects a positron (e+) and an electron neutrino (νe):

p→ n+ e+ + νe , (IV.3)

1N.B. For the sake of simplicity (and because it is enough for the purpose of our study), the description
of the decay processes as presented in this Chapter is at the nucleon level. However, the reader should be
aware that transformations involve the quark nature of protons and neutrons.
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or equivalently:
A
ZX→ A

Z−1Y + e+ + νe . (IV.4)

(iii) Electron capture (EC). Similarly to the β+ decay, this decay mode is common in

proton-rich nuclei. A nucleus captures an inner shell orbital electron, transforms a

proton into a neutron, and ejects an electron neutrino. Thus, the transformation is

written as:

p+ e− → n+ νe , (IV.5)

or equivalently:
A
ZX + e− → A

Z−1Y + νe . (IV.6)

Only radionuclides experiencing a β− decay or EC will be considered in the following.

The decay energy in a β− decay is shared between three particles: the β−-particle

(electron) itself, the electron antineutrino and the recoil nucleus. Moreover, the kinetic

energy of the recoil nucleus in a β− decay
( A

Z+1Y in Eq. IV.2
)

is very small, of about

10 eV – 100 eV, which is negligible compared to the kinetic energy of the β−-particle

[246]. Most of the decay energy therefore is carried by the β−-particle and the antineu-

trino. A consequence of the latter is that the electrons emitted in a β− decay are not

monoenergetic, but instead have a continuous energy distribution (the β− spectrum) up

to a maximum energy E(max)

β− . An example of the shape of a β− spectrum is shown in

Figure IV.1 for yttrium-90 (90Y).

0 500 1000 1500 2000 2500
10-4

10-3

10-2

N
um

be
r o

f e
le

ct
ro

ns
 p

er
 d

ec
ay

 (k
eV

-1
)

Energy (keV)

90Y

Figure IV.1 β− spectrum of 90Y.

There are several radionuclides of medical interest undergoing β− decay. Some
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examples include 131I, 90Y, 177Lu and 161Tb, all of which are discussed in Section IV.5.

IV.3 The isomeric transition, internal conversion and

Auger electron emission processes

After a β− or EC decay, the daughter nucleus is often in an excited state. In fact,

sometimes the daughter nucleus is produced in a metastable state, that is, in an excited

state having a long half-life (greater than about 5 ns [247]). In this case, the state is also

called a nuclear isomer, and its decay is known as isomeric transition (IT). Metastable

radionuclides are usually designated with an “m” placed after the mass number, e.g.,
99mTc. Moreover, independently of whether metastable states are formed or not after

the decay of the parent nucleus, the de-excitation of the daughter nucleus is achieved

either by emission of γ-rays or by internal conversion (IC). In the latter process, the

de-excitation energy is transferred from the nucleus to an orbital electron of the same

atom, usually a K-shell electron. The electron ejected from the atom is thus called

internal conversion electron (CE). The decay energy for IC is given by:

QIC = Qγ − Ii = ECE + ERN , (IV.7)

where Qγ is the energy difference between two excited nuclear states, equal to the energy

of a γ photon in a γ decay; Ii is the ionization potential, i.e., the energy necessary to

remove the electron from the atomic shell i; ECE is the kinetic energy of the CE; and

ERN is the kinetic energy of the recoil nucleus, which is much smaller than ECE [246].
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Contrary to β-particles, CE are monoenergetic, i.e., they exhibit a discrete energy

spectrum. Figure IV.2 presents an example of a radionuclide with a discrete energy

spectrum, holmium-161 (161Ho). The blue lines in figure IV.2 represent the CE emitted

by 161Ho. Furthermore, the removal of orbital electrons by EC or IC creates vacancies in

the atomic shells and leaves the atom in an excited state. The ensuing atomic relaxation

can take place through radiative and non-radiative transitions. In the first case, X-rays

with characteristic energies are emitted as the outer shell electrons fill the vacancies in

the inner shells. The energy of the X-ray is equal to the energy difference between the

atomic shells involved in the transition. On the other hand, non-radiative transitions are

related to the Auger effect, in which an outer atomic electron, called Auger electron

(AE), is emitted instead of a photon as a result of the rearrangement of the atomic

electrons to fill the vacancy in an inner shell. Similarly to CE, AE are emitted at discrete

energies (e.g., green lines in Figure IV.2). In an AE process denoted XY Z, an electron in

an outer shell Y makes a transition to the vacancy in an inner shell X, and an electron is

ejected from the outer shell Z. For instance, if X is the K-shell, Y the L1 sub-shell, and

Z the L2 sub-shell, the electron is called a KL1L2 Auger electron [248]. The energy of

the AE is then written as:

EAE(XY Z) = IX − IY − IZ , (IV.8)

where the terms IX , IY , IZ denote the ionization potential of each atomic shell involved

in the transition. Figure IV.3 illustrates the relaxation of an atom by means of radiative

and non-radiative transitions.

Figure IV.3 Atom relaxation following a vacancy in the K-shell by radiative (X-ray emis-
sion) and non-radiative (Auger electron emission) transitions. Image by Lee
et al. [248], licensed under CC BY 3.0.

In addition, two types of transition receive special names [246]:
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(i) The Coster-Kronig effect occurs when the transition energy originates from two

sub-shells of a given atomic shell and is transferred to an electron in another shell.

The ejected electron is called Coster-Kronig electron.

(ii) When the transition energy originates from two sub-shells of a given atomic shell,

and the energy is transferred to an electron in the same shell, one speaks of super

Coster-Kronig effect. Thus, the ejected electron is called a super Coster-Kronig

electron.

For the sake of simplicity, however, and unless otherwise stated, we will consider hereafter

that both Coster-Kronig and super Coster-Kronig electrons are taken into account when

we refer to “Auger electrons”.

Besides, it is worth noting that AE have low kinetic energies, ranging from a few eV

to some tens of keV. Consequently, AE deposit all their energy over very short distances,

with ranges in water going from a fraction of a nanometer to several hundreds of

micrometers [249]. Figure IV.4 illustrates the track in water of a typical AE taken from

the spectrum of 161Tb (Einc = 5.25 keV).

Figure IV.4 The track in water of an Auger electron of 5.25 keV emitted by 161Tb. The
energy deposits induced by the primary electron are shown in red, while
those induced by the secondary electrons are reported in cyan.

In this context, AE have high linear energy transfer (LET), a property that makes them

attractive for cancer therapy. However, the highly localized dose provided by AE implies

that they must be emitted in the proximity of critical biological targets, i.e., the nuclear
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DNA of tumor cells, to achieve the desired therapeutic effect. It is worth mentioning

that, in the literature, it is customary to call “Auger electron emitter” to any radionuclide

emitting such electrons after experiencing an EC or IC decay. In this thesis, we have

adopted this convention as well. Many radionuclides are known to emit a significant

number of AE. Among them, 125I is by far the most well-studied AE emitter in radiation

biology. Other examples of AE emitters of interest for targeted radionuclide therapy will

be discussed in Section IV.5. It is worth mentioning that some radionuclides experiencing

β− decay emit as well an important number of AE. That is the case for instance of 161Tb,

which in addition emits low-energy CE (see Section IV.5.1.4).

IV.4 Targeted radionuclide therapy

Targeted radionuclide therapy (TRT) is a cancer treatment modality that couples a

radionuclide to a carrier molecule (e.g., an antibody, a peptide, an oligonucleotide,

etc.) able to target the tumor cells or the tumor microenvironment to closely irradiate

the tumor, thus minimizing the radiation dose to healthy tissue. The selection of the

radionuclide is based on its physical properties (emission characteristics, half-life), as

well as in the chemical properties of the element, which determine the feasibility of the

binding to the carrier molecule. The location of the radiopharmaceutical is dictated by

physiological or biochemical phenomena such as the presence of a receptor, an enzyme

or antigen that has an affinity for the carrier molecule [250].

TRT was introduced almost eighty years ago with the application of radioiodine (131I)

for the treatment of thyroid disease [251]. Since then, 131I has also been used in TRT of

tumors other than thyroid cancer. For example, 131I has been used in the treatment of

unresectable or metastatic pheochromocytomas and paragangliomas, and for TRT of non-

Hodgkin’s lymphoma (NHL) [250]. Furthermore, in the last decades other radionuclides

suitable for TRT have been introduced in the clinical practice. For instance, 90Y and
177Lu have been linked to biological vectors and found various therapeutic applications,

including targeted treatment of NHL, peptide receptor radionuclide therapy (PRRT) of

neuroendocrine tumours and prostate-specific membrane antigen (PSMA) ligands TRT

of metastatic prostate cancer [252–254]. In addition, the interest in TRT has grown

in recent years with the study of new radionuclides with very promising features, in

particular AE emitters and α-particle emitters.

TRT may be performed with β−, AE or α-particle emitters. Moreover, in certain cases

the combined use of radionuclides having different types of radioactive emissions may be

advantageous. Such a combined strategy may be interesting for instance for destroying

heterogeneous tumors.

The clinical efficiency of TRT is strongly related to the type and energy of the emitted
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radiation and the tumor size. The use of medium- or high-energy β− may be more

appropriate to deal with tumor heterogeneity. On the other hand, AE and α-particle

emitters seem appropriate to eradicate single tumor cells and micrometastases, because

of the short path length and the very localized energy deposition of the emitted radiation

[255, 256].

In the following section, we describe the physical properties of some of the β− and

AE emitters that either have been used for TRT or are currently being investigated for

applications in TRT. It should be noted that an exhaustive evaluation of all electron

emitters considered thus far for TRT is beyond the scope of this thesis. Thus, the

selection of the radionuclides analyzed hereafter is rather subjective and is largely based

on previous studies suggesting their therapeutic potential.

IV.5 Electron emitters for TRT

The purpose of this section is to provide some basic information about the electron

emitters that were considered in our simulations, such as their physical properties,

production routes and current or potential medical applications.

IV.5.1 β− emitters for TRT

IV.5.1.1 131I

Iodine-131 (131I) is a medium-energy β− emitter with a half-life T1/2 = 8.02 d. The

β−-particles of 131I have a maximum energy E(max)

β− = 807 keV and an average energy

E
(mean)

β− = 182 keV. These β−-particles have a maximum range of 3.6 mm in water [257].
131I decays to excited levels of 131Xe, including the metastable state 131mXe, followed

by the emission of high-energy γ-rays. The most probable γ emissions have energies

of 364 keV (81.7%), 637 keV (7.2%) and 723 keV (1.8%). The emission of energetic

γ-rays allows the visualization of lesions through scintigraphy or SPECT. However, 131I

imaging has poor spatial resolution and a better choice for theranostics purposes is the

combined use of 124I and 131I [258]. Moreover, the γ radiation emitted by 131I increases

the radiation dose to the patient with only low contribution to tumor dose, and has

important implications as well for the radiation safety of the medical staff and the

patient’s relatives.
131I can be produced in nuclear reactors either through the fission of 235U or by

neutron irradiation of a tellurium dioxide (TeO2) target via the 130Te(n,γ)131Te and
130Te(n,γ)131mTe nuclear reactions. 131Te and 131mTe experience β− decay to 131I with

half-lives of 25 min and 30 h, respectively [259].
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131I has been successfully used for many years in the diagnosis and treatment of

thyroid cancer, as well as non-malignant thyroid disorders such as hyperthyroidism.

As already mentioned, other therapeutic applications of 131I include the TRT of NHL

with 131I-tositumomab (Bexxar), and the treatment of neuroendocrine tumors with
131I-metaiodobenzylguanidine (131I-MIBG) [250].

IV.5.1.2 90Y

Yttrium-90 (90Y) has a half-life T1/2 = 64.1 h (2.67 d) and decays to 90Zr by the emission

of high-energy β−-particles of E(max)

β− = 2.28 MeV. These energetic β−-particles have a

maximum range of 11.8 mm in water [257]. Furthermore, in contrast to 131I, 90Y has

no significant emission of γ photons. Therefore, in clinical practice a theranostic pair

is usually formed with 111In to allow SPECT imaging. In addition, post-therapy 90Y

Bremsstrahlung or PET imaging is feasible [260]. Indeed, 90Y also emits ∼3 × 10−5

positrons per β decay [261]. 90Y is generally obtained from a 90Sr/90Y generator. The

parent radionuclide, 90Sr, is a long-lived β− emitter produced in the fission of 235U, and

is available in large quantities from spent nuclear fuel.

Radiopharmaceuticals containing 90Y have been successfully used for TRT. For in-

stance, 90Y-ibritumomab tiuxetan (Zevalin) showed clinical benefits for consolidation

therapy of NHL [252]. Moreover, it has been demonstrated that PRRT with 90Y-DOTATATE

and 90Y-DOTATOC improves the survival of patients with metastatic neuroendocrine

tumors [262, 263]. Furthermore, 90Y-labeled PSMA–617 has been shown to be a safe

treatment option for patients with metastatic castration-resistant prostate cancer [264].

Finally, 90Y is often used in radioembolization for the treatment of both primary and

metastatic liver tumors [265].

IV.5.1.3 177Lu

Lutetium-177 (177Lu) is a medium-energy β− emitter with a half-life T1/2 = 6.647 d.
177Lu emits β−-particles of E(max)

β− = 497 keV, having a maximum range in water of

1.9 mm [257]. In addition, 177Lu emits γ photons with energies of 208 keV (11%) and

113 keV (6.4%), suitable for quantitative imaging before and during treatment.

The scope of 177Lu production via the accelerator route is limited. There are two

production routes using nuclear reactors [266]:

(i) The direct production route by neutron irradiation of 176Lu targets through the
176Lu(n,γ)177Lu nuclear reaction.

(ii) The indirect production route via the 176Yb(n,γ) 177Yb
β−−→ 177Lu nuclear reaction,

which requires chemical separation from the 176Yb target atoms.
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The main therapeutic applications of 177Lu are similar to those of 90Y. In fact in some

cases, such as the treatment of metastatic neuroendocrine tumors, 177Lu has virtually

replaced 90Y because it has shown to be equally effective with less toxicity [250]. Indeed,

the efficacy and safety of 177Lu-DOTATATE has been demonstrated in patients with

advanced, progressive, somatostatin-receptor–positive midgut neuroendocrine tumors

[253]. Moreover, 177Lu-PSMA-617 showed high response rates, low toxic effects, and

reduction of pain in patients with metastatic castration-resistant prostate cancer [254].

Finally, 177Lu-lilotomab satetraxetan (Betalutin) is currently being investigated as a

potential therapy for B-cell NHL [267].

IV.5.1.4 161Tb

Terbium-161 (161Tb) has gained interest as a potential substitute for 177Lu in TRT. 161Tb

has a half-life T1/2 = 6.906 d and emits β−-particles of E(max)

β− = 593 keV. Furthermore,
161Tb emits a much higher number of very low-energy AE than 177Lu, as well as low-

energy CE (mostly with energies ≤ 40 keV). These low-energy electrons have high LET

and then confer to 161Tb an advantage over 177Lu up to about 30 µm from the decay site

[16], because they increase the local dose in tumors without exacerbating renal damage

[268]. Moreover, 161Tb emits a small percentage of photons (75 keV, 10.2%) that can

be useful for post-therapy SPECT imaging, as is the case with 177Lu. On the other hand,
161Tb is compatible with the concept of theranostics, i.e., a diagnostic match may be

found among other terbium radioisotopes allowing imaging before therapy, while 177Lu

lacks a useful companion diagnostic radionuclide [269, 270]. Besides, 161Tb and 177Lu

share chemical properties as radiolanthanides, thus similar radiolabeling techniques can

be used for both [271, 272].

No-carrier-added 161Tb can be produced via the 160Gd(n,γ)161Gd
β−−→ 161Tb nuclear

reaction in the quantity and quality needed for clinical applications [271, 273].

The superiority of 161Tb over 177Lu has been observed in cell survival studies, as

well as in studies on mice bearing small tumor xenografts [272, 274, 275]. Moreover,

theoretical dose calculations have suggested that 161Tb may outperform 177Lu in very

small tumors [16, 17, 276].

Table IV.1 summarizes some relevant properties of the β− emitters discussed here

above.
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IV.5.2 AE emitters for TRT

Various AE emitters have been put forward in the last decades as promising candidates

for TRT of small tumors. Some of the most desirable characteristics of the AE emitters

considered for this purpose include: having a short half-life (ideally from 1 to 10 days);

the energy of the emitted electrons should be low enough, preferably . 40 keV; and the

photon-to-electron energy ratio (p/e) should be ≤ 2 to limit the radiation dose to normal

tissue [277]. Furthermore, the chemistry of the element in question should be well

understood and appropriate chelators should be available to allow the radiolabeling of

the targeting molecules. In addition to these criteria, taking into account the logistics of

radionuclide production is of vital importance to make viable the use of the radionuclide

in the clinical setting. In this section, we describe the basic physical properties and the

methods of production of the AE emitters selected in our study. It is worth mentioning

that some AE emitters satisfying the criteria aforementioned, such as thulium-167 (167Tm)

and tin-117m (117mSn), were included in preliminary studies in which we assessed the

absorbed doses to spheres of different sizes (data not shown). However, they were finally

dismissed because of their poor performance compared to the other AE emitters. On the

other hand, we decided to keep iodine-125 (125I) in our investigation (in spite of its long

half-life and its relatively high p/e ratio) because of its great relevance in radiobiology

and the numerous recent studies devoted to its potential applications in TRT. As we

stated previously, the choice of the radionuclides is always somewhat subjective.

IV.5.2.1 71Ge

Germanium-71 (71Ge) has a half-life T1/2 = 11.43 d and decays to stable gallium-71

(71Ga) by EC. 71Ge emits only low-energy AE (. 10 keV) and X-rays.
71Ge can be produced by proton or deuteron bombardment of 71Ga targets, via the

reactions 71Ga(p,n)71Ge and 71Ga(d,2n)71Ge, respectively [278]. The use of natural

gallium (natGa: 60% 69Ga; 40% 71Ga) also produces the isotope 69Ge (T1/2 = 39 h), a

β+ emitter attractive for PET due to its low positron energy and low abundance of γ

emissions [279]. The combination 69Ge/71Ge is therefore seen as a potential theranostic

pair. Moreover, 71Ge was recently listed among the AE emitters for which measurements

and comparative modeling calculations are required for improved decay data, according

to the consultants of the IAEA Nuclear Data Section [278].

IV.5.2.2 103mRh

Rhodium-103m (103mRh) has a half-life T1/2 = 56.1 min (0.039 d) and decays to stable
103Rh by IT. CE and AE represent the major components in the decay energy of 103mRh,

with only low-energy photon emissions. Indeed, 103mRh emits about 30 times as many

low-energy (< 40 keV) electrons as photons (2–40 keV) per decay [280].
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The use of 103mRh for TRT of small tumors was suggested long ago [277], but its

production in large quantities still presents some challenges. In spite of its short half-

life, the in vivo use of 103mRh would be feasible if it is administered locally, e.g., by

intratumoral or intracavitary administration [280].
103mRh can be produced in a generator containing one of its parent radionuclides,

namely ruthenium-103 (103Ru, T1/2 = 39.21 d) or palladium-103 (103Pd, T1/2 = 16.99 d).

There are four ways to produce 103mRh in therapeutic amounts [281]:

(i) Production of 103Ru by fission via the 235U(n,f)103Ru nuclear reaction.

(ii) Production of 103Ru by neutron irradiation in enriched 102Ru via the 102Ru(n,γ)103Ru

nuclear reaction.

(iii) Production of 103Pd by neutron capture in enriched 102Pd.

(iv) Production of 103Pd by irradiation of rhodium targets with protons or deuterons,

i.e., via the reactions 103Rh(p,n)103Pd and 103Rh(d,2n)103Pd.

Skarnemark et al. [281] described solution-based generator systems to obtain 103mRh

from either 103Ru or 103Pd. They noted, however, that the production route via 103Ru

presents some drawbacks, because 103Ru is a β− and γ emitter. The latter implies

that contamination of the eluted 103mRh with small amounts of 103Ru would eliminate

the dosimetric advantages of 103mRh compared to other AE emitters. Moreover, the
103Ru/103mRh generator would require adequate radiation shielding during preparation

and storage [281]. Nevertheless, the idea of a 103Ru/103mRh generator has not been

abandoned. In fact, a method for the recovery and purification of 103Ru following the

proton irradiation of thorium targets, as a preliminary step in the development of a
103Ru/103mRh generator, was recently reported by Mastren et al. [282]. Furthermore,

there have been as well recent advances in the development of 103Pd/103mRh generators.

For instance, Jensen et al. [280] showed the feasibility of a solid-phase generator of

high specific activity 103mRh from chelated 103Pd, obtained from neutron-activated 102Pd-

enriched palladium foils. This generator would be able to produce enough 103mRh for

preclinical studies, but it would be too inefficient for clinical applications [280].

IV.5.2.3 119Sb

Antimony-119 (119Sb) has a half-life T1/2 = 38.19 h (1.591 d) and decays to stable

tin-119 (119Sn) by EC. The potential of 119Sb for the treatment of small tumors and

micrometastases has been highlighted by several authors [277, 283], as well as the

possibility of using it in combination with the isotope 117Sb (T1/2 = 2.8 h) for SPECT-

based 3D dosimetry [283, 284]. The following production routes have been proposed to

obtain 119Sb in sufficient quantities for clinical applications:
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(i) Direct production in a low-energy cyclotron by proton irradiation of an enriched
119Sn target via the reaction 119Sn(p,n)119Sb [284].

(ii) Indirect production by means of a 119mTe/119Sb generator [285]. In this method,

high-energy proton sources are used to produce the longer lived parent isotope

tellurium-119m (119mTe, T1/2 = 4.7 d), which decays to 119Sb by EC. 119mTe is ob-

tained via the 121Sb(p,3n)119mTe EC−→ 119Sb and 123Sb(p,5n)119mTe EC−→ 119Sb nuclear

reactions on natural Sb targets.

The indirect production route could produce 119Sb in quantities 10–100 times larger than

the direct production route, with the additional advantage of providing access to 119Sb

for longer time periods, a key aspect for allowing 119Sb drug development [285].

IV.5.2.4 125I

Iodine-125 (125I) has a half-life of 59.4 days and decays to stable tellurium-125 (125Te)

by EC. The decay of 125I is accompanied by the emission of CE with energies ranging

from 3.7 keV to 35.5 keV, and AE with energies going from 23 eV to 30.3 keV. In addition,
125I emits low-energy γ-rays (∼25 keV on average). These γ emissions are exploited in

low dose rate brachytherapy with permanent 125I seed implants, but they are rather a

drawback for TRT applications and are not useful for imaging purposes.

Large-scale production of 125I is possible in nuclear reactors through the activa-

tion of an enriched xenon-124 (124Xe) gaseous target by neutron irradiation via the
124Xe(n,γ)125Xe

β−−→ 125I nuclear reaction [259].
125I is by far the most extensively investigated AE emitter. In fact, many assumptions

regarding the properties of AE emitters have been tested with this radionuclide, such as

the importance of the proximity to nuclear DNA to achieve high levels of cytotoxicity.

The potential of 125I for TRT has been investigated for decades. The therapeutic efficacy

of 125I was initially demonstrated in experimental studies with several tumor models

using 125I-iododeoxyuridine (125IUdR), which is incorporated into DNA as a thymidine

analogue [286]. Despite the fact that some agents radiolabeled with 125I have reached

phase II clinical trials [287], and that several preclinical studies for other novel agents

based on 125I have been performed in recent years [288–290], the use of this radionuclide

in TRT remains experimental. Indeed, the long half-life of 125I, among other factors,

makes its clinical use logistically challenging [289].

IV.5.2.5 161Ho

Holmium-161 (161Ho) is an AE-emitting radiolanthanide. It has a half-life T1/2 = 2.48 h

(0.103 d) and decays to stable dysprosium-161 (161Dy) by EC. 161Ho also emits low-

energy photons in high abundance. 161Ho is among the low-energy electron-emitting
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radionuclides identified by Bernhardt et al. [277] as suitable for the treatment of small

tumors. 161Ho can be produced with particle accelerators. Different production routes

have been investigated in the literature, such as [291]:

(i) Irradiation of terbium-159 (159Tb) with α-particles or helium-3 (3He), via the

reactions 159Tb(α,2n)161Ho and 159Tb(3He,n)161Ho.

(ii) Irradiation of dysprosium targets using protons or deuterons, via the reactions
161Dy(p,n)161Ho, 162Dy(p,2n)161Ho, 160Dy(d,n)161Ho and 161Dy(d,2n)161Ho.

After studying these production routes, Tárkányi et al. [291] concluded that, on the

basis of the production yields, the impurity levels and the requirements for medical

applications, the best method to obtain 161Ho is via the 161Dy(p,n)161Ho reaction.

IV.5.2.6 189mOs

Osmium-189m (189mOs) is another AE emitter listed by Bernhard et al. [277] as a

candidate for the treatment of small tumors. 189mOs has a half-life T1/2 = 5.8 h (0.242 d)

and decays to the ground state of stable 189Os. Moreover, 189mOs emits about 6 AE per

decay and has no relevant photon emissions.
189mOs can be produced in a no-carrier-added way, but with low specific activity,

through a generator system by the decay of longer lived iridium-189 (189Ir). The latter

has a half-life T1/2 = 13.2 d and decays by EC to 189mOs with a branching fraction ∼7%,

while most 189Ir decays to ground state 189Os [18, 292]. To the best of our knowledge,

no other production route has been suggested in the literature.

IV.5.2.7 193mPt

Platinum-193m (193mPt) has a half-life T1/2 = 4.33 d and decays to the ground state of

radioactive platinum-193 (193Pt, T1/2 = 50 years) by IT. 193mPt emits ∼27 AE per decay,

with only low photon yields of energies ≤ 135 keV.

The potential of the AE emitters 193mPt and 195mPt for applications in TRT is not

only due to their suitable decay properties, but also because platinum complexes, e.g.,

cisplatin, are used in chemotherapy [293].

Basically, three approaches have been proposed thus far to produce 193mPt:

(i) Production in a nuclear reactor by neutron irradiation of enriched 192Pt targets,

via the 192Pt(n,γ)193mPt nuclear reaction [294]. This method, however, is very

expensive and does not provide a final product with a specific activity high enough

for therapeutic applications [293].
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(ii) Cyclotron production through deuteron bombardment of natural iridium targets,

via the 193Ir(d,2n)193mPt reaction [295]. The drawback in this production route is

the low radionuclidic purity [293].

(iii) Cyclotron production through α-particle bombardment of an enriched osmium-192

(192Os) target, via the 192Os(α,3n)193mPt reaction [293, 296]. This production route

seems the most promising, with batch yields of up to 2 GBq, enough for AE therapy.

Nevertheless, to reach this amount of 193mPt improved targetry is still needed in

order to use higher beam intensities [296].

IV.5.2.8 195mPt

Platinum-195m (195mPt) has a half-life T1/2 = 4.02 d and decays by IT to stable 195Pt.
195mPt is perhaps the most promising candidate among AE emitters for TRT because of

the energy and yield of its electronic emissions. Indeed, 195mPt emits ∼36 AE per decay,

more than 125I and many other radionuclides. Moreover, it was shown that the energy

deposited by 195mPt in nanometric spheroids was greater than for the AE emitters 125I and
111In [297]. On the other hand, the γ photons emitted by 195mPt have energies suitable

for SPECT imaging.

At least two methods have been reported in the literature for the production of 195mPt

with high specific activity:

(i) An indirect production route by neutron irradiation of iridium-194 (194Ir) via the
194Ir(n,γ)195mIr

β−−→ 195mPt nuclear reaction [259].

(ii) Production in an electron linear accelerator by irradiation of a gold sample with

Bremsstrahlung, via the 197Au(γ,np)195mPt photonuclear reaction [298].

Cisplatin, cis-diamminedichloroplatinum (II), is a chemotherapeutic drug that has

been used for many years to treat various types of cancer. Cisplatin is known to influence

the sensitivity of DNA to ionizing radiation. In fact, impressive response rates have

been shown in radiochemotherapy with cisplatin and external irradiation, although

with significant toxicity [299]. On the other hand, several in vitro and in vivo studies

have shown that cisplatin labeled with 195mPt (195mPt-cisplatin) is more effective than

non-radioactive cisplatin in terms of antitumor activity and general toxicity [298, 299].

Table IV.2 summarizes some relevant properties of the AE emitters discussed here

above. The data was taken from the ICRP Publication 107 [18].
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IV.6 S-values and absorbed doses in single tumor cells

IV.6.1 Determination of cellular S-values

The S-value is a key physical quantity used in nuclear medicine to evaluate the dosimetric

potential of radionuclides. It was introduced in the dosimetry schema of the Committee

on Medical Internal Radiation Dose (MIRD). The S-value is closely related to the mean

absorbed dose D and is defined as the absorbed dose in a target region rT per nuclear

transformation in a source region rS. The S-value can be written as [300]:

S(rT ← rS) =
1

MT

∑
i

∆iφ(rT ← rS, Ei) , (IV.9)

where MT is the mass of the target region rT; ∆i is the mean energy of the ith transition

per nuclear transformation, and φ(rT ← rS, Ei) is the fraction of radiation energy Ei
emitted within the source region rS that is absorbed in the target region rT. Then,

according to the MIRD system, the mean absorbed dose D(rT, TD) to a target region rT

over a defined dose-integration period TD is given by [300]:

D(rT, TD) =
∑
rS

Ã(rS, TD)S(rT ← rS) , (IV.10)

where Ã(rS, TD) is the time-integrated activity in the source region rS over the time

period TD. It should be noted that the S-value is specific to a radionuclide, but it also

depends on the geometry and composition of the source and target regions. Many

authors have computed S-values for various β− and AE emitters uniformly distributed in

different cell compartments [19, 40, 301–304].

In the context of this thesis, we computed the cellular S-values for the electron

emitters described in Section IV.5 by means of CELLDOSE, an extension of the EPOTRAN

code to radiation dosimetry applications. CELLDOSE has been used previously to assess

the electron dose distribution for several radionuclides in simple geometries [14, 16, 17],

as well as in more complex environments [15].

To compute the cellular S-values in CELLDOSE, we used a simple cell model, similar to

the one described in Section III.5, i.e., three concentric spheres representing the nucleus,

the cytoplasm and the cell membrane. In our simulations, the cell radius (RC), nuclear

radius (RN) and membrane thickness were fixed to 7 µm, 5 µm and 10 nm, respectively.

Since the cell nucleus is regarded as the critical structure to irradiate in order to induce

cell death, only configurations having the nucleus as the target region were considered

in this work.

The simulations were performed with electrons having initial energies obtained from

the spectrum of each radionuclide, as provided in the ICRP Publication 107 [18]. The

whole β− spectra were taken into account. On the other hand, for CE and AE emissions
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the abridged spectra were considered. Moreover, only CE and AE with probabilities

greater than 0.1‰ were included in the simulations. This cutoff was chosen for practical

purposes and, given the small contribution of the omitted radiations to the overall energy

spectrum used in the simulations, it should not have any appreciable impact on our

results. Similarly, the photon contribution to the S-values was neglected in CELLDOSE as

well as in the results obtained within the MIRD formalism reported hereafter. Indeed, the

photon contribution to the S-values is much smaller than that of electrons at the cellular

level [19, 40]. In the context of this work, we estimated that the photon contribution

would be ≤ 1% of the electron contribution to the S-values.

An algorithm was implemented to construct the cumulative probability distribution for

the spectrum of each radionuclide taking into account all the radiations aforementioned.

Then, a random sampling was performed over this probability distribution (following

the basic principles presented in Chapter I) to obtain the list of electron energies to be

simulated in CELLDOSE.

The energy deposited in the target region (cell nucleus) by each primary and sec-

ondary electron was scored event-by-event until the electron’s energy fell below 7.4 eV

(the electronic excitation threshold of the water molecule), in which case the remaining

energy was considered as locally absorbed. Then, the S-value (in Gy Bq−1 s−1) was

calculated as:

S(N← rS) =
E(N← rS)
4
3
πNeR3

Nρ
, (IV.11)

with rS = CS (cell surface), Cy (cytoplasm), N (nucleus), or C (whole cell); E(N← rS) is

the total energy deposited in the nucleus from a radioactive source uniformly distributed

in the source region rS; Ne is the number of nuclear transformations (equal to the number

of primary electrons specified at the beginning of the simulation); and ρ is the density

of the target. In general, all cell compartments were modeled by water with a density

ρ = 1.0 g cm−3, except when we carried out a test to study the effect of changing the

composition of the nucleus, as explained hereafter (see Section IV.6.3). Furthermore, we

considered either of the following specific distributions of the radionuclide: only on the

cell surface (CS); only in the cytoplasm (Cy); only within the nucleus (N); a uniform

distribution in the whole cell (C). Each simulation consisted of 1× 106 decays of the

selected radionuclide. This number of decays was big enough to reduce the statistical

fluctuations to ∼1%, while keeping a reasonable computation time.

It is worth mentioning that the S-values provided by CELLDOSE are multiplied by a

renormalization factor given as the ratio of the mean energy released by decay divided by

the mean energy of the radiations randomly sampled from the radionuclide’s spectrum.

The need for renormalization is a consequence of the way the random sampling of

radiations is performed: only one electron energy is selected by decay, when in reality
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more than one electron may be emitted following a radioactive decay.

Table IV.3 presents the cellular S-values obtained for the different electron emitters

considered here. With the purpose of validating our results to the extent possible, we

have compared our S-values with other calculations reported in the literature, when

available. Table IV.3 shows this comparison for most of the radionuclides studied here,

with the exception of 161Tb, 71Ge, 161Ho and 189mOs, for which no equivalent data was

found. We have included in Table IV.3 the cellular S-values obtained using the software

MIRDcell [39], version 2.1 (http://mirdcell.njms.rutgers.edu/). In addition, for
119Sb, 125I and 195mPt, we have reported as well the calculations performed by Falzone

et al. [40]. In general, an excellent agreement is observed with the work of Falzone

et al. [40], with a maximum difference of -4.2% found for a cell surface distribution

of 125I. The remarkable agreement with the results of Falzone et al. [40] is likely due

to the use of a similar methodology, that is, S-values obtained from event-by-event MC

simulations (the PENELOPE code in their case). Moreover, very similar (if not exactly

the same) spectra were employed in both cases [40]. In contrast, much more significant

differences (up to about 42%) are found when comparing our results with those provided

by MIRDcell [39], notably for cell surface and intracytoplasmic distributions of 103mRh,
125I and 193mPt. In this context, it is important to remind that MIRDcell [39] is based on

the well-known analytical method of the MIRD (see Eqs. IV.9 and IV.10), as used for

instance by Goddu et al. [19]. The MIRD approach is known to have some limitations,

such as the neglect of energy straggling and δ-ray transport, which become increasingly

important at the sub-cellular level [305]. It is generally accepted that MCTS codes are

able to overcome such limitations and are therefore expected to provide more accurate

cellular S-values. Furthermore, the developers of MIRDcell themselves mention that the

S-values computed with this software can vary significantly from those calculated with

MC codes for low-energy electron emitters such as 125I [39]. In fact, several authors have

pointed out the inconsistencies between the S-values computed with different MC codes

and those published by the MIRD [40, 301, 306, 307], particularly when the radiation

source is far from the target region, as is the case for cell surface and intracytoplasmic

distributions of the radionuclide.

Finally, let us note that in CELLDOSE (and as far as we know in all other S-values

calculations for electron emitters found in the literature), the kinetic energy of the recoil

nuclei in all the radioactive decay modes considered thus far is neglected. This energy

is extremely small for most practical purposes. Some authors suggest, however, that

in some cases the energy of the recoil nucleus in a β− decay might be of interest to

determine the local damage to biological materials [246]. While that might be the case

for DNA damage studies, i.e., at the nanometer scale, we consider that in the context of

the present work the energy of the recoil nuclei can be safely ignored.
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IV.6.2 Normalized absorbed doses to the nucleus of a single tumor

cell

Because the radionuclides do not have the same energy per decay (see Tables IV.1 and

IV.2), the absorbed doses to the nucleus of a single tumor cell were normalized assuming

that 1 MeV was released per µm3 [16, 17]. This assumption means that for our cell of

1436 µm3 volume, 1436 MeV were released from one of the regions of interest defined

above. The normalized absorbed doses to the nucleus of a single tumor cell for different

distributions of the β− and AE emitters investigated in this work are shown in Table IV.4

and Figure IV.5.

Radionuclide
Normalized absorbed dose [Gy] (enhancement factor over 177Lu)

Cell surface Intracytoplasmic Intranuclear Whole cell

131I 1.13 (0.6) 1.73 (0.6) 5.02 (0.5) 3.05 (0.5)
90Y 0.09 (0.05) 0.14 (0.05) 0.36 (0.03) 0.22 (0.04)
177Lu 1.92 3.00 10.7 5.80
161Tb 4.96 (2.6) 8.30 (2.8) 38.6 (3.6) 19.5 (3.4)

71Ge 0.08 (0.04) 25.5 (8.5) 393 (36.7) 159 (27.4)
103mRh 14.8 (7.7) 21.3 (7.1) 78.9 (7.4) 42.3 (7.3)
119Sb 34.6 (18.0) 54.9 (18.3) 236 (22.1) 121 (20.9)
125I 16.0 (8.3) 24.7 (8.2) 272 (25.4) 116 (20.0)
161Ho 18.7 (9.7) 34.4 (11.5) 218 (20.4) 101 (17.4)
189mOs 30.8 (16.0) 50.2 (16.7) 204 (19.1) 106 (18.3)
193mPt 1.77 (0.9) 6.53 (2.2) 64.9 (6.1) 27.7 (4.8)
195mPt 8.25 (4.3) 15.2 (5.1) 81.0 (7.6) 39.3 (6.8)

Table IV.4 Normalized absorbed doses to the nucleus of a single tumor cell for
different distributions of β− and AE emitters. The values in parenthe-
ses indicate the enhancement factor with respect to 177Lu, i.e., the ratio
Dose(radionulide)/Dose(177Lu). The results are for a cell with RC = 7 µm,
RN = 5 µm and considering a membrane thickness of 10 nm.
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Figure IV.5 Normalized absorbed doses to the nucleus of a single tumor cell for different
distributions of β− and AE emitters.

A common feature for all the radionuclides investigated here is that the normalized

absorbed dose to the nucleus of the single cell is lowest when the radionuclide is located

on the cell surface, and highest when it is incorporated in the nucleus itself.

In the case of the β− emitters, the comparison of the normalized absorbed dose

for 177Lu and 161Tb is of particular importance, because in recent years it has been

suggested that the latter radionuclide may be better than the former for irradiating very

small tumors (see Section IV.5.1.4). The results presented in Table IV.4 show that 161Tb

delivers higher doses than 177Lu to single tumor cells. Indeed, it can be seen that the

dose delivered by 161Tb is always higher than the dose delivered by 177Lu, regardless

of the distribution of the radionuclide. Moreover, the comparison between the two

radionuclides can be made by computing the enhancement factor, i.e., the normalized

absorbed dose ratio 161Tb/177Lu. The enhancement factor is 2.6 in the case of cell surface

location and increases up to 3.6 for intranuclear location [245] (see Table IV.4). It is also

clear that the normalized absorbed doses for 131I and 90Y are much lower than for either
177Lu or 161Tb, which is in agreement with the prediction that 131I and 90Y are better for

irradiating large tumors than single tumor cells or micrometastases.

Regarding the AE emitters, the results show that 119Sb and 189mOs are excellent

candidates for single cell irradiation, regardless of the location of the radiolabeled

molecule within the cell. In fact, these two radionuclides seem to be much better

suited for eradicating single tumor cells than either 161Tb or 177Lu, as it is deduced from

the normalized absorbed doses shown in Table IV.4. Indeed, it can be observed that

137



Chapter IV: Radiation dosimetry of β− and Auger electron emitters

the maximum enhancement factors for these radionuclides with respect to 177Lu are
119Sb/177Lu = 22.1 and 189mOs/177Lu = 19.1, found for an intranuclear distribution;

similarly, when compared to 161Tb, the maximum enhancement factors (not shown in

Table IV.4) are 119Sb/161Tb = 7.0 and 189mOs/161Tb = 6.2, obtained for cell surface

location. Furthermore, 125I and 161Ho would be as effective as 119Sb and 189mOs when

located inside the nucleus, but their performance would be lower when located in the

cytoplasm or on the cell surface. Finally, the normalized absorbed dose provided by
71Ge is quite remarkable for an intranuclear or an uniform whole cell distribution of the

radionuclide, but a sharp decrease in the normalized absorbed dose is observed in the

case of intracytoplasmic or cell surface location (see Figure IV.5).

IV.6.3 Influence on dose of the nucleus composition

In order to test how relevant the description of the biological medium may be for

the radiation dosimetry calculations presented here, we assessed the impact on the

normalized absorbed dose of changing the composition of the nucleus. We proceeded

in a similar fashion as for the case described in Section III.5 for protons, that is, the

nucleus was modeled as composed of water (ρ = 1.0 g cm−3), density-rescaled water

(ρ = 1.29 g cm−3), or hydrated DNA (ρ = 1.29 g cm−3). The results for the different

radionuclides, distributions and nucleus compositions are reported in Table IV.5.

The first thing to note is that for all radionuclide distributions the normalized absorbed

doses in water are generally higher than in density-rescaled water and hydrated DNA.

This is in agreement with our previous observation (see Section III.5) that modeling the

cell nucleus as only water may lead to an overestimation of the absorbed dose. In some

cases, however, this trend is somewhat lost (see for instance the values reported in Table

IV.5 for 131I and 90Y). The latter is probably due to statistical uncertainties affecting very

small doses.

The difference between the media was then studied in terms of the nuclear dose

ratio of water to hydrated DNA, DH2O,1.0/DDNA,1.29, and that of density-rescaled water to

hydrated DNA, DH2O,1.29/DDNA,1.29 (data not shown). Based on these ratios, we derive

the following conclusions:

• For both ratios, the relative differences between the normalized absorbed doses

computed for different nucleus compositions depend on the radionuclide and

therefore on the energy of the radiations included in the spectrum.

• For a given radionuclide, larger differences were found for DH2O,1.0/DDNA,1.29 than

for DH2O,1.29/DDNA,1.29.
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Radionuclide
Normalized absorbed dose (Gy)

Cell surface Intracytoplasmic

H2O
1.0 g cm−3

H2O
1.29 g cm−3

DNA
1.29 g cm−3

H2O
1.0 g cm−3

H2O
1.29 g cm−3

DNA
1.29 g cm−3

131I 1.13 1.13 1.05 1.73 1.72 1.60
90Y 0.09 0.10 0.09 0.14 0.14 0.14
177Lu 1.92 1.80 1.67 3.00 2.84 2.64
161Tb 4.96 4.25 3.99 8.30 7.19 6.76
71Ge 0.08 0.07 0.07 25.5 20.2 19.8
103mRh 14.8 14.0 12.8 21.3 20.7 18.8
119Sb 34.6 26.9 26.4 54.9 46.5 44.6
125I 16.0 13.8 12.8 24.7 22.5 21.1
161Ho 18.7 15.2 14.6 34.4 29.2 28.4
189mOs 30.8 25.2 24.3 50.2 43.6 41.9
193mPt 1.77 1.67 1.55 6.53 5.58 5.43
195mPt 8.25 6.80 6.52 15.2 13.2 12.9

Intranuclear Whole cell

131I 5.02 5.17 4.92 3.05 2.97 2.81
90Y 0.36 0.37 0.35 0.22 0.22 0.22
177Lu 10.7 10.0 9.58 5.80 5.43 5.15
161Tb 38.6 33.8 32.9 19.5 16.9 16.4
71Ge 393 314 313 159 128 127
103mRh 78.9 72.0 68.9 42.3 39.4 37.0
119Sb 236 211 205 121 106 103
125I 272 224 222 116 95.8 94.2
161Ho 218 185 181 101 86.1 84.2
189mOs 204 183 176 106 94.5 90.4
193mPt 64.9 53.0 52.6 27.7 22.9 22.7
195mPt 81.0 70.3 68.7 39.3 33.8 32.9

Table IV.5 Normalized absorbed doses to the nucleus of a single tumor cell for different
distributions of β− and AE emitters and three different nucleus composi-
tions: water with a density of 1.0 g cm−3; water with the density rescaled to
1.29 g cm−3; and hydrated DNA with a density of 1.29 g cm−3. The results are
for a cell with RC = 7 µm, RN = 5 µm and considering a membrane thickness
of 10 nm.
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• The normalized absorbed dose in water may overestimate the one in hydrated

DNA by a few percent up to about ∼31%. The maximum relative difference was

observed for a cell surface distribution of 119Sb.

• The normalized absorbed doses computed for density-rescaled water are less than

11% higher than the ones obtained for hydrated DNA.

Regarding the last point mentioned above, it is interesting to see that, for this

particular study, modeling the biological medium as water with a density rescaled to

1.29 g cm−3 instead of hydrated DNA seems to have a minor impact on the absorbed

dose than for the proton irradiation simulations described in Chapter III. In the latter

case, however, monoenergetic protons were considered, while in the present study we

simulated electrons having distinct energies taken from the spectrum of each radionuclide.

In addition, let us remind that the precise composition of the biological medium may have

a major importance for describing the energy deposited by radiations at the nanometer

level. Therefore, the results reported in this section should be taken with caution.
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IV.7 Cell cluster

To go beyond the single cell case, we investigated as well the irradiation of micrometas-

tases by considering a small cluster of tumor cells. The cluster consisted of a total of 19

cells: i) one central cell; ii) 6 cells forming the first neighborhood, i.e., in direct contact

with the central cell; iii) 12 cells forming the second neighborhood. Each cell of the

cluster has the same dimensions as the single tumor cell described in the previous section

(see Figure IV.6a).

Figure IV.6 (a) Single cell of 14 µm diameter with a nucleus of 10 µm diameter and a
total volume of 1436 µm3; (b) Cell cluster as modeled in this work.

Moreover, all cells were assumed to be labeled in the same way, i.e., to contain a

uniform distribution of the radionuclide in one of the specific regions of interest defined

above (cell surface; or cytoplasm; or nucleus; or the whole cell). The cells were arranged

according to a simple cubic structure model, as depicted in Figure IV.6b. Thus, the

distance from the center of the central cell to the center of any cell in the first and

second neighborhoods is 14 µm and 19.8 µm, respectively. The maximum diameter of

the cluster is 53.6 µm (2 × 19.8 µm + 14 µm). Similarly to the single tumor cell case,

the normalized absorbed doses were obtained assuming that 1 MeV was released per

µm3, i.e., 1436 MeV released per cell. Besides, the intercellular space was assumed to

contain no activity and was modeled as water. Given the symmetry of the system, the

normalized absorbed dose to a cell in a given neighborhood is representative of the dose

received by the other cells of that neighborhood. We assessed the radiation dose to the

nucleus of the central cell, as well as to the nuclei of the cells belonging to the first and

second neighborhoods. The results for the central cell are presented in detail in Table

IV.6, in which we show the self-dose, the cross-dose from the cells in the first and second

neighborhoods, and the total dose. Moreover, we have indicated in parentheses the

relative contribution of the self-dose to the total dose. The total (normalized) absorbed

doses to the nucleus of the central cell are depicted as well in Figure IV.7.
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Radionuclide
Normalized absorbed dose [Gy] (% contribution of the self-dose)

Cell surface Intracytoplasmic

Self-dose
Neighborhood

Total Self-dose
Neighborhood

Total
1st 2nd 1st 2nd

131I 1.13 1.77 1.53 4.44 (25.5) 1.73 1.70 1.54 4.97 (35.3)
90Y 0.09 0.14 0.13 0.36 (25) 0.14 0.15 0.13 0.42 (33.3)
177Lu 1.92 2.82 2.50 7.20 (26.7) 3.00 2.74 2.52 8.30 (36.3)
161Tb 4.96 5.46 4.63 15.1 (32.8) 8.30 5.04 4.54 17.9 (46.4)
103mRh 14.8 26.8 22.5 64.1 (23.1) 21.3 26.6 22.1 70.0 (30.4)
119Sb 34.6 15.2 0.33 50.1 (69.1) 54.9 10.7 0.56 66.2 (82.9)
125I 16.0 14.8 4.26 35.1 (45.6) 24.7 14.7 3.55 43.0 (57.5)
161Ho 18.7 11.5 4.32 34.5 (54.2) 34.4 9.61 4.27 48.3 (71.2)
189mOs 30.8 19.1 3.31 53.2 (57.9) 50.2 16.6 2.51 69.3 (72.5)
193mPt 1.77 2.27 2.27 6.32 (28.0) 6.53 2.19 2.30 11.0 (59.2)
195mPt 8.25 5.53 2.72 16.5 (50.0) 15.2 4.68 2.57 22.4 (67.7)

Intranuclear Whole cell

Self-dose
Neighborhood

Total Self-dose
Neighborhood

Total
1st 2nd 1st 2nd

131I 5.02 1.89 1.53 8.44 (59.5) 3.05 1.68 1.48 6.21 (49.1)
90Y 0.36 0.14 0.13 0.63 (57.9) 0.22 0.14 0.13 0.49 (45.3)
177Lu 10.7 2.60 2.41 15.7 (68.1) 5.80 2.66 2.52 11.0 (52.8)
161Tb 38.6 4.55 4.69 47.8 (80.7) 19.5 4.96 4.61 29.1 (67.1)
103mRh 78.9 26.7 22.5 128 (61.6) 42.3 26.7 22.5 91.5 (46.3)
119Sb 236 5.00 0.00 241 (97.9) 121 9.48 0.00 130 (93.1)
125I 272 10.9 2.97 286 (95.1) 116 11.9 3.10 131 (88.5)
161Ho 218 6.42 4.28 229 (95.2) 101 8.52 3.84 113 (89.4)
189mOs 204 11.6 1.51 217 (94.0) 106 15.1 2.01 123 (86.1)
193mPt 64.9 2.07 2.15 69.1 (93.9) 27.7 2.25 2.12 32.1 (86.4)
195mPt 81.0 3.89 2.34 87.2 (92.9) 39.3 4.36 2.57 46.2 (85.1)

Table IV.6 Normalized absorbed doses to the nucleus of the central cell in a cluster for
different distributions of β− and AE emitters. We report the self-dose, the
cross-dose induced by each neighborhood and the total dose, i.e., self-dose +
cross-dose. The values in parentheses indicate the self-dose contribution to
the total dose.
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Figure IV.7 Normalized absorbed doses to the nucleus of the central cell in a cluster for
different distributions of β− and AE emitters.

Let us remind that in this study we chose a cell cluster in which the cells are arranged

in a simple cubic lattice. However, if only one neighborhood is considered in a compact

model, up to 12 cells may be placed in contact with the central cell, and in this case, the

cross-doses from this first neighborhood would be twice as high as the values reported in

Table IV.6.

Furthermore, let us note that 71Ge was omitted in the cell cluster calculations be-

cause the cross-dose contribution to the normalized absorbed dose is negligible for this

radionuclide. Indeed, it can be observed from Table IV.4 that the normalized absorbed

dose to the nucleus of a single cell is already very low for a cell surface distribution of

the radionuclide. Therefore, the effect on the normalized absorbed dose (to the nucleus

of the central cell) of adding the neighboring cells will be insignificant. Interestingly, in

spite of the dose enhancement observed for the other electron emitters with the addition

of labeled neighboring cells, none of them is able to perform better than 71Ge in the

case of intranuclear and whole cell distribution of the radionuclide. Thus, 71Ge has an

exceptional cytotoxic potential if nuclear incorporation of the radionuclide were feasible,

but its net therapeutic effect will depend as well on the homogeneous uptake of the

radiopharmaceutical by all tumor cells.

It is evident from Table IV.6 that the addition of the 18 neighboring cells increases

the normalized absorbed dose to the nucleus of the central cell. Moreover, for a given

radionuclide the exact dose enhancement depends on the radionuclide distribution

within the cells surrounding the target. For all radionuclides, the dose enhancement is

143



Chapter IV: Radiation dosimetry of β− and Auger electron emitters

more pronounced in the case of cell surface distribution.

As expected, for β− emitters the second neighborhood still adds a significant con-

tribution to the normalized absorbed dose (it essentially increases the cross-dose by a

factor ∼2 for all radionuclide distributions). This is due to the relative high energy and

long range of the β− particles emitted by such radionuclides. As previously mentioned,

β− emitters are best suited for irradiating large tumors, therefore their cross-dose will

be relevant for many layers of cells. On the other hand, 161Tb differs from the rest

of the β− emitters studied here in that it emits a high number of low-energy CE and

AE, which increase the local dose. For this reason, the doses delivered by 161Tb are

consistently higher than those delivered by 177Lu. More specifically, the enhancement

factor 161Tb/177Lu is 2.1 in case of cell surface distribution and increases up to 3.0 in case

of intranuclear location. Furthermore, the self-dose component offered by the low-energy

electrons of 161Tb may be interesting even for treating large tumors, known for their

heterogeneity, by providing a local boost to labeled tumor cells. These findings support

the view that 161Tb may be a better choice than the currently used 177Lu for irradiating

single tumor cells and micrometastases, as we recently reported in Ref. [245].

Regarding the AE emitters, the specific contribution of the second neighborhood to

the normalized absorbed dose varies substantially depending on the radionuclide. In

most cases this contribution is much lower than that of the first neighborhood. That

is the case for 119Sb and 189mOs. In fact, for 119Sb the second neighborhood does not

contribute at all to the normalized absorbed dose when the radionuclide is located in

the nucleus or uniformly distributed in the whole cell. Compared to 119Sb and 189mOs,

the cross-dose provided by the second neighborhood is somewhat higher for 125I, 161Ho

and 195mPt. Finally, for 103mRh and 193mPt the contribution of the second neighborhood is

almost equal to that of the first neighborhood. Nevertheless, in absolute terms 193mPt

provides much lower normalized absorbed doses than 103mRh: 6.3 Gy vs. 64.1 Gy for cell

surface distribution; 11.0 Gy vs. 70.0 Gy for intracytoplasmic distribution; 69.1 Gy vs.

128 Gy for intranuclear location; and 32.1 Gy vs. 91.5 Gy in case of uniform whole cell

distribution, as shown in Table IV.6.

Finally, Table IV.7 shows the results for the neighboring cells. It can be seen that

the relative contribution of the self-dose (shown in parentheses in Tables IV.6 and IV.7)

to the total dose increases as we move from the central cell to the first and second

neighborhoods. It also increases as we move from a cell surface distribution to an

intranuclear distribution of the radionuclide.
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Radionuclide
Normalized absorbed dose [Gy] (% contribution of the self-dose)

Cell surface Intracytoplasmic

Neighborhood Neighborhood

1st 2nd 1st 2nd

131I 3.60 (31.4) 2.93 (38.6) 4.23 (40.9) 3.50 (49.4)
90Y 0.30 (29.8) 0.24 (37.0) 0.36 (39.1) 0.30 (47.3)
177Lu 6.04 (31.8) 4.75 (40.4) 7.02 (42.7) 5.82 (51.5)
161Tb 12.40 (40.0) 9.8 (50.6) 15.3 (54.2) 12.9 (64.6)
103mRh 47.7 (31.0) 34.9 (42.4) 53.6 (39.7) 40.9 (52.1)
119Sb 47.4 (73.1) 39.8 (87.0) 64.2 (85.5) 58.6 (93.7)
125I 30.0 (53.3) 22.8 (70.2) 37.2 (66.4) 31.2 (79.2)
161Ho 31.0 (60.3) 25.4 (73.6) 44.8 (76.8) 40.3 (85.4)
189mOs 47.9 (64.3) 38.2 (80.6) 64.8 (77.5) 56.7 (88.5)
193mPt 5.35 (33.1) 4.43 (40.0) 10.1 (64.7) 9.18 (71.2)
195mPt 14.7 (56.1) 12.1 (68.2) 21.1 (72.0) 18.9 (80.4)

Intranuclear Whole cell

Neighborhood Neighborhood

1st 2nd 1st 2nd

131I 7.72 (65.0) 7.03 (71.4) 5.51 (55.3) 4.78 (63.8)
90Y 0.58 (63.3) 0.52 (69.9) 0.44 (50.7) 0.38 (58.8)
177Lu 14.6 (73.5) 13.5 (79.6) 9.73 (59.6) 8.57 (67.7)
161Tb 45.2 (85.4) 43.1 (89.6) 26.4 (73.8) 24.1 (81.1)
103mRh 111 (71.1) 98.0 (80.5) 74.6 (56.7) 61.6 (68.7)
119Sb 241 (97.9) 239 (98.7) 129 (93.8) 124 (97.6)
125I 282 (96.5) 277 (98.2) 127 (91.3) 121 (95.9)
161Ho 225 (96.9) 222 (98.2) 110 (91.8) 106 (95.3)
189mOs 214 (95.3) 209 (97.6) 119 (89.1) 112 (94.6)
193mPt 68.3 (95.0) 67.4 (96.3) 31.2 (88.8) 30.3 (91.4)
195mPt 85.9 (94.3) 84.6 (95.7) 44.7 (87.9) 42.8 (91.8)

Table IV.7 Total (normalized) absorbed dose to the nucleus of any cell of the 1st and 2nd

neighborhoods for different distributions of β− and AE emitters.
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Conclusions

We have reported in this chapter our radiation dosimetry simulations for evaluating some

interesting electron emitters for TRT. The evaluation of the therapeutic potential of the

radionuclides has been carried out in terms of cellular S-values and normalized absorbed

doses to the nucleus of a single tumor cell and to the nuclei of the cells in a small cluster,

representing a micrometastasis.

According to our findings, some of the investigated AE emitters would be ideal for

the irradiation of single tumor cells, particularly 119Sb and 189mOs. Other AE emitters

may also be appropriate for killing single tumor cells, provided that the radionuclide

can be incorporated into the cell nucleus. That is the case for instance of 71Ge, 125I and
161Ho. Other electron emitters, such as 103mRh and 161Tb, would be able to deliver high

doses to the targeted cells, but also a significant cross-dose to their immediate neighbors.

The results reported here are strongly influenced by the cell model chosen, and

calculations performed with other cell dimensions and geometries will almost certainly

yield different values. However, we believe that in a qualitative sense the observations

made about the therapeutic potential of the various radionuclides for the treatment of

small tumors and micrometastases will remain valid.

On the other hand, it should be reminded that all our results are based on the

emission spectra provided by the ICRP Publication 107 [18]. Nevertheless, the urgent

need for more accurate and complete data regarding the nuclear decay and AE emission

of some radionuclides suitable for medical applications has been stressed by experts in

recent international meetings, with clearly defined requirements to be fulfilled in the

next years [278, 308, 309]. In particular, for the radionuclides studied in this work, the

need for new measurements is being assessed for 161Tb and has already been established

for 195mPt, 193mPt, 119Sb, 103mRh and 71Ge [278]. For AE emitters, published spectra

differ significantly in the yields and energies of the outer-shell transitions [309, 310].

Therefore, the improvement of the emission spectra resulting from new experimental

data will be most welcomed and will probably have an important impact on radiation

dosimetry calculations, especially at the nanoscale for AE emitters.
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V.1 Introduction

We discussed in Chapter IV the use of electron emitters in TRT. An alternative (or

complementary) line of research has focused on investigating the therapeutic potential

of α-particle emitters for TRT, an approach known as targeted alpha therapy (TAT).
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α-particles are doubly ionized helium atoms (4
2He2+) that in radioactive decays

are emitted with kinetic energies of about 4–10 MeV. These α-particles have much

higher LET (∼50–250 keV µm−1, depending on the particle energy) in comparison

to other radiations. For example, 2 keV µm−1 for 250 kVp X-rays, 4.7 keV µm−1 for

10 MeV photons, or ≈ 0.2 keV µm−1 for β−-particles emitted by 90Y, 131I and 177Lu [311].

Consequently, α-particles travel short distances, depositing all their energy within a

few cell diameters (∼30–100 µm). Thus, α-particles are very effective at inducing

complex DNA damages difficult to be repaired by irradiated cells [312]. Moreover, the

cytotoxic effects associated with α-particles are independent of oxygen concentration

in the tumor, a clear advantage that TAT offers over other therapies (chemotherapy,

external beam radiation therapy or even TRT with β− emitters), which often fail to treat

poorly oxygenated (hypoxic) tumor regions [313]. In addition, the range of α-particles

is short enough to kill tumor cells, while sparing the surrounding healthy tissue. The

latter naturally implies that appropriate targeting of the radionuclide is needed to ensure

that the radioactive decays will take place near the tumor cells.

It is worth mentioning that both α-particles and AE are high LET radiations. Never-

theless, compared to AE, α-particles have greater path lengths and are able to traverse

several cells before stopping. Thus, α-particles may reach the tumor cell nucleus and

then induce DNA damages even if they are emitted outside the tumor cell. Consequently,

cell internalization and nuclear incorporation of the radionuclide is not necessary for

tumor cell killing in TAT [314].

The idea of using α-particles in medical applications, and particularly in TRT, has

been investigated for many years. However, only a few α-particle emitting radionuclides

have been tested in preclinical and clinical trials. Currently, the major challenges faced

by the scientific community to achieve routine clinical use of TAT are:

• Limited supply and high cost of the radionuclides. The techniques and equipment

required to produce most of the α-particle emitters of interest are only available

in a few facilities around the world. New and better production routes, as well as

purification strategies, must be conceived for obtaining the activities required in

the clinical setting [315]. Other hurdles in this context include the logistics for

transport and distribution of the radionuclides (when on site production is not

feasible), and the particular regulatory framework applicable to the handling of

α-particle emitters in many countries (e.g., nuclear proliferation concerns of some

parent radionuclides).

• The half-life of some α-particle emitters is very short (less than one hour), which

imposes severe constraints on logistics and labeling procedures. At the same time,

a too short half-life limits the types of tumors that could be treated, because the
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radionuclide would only reach the most accessible cancer cells after injection [316].

Some strategies for dealing with the short half-life problem, at least to a certain

extent, include the use of in vivo generators, the development of automated systems

for labeling, and the local injection of the radionuclide.

• Chemistry issues, such as the lack of suitable chelating agents for some radionu-

clides to form stable complexes in vivo. Moreover, for some α-particle emitters the

release of the radionuclide’s progeny from the chelator also raises toxicity concerns

for non-targeted tissues [317, 318].

Furthermore, there is a need for theoretical dosimetry studies to understand the

interactions and energy deposits induced in the biological medium by the emitted

α-particles. This constitutes the main motivation for the present work.

The purpose of this chapter is to discuss some promising α-particle emitting radionu-

clides for TAT and to present their cellular S-values computed with CELLDOSE. The

chapter is structured as follows: in Section V.2 we discuss the track parameters that

were computed to validate the transport of α-particles with TILDA-V; then, we describe

in Section V.3 the basic aspects of α decay; Section V.4 provides an overview of the

main properties of the α-particle emitters investigated in this work; finally, we report in

Section V.5 the cellular S-values for the α-particle emitters computed with CELLDOSE.

V.2 Track parameters for α-particles transport in water

Following closely the ideas presented in Section III.2, the new capability of TILDA-V to

simulate the transport of α-particles was validated by computing two key track parame-

ters: the stopping power and the range, as explained in the following sections.

V.2.1 Stopping power

As for protons, only the electronic stopping power of α-particles is relevant for the

energies considered in this work. Indeed, for the lowest energy simulated here, 40 keV

(10 keV u−1), the nuclear stopping power represents less than 5% of the total stopping

power, and its contribution becomes even smaller at higher incident energies [10].

Analytically, the electronic stopping power of α-particles can be computed as:

SP (Einc) = N0

[
fHe2+(Einc)

4∑
j=1

Ējσj(Einc) + fHe+(Einc)
4∑

k=1

Ēkσk(Einc)

+ fHe0(Einc)
4∑
l=1

Ēlσl(Einc)

]
,

(V.1)
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where N0 is the number of molecules in the medium per unit volume defined in Eq.

I.12; the indices j, k and l represent the various inelastic interactions of helium ions

(ionization, excitation and two charge-exchange processes for each charge state); σj, σk
and σl denote the cross sections associated to the interactions j, k and l; similarly, Ēj,

Ēk and Ēl are the mean energy transfers for each interaction, which can be computed

starting from Eqs. II.10, II.13, II.36 and II.49. Furthermore, fHe2+ , fHe+ and fHe0 are the

equilibrium charge fractions for helium ions, given by [4, 109]:

fHe2+ = [(a− b)σ20 + g(a+ σ21)− f(b+ σ21)]/D ,

fHe+ = (bσ20 − gσ21)/D ,

fHe0 = (fσ21 − aσ20)/D ,

(V.2)

in which, by definition:

a = −(β + σ21) , b = σ01 − σ21 , f = σ10 − σ20 ,

g = −(α + σ20) , α = σ01 + σ02 , β = σ10 + σ12 ,

D = ag − bf ,

(V.3)

with the charge-exchange cross sections (σ21, σ20, σ10, σ12, σ01, σ02) as defined in

Chapter II. The equilibrium charge fractions for helium ions were computed with Eqs.

V.2 and V.3 considering two cases: i) using only the semiempirical charge-exchange cross

sections based on the work of Uehara and Nikjoo [4] (see Sections II.3.4 and II.3.5); ii)

using the prior CDW-EIS cross sections for the single-electron capture process by He2+,

and the semiempirical cross sections for all other charge-exchange processes.

The equilibrium charge fractions obtained for both cases are reported in Figure V.1,

along with experimental data in H2 and O2 taken from Barnett et al. [220]. Slight

differences are observed in the equilibrium charge fractions computed with the two

sets of cross sections. Regardless of these differences, it is clear that for energies above

∼1 MeV u−1 only the He2+ contribution to the electronic stopping power is relevant.

Furthermore, it should be noted that Eq. V.1 is simply an extension of Eq. III.6 given

previously for protons. In fact, the only difference between Eq. III.6 and Eq. V.1 is in the

total number of charge states and inelastic interactions types that is necessary to take

into account for an accurate description of the ion’s energy loss in its passage through

matter. It is worth mentioning that in the context of this work we used Eq. V.1 to verify

the stopping power values obtained from TILDA-V.
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Figure V.1 Equilibrium charge fractions for helium ions in water vapor (fHe2+, fHe+ and
fHe0) depicted in solid, dashed and dotted lines, respectively. Blue: calculation
from fully semiempirical cross sections. Red: calculation from a combination
of theoretical and semiempirical cross sections (see text). The symbols are
experimental data in H2 and O2 taken from Barnett et al. [220]. Adapted
with permission from Ref. [4]. Copyright (2002) American Chemical Society.

From the point of view of simulations, the stopping power is calculated following

the same approach described in Section III.2.2, i.e., 106 projectiles are simulated in

stationary mode for each helium charge state (He2+, He+, He0) and for each incident

energy according to a logarithmic grid. The stopping power for each charge state is then

obtained with Eq. III.7. Finally, the total electronic stopping power at an incident energy

Einc is obtained by considering the relative contribution of each helium charge state at

that energy:

SP (Einc) = fHe2+(SP )He2+ + fHe+(SP )He+ + fHe0(SP )He0 , (V.4)

Figure V.2 presents the electronic stopping power for α-particles in water computed

with TILDA-V using two different sets of cross sections. The dashed line shows the results

obtained when a full set of semiempirical cross sections, derived from the work of Uehara

and Nikjoo [4], is used in the code. On the other hand, the solid line (“theoretical”)

depicts the stopping power values obtained when using a mixed set of theoretical

and semiempirical cross sections, in which: the ionization cross sections for the three

charge states of helium as well as the single-electron capture process by He2+ (σ21)

were computed with the prior version of the CDW-EIS model; excitation cross sections

were obtained from the semiempirical model of Miller and Green [5], assuming that
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Figure V.2 Electronic stopping power for α-particles (4
2He2+) in water, as provided by

TILDA-V using two different sets of cross sections (see text). The dotted line
shows the values for water vapor taken from the ICRU Report 49 [10]. The
symbols represent experimental data for water vapor taken from Matteson et
al. [32] and Thwaites [33]. For the sake of clarity, error bars are only shown
when they are greater than the symbols.

the cross sections for all helium charge states were equal to those for protons; for all

other charge-exchange processes (σ20, σ10, σ12, σ01, σ02), the semiempirical cross sections

obtained from the work of Uehara and Nikjoo [4] were used.

As it is evident from Figure V.2, when using the “theoretical” set of cross sections, the

resulting stopping power curve exhibits large discrepancies with available experimental

data [32, 33] and the values provided by the ICRU Report 49 [10], especially for

incident energies . 2 MeV. The reasons behind these discrepancies are currently under

investigation, and it seems likely that improvements in the theoretical model will be

required to cope with this problem. While this work is concluded, we decided to use in

TILDA-V the full set of semiempirical interaction cross sections derived from the work of

Uehara and Nikjoo [4] for all simulations involving α-particles. This decision was made

for allowing a reliable dosimetric study of α-particle emitters, as described in Section

V.5. Therefore, and unless otherwise stated, all calculations reported hereafter were

performed using the semiempirical cross sections.
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V.2.2 Range

The range for α-particles in water is obtained by means of full slowing-down simulations

with TILDA-V. In this context, each α-particle is followed in an event-by-event manner,

all interactions and charge state changes taken into account, until its energy falls below

the fixed cutoff of 40 keV (10 keV u−1). The range is then obtained by dividing the total

distance traveled by the α-particles over the number of simulated projectiles (≥ 5× 104 ).

The range for α-particles in water computed with TILDA-V is shown in Figure V.3.
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Figure V.3 Range for α-particles (4
2He2+) in water, as provided by TILDA-V (dashed line).

The open circles are the CSDA range values for α-particles in water vapor
taken from the ICRU Report 49 [10].

Let us note that, as for protons, fixing a low-energy cutoff for the tracking of

α-particles induces an uncertainty in the range computed with TILDA-V. For this reason,

the range values reported in Figure V.3 (dashed line) were adjusted to compensate for

the average path length that an α-particle of 40 keV would travel before coming to a

full stop in water vapor. We assumed that the required correction is equal to the CSDA

range for an α-particle of 40 keV in water vapor found in the ICRU Report 49 [10], which

is ≈ 698 nm. After this correction, we found that the difference between the resulting

range values and those of the ICRU Report 49 [10] remains below 3% for incident

energies ≤ 10 MeV, which corresponds to the maximum kinetic energy of α-particles

emitted in a radioactive decay. On the other hand, for incident energies above 10 MeV

the differences between the range values computed with TILDA-V and those of the ICRU

Report 49 [10] may increase to about 10%. Based on the previous observations, we

conclude that uncertainties affecting the transport of α-particles in TILDA-V are low
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enough to allow the use of the code for simulating the decay and energy deposition of

α-particle emitting radionuclides.

V.3 The α decay process

α decay is a mode of radioactive decay in which an unstable parent nucleus emits

an α-particle to achieve a more stable configuration. α decay is possible because the

quantum mechanical effect of tunneling gives the α-particle a certain finite probability

for penetrating the potential barrier of the parent nucleus and thus escape. Moreover,

α decay is common in heavy nuclei, for which the atomic number Z ≥ 82 (i.e., starting

from lead) [246, 319]. If X (Y) is the parent (daughter) atom, the α decay process can

be written as:
A
ZX→ A−4

Z−2Y
2− + 4

2He2+ , (V.5)

where A is the atomic mass number. Thus, in an α decay the atomic mass number of

the parent atom is reduced by four and its atomic number by two, resulting in the two

protons and two neutrons needed to form the α-particle. If the parent atom is initially

neutral, then conservation of the electric charge implies that the daughter atom will

have a charge of -2 to compensate the +2 charge of the α-particle, as assumed in Eq.V.5.

However, the passage of the α-particle through the parent atom’s electron cloud may

excite or ionize some of these electrons, leaving the recoiling daughter atom in a state

of positive ionization. In fact, some experimental studies suggested that most of the

recoiling atoms were neutral or had a +1 charge [320–325]. In addition, α decay may

be accompanied by the emission of γ radiation if the daughter nucleus is left at an excited

state. The energy released in α decay is given by:

Qα = Eα + ERN + Eγ , (V.6)

where Eα, ERN and Eγ are the kinetic energies of the α-particle, the recoil daughter

nucleus (RN) and the γ photon, respectively. While α-particles have discrete kinetic

energies, the exact value of Eα depends on whether the daughter nucleus is left at an

excited state or not. Thus, the maximum value of Eα occurs when the daughter nucleus

is left at the ground state and therefore no γ photon is emitted (Eγ = 0 in Eq. V.6). The

kinetic energy of the RN can be computed with a simple non-relativistic expression:

ERN =

(
mα

mRN

)
Eα , (V.7)

with mα, mRN the mass in amu of the α-particle and the RN, respectively. As already

mentioned, Eα is of the order of a few MeV, while generally ERN ∼100 keV. Although

the kinetic energy of the RN may seem low compared to that of the α-particle, it is about

1000 times larger than the energy of a chemical bond. This is of great concern for TAT,
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because it means that the RN will always break free from the targeting agent, increasing

the risk of toxicity to normal tissues [317]. The average path length in water of the RN

is ∼100 nm [326]. More specifically, the range in water of the RN resulting from the

decay of the α-particle emitters investigated in this thesis varies between 89–120 nm,

according to estimations performed with the code SRIM [228].

Furthermore, because of conservation of momentum, the decay of the parent nucleus

at rest implies that the α-particle and the RN will acquire momenta equal in magnitude

but opposite in direction [246], as illustrated in Figure V.4 for the α decay of 225Ac.

Figure V.4 Schematic representation of the α decay of 225Ac. The protons are depicted in
red and the neutrons in blue (illustration adapted from “Nucleus drawing” by
Marekich CC BY-SA 3.0).

V.4 α-particle emitting radionuclides for TRT

As we have already mentioned, a radionuclide must satisfy multiple stringent criteria

(e.g., appropriate emission characteristics and half-life, availability, in vivo stability...) to

be considered a good candidate for TRT. Currently, there are only a handful of α-particle

emitters that seem to have enough potential to reach wide clinical use. In this section,

we present the physical properties and possible production routes of these promising

α-particle emitters.

V.4.1 211At

Astatine-211 (211At) has a half-life T1/2 = 7.21 h, which is long enough to allow the

synthesis of radiopharmaceuticals and in vivo distribution after injection [327]. A

simplified decay scheme of 211At is shown in Figure V.5.
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211
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84Po
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83Bi
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82Pb

(Stable)

EC 58.2%
7.214 h

α 41.8%
7.214 h 5867 keV

EC/β+ 100%
32.9 y 807 keV (max)

α 100%
0.516 s 7450 keV

Figure V.5 Decay series of 211At.

It can be seen that 211At emits a single α-particle, either directly through its decay

to bismuth-207 (207Bi, with a branching ratio of 41.8%), or through its alternative and

more likely (58.2%) decay branch leading to the formation of the short-lived α-particle

emitter polonium-211 (211Po). The most energetic α-particles are obtained in the latter

case, with a maximum kinetic energy E(max)
α = 7.45 MeV. It should be noted that when

modeling the decay series of 211At, the disintegration of 207Bi to 207Pb could be omitted.

Indeed, because of the long half-life of 207Bi (T1/2 = 32.9 y), its decay will not contribute

in any appreciable way to radiation doses. For the sake of completeness, however, we

decided to include the decay of 207Bi in our simulations.
211At can be produced in a cyclotron by bombardment of natural bismuth targets

with α-particles, through the 209Bi(α,2n)211At nuclear reaction. This production route

needs accelerators able to provide beams of α-particles with kinetic energies of about

28–29 MeV at the intensities required to produce useful quantities of 211At. There are

currently several institutions around the world with accelerators capable of producing

up to a few GBq of 211At using this method, and the associated production costs seem

much lower compared to other α-particle emitters. However, scarce availability of 211At

is still a problem. On the other hand, an important issue related to the 209Bi(α,2n)211At

production route is that the energy of the α-particle beam must be kept below 30 MeV

to minimize co-production of the isotope 210At, which decays to the extremely toxic
210Po [316, 327]. Alternative methods proposed in the literature for obtaining 211At

are usually based on 211Rn/211At generators. Indeed, radon-211 (211Rn, T1/2 = 14.6 h)

decays to either 211At by EC (branching ratio of 73%), or to 207Po (27%) by α decay. The

longer half-life of 211Rn would allow more time for shipment. Unfortunately, there are
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various issues related to this production route: it requires infrastructures that are even

less common than for 211At production, because 211Rn is obtained from either lithium

ion bombardment of 209Bi or by high-energy proton spallation of actinide targets. In

addition, purification steps are needed to remove the intrinsic 207Po contamination. At

best, only activities of 211At suitable for preclinical studies would be achievable unless

the production of 211Rn increases by a factor 100 [316, 328, 329].
211At has been coupled to several targeting molecules and used in a number of in

vitro and in vivo experiments to investigate the treatment of different cancer types

including, for instance, ovarian, breast and prostate cancers. For a comprehensive list

of the preclinical and clinical studies performed with the various promising α-particle

emitters, including 211At, see the recent review by Tafreshi et al. [330]. Nevertheless,

only two small phase I clinical trials have been reported thus far with 211At. In the first

one, 211At-ch81C6 was administered to eighteen patients with recurrent malignant brain

tumors. The treatment showed an increase in median survival with minimal toxicity

[331]. In the second phase I clinical trial, intraperitoneal treatment of nine patients with

recurrent ovarian carcinoma using 211At-MX35 F(ab’)2 showed no toxicity [332].

Furthermore, as of the writing of this thesis, there are four clinical trials with 211At

registered on clinicaltrials.gov to be carried out at the Fred Hutchinson Cancer Research

Center (Seattle, Washington, United States):

• A phase I/II clinical trial aims at investigating the side effects and best dose of
211At-BC8-B10 before donor stem cell transplant in treating patients with high-risk

acute myeloid leukemia, acute lymphoblastic leukemia, myelodysplastic syndrome,

or mixed-phenotype acute leukemia (NCT03128034).

• A phase I/II clinical study to determine the side effects and best dose of 211At-

BC8-B10 followed by donor stem cell transplant for the treatment of relapsed or

refractory high-risk acute leukemia or myelodysplastic syndrome (NCT03670966).

• A phase I trial to study the side effects and best dose of 211At-OKT10-B10 when

given together with chemotherapy before a stem cell transplantation for the treat-

ment of multiple myeloma (NCT04466475).

• A phase I trial to investigate the side effects and best dose of 211At-OKT10-B10

when given together with chemotherapy and low-dose total-body irradiation before

donor stem cell transplant for treating newly diagnosed, recurrent or refractory

high-risk multiple myeloma (NCT04579523).

As a last remark, let us mention that the decay of 211At yields X-rays with energies

of 77–92 keV that allow in vivo imaging for biodistribution studies in animal models

[333, 334].
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V.4.2 212Pb/212Bi

Lead-212 (212Pb) is a β− emitter with a half-life T1/2 = 10.64 h. It emits β−-particles with

a maximum energy E(max)

β− = 574 keV. Its interest for TAT actually relies on the α decay

of its immediate daughter, bismuth-212 (212Bi), which has a half-life of only 60.55 min.
212Bi has two alternative decay branches: i) β− decay (64.1%) to polonium-212 (212Po).

The latter is an α-particle emitter with an extremely short half-life (≈ 0.3 µs) and emits

α-particles with a maximum kinetic energy E(max)
α = 8.79 MeV; ii) α decay (35.9%) to

the β− emitter thallium-208 (208Tl). In this case, an α-particle with a kinetic energy

between 5.3–6.1 MeV is emitted. Both decay branches of 212Bi end in stable lead-208

(208Pb). In summary, regardless of the specific decay path followed by 212Bi, a single

α-particle is emitted by decay. The decay series of 212Pb is depicted in Figure V.6.

212
82Pb

212
83Bi

212
84Po

208
81Tl

208
82Pb

(Stable)

β− 100%

10.64 h 574 keV (max)

β− 64.1%

60.55 m 2248 keV (max)

α 35.9%

60.55 m 6090 keV

β− 100%

3.05 m 1796 keV (max)

α 100%

0.299 µs 8785 keV

Figure V.6 Decay series of 212Pb.

The short half-life of 212Bi limits its direct application. To overcome this problem,

a common strategy is to use 212Pb as an in vivo generator of 212Bi. Indeed, the use

of a longer-lived radionuclide facilitates the radiolabeling of targeting vectors and the

administration of the radiopharmaceutical, among other tasks. Another advantage

of 212Pb is that it delivers more than ten times the dose per unit administered activity

compared to 212Bi [335]. On the other hand, the release of 212Bi upon 212Pb disintegration

may raise concerns [316, 336]. In this context, studies found that when 212Pb is bound to

the chelators TCMC or DOTA about 30–40% of 212Bi could be released after the decay of
212Pb [335, 337]. A second disadvantage is that working with 212Pb requires appropriate
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radiation shielding because of the highly energetic γ-rays emitted by its granddaughter
208Tl (Eγ = 2.61 MeV) [336]. 212Pb emits as well γ-rays of 238.6 keV with a 43% yield,

which can be exploited for biodistribution studies [338]. Besides, a theranostic pair can

be formed with the isotope 203Pb, a γ emitter, allowing pre-therapy SPECT imaging for

dosimetry studies [339].

The main production route of 212Pb is by means of a 224Ra/212Pb generator. The

parent radionuclide radium-224 (224Ra, T1/2 = 3.66 d) is itself produced from the decay

of thorium-228 (228Th, T1/2 = 1.91 y), which can be obtained from thorium-232 (232Th)

or uranium-232 (232U) [336].

Several preclinical studies on mice have been carried out in recent years to determine

the efficacy and toxicity of 212Pb for the treatment of a variety of tumors, including

for instance: colon, pancreatic and ovarian cancers, as well as melanoma [330]. The

preclinical results have shown the potential of 212Pb to improve survival and tumor

growth inhibition with limited toxicity. In addition, a first-in-human phase I clinical trial

with 212Pb was recently reported. In this trial, the radiopharmaceutical 212Pb-TCMC-

trastuzumab was administered intraperitoneally to three patients with ovarian cancer.

The results showed little agent-related toxicity, confirming the medical potential and

the feasibility of treatments with 212Pb [338, 340]. As of the writing of this thesis,

participants are being recruited for a phase I clinical study aiming to determine the safety

and dose limiting toxicity of the radiopharmaceutical AlphaMedixTM (212Pb-DOTAMTATE)

in patients with unresectable, metastatic somatostatin receptor positive neuroendocrine

tumors. The trial should be completed by November 2021 (NCT03466216).

V.4.3 213Bi

Bismuth-213 (213Bi) has a half-life T1/2 = 45.6 min. As depicted in Figure V.7a, it is part

of the decay series of actinium-225 (225Ac, T1/2 = 10.0 d) and may undergo β− or α

decay. The β− decay path has a probability of 97.9% and leads to the very short-lived

polonium-213 (213Po, T1/2 = 4.2 µs) by the emission of β−-particles with a maximum

kinetic energy E(max)

β− = 1422 keV. The daughter 213Po then decays very fast to lead-209

(209Pb, T1/2 = 3.25 h) by the emission of α-particles with a maximum kinetic energy

E
(max)
α = 8.38 MeV. The alternative decay branch of 213Bi involves α decay (probability

of 2.1%, E(max)
α = 5.87 MeV) to thallium-209 (209Tl, T1/2 = 2.16 min), which then

experiences β− decay (E(max)

β− = 1944 keV) to 209Pb. Finally, the latter also undergoes β−

decay (E(max)

β− = 644 keV) to the very long-lived bismuth-209 (209Bi, T1/2 = 1.9 × 1019

y [341]), which for all practical purposes may be regarded as stable. Irrespective of

the initial decay path, each decay of 213Bi will yield one α-particle and two β−-particles.

The decay of 213Bi is also accompanied by the emission of a 440 keV photon (emission
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probability of 26.1%) that can be detected using γ-cameras equipped with commercially

available high energy collimators, allowing to perform biodistribution, pharmacokinetic

and dosimetric studies [342]. 213Bi is obtained from the decay of its parent radionuclide,
225Ac (see Section V.4.5) by means of 225Ac/213Bi generators. The latter can supply 213Bi

of high specific activity for several weeks [342, 343].

To date, there has been an enormous amount of successful work with 213Bi using

different targeting molecules (e.g., antibodies, antibody fragments, peptides) [318]. On

the preclinical side, encouraging results have been reported for many types of cancer, such

as pancreatic adenocarcinoma tumors, advanced bladder carcinoma, multiple myeloma,

lymphoma, breast, ovarian and prostate cancers. Several authors have summarized the

advances on this topic. For the details, the reader is referred for instance to the recent

reviews provided in Refs. [330, 344].
213Bi was the first α-particle emitter to be used in clinical trials for therapy [345], and

is also the α-particle emitter used in the largest number of clinical trials to date [330].

Here we only provide some examples of the most recent clinical studies. Kratochwil

et al. [346] reported a first-in-human experience with 213Bi-DOTATOC in patients with

neuroendocrine tumors resistant to treatment with β− emitters (90Y/177Lu-DOTATOC).

TAT with 213Bi was shown to be able to overcome resistance against β− radiation and

resulted in a high number of long-lasting antitumor responses with moderate toxicity.

Furthermore, a pilot study to determine the feasibility of 213Bi coupled to an anti-EGFR

antibody for the treatment of bladder cancer was reported by Autenrieth et al. [347].

The radiopharmaceutical was well tolerated and showed therapeutic efficacy. More

recently, treatment of recurrent glioblastoma multiforme with 213Bi-DOTA-SP was found

to be safe, well tolerated and to prolong survival [348, 349].

The widespread clinical application of 213Bi is mainly limited by the availability of

its parent 225Ac and the challenges imposed by its short half-life. In 2013, a report by

the IAEA estimated that, based on the activities of 213Bi administered in clinical studies,

all available sources of 225Ac/213Bi would allow the treatment of no more than 100–200

patients per year [316]. On the other hand, the short half-life problem can be somewhat

overcome with the use of automated systems for labeling and achieving rapid targeting

by means of locoregional application, pretargeting or with fast-diffusible peptides as

carrier molecules [342].

V.4.4 223Ra

Radium-223 (223Ra) is a pure α-particle emitter with a half-life T1/2 = 11.43 d. As

depicted in Figure V.7b, it is part of the decay series of thorium-227 (227Th). 223Ra

decays to radon-219 (219Rn) by emitting α-particles with kinetic energies between 5.0–
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5.9 MeV. The whole decay series of 223Ra yields a total of four α-particles, the most

energetic having a kinetic energy E(max)
α = 7.45 MeV (from 211Po).

The production of 223Ra is generally based on a long-term operating generator

containing a source of actinium-227 (227Ac, T1/2 = 21.7 y), the parent of 227Th, from

which 223Ra is eluted. 227Ac is itself isolated from a preparation of protactinium-231

(231Pa, T1/2 = 3.28× 104 y) [350]. 223Ra can also be obtained from legacy actinium-

beryllium neutron sources and by bombarding natural thorium using high-energy pro-

tons. Alternatively, large scale production of 223Ra can be achieved by generating 227Ac

through neutron irradiation of radium-226 (226Ra) in nuclear reactors, via the reaction
226Ra(n,γ)227Ra

β−−→ 227Ac (for more details, please refer to the paper by Jain et al. [351]

and references therein).
223Ra is considered a milestone in the medical applications of α-particle emitters.

Indeed, in the form of radium-223 dichloride (223RaCl2), it remains to this date the

only α-particle emitter approved by several health authorities, including the European

Medicines Agency (EMA), the US Food and Drug Administration (FDA), and the Min-

istry of Health, Labour and Welfare (MHLW) of Japan for the treatment of metastatic

castration-resistant prostate cancer [352]. Moreover, the efficacy and safety of 223RaCl2
has been investigated as well, with encouraging results, in other tumor types involving

bone metastases, such as advanced breast cancer and renal cell carcinoma [353].

It is worth mentioning that 223Ra differs from the other α-particle emitters discussed

here in that no targeting molecule is used to carry the radionuclide to the tumor. Radium,

as other alkaline earth metals, mimics calcium and therefore has a natural tendency to

accumulate in bones [330]. While this makes 223Ra ideal against bone metastases, it is

not a useful property for treating other tumors. Unfortunately, no chelator is currently

available to form stable complexes with 223Ra, which hampers the broader utilization of

this radionuclide in TAT [315].

V.4.5 225Ac

Actinium-225 (225Ac) is a pure α-particle emitter with a half-life T1/2 = 10.0 d. It

decays to francium-221 (221Fr, T1/2 = 4.9 min) by the emission of α-particles with a

maximum kinetic energy E
(max)
α = 5.83 MeV. 221Fr is itself a pure α-particle emitter

(E(max)
α = 6.34 MeV) that decays to yet another pure α-particle emitter, astatine-217

(217At, T1/2 = 0.032 s, E(max)
α = 7.07 MeV). The latter leads to 213Bi, whose decay has

been described in Section V.4.3. Thus, taking into account the decay of 213Bi, a total

of four α-particles and two β-particles will be emitted per decay of 225Ac (see Figure

V.7a). γ-photon emissions useful for in vivo imaging are generated in the 225Ac decay

series from the disintegration of 221Fr (218 keV, 11.6% emission probability) and 213Bi
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(440 keV, 26.1% emission probability) [316].

All the 225Ac used to date in preclinical and clinical studies has been obtained via

radiochemical extraction following the decay of the long-lived thorium-229 (229Th, T1/2 =

7340 y) through one intermediate radionuclide, radium-225 (225Ra, T1/2 = 14.9 d). 229Th

is the daughter of uranium-233 (233U, T1/2 = 1.592 × 105 y), and both radionuclides

are members of the extinct neptunium series. 233U was produced as part of the United

States molten salt breeder reactor research program and is currently stored at Oak Ridge

National Laboratory (ORNL) [354]. Besides ORNL, there are presently only two other

sites able to produce clinically relevant activities of 225Ac: the Directorate for Nuclear

Safety and Security of the Joint Research Centre (JRC) of the European Commission

in Karlsruhe, Germany and the Institute of Physics and Power Engineering (IPPE) in

Obninsk, Russia. The combined annual production of 225Ac in these three sites is of

about 68 GBq [355]. Unfortunately, this production route cannot provide the quantities

of 225Ac that would be required for its widespread clinical use. For example, it was

estimated that the treatment of 100,000 patients would require ≈ 2.8 TBq [356], i.e.,

more than forty times the maximum activity annually produced worldwide with the

current method. For this reason, there is now a great interest and a worldwide effort

to find alternative methods for large scale production of 225Ac [356]. The following are

some of the alternative production routes currently under investigation:

• Production in a cyclotron by low-energy (8.8–24.8 MeV) proton irradiation of

radium-226 (226Ra) via the nuclear reaction 226Ra(p,2n)225Ac [357].

• Accelerator production by means of high-energy (78–192 MeV) proton spallation re-

actions on natural thorium metal targets. The reaction pathways leading to 225Ac in-

clude 232Th(p,α4n)225Ac, 232Th(p,αp3n)225Ra
β−−→ 225Ac and 232Th(p,p7n)225Th EC−→

225Ac [358]. High 225Ac yields are predicted for proton beam energies of 200 MeV

and above [359].

• Production in an electron accelerator (e.g., a LINAC) using Bremsstrahlung photons

through the 226Ra(γ,n)225Ra
β−−→ 225Ac photonuclear reaction [360].

• 225Ac could also be obtained through the production of 229Th in nuclear reactors

via neutron irradiation of 226Ra, 227Ac and 228Ra targets, as it has been performed

in the ORNL High Flux Isotope Reactor (HFIR) [361].

A large body of preclinical studies with 225Ac has been published in the last two

decades. Let us note, for instance, that the efficacy of 225Ac has been investigated in

animal models of lymphoma, neuroendocrine tumors, glioblastoma, metastatic uveal

melanoma, as well as in pancreatic, colon, breast, ovarian and prostate cancers. In
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most cases, antitumor effect was obtained with low toxicity. In some studies, however,

renal toxicity due to the relocation of daughter nuclei was observed. A summary of the

preclinical and clinical studies with 225Ac can be found in Ref. [330]. On the clinical

side, to the best of our knowledge, the following studies with 225Ac have been reported

to date:

• Two phase I and one phase II trials have been performed with 225Ac-lintuzumab in

patients with acute myeloid leukemia, demonstrating significant antitumor effects

[362].

• TAT based on 225Ac-PSMA-617 in patients with metastatic castration resistant

prostate cancer has shown remarkable antitumor response and promising duration

of tumor control, with the main side effect being xerostomia (dry mouth) [363–

365]. Indeed, the interest in treating this type of cancer with radiopharmaceuticals

containing 225Ac has grown. As of the writing of this thesis, there are six phase

I clinical trials registered on clinicaltrials.gov involving the use of 225Ac against

prostate cancer.

• TAT with 225Ac-DOTATOC in patients with neuroendocrine tumors was well toler-

ated and demonstrated promising treatment efficacy [366].

• An ongoing study on the safety and therapeutic efficacy of 225Ac-DOTA-SP for the

treatment of gliomas [367].

It is worth mentioning that 225Ac is expected to be better or comparable to 213Bi in

terms of radiobiology, preclinical and clinical effects and cost [368]. However, the release

of the daughter nuclei from the targeting agent upon disintegration of 225Ac (or of any

other radionuclide with a decay series involving multiple α decays) is still a matter of

concern in TAT.

V.4.6 227Th

Thorium-227 (227Th) is a pure α-particle emitter with a half-life T1/2 = 18.68 d and

decays to 223Ra by the emission of α-particles of 5.0–6.0 MeV. Moreover, taking into

account the whole progeny of 227Th, a total of five α-particles are emitted per decay (see

Figure V.7b). 227Th can be obtained from 227Ac using the same methods mentioned in

Section V.4.4. Unlike its daughter 223Ra, 227Th can form highly stable chelator complexes

and is therefore more attractive for TAT [369, 370]. Furthermore, the half-life of
227Th enables radiolabeling and administration before a significant amount of 223Ra is

generated. Besides, the ensuing accumulation of 223Ra in bones may not cause bone

marrow toxicity due to the short range of the α-particles [370].
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Several in vitro and in vivo studies have been performed to investigate the therapeutic

efficacy of 227Th in different tumor models, e.g., breast, colorectal, lung, ovarian and

pancreatic cancers, as well as lymphoma and acute myeloid leukemia. A review of these

preclinical studies with 227Th has been recently given by Frantellizzi et al. [370]. In

general, encouraging results have been reported for TAT with 227Th. Furthermore, as

of the writing of this thesis, one phase I clinical trial with 227Th has been completed by

Bayer. The trial aimed to evaluate the safety and tolerability of the thorium conjugate

BAY1862864 in patients with relapsed or refractory CD22-positive NHL (NCT02581878).

To the best of our knowledge, no results have been reported yet. In addition, according

to clinicaltrials.gov, there are currently three other phase I clinical trials (also sponsored

by Bayer) recruiting participants:

• A first-in-human study to learn about the safety and efficacy of the drug

BAY2701439 in patients with HER2 expressing cancers (NCT04147819).

• A first-in-human study to determine the safety, tolerability, pharmacokinetics,

antitumor activity and recommended dose for further clinical development of the

drug BAY2287411 (a 227Th labeled antibody-chelator conjugate) in patients with

tumors known to express the protein mesothelin (NCT03507452).

• A study to evaluate the safety, tolerability, pharmacokinetics, and antitumor activity

of the 227Th labeled immunoconjugate BAY2315497 in patients with metastatic

castration resistant prostate cancer (NCT03724747).

We have summarized in Table V.1 the main properties of the decay series of the

α-particle emitters discussed thus far. In addition to the half-lives and branching ratios

associated to the possible decay paths, we have indicated as well the contribution of each

radiation type (excluding photons) to the average energy released by each radionuclide.

All the information was taken from the ICRP Publication 107 [18]. By adding the

contributions listed in the last column of Table V.1 for each decay series, it can be seen

that the total energy released per decay is of about 6.97 MeV for 211At, 8.86 MeV for
212Pb, 9.14 MeV for 213Bi, 27.92 MeV for 223Ra, 28.68 MeV for 225Ac, and 33.97 MeV for
227Th. Moreover, α-particles represent in each case about 97%, 88%, 91%, 94%, 96%

and 95% of the total energy released per decay, respectively.
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V.5 Cellular S-values for α-particle emitters

With the purpose of evaluating the relative performance of the various α-particle emitters

at irradiating the nucleus of a single tumor cell, we used CELLDOSE to compute the

cellular S-values. In this context, we applied the same cell model (RC = 7 µm, RN = 5 µm,

and membrane thickness of 10 nm) and methodology previously described in Section

IV.6.1 for electron emitters. As in that case, we considered different distributions of

the radionuclide within the cell: a cell surface location (CS), intracytoplasmic location

(Cy), intranuclear location (N) and a uniform whole cell distribution (C). As usual, only

radiations with probabilities greater than 0.1‰ listed in the ICRP Publication 107 [18]

were included in our simulations. Besides, all photons were excluded. The number

of decays simulated with CELLDOSE varied between 105 and 106 depending on the

radionuclide and distribution under study in order to reduce the statistical uncertainty

to about 1–2%, while keeping a reasonable computation time.

It is worth mentioning that modeling the decay of α-particle emitters is somewhat

more challenging than modeling the decay of pure β− or AE emitters, because it often

involves working with complex decay series and thus taking into consideration not

only the decay of the original radionuclide (i.e., the parent nucleus), but the decays

of the daughter nuclei as well. Indeed, if we take a look for instance at the decay

schemes depicted in Figures V.5 to V.7, we see that the daughter nucleus is usually

radioactive, even more, it can itself be an α-particle emitter. Consequently, in such

cases (unless particular equilibrium conditions are present) the whole decay series of the

parent radionuclide must be accounted for in dosimetric studies. In addition, for a given

radionuclide it is possible to have alternative decay modes/paths with precise branching

ratios. That is the case for example of 211At, where α decay competes with electron

capture, or of 212Bi, for which β− decay is much more likely than α decay (see Figures V.5

and V.6). For all these reasons, it was necessary to adapt the algorithm implemented in

CELLDOSE for the random sampling of radiations. The principle remains the same as in

Section IV.6.1, but now the cumulative probability distribution includes the contribution

of all radiations of interest (α-particles, β− spectra, CE and AE) for every radionuclide in

a decay series. Besides, when alternative decay paths are available for a given parent

radionuclide, the emissions of the daughter nuclei are adjusted by multiplying their yields

by the corresponding branching ratio associated to the specific decay path. However, it

should be noted that renormalization of the emission yields is only required for decay

series, since the yields of individual radionuclides are already normalized in the data

provided by the ICRP Publication 107 [18]. Moreover, it should be reminded that the

algorithm in CELLDOSE provides only one particle (and thus one incident energy) by

decay. Once the list of particles and energies is generated, another random sampling is
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performed to determine the point of departure of each emitted radiation (α-particle or

electron) within the cell, depending on the distribution to investigate. Let us note that, as

for electron emitters, a final renormalization of the computed S-values is required. This is

made by multiplying the computed S-values by the ratio of the mean energy released by

decay over the mean energy of the radiations randomly sampled from the radionuclide’s

spectrum. As for electron emitters, the need for renormalization is a consequence of the

way the random sampling of radiations is performed in our code: only one radiation

energy is selected by decay, when in reality several particles with distinct energies may

be emitted following a single radioactive decay.

On the other hand, we would like to draw attention to the fact that the current

version of CELLDOSE cannot simulate the transport of ions or neutral atoms heavier

than helium. Therefore, the energy deposits induced directly by the RN were not taken

into account in this work. This issue will be discussed hereafter.

As we have mentioned, a correct dosimetric assessment of α-particle emitters must

take into account the full decay series of the radionuclide under investigation. Nev-

ertheless, for practical purposes (and to reduce the possible sources of error in our

calculations) we computed the S-values with CELLDOSE considering two cases: i) the

S-value of individual radionuclides, i.e., the one obtained by considering only the decay

of the parent nucleus; ii) the S-value calculated taking into account the full decay series.

The cellular S-values for individual radionuclides obtained in this work are presented

in Table V.2, while those for the decay series are shown in Table V.3. In both cases, we

have included for comparison the results obtained with the MIRDcell code [39] and

those reported in the recent work by Lee et al. [41]. Several authors have obtained

S-values for α-particle emitters distributed in single tumor cells and micrometastases of

different sizes using various methods and codes [19, 41, 371, 372]. However, because of

differences in cell geometry and the radionuclides studied in those previous works, a

direct benchmark of our results was only possible with the predictions of MIRDcell and

Lee et al. [41]. Furthermore, for S(N← C) (i.e., the S-value when the radiation source

is uniformly distributed in the whole cell) we have reported only our results because this

configuration is not included in MIRDcell and was not considered either in Ref. [41].

We have indicated as well in Tables V.2 and V.3 the percentage difference between the

S-values obtained from other sources and the ones computed with CELLDOSE (values in

parentheses).

Overall, the S-values increase as we move from a cell surface location, to an intracyto-

plasmic distribution, to a uniform whole cell distribution, to finally reach the maximum

value for intranuclear location. This behavior is the same as the one observed for electron

emitters in Chapter IV.
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In the case of individual radionuclides (Table V.2), very similar results were found

for 223Ra, 225Ac and 227Th for all radionuclide distributions. The latter can be explained

by the fact that the three radionuclides are pure α-particle emitters (no multiple decay

paths) and (taken individually) release roughly the same energy per decay (see Table

V.1). As expected, the smallest S-values were obtained for 212Pb, a pure β− emitter.

Moreover, when we compared our S-values with the ones provided by MIRDcell and

those taken from Lee et al. [41], we observed differences below∼6%. Given that our own

results have a statistical uncertainty ≤ 2%, the agreement with the other calculations is

remarkable. The principles behind the MIRD approach were briefly discussed in Chapter

IV. Let us add that MIRDcell, as CELLDOSE, does not consider the contributions of

photons and RN to the S-value. On the other hand, the calculations of Lee et al. [41]

were carried out with the MC code PHITS (version 2.76). In their simulations, Lee et al.
[41] included the photon contribution, despite the fact that is well known to be negligible

in this type of studies. Besides, PHITS (as CELLDOSE) cannot currently take into account

the fate of the RN1, and therefore their energy is not included in dose calculations. In

addition, let us note that PHITS, as CELLDOSE, uses the emission spectra taken from

the ICRP Publication 107 [18]. To the best of our knowledge, MIRDcell calculations are

based on similar data sets, the main difference being the treatment of β spectra [39].

A significant increase in the S-values was observed when the full decay series was

considered in the calculations (see Table V.3). The S-values increased by a factor of

about 2 for 211At, 28–29 for 213Bi, 3.5 for 223Ra and 225Ac, and 4.5 for 227Th. The largest

variation was found for 212Pb, for which the S-values of the decay series were 37–80

greater than for the individual radionuclide, depending on the distribution. Overall, the

maximum S-values were obtained for 227Th.

The relative differences between our results and the S-values of MIRDcell and Lee

et al. [41] were greater for the decay series than for the individual radionuclides, but

the agreement is still satisfactory (the discrepancies are < 8%). It is worth mentioning

that the percentage differences reported in Tables V.2 and V.3 are actually comparable

to those found between MIRDcell and PHITS 2.76 (< 6%) [41]. They are also similar

to the differences reported in other benchmark studies. For instance, Rojas-Calderón

et al. [372] recently used the MCNPX MC code to compute S-values for 211At, 225Ac

and monoenergetic α sources placed in the nuclei of spherical cells and of three cancer

cell models built from immunofluorescence images. Their S(N ← N) values for 211At

and 225Ac uniformly distributed in the nucleus of spherical cells of different sizes are

presented in Table V.4, along with a comparison of the results obtained with the MIRD

formalism [373].

1Private communication, PHITS development team.
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Cell dimensions (µm) Radionuclide†
S(N← N) [Gy Bq−1 s−1]

Difference‡

MIRD [373] MCNPX [372]

RN = 3, RC = 6
225Ac 2.61 × 10−1 2.68 × 10−1 -2.6%
211At 1.11 × 10−1 1.15 × 10−1 -3.5%

RN = 5, RC = 10
225Ac 9.47 × 10−2 9.68 × 10−2 -2.2%
211At 3.99 × 10−2 4.14 × 10−2 -3.6%

RN = 9, RC = 10
225Ac 2.99 × 10−2 3.05 × 10−2 -2.0%
211At 1.25 × 10−2 1.30 × 10−2 -3.8%

† The emission data were taken from the ICRP Publication 107 [18]. All radiations with yields greater
than 1% were included.
‡ Computed as: [S-value(MIRD)−S-value(MCNPX)]/S-value(MCNPX)×100.

Table V.4 S(N ← N) values for 211At and 225Ac uniformly distributed in the nucleus
of spherical cells of different sizes (RN = nucleus radius, RC = cell radius).
Adapted from Ref. [372].

It can be seen that the results of Rojas-Calderón et al. [372] agree within ∼4% with

the calculations based on the MIRD method [373].

Finally, we have estimated the enhancement factor to the S-values provided by

the α-particle emitters compared to the conventional β− emitter 177Lu (taken as the

reference). The enhancement factor was simply computed as the S-value ratio, i.e.,

S(α-particle emitter)/S(177Lu). The results for the two cases discussed here (the ra-

dionuclide alone and with its decay series) are reported in Table V.5.

It can be observed that the single decay of a pure α-particle emitter such as 223Ra,
225Ac or 227Th already yields S-values that are about 87–134 greater than those of
177Lu. The enhancement is less significant for radionuclides having multiple decay

modes, particularly if the α decay path has a small branching ratio. For instance, the

enhancement factors of 211At (41.8% α) and 212Bi (35.9% α) are of about 36–54 and

30–45, respectively, while the S-values of 213Bi (2.1% α) alone are only between 2.2

and 3.2 times greater than those of 177Lu. The extreme case is, once again, that of 212Pb

alone, with enhancement factors of only 1.27–1.89 with respect to 177Lu.

When considering the full decay series, the maximum enhancement was found for
227Th, followed by 223Ra, 225Ac, 211At, 212Pb and finally 213Bi. The S-value of 227Th for a

cell surface distribution of the radionuclide was 589 times greater than the corresponding

S-value of 177Lu; the enhancement factor decreased to 534 for intracytoplasmic location,

441 for a uniform whole cell distribution, and 393 for intranuclear location. This is a

clear example of how α-particle emitters outperform β− emitters, at least in terms of
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S-values.

Radionuclide Case
Enhancement factor over 177Lu

S(N← CS) S(N← Cy) S(N← N) S(N← C)

211At
alone 54.0 50.7 36.0 40.4

series 110 104 76.0 84.5

212Pb
alone 1.27 1.43 1.89 1.75

series 101 100 70.1 78.4

212Bi
alone 45 42 30 34

series – – – –

213Bi
alone 3.20 3.08 2.24 2.54

series 91.7 86.9 63.0 70.6

223Ra
alone 134 122 89.0 98.9

series 460 442 309 344

225Ac
alone 129 120 86.7 96.0

series 447 416 299 342

227Th
alone 130 124 89.3 99.5

series 589 534 393 441

Table V.5 Enhancement factor of α-particle emitters over 177Lu, computed as the S-value
ratio, S(α-particle emitter)/S(177Lu).

An issue that remains to be addressed in this context is the effect on dosimetry of

the RN. As far as we know, the contribution of RN to the S-values has been neglected

in similar works found in the literature. Given the range of the RN and the cell size,

this assumption may well be justified for a cell surface distribution of the radionuclide,

because the RN would never reach the cell nucleus. Nevertheless, the same cannot

be stated with certainty for intracytoplasmic distribution. Moreover, for intranuclear

location it is likely that the RN will deposit an important fraction of their energy in the

cell nucleus, which may modify the value of S(N← N). Furthermore, it seems that the

biological effects of the RN are not clearly established. To the best of our knowledge,

there are only a few studies in the literature related to this topic. For instance, in the

1990s Azure et al. [374] investigated the role of recoil energy on the radiotoxicity of

the α-particle emitter 212Pb localized in the nucleus of mammalian cells. Based on their

calculations of the relative biological effectiveness of the α-particles emitted by 212Po and
212Bi (the progeny of 212Pb), as well as on previous experimental observations regarding
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cell survival studies, they concluded that recoil energy does not play a significant role in

imparting biological damage when α-particle emitters are localized in the cell nucleus.

However, the reason behind the apparent ineffectiveness of the recoil energy was not

fully elucidated.

In summary, further studies are needed to evaluate the exact effect of including

the contribution of RN when computing the S-values of α-particle emitters, as well as

to clarify its significance when relating absorbed dose to radiation-induced biological

damage. This is, however, well beyond the scope of this thesis.

Conclusions

We have shown in this chapter that both TILDA-V and CELLDOSE are now validated for

simulating the transport of α-particles in water and performing dosimetry studies with

α-particle emitting radionuclides, respectively. An excellent agreement was found with

available data in the literature in terms of stopping power, ranges and cellular S-values.

We have computed the S-values for α-particle emitters considering a single cell model

and different distributions of the radionuclides. Our results show that α-particle emitters

outperform conventional β− such as 177Lu in terms of energy deposited in the nucleus of

a single cell.

Future work on this subject may include: a reevaluation of the cellular S-values

reported here using improved theoretical cross sections for helium ions in water; the

implementation of interaction cross sections for describing the impact of helium ions

on DNA components; a detailed analysis of the energy deposits induced by the recoil

daughter nuclei, if possible through refinements to the MC simulations or by means of

other numerical tools; simulating the irradiation by α-particles of multicellular systems;

and the implementation in CELLDOSE of more complex and realistic cell models, based

for instance on microscopy images of tumor cell lines.
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Conclusions

The fight against cancer is one of the most challenging, complex and significant scientific

endeavors in human history. Interdisciplinarity is nowadays considered a key factor to

advance cancer research. In the case of therapeutic approaches making use of ionizing

radiation, physics plays an important role for understanding the interactions of radiation

with biological matter. These interactions are described through cross sections, which

can be used in Monte Carlo codes to simulate with great accuracy the deposition of

radiation energy in tumors.

The purpose of this work was to improve an existing MCTS code (TILDA-V) by adding

new types of radiation sources in the simulations and to validate the code as a whole for

applications in radiation dosimetry, especially for making useful predictions in the field

of TRT.

During the first phase of the thesis, a series of studies were carried out to validate

the transport of protons and their secondary electrons in water and DNA. While the

transport of these particles was already implemented in TILDA-V , some aspects of the

code had to be updated and/or modified to improve the accuracy and performance of

the simulations, as well as to include routines necessary for cellular dosimetry. Therefore,

validation of the latest changes was required. A thorough comparison of the inputs and

outputs of the code with available theoretical and experimental data in the literature

was made at all levels: starting with the multiple-differential and total interaction cross

sections, followed by comparisons in terms of track parameters including the stopping

power, range and radial dose profiles. In general, the agreement of our results with

experimental data and calculations reported by other authors was excellent, except

for very low incident energies (below some tens of keV u−1 for ions and about 100 eV

in the case of electrons). After validation, the code was applied for the first time to

investigate the absorbed dose to the nucleus of a single tumor cell irradiated by protons.

Furthermore, CELLDOSE, the dosimetric extension to the MCTS code EPOTRAN (in

which electrons can be simulated as the primary particles), was modified as well to
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model the decay of β− and AE emitters in single tumor cells and in a small cell cluster.

The main original contribution of this thesis was, however, the development of rou-

tines in TILDA-V for allowing the transport and dosimetry of α-particles with kinetic

energies ranging from 10 keV u−1 to 100 MeV u−1 in water. As part of this work, a new

set of theoretical and semiempirical interaction cross sections was computed and imple-

mented in TILDA-V for helium ions (He2+, He+, He0). The new version of TILDA-V was

tested by computing the stopping power and range of α-particles in water. The results of

these transport simulations showed to be reliable and accurate enough (when compared

with available experimental data and recommended values taken from the ICRU) for

dosimetry purposes. Moreover, we added features to the code that allow the simulation

of the full decay series of α-particle emitting radionuclides. In addition to all the code

development work previously described, we believe that the calculations of cellular

S-values for electron and α-particle emitters reported in this thesis will be relevant

for the community of nuclear medicine, and more generally to everyone interested in

internal radiation dosimetry at the cellular level. Indeed, the results obtained in terms

of S-values and normalized absorbed doses are a good example of the way radiation

physics and MC codes can help researchers to choose the most appropriate radionuclide

for a given tumor situation, in the context of multidisciplinary efforts to find new and

better therapies against cancer.

Outlook

Regarding TILDA-V, future developments should focus on improving both the physics

behind simulations as well as the code performance. With respect to the first point,

the influence on results of physical processes currently not taken into account, namely,

multiple ionization and nuclear non-elastic scattering should be investigated in more

detail and, if possible, included in the code. Of particular importance is the improvement

of the theoretical framework for computing the cross sections for α-particles, especially

if the same approach is used for describing the α-particle impact on DNA components.

Concerning the code’s performance, simulations are already very time-consuming and it

may worth the effort to investigate the advantage (and feasibility) of changing from a

full OpenMP parallelization to a hybrid approach (OpenMP + MPI).

Further work is also required to allow the user of TILDA-V to define more complex

geometries in a relatively simple way. This is crucial to perform simulations with more

realistic cell and/or DNA models, which is an obvious step to refine the studies carried

out in this thesis with electron and α-particle emitters distributed inside single cells and

cell clusters.

Other important points that should be addressed in future code developments are
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modeling the physico-chemical and chemical stages of radiation damage (either within

the code itself or by means of other tools or external modules), and the transport of

recoil nuclei produced in radioactive decays. The former is necessary for quantifying the

indirect effects of radiation, while the fate of recoil nuclei may be of great interest to

fully elucidate the mechanisms of DNA damage induced directly by all the radiations

emitted in α decays.

On the other hand, ongoing work with the current version of TILDA-V is devoted

to analyze the energy deposited by proton, α-particle and electron beams in DNA

components. This investigation aims to correlate the energy deposits in DNA components

with experimental yields of DNA lesions (base damages, SSB, DSB).

As a last remark, we would like to point out that experimental data in terms of cross

sections for ion impact on biological targets, and particularly DNA components, is still

scarce. Therefore, future experimental work in this direction will be extremely valuable

to confirm the predictions of the current theoretical models implemented in TILDA-V,

especially in the low- and intermediate-energy ranges.
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Conclusions

La lutte contre le cancer est l’une des entreprises scientifiques les plus complexes et

importantes de l’histoire de l’humanité. L’interdisciplinarité est aujourd’hui considérée

comme un facteur clé pour faire avancer la recherche sur le cancer. Dans le cas des

approches thérapeutiques utilisant les rayonnements ionisants, la physique joue un

rôle fondamental pour comprendre les interactions des rayonnements avec la matière

biologique. Ces interactions sont décrites par des sections efficaces, qui peuvent être

utilisées dans des codes Monte Carlo pour simuler avec une grande précision l’énergie

déposée par les rayonnements dans les tumeurs.

Le but de ce travail était d’améliorer un code Monte Carlo de structure de trace

existant (TILDA-V) en ajoutant de nouveaux types de sources de rayonnements dans

les simulations, ainsi que valider le code dans son ensemble pour des applications en

dosimétrie des rayonnements ionisants, notamment pour faire des prédictions utiles dans

le domaine de la RIV.

Pendant la première étape de la thèse, une série d’études ont été menées pour valider

le transport des protons et leurs électrons secondaires dans l’eau et l’ADN. Alors que le

transport de ces particules était déjà implémenté dans TILDA-V, certains aspects du code

ont dû être mis à jour et/ou modifiés pour améliorer la précision et la performance des

simulations, ainsi que pour inclure les routines nécessaires à la dosimétrie cellulaire. Par

conséquent, la validation des dernières modifications était requise. Une comparaison

approfondie des entrées et sorties du code avec les données théoriques et expérimentales

disponibles dans la littérature a été faite à tous les niveaux: en commençant par les

sections efficaces multiplement différentielles et totales d’interaction, suivie de com-

paraisons en termes de paramètres physiques pertinents au transport des particules

chargées, y compris le pouvoir d’arrêt, le parcours (range) et la distribution de dose

radiale. En général, la concordance de nos résultats avec les données expérimentales

et les calculs rapportés par d’autres auteurs est excellente, sauf à très basse énergie (en

dessous de quelques dizaines de keV u−1 pour les ions et environ 100 eV dans le cas des
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électrons). Après validation, le code a été appliqué pour la première fois pour étudier

la dose absorbée au noyau d’une cellule tumorale irradiée par des protons. De plus,

CELLDOSE, l’extension dosimétrique du code Monte Carlo de structure de trace EPO-

TRAN (dans lequel les électrons peuvent être simulés en tant que particules primaires), a

également été modifiée pour modéliser la désintégration de radionucléides émetteurs β−

et d’électrons Auger dans des cellules tumorales isolées et dans un petit amas de cellules.

La principale contribution originale de cette thèse a pourtant été le développement

de routines en TILDA-V pour permettre le transport et la dosimétrie des particules α

avec des énergies cinétiques allant de 10 keV u−1 à 100 MeV u−1 dans l’eau. Dans le

cadre de ce travail, un nouvel ensemble de sections efficaces d’interaction théoriques

et semi-empiriques a été calculé et implémenté dans TILDA-V pour les ions d’hélium

(He2+, He+, He0). Cette nouvelle version de TILDA-V a été testée en calculant le pouvoir

d’arrêt et le parcours (range) des particules α dans l’eau. Les résultats de ces simulations

de transport se sont révélés suffisamment fiables et précis (par rapport aux données

expérimentales disponibles et aux valeurs recommandées tirées de l’ICRU) pour conclure

que le code peut être utilisé à des fins de dosimétrie. De plus, nous avons ajouté des

fonctionnalités au code qui permettent la simulation des chaînes de désintégration

complètes des radionucléides émetteurs de particules α. En plus de tous les travaux de

développement de code précédemment décrits, nous pensons que les calculs des facteurs

S cellulaires pour les émetteurs d’électrons et de particules α rapportés dans cette thèse

seront pertinents pour la communauté de médecine nucléaire, et plus généralement pour

tous les gens intéressés par la dosimétrie interne des rayonnements à l’échelle cellulaire.

En effet, les résultats obtenus en termes de facteurs S et de doses absorbées normalisées

sont un bon exemple de la manière dont la physique des rayonnements et les codes

Monte Carlo peuvent aider les chercheurs à choisir le radionucléide le plus approprié

pour une situation tumorale donnée, dans le cadre des efforts multidisciplinaires pour

trouver de nouvelles thérapies contre le cancer.

Perspectives

Concernant le code TILDA-V, les développements futurs devraient se concentrer sur

l’amélioration à la fois de la physique derrière les simulations et la performance du code.

En ce qui concerne le premier point, l’influence sur les calculs des processus physiques

actuellement non pris en compte, à savoir l’ionisation multiple et les collisions nucléaires

inélastiques, devrait être étudiée plus en détail et, si possible, ces processus devraient

être rajoutés au code. L’amélioration du modèle théorique pour calculer les sections

efficaces des particules α est particulièrement importante, surtout si le même modèle est

utilisée pour décrire l’impact des particules α sur les composants de l’ADN. Concernant
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la performance du code, les simulations prennent déjà beaucoup de temps. Dans ce

contexte, il faudrait étudier si le passage d’une parallélisation OpenMP complète à une

approche hybride (OpenMP + MPI) pourrait s’avérer utile pour résoudre ce problème.

Des travaux supplémentaires sont également nécessaires pour permettre à l’utilisateur

de TILDA-V de définir des géométries plus complexes d’une manière relativement simple.

Ceci est crucial pour effectuer des simulations avec des modèles cellulaires et/ou de

l’ADN plus réalistes, ce qui serait la suite logique pour affiner les études menées dans

cette thèse avec des émetteurs d’électrons et de particules α distribués à l’intérieur de

cellules isolées et d’un amas de cellules.

D’autres points importants qui devraient être abordés dans les développements futurs

du code sont la modélisation des étapes physico-chimique et chimique des dommages

radio-induits dans la matière biologique (soit dans le code lui-même, soit au moyen

d’autres outils ou modules externes) et le transport des noyaux de recul produits dans

les désintégrations radioactives. Le premier point est nécessaire pour quantifier les

effets indirects des rayonnements ionisants, tandis que le sort des noyaux de recul peut

être d’un grand intérêt pour élucider pleinement les mécanismes des dommages induits

directement sur l’ADN par toutes les particules émises lors d’une désintégration α.

D’autre part, les travaux en cours avec la version actuelle de TILDA-V sont consacrés à

l’analyse de l’énergie déposée par des faisceaux de protons, de particules α et d’électrons

dans les composants de l’ADN. Cette recherche vise à corréler les dépôts d’énergie dans

les composants de l’ADN avec les rendements expérimentaux de formation des lésions

dans l’ADN (dommages de bases, cassures simple brin, cassures double brin).

Finalement, nous tenons à souligner que les données expérimentales en termes de

sections efficaces pour l’impact des ions sur des cibles biologiques, et plus particulière-

ment sur les composants de l’ADN, sont encore insuffisantes. Par conséquent, de futurs

travaux expérimentaux dans ce sens seraient extrêmement précieux pour confirmer les

prédictions des modèles théoriques actuels implémentés dans TILDA-V, notamment pour

des collisions à basse et moyenne énergie.
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APPENDICES

A MO-SCF-LCAO description of water

The parameters obtained by Moccia within the MO-SCF-LCAO treatment of the water

molecule (see Section II.2.2) are shown in Table A.1.

n l m ξ 1a1 2a1 3a1 1b2 1b1

1 0 0 12.600 0.05167 0.01889 -0.00848 – –
1 0 0 7.450 0.94656 -0.25592 0.08241 – –
2 0 0 2.200 -0.01708 0.77745 -0.30752 – –
2 0 0 3.240 0.02497 0.09939 -0.04132 – –
2 0 0 1.280 0.00489 0.16359 0.14954 – –
2 1 0 1.510 0.00107 0.18636 0.79979 – –
2 1 0 2.440 -0.00244 -0.00835 0.00483 – –
2 1 0 3.920 0.00275 0.02484 0.24413 – –
3 2 0 1.600 0.00000 0.00695 0.05935 – –
3 2 0 2.400 0.00000 0.00215 0.00396 – –
3 2 2 1.600 -0.00004 -0.06403 -0.09293 – –
3 2 2 2.400 0.00003 -0.00988 0.01706 – –
4 3 0 1.950 -0.00004 -0.02628 -0.01929 – –
4 3 2 1.950 -0.00008 -0.05640 -0.06593 – –
2 1 -1 1.510 – – – 0.88270 –
2 1 -1 2.440 – – – -0.07083 –
2 1 -1 3.920 – – – 0.23189 –
3 2 -1 1.600 – – – 0.25445 –
3 2 -1 2.400 – – – -0.01985 –
4 3 -1 1.950 – – – 0.04526 –
4 3 -3 1.950 – – – -0.06381 –
2 1 1 1.510 – – – – 0.72081
2 1 1 2.440 – – – – 0.11532
2 1 1 3.920 – – – – 0.24859
3 2 1 1.600 – – – – 0.05473
3 2 1 2.400 – – – – 0.00403
4 3 1 1.950 – – – – 0.00935
4 3 3 1.950 – – – – -0.02691

Table A.1 Ground state of H2O in the MO-SCF-LCAO description. Adapted from Ref.
[149] with the permission of AIP Publishing.
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B LCAO representation of DNA components

We present in the tables here below the ionization potentials, average kinetic energies

and the LCAO representation of the MOs associated to the different DNA components

(see Section II.2.3).

MO
Ionization
potential

(eV)

Average
kinetic energy

(eV)
Population

1 8.44 39.89 0.98 N(2p) + 1.02 C(2p)
2 9.98 39.36 1.18 N(2p) + 0.8 C(2p)
3 10.55 52.34 0.10 N(2s) + 1.54 N(2p) + 0.30 C(2p)
4 11.39 42.34 1.64 N(2p) + 0.36 C(2p)
5 11.71 51.56 0.22 N(2s) + 1.36 N(2p) + 0.24 C(2p) + 0.08 H(1s) + 0.02 C(2s)
6 12.88 52.16 0.38 N(2s) + 1.22 N(2p) + 0.18 C(2p) + 0.08 H(1s) + 0.06 C(2s)
7 13.5 35.54 1.24 N(2p) + 0.78 C(2p)
8 15.23 34.34 1.22 N(2p) + 0.76 C(2p)
9 16.34 42.17 0.66 N(2p) + 0.92 C(2p) + 0.36 H(1s)

10 16.85 44.82 0.62 N(2p) + 0.98 C(2p) + 0.34 H(1s) + 0.02 N(2s)
11 17.29 43.82 0.04 N(2s) + 0.82 N(2p) + 0.84 C(2p) + 0.26 H(1s) + 0.02 C(2s)
12 17.5 29.65 0.88 N(2p) + 1.10 C(2p)
13 18.42 47.17 1.06 N(2p) + 0.74 C(2p) + 0.10 H(1s) + 0.02 C(2s)
14 18.99 39.18 0.12 C(2s) + 0.74 N(2p) + 0.56 C(2p) + 0.48 H(1s) + 0.02 N(2s)
15 20.1 42.12 1.02 N(2p) + 0.52 C(2p) + 0.30 H(1s) + 0.12 C(2s)
16 21.32 40.91 0.02 N(2s) + 1.00 N(2p) + 0.54 C(2p) + 0.24 H(1s) + 0.12 C(2s)
17 22.86 44.61 0.30 N(2s) + 0.66 N(2p) + 0.46 C(2p) + 0.24 H(1s) + 0.24 C(2s)
18 23.89 46.20 0.12 N(2s) + 0.66 N(2p) + 0.36 C(2p) + 0.12 H(1s) + 0.66 C(2s)
19 24.4 45.62 0.14 N(2s) + 0.60 N(2p) + 0.40 C(2p) + 0.20 H(1s) + 0.66 C(2s)
20 28.35 49.58 0.18 N(2s) + 0.26 N(2p) + 0.26 C(2p) + 0.06 H(1s) + 1.18 C(2s)
21 31.41 57.95 1.64 N(2s) + 0.06 N(2p) + 0.16 C(2p) + 0.04 H(1s) + 0.06 C(2s)
22 32.3 57.12 1.66 N(2s) + 0.04 N(2p) + 0.26 C(2p) + 0.08 H(1s) + 0.18 C(2s)
23 33.98 53.14 1.36 N(2s) + 0.12 N(2p) + 0.06 C(2p) + 0.08 H(1s) + 0.38 C(2s)
24 35.68 50.52 1.32 N(2s) + 0.16 N(2p) + 0.12 C(2p) + 0.42 C(2s)
25 37.47 48.50 1.26 N(2s) + 0.22 N(2p) + 0.04 C(2p) + 0.02 H(1s) + 0.50 C(2s)
26 303.09 431.87 1.98 C(1s)
27 304.5 431.82 2.0 C(1s)
28 304.85 431.74 2.0 C(1s)
29 304.85 431.91 1.98 C(1s)
30 305.33 431.93 1.98 C(1s)
31 418.63 596.67 1.98 N(1s)
32 418.84 596.72 1.98 N(1s)
33 419.22 596.76 1.98 N(1s)
34 419.27 596.43 1.98 N(1s)
35 420.79 596.50 1.98 N(1s)

Table B.1 Population, ionization potentials and average kinetic energies of the MOs of
adenine [140]. © Institute of Physics and Engineering in Medicine. Adapted
with permission of IOP Publishing.
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MO
Ionization
potential

(eV)

Average
kinetic energy

(eV)
Population

1 9.14 41.45 1.12 C(2p) + 0.46 N(2p) + 0.34 O(2p) + 0.08 H(1s)
2 10.93 55.08 0.90 N(2p) + 1.08 O(2p) + 0.02 C(2p)
3 11.35 64.04 1.46 O(2p) + 0.20 N(2p) + 0.26 C(2p) + 0.02 C(2s)
4 12.13 62.07 1.44 O(2p) + 0.20 N(2p) + 0.22 C(2p) + 0.04 N(2s) + 0.04 H(1s)
5 13.29 41.07 0.60 N(2p) + 0.50 O(2p) + 0.12 H(1s) + 0.76 C(2p)
6 14.47 34.01 1.06 C(2p) + 0.70 H(1s) + 0.14 O(2p)
7 14.68 39.93 0.52 O(2p) + 0.76 C(2p) + 0.58 N(2p) + 0.12 H(1s)
8 14.81 42.58 1.32 C(2p) + 0.22 O(2p) + 0.12 N(2p) + 0.08 C(2s) + 0.14 H(1s)
9 15.57 29.70 1.18 C(2p) + 0.48 H(1s) + 0.24 O(2p) + 0.08 N(2p)

10 15.99 54.43 0.84 O(2p) + 0.14 O(2s) + 0.68 C(2p) + 0.18 H(1s) + 0.08 N(2p)
11 16.36 61.11 0.96 O(2p) + 0.26 O(2s) + 0.56 C(2p) + 0.02 C(2s) + 0.06 H(1s)

+ 0.06 N(2p)
12 17.44 54.55 0.58 O(2p) + 0.48 C(2p) + 0.34 N(2p) + 0.20 O(2s) + 0.24 H(1s)

+ 0.10 C(2s)
13 17.62 33.84 0.90 C(2p) + 0.82 N(2p) + 0.26 O(2p)
14 18.59 39.11 0.76 N(2p) + 0.52 C(2p) + 0.54 H(1s) + 0.06 C(2s) + 0.02 O(2p)
15 20.28 42.22 0.88 N(2p) + 0.40 C(2p) + 0.34 H(1s) + 0.26 C(2s) + 0.08 O(2p)

+ 0.04 O(2s)
16 20.38 42.51 0.62 N(2p) + 1.06 C(2p) + 0.16 O(2p) + 0.04 C(2s)
17 23.51 49.98 0.90 N(2p) + 0.38 C(2s) + 0.30 C(2p) + 0.12 H(1s) + 0.12 O(2s)

+ 0.06 N(2s) + 0.06 O(2p)
18 24.08 41.29 0.50 N(2p) + 0.64 C(2s) + 0.46 C(2p) + 0.22 H(1s) + 0.06 N(2s)

+ 0.04 O(2s) + 0.02 O(2p)
19 25.53 41.80 1.24 C(2s) + 0.24 N(2p) + 0.20 C(2p) + 0.22 H(1s) + 0.04 O(2s)
20 29.23 45.68 1.44 C(2s) + 0.12 N(2s) + 0.22 C(2p) + 0.04 N(2p) + 0.06 O(2s)
21 32.65 57.70 1.52 N(2s) + 0.12 O(2s) + 0.12 C(2s) + 0.12 C(2p) + 0.10 H(1s)
22 34.46 59.36 1.04 N(2s) + 0.52 O(2s) + 0.20 C(2s) + 0.12 C(2p) + 0.08 N(2p)

+ 0.04 H(1s)
23 37.09 71.37 1.40 O(2s) + 0.34 C(2s) + 0.18 O(2p) + 0.04 N(2p) + 0.02 N(2s)
24 37.85 63.70 0.92 O(2s) + 0.38 C(2s) + 0.46 N(2s) + 0.14 O(2p) + 0.02 N(2p)

+ 0.02 C(2p)
25 293.56 432.00 1.98 C(1s)
26 294.27 431.97 1.98 C(1s)
27 296.03 431.87 1.98 C(1s)
28 297.42 431.87 2.00 C(1s)
29 298.44 431.76 2.00 C(1s)
30 408.28 596.45 1.98 N(1s)
31 408.68 596.44 1.98 N(1s)
32 536.74 787.21 2.00 O(1s)
33 536.87 787.23 1.98 O(1s)

Table B.2 Population, ionization potentials and average kinetic energies of the MOs of
thymine [140]. © Institute of Physics and Engineering in Medicine. Adapted
with permission of IOP Publishing.
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MO
Ionization
potential

(eV)

Average
kinetic energy

(eV)
Population

1 8.94 45.65 0.70 C(2p) + 0.72 N(2p)+ 0.56 O(2p)
2 10.05 43.52 1.58 N(2p) + 0.38 C(2p)+ 0.04 O(2p)
3 10.67 53.81 1.22 N(2p) + 0.38 O(2p)+ 0.26 C(2p)+ 0.08 N(2s)
4 11.42 62.20 1.24 O(2p) + 0.40 N(2p)+ 0.18 N(2s)+ 0.14 C(2p)
5 13.15 40.75 0.62 O(2p) + 0.98 C(2p)+ 0.42 N(2p)
6 14.53 37.89 1.24 N(2p) + 0.62 C(2p)+ 0.12 O(2p)
7 15.61 61.94 0.92 O(2p) + 0.44 C(2p)+ 0.24 O(2s)+ 0.26 N(2p)+ 0.08 H(1s)
8 16.47 42.04 1.14 C(2p) + 0.38 N(2p)+ 0.34 H(1s)+ 0.04 N(2s)+ 0.04 C(2s)
9 16.80 42.76 0.88 C(2p) + 0.44 H(1s)+ 0.22 O(2p)+ 0.26 N(2p)+ 0.08 O(2s)

+ 0.02 C(2s)
10 17.02 32.48 0.86 N(2p) + 0.96 C(2p)+ 0.16 O(2p)
11 18.31 40.34 0.86 N(2p) + 0.52 H(1s)+ 0.40 C(2p)+ 0.08 O(2p)+ 0.12 C(2s)
12 19.47 45.80 0.90 N(2p) + 0.52 C(2p)+ 0.32 H(1s)+ 0.04 O(2p)+ 0.04 O(2s)

+ 0.12 C(2s)
13 20.63 39.94 0.94 N(2p) + 0.78 C(2p)+ 0.20 H(1s)+ 0.06 O(2p)
14 20.74 36.54 0.76 N(2p) + 0.54 C(2p)+ 0.46 H(1s)+ 0.10 C(2s)+ 0.06N(2s)

+ 0.02 O(2s)
15 23.79 48.17 0.90 N(2p) + 0.48 C(2s)+ 0.28 C(2p)+ 0.16 H(1s)+ 0.06 O(2s)

+ 0.04 N(2s)
16 24.28 44.22 0.02 O(2p) + 0.20 H(1s)+ 0.68 C(2s)+ 0.46 N(2p)+ 0.42 C(2p)

+ 0.18 N(2s)
17 28.93 47.66 1.20 C(2s) + 0.26 N(2s)+ 0.32 C(2p)+ 0.06 N(2p)+ 0.10 H(1s)

+ 0.04 O(2s)
18 31.79 55.82 1.58 N(2s) + 0.12 C(2p)+ 0.08 N(2p)+ 0.06 C(2s)+ 0.10 H(1s)

+ 0.02 O(2s)
19 34.14 54.77 1.38 N(2s) + 0.34 C(2s) + 0.08 O(2s) + 0.06 C(2p) + 0.08 H(1s)

+ 0.06 N(2p)
20 35.33 56.82 0.44 O(2s) + 0.92 N(2s) + 0.40 C(2s) + 0.16 N(2p) + 0.04 O(2p)

+ 0.02 C(2p)
21 37.70 63.70 0.92 O(2s) + 0.38 C(2s)+ 0.48 N(2s)+ 0.14 O(2p)+ 0.06 N(2p)

+ 0.08 C(2p)
22 302.18 431.91 1.98 C(1s)
23 304.47 431.86 2.00 C(1s)
24 305.09 431.88 2.00 C(1s)
25 305.69 431.78 2.00 C(1s)
26 417.42 596.64 1.98 N(1s)
27 418.83 596.37 1.98 N(1s)
28 419.80 596.44 1.98 N(1s)
29 550.88 787.20 2.00 O(1s)

Table B.3 Population, ionization potentials and average kinetic energies of the MOs of
cytosine [140]. © Institute of Physics and Engineering in Medicine. Adapted
with permission of IOP Publishing.
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MO
Ionization
potential

(eV)

Average
kinetic energy

(eV)
Population

1 8.24 41.51 1.20 C(2p) + 0.56 N(2p) + 0.22 O(2p)
2 11.14 43.18 0.40 C(2p) + 1.48 N(2p) + 0.10 O(2p)
3 11.36 54.64 0.26 C(2p) + 1.24 N(2p) + 0.20 O(2p) + 0.02 H(1s) + 0.16 N(2s)
4 11.80 48.31 1.28 N(2p) + 0.46 O(2p) + 0.24 C(2p)
5 11.83 62.69 1.28 O(2p) + 0.38 N(2p) + 0.18 C(2p) + 0.04 C(2s) + 0.02 N(2s)
6 12.39 41.01 1.52 N(2p) + 0.42 C(2p) + 0.02 O(2p)
7 13.08 51.41 0.16 C(2p) + 1.40 N(2p) + 0.30 N(2s) + 0.02 H(1s)
8 15.34 40.51 0.78 C(2p) + 0.62 N(2p) + 0.58 O(2p)
9 16.62 64.92 1.08 O(2p) + 0.44 C(2p) + 0.10 N(2p) + 0.26 O(2s)

10 16.76 34.40 1.22 N(2p) + 0.74 C(2p)
11 16.93 44.59 0.96 C(2p) + 0.64 N(2p) + 0.28 H(1s) + 0.08 O(2p)
12 17.62 48.12 0.94 N(2p) + 0.76 C(2p) + 0.22 H(1s) + 0.04 O(2p)
13 18.51 31.22 0.98 N(2p) + 0.96 C(2p) + 0.06 O(2p)
14 18.87 45.54 0.68 N(2p) + 0.80 C(2p) + 0.18 O(2p) + 0.22 H(1s) + 0.04 C(2s)

+ 0.02 O(2s)
15 19.71 43.51 0.98 N(2p) + 0.54 H(1s) + 0.20 C(2p) + 0.06 O(2p) + 0.10 C(2s)

+ 0.04 O(2s) + 0.02 N(2s)
16 20.60 46.82 1.12 N(2p) + 0.46 C(2p) + 0.18 H(1s) + 0.16 C(2s)
17 20.88 42.53 0.98 N(2p) + 0.30 H(1s) + 0.10 C(2s) + 0.50 C(2p)
18 22.66 39.42 1.08 N(2p) + 0.58 C(2p) + 0.22 H(1s) + 0.04 C(2s) + 0.04 O(2p)
19 23.30 44.78 0.70 N(2p) + 0.30 C(2s) + 0.28 N(2s) + 0.38 C(2p) + 0.26 H(1s)
20 24.80 48.74 0.46 C(2s) + 0.22 C(2p) + 0.18 N(2s) + 0.88 N(2p) + 0.16 H(1s)

+ 0.02 O(2p)
21 25.30 45.42 0.74 N(2p) + 0.58 C(2s) + 0.42 C(2p) + 0.06 O(2s) + 0.12 H(1s)

+ 0.04 N(2s)
22 28.98 50.54 1.10 C(2s) + 0.30 C(2p) + 0.28 N(2p) + 0.18 N(2s) + 0.02 O(2s)

+ 0.02 H(1s)
23 32.88 57.55 1.68 N(2s) + 0.12 C(2s) + 0.08 H(1s) + 0.06 N(2p) + 0.22 C(2p)
24 34.05 58.22 1.52 N(2s) + 0.14 O(2s) + 0.10 C(2p) + 0.10 C(2s) + 0.06 H(1s)
25 34.24 53.24 1.48 N(2s) + 0.14 C(2s) + 0.14 H(1s) + 0.12 N(2p) + 0.04 C(2p)
26 37.55 53.76 1.18 N(2s) + 0.32 C(2s) + 0.18 O(2s) + 0.12 C(2p) + 0.20 N(2p)
27 38.28 56.64 0.46 O(2s) + 0.06 C(2p) + 0.02 H(1s) + 0.14 N(2p) + 0.42 C(2s)

+ 0.94 N(2s) + 0.04 O(2p)
28 39.20 60.43 0.74 O(2s) + 0.62 N(2s) + 0.46 C(2s) + 0.10 O(2p) + 0.02 N(2p)
29 311.53 431.85 1.98 C(1s)
30 313.15 431.78 2.00 C(1s)
31 313.79 431.86 2.00 C(1s)
32 314.93 431.94 2.00 C(1s)
33 315.93 431.80 2.00 C(1s)
34 431.02 596.71 1.98 N(1s)
35 431.10 596.78 1.98 N(1s)
36 432.32 596.36 1.98 N(1s)
37 432.91 596.48 2.00 N(1s)
38 432.94 596.50 2.00 N(1s)
39 568.45 787.24 1.98 O(1s)

Table B.4 Population, ionization potentials and average kinetic energies of the MOs of
guanine [140]. © Institute of Physics and Engineering in Medicine. Adapted
with permission of IOP Publishing.
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MO
Ionization
potential

(eV)

Average
kinetic energy

(eV)
Population

1 10.53 56.47 1.20 O(2p) + 0.32 H(1s) + 0.38 C(2p)
2 10.64 62.65 1.88 O(2p) + 0.06 P(3p)
3 10.88 61.46 1.98 O(2p)
4 11.65 57.87 1.66 O(2p) + 0.08 P(3p) + 0.04 H(1s) + 0.06 C(2p)
5 11.73 48.20 0.72 O(2p) + 1.04 C(2p) + 0.10 H(1s) + 0.04 O(2s)
6 11.97 55.82 1.62 O(2p) + 0.08 P(3p) + 0.14 C(2p) + 0.02 H(1s)
7 12.27 50.03 0.92 O(2p) + 0.60 C(2p) + 0.26 H(1s) + 0.02 P(3p)
8 12.41 56.80 1.48 O(2p) + 0.12 H(1s) + 0.12 C(2p) + 0.12 P(3p)
9 12.73 37.04 0.88 C(2p) + 0.38 H(1s) + 0.42 O(2p) + 0.04 P(3p)

10 12.70 40.98 1.22 C(2p) + 0.20 H(1s) + 0.46 O(2p)
11 13.06 45.52 0.96 C(2p) + 0.64 O(2p) + 0.20 H(1s) + 0.04 P(3p)
12 13.69 57.27 1.40 O(2p) + 0.16 P(3p) + 0.22 C(2p) + 0.04 H(1s)
13 14.31 52.19 1.16 O(2p) + 0.50 C(2p) + 0.10 H(1s) + 0.06 P(3p) + 0.02 O(2s)
14 14.91 33.24 1.02 C(2p) + 0.32 O(2p) + 0.42 H(1s)
15 15.13 52.97 1.20 O(2p) + 0.38 C(2p) + 0.12 H(1s) + 0.06 O(2s) + 0.12 P(3p)
16 15.56 47.78 0.82 O(2p) + 0.60 C(2p) + 0.16 P(3p) + 0.08 O(2s) + 0.06 H(1s)

+ 0.02 P(3s)
17 15.84 46.70 0.88 O(2p) + 0.58 C(2p) + 0.16 P(3p) + 0.26 H(1s) + 0.04 O(2s)
18 16.54 53.18 0.92 O(2p) + 0.16 H(1s) + 0.20 O(2s) + 0.34 C(2p) + 0.10 P(3s)

+ 0.18 P(3p)
19 17.39 39.91 0.78 C(2p) + 0.70 O(2p) + 0.32 H(1s) + 0.06 P(3p) + 0.02 O(2s)
20 17.52 35.65 0.98 C(2p) + 0.48 O(2p) + 0.24 H(1s) + 0.04 C(2s) + 0.02 P(3p)

+ 0.02 O(2s)
21 17.96 34.81 1.02 C(2p) + 0.48 O(2p) + 0.20 H(1s) + 0.04 P(3s) + 0.04 P(3p)

+ 0.02 O(2s)
22 18.86 44.01 0.86 O(2p) + 0.48 C(2p) + 0.18 P(3p) + 0.16 H(1s) + 0.08 C(2s)
23 20.84 47.27 0.58 O(2p) + 0.48 C(2s) + 0.22 H(1s) + 0.28 C(2p) + 0.08 P(3s)

+ 0.08 P(3p) + 0.10 O(2s)
24 21.69 47.23 0.54 O(2p) + 0.50 C(2s) + 0.06 O(2s) + 0.20 H(1s) + 0.30 C(2p)

+ 0.04 P(3p) + 0.16 P(3s)
25 21.80 42.96 0.80 C(2s) + 0.28 H(1s) + 0.26 O(2p) + 0.34 C(2p) + 0.06 O(2s)

+ 0.08 P(3s)
26 24.76 42.81 1.24 C(2s) + 0.20 O(2p) + 0.14 C(2p) + 0.20 H(1s) + 0.02 P(3s)

+ 0.02 O(2s) + 0.02 P(3p)
27 27.84 40.27 1.52 C(2s) + 0.12 O(2p) + 0.10 H(1s) + 0.06 C(2p) + 0.04 O(2s)
28 28.33 43.53 1.48 C(2s) + 0.18 O(2s) + 0.14 C(2p) + 0.04 O(2p) + 0.02 H(1s)
29 33.17 78.82 1.78 O(2s) + 0.14 P(3p) + 0.08 O(2p)
30 34.67 75.49 1.64 O(2s) + 0.10 P(3s) + 0.06 P(3p) + 0.10 O(2p) + 0.02 C(2s)
31 36.35 72.13 1.66 O(2s) + 0.16 C(2s) + 0.02 P(3p) + 0.02 O(2p)
32 36.76 67.49 1.54 O(2s) + 0.30 C(2s) + 0.04 O(2p)
33 38.18 68.68 1.52 O(2s) + 0.22 P(3s) + 0.06 C(2s) + 0.08 O(2p)
34 149.58 396.15 2.00 P(2p)
35 149.61 396.01 2.00 P(2p)
36 149.61 395.56 2.00 P(2p)
37 207.08 440.68 2.00 P(2s)
38 303.73 432.14 1.98 C(1s)
39 304.55 432.29 1.98 C(1s)
40 304.90 432.10 1.98 C(1s)
41 305.23 432.27 1.98 C(1s)
42 305.48 432.16 1.98 C(1s)
43 554.24 787.18 2.00 O(1s)
44 554.24 787.19 2.00 O(1s)
45 555.91 787.17 2.00 O(1s)
46 556.77 787.07 2.00 O(1s)
47 556.80 787.06 2.00 O(1s)
48 2165.16 2867.87 2.00 P(1s)

Table B.5 Population, ionization potentials and average kinetic energies of the MOs of
the sugar-phosphate backbone [140]. © Institute of Physics and Engineering
in Medicine. Adapted with permission of IOP Publishing. 228
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