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ABSTRACT 
 

The large-scale integration of renewable energy leads to numerous technical and 

regulatory challenges. Recently, distributed system such as a microgrid is an emergent 

solution in this new electricity mix network.  Each microgrid can be seen as a coherent entity, 

which can support network operation and management by using its distributed energy 

resources. One of the most important and expensive elements in microgrids is the energy 

storage system, which enhances the flexibility and reliability for the distributed network. 

However, despite of their advantages, the massive integration of microgrids leads to crucial 

challenges for the grid operators in term of policy, operation and energy management. 

Hence, the concept of microgrid need to be extended to a larger scale, in which multiple 

MGs are interconnected to form multi-microgrid system. In this new community, microgrids 

can support each other and improve the overall performance of whole system. The main 

goals of this thesis are the conceptualization, development and implementation of an 

appropriate interface among microgrids. This interface is based on the concept of energy 

router and energy internet. With this new system, the energy router classifies microgrids into 

grid-forming and grid-following unit. Their roles in the cluster of microgrids are depended 

on the controllable energy units in their system. The most common controllable energy 

resources in microgrid system is energy storage system. With that, firstly, the battery energy 

storage system is discussed. The battery sizing issue and its cooperation with other storage 

systems are investigated in this thesis. The optimal size of battery aims to minimize the 

operation cost of the remoted microgrid. The core of the sizing program is an energy 

management system with a dynamic programming approach. An operation strategy for a 

hybrid energy storage system is also developed with the respect of the optimal state of charge 

profile form the battery sizing program. After that, an interface for multi-microgrid system 

with back-to-back converter architecture is utilized. The core of this energy router topology 

are voltage source controllers. The microgrids with this interface can work in grid-connected 

mode, islanded mode and parallel mode. With the DC common line, the microgrids can be 

electrical isolated. The synchronization and power exchange in among microgrids in this 

scheme are introduced and examined. The thesis also proposes several methods for 

frequency supporting in microgrids. Finally, a graph-based theory approach for energy 

management with energy router application is proposed and validated with comparisons. 
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RÉSUMÉ 
 

L'intégration à grande échelle des énergies renouvelables entraîne de nombreux défis 

techniques et réglementaires. Récemment, le système distribué tel qu'un micro-réseaux est 

une solution émergente dans ce nouveau réseau de mix électrique. Chaque micro-réseaux 

peut être considéré comme une entité cohérente, qui peut prendre en charge l'exploitation et 

la gestion du réseau en utilisant ses ressources énergétiques distribuées. L'un des éléments 

les plus importants et les plus coûteux des micro-réseaux est le système de stockage 

d'énergie, qui améliore la flexibilité et la fiabilité du réseau distribué. Cependant, malgré 

leurs avantages, l'intégration massive des micro-réseaux entraîne des défis cruciaux pour les 

gestionnaires de réseaux en termes de politique, d'exploitation et de gestion de l'énergie. Par 

conséquent, le concept de micro-réseau doit être étendu à une plus grande échelle, dans 

laquelle plusieurs MG sont interconnectées pour former un système multi-micro-réseau. 

Dans cette nouvelle communauté, les micro-réseaux peuvent se soutenir mutuellement et 

améliorer les performances globales de l'ensemble du système. Les principaux objectifs de 

cette thèse sont la conceptualisation, le développement et la mise en œuvre d'une interface 

appropriée entre les micro-réseaux. Cette interface est basée sur le concept de routeur 

énergétique et d'internet énergétique. Avec ce nouveau système, le routeur d'énergie classe 

les micro-réseaux en unités de formation et de suivi de réseau. Leurs rôles dans le cluster de 

micro-réseaux dépendent des unités d'énergie contrôlables dans leur système. Les ressources 

énergétiques contrôlables les plus courantes dans le système de micro-réseau sont le système 

de stockage d'énergie. Avec cela, tout d'abord, le système de stockage d'énergie de la batterie 

est discuté. La question du dimensionnement de la batterie et sa coopération avec d'autres 

systèmes de stockage sont étudiées dans cette thèse. La taille optimale de la batterie vise à 

minimiser le coût de fonctionnement du micro-réseau déporté. Le cœur du programme de 

dimensionnement est un système de gestion de l'énergie avec une approche de 

programmation dynamique. Une stratégie d'exploitation d'un système de stockage d'énergie 

hybride est également développée dans le respect du profil d'état de charge optimal du 

programme de dimensionnement de la batterie. Après cela, une interface pour un système 

multi-micro-réseau avec une architecture de convertisseur dos à dos est utilisée. Les 

contrôleurs de source de tension sont au cœur de cette topologie de routeur d'énergie. Les 

micro-réseaux dotés de cette interface peuvent fonctionner en mode connecté au réseau, en 



P a g e  | 15 

 

mode îloté et en mode parallèle. Avec la ligne commune DC, les micro-réseaux peuvent être 

isolés électriquement. La synchronisation et l'échange d'énergie entre les micro-réseaux de 

ce schéma sont présentés et examinés. La thèse propose également plusieurs méthodes de 

support de fréquence dans les micro-réseaux. Enfin, une approche théorique basée sur les 

graphes pour la gestion de l'énergie avec une application de routeur d'énergie est proposée 

et validée avec des comparaisons. 
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I.1. The context 

I.1.1. Distributed energy resources 

I.1.1.a. The concepts 

In order to tackle environmental concerns, there is a trend of increasing the penetration 

of renewable energy sources (RESs) in grid system like solar and wind which are located 

near the consumers. The distributed energy resources (DERs) concept refers not only to 

those RESs, but also includes others energy sources that install near loads side such as battery 

energy storage (BESS) system, fuel cells, combined heat and power units or electric vehicles. 

With that, the conventional power systems are evolving from a large concentrated system to 

a more meshed system. With intelligent integration and control of DERs, system operators 

can handle the natural intermittency and the variability of RESs. Moreover, the overall 

system can benefit from DERs by reducing the transmission losses in power system. 

In term of classification, DERs can be classified based on their interfaces with the 

system [1] :  

• Directed – coupled conventional rotating machine (e.g. fixed – speed wind 

turbine system). 

• Grid – coupled with the inverter (e.g. photovoltaic system). 

 In addition, DERs can also be categorized based on their functions in the system [2]:  

• Grid – forming unit: create a reference value for voltage and frequency (e.g. 

battery storage system). 

• Grid – feeding unit: its role is to extract maximum power from its primary 

energy source (e.g. rooftop photovoltaic system using maximum power point 

tracking). 

• Grid – supporting unit: this unit are able to adjust its output active and reactive 

power in order to adapt to frequency and voltage variation caused by load 

profile changes (e.g. supercapacitor unit). 

With the development of controlling method and technology, energy storage systems 

(ESSs) are vital DERs in future grids. The next part of this section represents the overview, 

functions and application of these units. 

I.1.1.b. Energy storage system in modern power systems 
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One of the most important and expensive DER units in modern grids is an energy 

storage system (ESS). The main goals of using ESS are [3]: 

• Improving the reliability of the RESs; 

• Enhancing the resilience of the power system and resolving its problems; 

• Releasing the advantages of smart grids and optimization the energy supply to 

match the demand. 

Based on these goals, there are several applications of ESS in modern power system. 

These applications bring benefits for both grid operators and customers: 

1) Application of ESS for grid operators 

• Load tracking: most of electrochemical ESSs are suitable for this application 

because of their fast response characteristic. ESSs can help grid operators 

balance the gap between generation and consumption rapidly. Furthermore, 

ESSs have an ability to charge or discharge the energy so that the grid system 

can cover both side of the loads variation.  

• Peak shaving: by using the energy stored in ESS and a normal capacity of grid, 

the grid system can supply the peak demand of load without the need of 

increasing the generation. With that, the operators can optimize the system 

design. 

• Frequency supporting: with the integration of RESs, there are many 

fluctuations of the frequency in the system. The grid operators can utilize the 

ESS as a frequency regulator by correcting the frequency deviations (± 0.2 Hz 

in Continental Europe). There are three levels of frequency regulation for this 

application: primary (seconds), secondary (minutes) and tertiary (hours). The 

technologies of ESS must be chosen base on the requirement of the response 

time in each level of regulation. 

• Voltage supporting: with the integration of DERs in distributed fashion, there 

is an issue with voltage in the grid system. Depending on the DERs behavior, 

ESS can absorb or release reactive power to regulating the local voltage levels 

in limitation (± 0.1 p.u). 

• Black start: after a black out event, grid operators can utilize ESS for a restored 

process which is called a black start. ESSs have a capability of generating 

active power for activate power station. 



P a g e  | 19 

 

2) Application of ESS for customers 

• Energy management optimization: the goal of this application is to 

economically optimize the use of energy. ESS owners can storage energy from 

RES when the electricity from the grid is low and sell it when the price is high. 

Therefore, customers can maximize their benefit from RES. 

• Power quality enhancement: customers’ loads can suffer negative effect from 

the intermittence of RES. With the abilities of instantaneous response and 

quickly absorb or supply energy, BESS can connect directly with RESs and 

smoothen the output power of RES. Thus, the quality of the delivered power is 

improved and the loads are protected against short-term variations.  

• Power reliability enhancement: ESS could provide energy continuously for 

customers in case of system failures. With such a large energy capacity as 

batteries, ESS can be used as primary generation source in the system running 

in islanded mode. 

I.1.2. Microgrids and multi-microgrid system 

I.1.2.a. Microgrid 

 

Figure I.1 – An example of a microgrid system with a centralized control system. 

The concept of a microgrid is developed through several systematic research and 

development program, for example: the Consortium for Electric Reliability Technology 

Solutions (CERTS) effort in the United States [4] and the MICROGRIDS project in Europe 

[5]. By definition from the U.S. Department of Energy [6]: “a microgrid is a group of 
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interconnected loads and distributed energy resources (DERs) with clearly defined electrical 

boundaries that acts as a single controllable entity with respect to the grid and can connect 

and disconnect from the grid to enable it to operate in both grid-connected or island modes''. 

An example of a microgrid system is shown in Figure I.1. From this definition, there are 

three main characteristics of the microgrid (MG): 

• DERs and loads in a MGs must have electrical boundaries so that a microgrid 

is distinct from the rest of the system. 

• The MG must be controlled as a single entity and the operation and energy 

management in a MG can be controlled by a single controller (centralized) or 

several controllers (distributed). 

• A MG must be able to cover its own loads so that it can work in isolated mode 

or grid-connected mode. 

In term of motivation, the deployment of MGs can bring benefits to technical, 

economic and environmental aspects [7]: 

1. Technical benefits 

• The development of MGs can improve the reliability and resiliency. In the 

traditional power system, a blackout happens when a fault in a small part of the 

system lead to a domino effect that takes down an entire power system. 

However, thanks to the option of operating in off-grid mode, MGs can be 

isolated and continue to supply its customers. 

• The local issues of the distribution network can be mitigated with MGs. Unlike 

conventional system, the local voltage can be regulated by DERs in MGs 

network. For example, the ESS can adjust the reactive power in case of voltage 

violation.  Moreover, the nature fluctuation of RES inside MGs can be 

smoothened with proper control method from storage system. Therefore, with 

the existence of MGs, the power balancing issue can be shared with distributed 

system operators. 

• With an optimization energy management system and forecasted values, MGs 

are able to cover their own loads, that can reduce the electricity imported from 

the main grid and also decrease the losses power in transmission lines. 

• The development of advanced information and communication technologies 

make the power system become more and more vulnerable with cyberattack. 
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However, the decentralized MGs remove the single point of failure and become 

less vulnerable to attacks. 

2. Economic benefits 

• The deployment of MGs is located at the distribution network. Therefore, there 

is no need to develop on a new transmission system or transformers for the 

large amount of RES integration. MGs solution could avoid investments for 

replacement and extension of conventional power system. Furthermore, the 

grid operator can also save the energy losses from that transmission lines, 

which accounts for around 5 % to 10 % of gross electricity generation [8]. 

• The MG can also bring economic benefits for the customers. The electricity 

tariff of the main grid could be high at the peak hours and by choosing the 

suitable energy sources with optimization strategy, the customers can buy the 

lowest cost of electricity from the utility grid or MGs. Moreover, the customers 

with DERs can sell back the energy to the main grid to make revenue. 

3. Environmental benefits 

• The integration of non-controllable RES can bring negative impacts to the 

conventional system such as voltage rise, power fluctuation and steep ramping. 

The deployment of MG enhances the penetration of the RES such as solar or 

wind energy, which leads to the reduction of greenhouse gas emission. 

• In Europe, climate change and the need to integrate large amounts of clean 

renewable energy generation into the grid are the main driven force of 

developing MGs [7]. To deal with climate change issue, the main goal of this 

MG activity is to reduce the use of fossil fuels in generating electricity from 70 

% in 2010 to below 20% by 2050 [9]. 

The installation of microgrid is expected to expanded from 1.1 GW in 2012 to 4.7 GW 

in 2017 with an forecasted market opportunity of $17.3 billion [10]. MGs are being 

progressively installed in power networks e.g., the MG capacity exceeded 1.8 GW in 2018 

in the U.S [11]. In [12], the total capacity of deployed MGs was roughly 1.4 GW in 2015 

and it is estimated to grow to approximately 5.7 GW with a conservative estimation or 8.7 

GW with an aggressive scenario by 2024. In the first quarter of 2020, there are approximately 

6610 microgrid projects have been proposed, planned and deployed around  the world, with 

the total power capacity of roughly 31.5 GW [13]. In addition, as presented in [7], according 
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to Navigant Research, in 2018, the Asia Pacific and the North America are sharing the same 

capacity of microgrid market with 42 % each, following by Europe, Latin America, Middle 

East and Africa with 11%, 4%  and 1% respectively. However, in 2020, the North America 

has surpassed Asia Pacific to has the highest capacity of microgrid market with 36 % as 

presented in Figure I.2. 

However, despite of this significant development, the expansion of MGs still has to 

face several policy challenges.  The remained issues relate to the legal and regulatory 

uncertainty, the interconnection policy, utility regulation and opposition, which is deeply 

discussed in [7]. Moreover, as presented in [14], the integration of MG also brings technical 

and economic challenges such as voltage collapse, large investment and low-power quality. 

 

Figure I.2 – Total Microgrid Power Capacity Market Share by Region, World Markets: 1Q 

2020. [Source: Guidehouse Insights] 

I.1.2.b. Multi-microgrid system 

With the massive implementation of microgrids, there could be a crucial challenge for 

the grid operators in term of operation and energy management. Therefore, the concept of 

microgrid need to be extended to a larger scale, in which multiple MGs are interconnected 

to form multi-microgrid system. As defined in [1], a multi-microgrid (MMG) system 

corresponds to a high-level structure, formed at medium voltage level, which comprises a 

number of low voltage MGs, DERs and consumers connected to adjacent MV feeders, as 
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shown in Figure I.3. In MMG system, each MG can act as an active cell to provide 

flexibilities to the grid operators. 

The main driving forces in implementing multi-microgrid system is to alleviate the 

unstable operation of individual MGs during islanded mode and contribute numerous 

economic benefits to both main grid and the MG systems participating in the network [13]. 

The benefits of MMG system for a resilient, sustainable, and cost-effective electricity supply 

by providing a coordinated operation of individual networks is discussed in [15]. For 

example, in case of islanded operation, individual MGs could be affected by the fluctuation 

of RES, which can be overcome by sharing the controllable sources from the other MGs. 

Moreover, in case of energy shortage, the MGs with surplus energy can transfer their energy 

to the MGs with insufficiency energy, that reduces the dependency of the MGs on the main 

grid. In  [16], the reliability, the stability and the system security are enhanced by MMG 

approach. An typical example for MMG project is presented and applied in PARADISE 

project [17]. 

Overall, the deployment of multi-microgrid system still need an extensive study to 

carry out an optimal control method and energy management strategy, which ensures a safe 

and reliable operation of the entire MG cluster during grid-connected and autonomous mode, 

as well as guarantees all the potential advantages from the integration of multiple MGs. 

 

Figure I.3 – A typical structure of a multi-microgrid system [18]. 
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I.2. Research motivation and thesis contribution 

This thesis draws its motivation from the grid evolution, one where power system will 

be soon populated by numerous small and medium sized microgrids. In specific, the work 

in this thesis is driven by many questions still open to be explored, such as:  

• Can a battery sizing problem be formulated with energy management 

approaches and how to cooperate multiple energy storages? 

• Can a cluster of microgrids be interconnected with a DC interface? 

• What is an Energy Router and what is its roles in the Energy Internet? 

• How to develop the mathematical models for the energy router and its control 

system? 

• How do microgrids interact and exchange power with the energy router 

interface? 

• What is the advantage of the DC interface in the multi-microgrid system? 

• How do microgrids support each other’s’ stability with the Energy Router 

interface? 

•  What is the strategy for energy management in the multi-microgrid with the 

DC transmission lines? 

• … 

Thus, this thesis, the main objective is to develop an interface among microgrid in the 

multi-microgrid system. The operation and energy management strategies in the cluster of 

microgrids are investigated. On the other hand, the sizing and operation issues of energy 

storage system in an islanded microgrid are also discussed. In term of thesis contribution, 

first of all, a new BESS sizing method with embedded energy management system is 

developed for the off-grid system. This method not only estimated an optimal size for the 

BESS system but also present an optimal power schedule for the MG. The main contribution 

of the thesis lies on the development of an energy router interface and the operation, energy 

management strategies for MMG application. Multiple methods for frequency coordination 

among MGs are proposed. The concept of inertia for frequency supporting in the AC domain 

is considered in the MMG with the present of DC common line. Finally, a new graph-based 

routing algorithm application for energy routers in multi-microgrid system is also 

introduced. Compared to the existing routing solution in the literature, the proposed routing 

method can deal with the congestion management and load sharing issues more effectively. 
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I.3. Thesis outline 

The contents of this thesis are structured in six chapters. The outline is presented as 

follow: 

• Chapter I: Introduction 

In this chapter, a brief introduction is presented. An emergent element in 

modern power system – distributed energy resources are introduced and 

classified. In addition, as one of the most importance DER, an overview and 

functions of the energy storage system are presented. The concept of microgrid 

and multi-microgrid system are also introduced in this chapter. These novel 

grids can work in grid-connected mode or off-grid mode, which enhances the 

reliability and the flexibility of the system.  

• Chapter II: Energy storage system in microgrids 

The chapter focus on energy storage system in microgrids. Energy storage 

system play a vital role in modern grids. Only with a proper energy storage 

system, flexible operation and energy management strategies can be applied in 

microgrids or microgrids community. Therefore, first of all, before developing 

the interface among microgrids, the battery sizing problem in an isolated 

microgrid is taken into account. In order to minimize the operation cost of the 

system, the proposed sizing approach considers energy management system in 

the sizing process. A dynamic programming method applied for energy 

management system is developed in MATLAB and the simulation results are 

compared with the reference for validation. After that, the operation of energy 

storage system in a single microgrid is also analyzed. An off-grid microgrid 

with a hybrid energy storage system is studied. The developed operation 

method aims to follow the signal from the previous energy management 

system, minimize the fuel consumption and reduce the stress for fuel cell 

system. The implemented operation approach is tested on MATLAB/Simulink 

environment and compared with other methods to validate and show the 

effectiveness of the algorithms proposed.  

• Chapter III: Energy Routers: an interface among microgrids 

An interface among microgrids in a multi-microgrid system is developed in this 

chapter. The chapter introduces the concept of energy internet and energy 
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router as an interface among MGs, with its characteristics, functionalities and 

topologies for implementation. The chosen topology for energy router is DC 

bus-based architecture. This topology has high degree of reuse and integration. 

In the chapter, a mathematical model of the chosen energy router architecture 

is developed, with its detail control system structure. In addition, a multi-

microgrid system with energy router application is studied. The methodologies 

for synchronization, stability supporting and load sharing among multi-

microgrid members are analyzed with simulation models. 

• Chapter IV: Energy Routers: frequency support in a multi-microgrid system 

The application of the DC-link-based energy router for frequency support 

among microgrids in an islanded multi-microgrid system is proposed in this 

chapter. Firstly, the energy storage in the DC-link is utilized for enhancing the 

stability in the system. After that, the chapter proposes the frequency droop 

method for co-operation between grid-following and grid-forming members in 

the multi-microgrid system. Moreover, the concept of virtual synchronous 

generator from the AC domain is also utilized for frequency support in the 

AC/DC system. All these strategies are implemented and discussed through 

case studies. 

• Chapter V: Graph-based routing algorithm application for energy routers in 

multi-microgrid system  

In this chapter, with the energy router interface, a novel energy routing 

algorithm was proposed based on graph theory to achieve peer-to-peer energy 

trading among microgrids. The main goal of the proposed method is to 

minimize the power losses of the system while maintaining energy security. 

Numerous analysis cases are studied to validate the performance and flexibility 

of the proposed algorithm. A nine – nodes and a thirty – nodes system is 

investigated in the simulation, which confirmed the superiority of the proposed 

method over the existing ones. 

• Chapter VI: Conclusion and Future works 

This is the conclusive chapter, in which overall comparison among developed 

methods, results and contribution are discussed. Direction for future work is 

considered and suggested.  
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II.1. Introduction 

II.1.1. Battery sizing strategies 

In term of grid planning and energy management, the main disadvantages of a BESS 

are a high investment cost and a not very long cycle life. Therefore, in order to maximize the 

benefits of the microgrids, finding the optimal size of a BESS respecting both economic and 

technical constrain is essential. Based on the applications and the characteristics of BESS, 

there are two main approach for the BESS sizing issue: ancillary services approach and 

economic optimization approach.  

The first strategy is applied in [19]–[21]. The authors in [19] propose a sizing method 

for a BESS with the aim to provide Frequency Containment Reserve (FCR) or Primary 

Control Reserve (PCR). The proposed sizing method takes into account the functions of 

BESS as a backup power provision to the system as well as the FCR, along with the 

investment and operating costs aspect. Similarity, in [20], the optimal size of the BESS for 

a microgrid is determined with primary frequency control function. The overloading 

capability of the BESS, state of charge (SOC) of the BESS and the permissible duration for 

participating in primary frequency control are investigated in the sizing process. The voltage 

support ability of the BESS is also considered for the BESS sizing process in [21]. The 

authors determine the optimal size and location of a BESS in distribution network taking 

into account the lifespan of the battery and its voltage regulation ability, which is formulated 

as a multi-objective optimization function and solved by genetic algorithm – II (NSGA-II). 

On the other hand, the BESS sizing issue is also considered with system security concern 

with bilevel optimization in [22] and in [23] with General Algebraic Modeling System 

(GAMS) platform. 

The second sizing strategy with economic approach is applied widely in the reference 

[24]–[29]. In [24], with the aim to minimize the total annual operating cost of the grid-

connected network with RES system, the authors using Improved Harmony Search 

Algorithm (IHSA) to solve the objective function. The feed-in-tariff (FIT) and the constrain 

of SOC of the BESS are considered. In addition, in reference [25], the BESS sizing problem 

following cost-benefit analysis method in MG is formulated by a two-stage strategy. The 

first stage is related with sizing model of BESS and the second one is related with MG 

operating cost model, which are solved by Mesh Adaptive Direct Search (MADS) black box 
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optimization algorithm and improved Particle Swarm Optimization (IPSO) algorithm 

respectively. A unit commitment (UC) problem based on the cost-benefit analysis and here-

and-now (HN) strategy for BESS sizing problem for both islanded mode and grid-connected 

mode of MG is developed in [26]. The objective functions are minimizing the size of BESS 

and maximize the total benefit of the MG. The Particle Swarm Optimization (PSO) tool is 

utilized in the paper. Another heuristic methods for economic oriented BESS sizing approach 

are proposed in [27]–[29] A cost-based formulation with the MG operation cost 

minimization has been formulated to determine the optimal size of BESS and solved by Grey 

Wolf Optimization (GWO) [27], firefly algorithm (FA) [28] and Genetic Algorithm (GE) 

[29]. 

In this chapter, firstly, a new method for sizing BESS in islanded microgrid is 

presented. The proposed solution follows economic optimization strategy, which not only 

considers the optimization of operation cost of a MG system but also takes into account the 

SOC and the aging constrain of the BESS. The optimization problem is developed with the 

BESS sizing as an outer optimal loop and the economic dispatch of MG based on BESS data 

from the outer loop is considered as inner loop. An iterative method and a dynamic 

programming (DP) method are utilized to solve the optimal problems for outer and inner 

models respectively. A model built in MATLAB environment for an island microgrid is used 

to evaluate the efficiency of the developed method. 

II.1.2. Hybridization of energy storage system 

In term of grid operation, a single BESS technology sometime is not able to fulfill the 

desired operation due to its limited capability and the constrains of lifespan, cost, and power 

density, and dynamic time responses. Therefore, in the literature, a hybrid energy storage 

system (HESS), which is a combination of two or more energy storage with appropriate 

technologies and characteristics, is proposed as an emerged solution for MG application. 

Normally, a HESS is formed by a high-energy density storage device and a high-power 

density storage device. A HESS brings benefit to both economic and technical aspects in the 

grid system. In [30] and [31], by adding a high-power storage system, the size, the deep of 

discharge and the power losses of the high-energy storage system are significantly reduced. 

As can be seen in Figure II.1, the fuel cells (FC) and Li-ion batteries technologies have 

the highest energy density whereas the ultra-capacitor or supercapacitors (SC) technology 

have a very fast dynamic response and a very high-power density. Therefore, a combination 
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of BESS (and/or fuel cell) and SC to form a HESS in the AC (DC) microgrid system have 

become popular in the recent research [32]–[34]. Moreover, in order to eliminate the use of 

diesel generator in MG system, Proton Exchange Membrane (PEM) Fuel Cell (FC) system 

is becoming a promising power source, which has drawn the attention of both academia and 

industry since the beginning of 21th century [35]. With that, the operation management of a 

HESS with BESS, FC and SC is investigated for islanded MG application in this chapter. 

 

Figure II.1: Ragone plot of various ESS technologies [36] 

In term of HESS topology, as shown in Figure II.2, there are two main approaches: 

series connection and parallel connection [34]. In series connection in Figure II.2 (a), the 

power distribution cannot be shared properly among ESS because the regenerated power is 

completely absorbed by the short-term ESS (SC) in this case, so that this topology reduces 

the flexibility of the HESS. Most of the time, for MG application, ESSs in HESS are 

connected in parallel topologies because of their flexibility. With a passive configuration in 

Figure II.2 (b), there is no converter between them so that the current sharing scheme and 

the common DC voltage between ESSs are completely depended on their internal resistances 

and the SOC of ESS respectively [37]. This topology has a cheap cost, a simple design and 

it might be suitable for some rural system with a large long-term storage size. In order to 

overcome the difficulty of the passive topology, power converters are utilized in the active 

topologies. With the addition of the power converters, the power flow in HESS can be 

actively controlled. Figure II.2 (c) and (d) present a semi-active HESS topology in which 

only the ESS connected with power converter is able to actively control. If the short-term 

ESS (SC) is connected with DC/DC converter, the SC can be operated with a wider range of 

voltage and the long-term ESS (BESS) is responsible for regulating the DC bus voltage, 
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which increases the stress on the BESS because of the high fluctuation and then reduces its 

life span [38]. On the other hand, if the BESS is connected to the DC/DC converter, the DC 

bus voltage is depended on the SC. The BESS can operate with a smoother current which 

reduce its stress. However, this topology requires a large capacity of SC for a stable DC bus. 

Finally, a full-active HESS topology with the DC/DC converters connected to all the ESS is 

introduced to improve the flexibility of HESS and enhance the overall system performance. 

In Figure II.2 (e) a cascaded full-active HESS topology with two bidirectional DC/DC 

converters allows BESS and SC be isolated from the DC bus. In this connection, the SC is 

responsible for regulating the DC bus voltage and absorbing the high frequency power 

variation, which creates a high power losses in the DC/DC converter due to the wide 

operating voltage of the SC [39]. In Figure II.2 (f), a parallel full-active HESS with a full 

control of BESS and SC is presented. With an appropriate control strategy, this HESS 

topology can share the demand power among ESSs effectively and then improve the BESS 

life span and the stability of the DC bus voltage [40].  

 

Figure II.2: The available topologies of HESS [33]: (a) Series; (b) Parallel passive; (c) (d) 

Parallel semi-active; (e) Cascaded full-active; (f) Parallel full-active.  

Overall, with the islanded microgrid application, the main objectives of HESS are to 

enhance the reliability and robustness. Despite of the best controllability, the full-active 

HESS topologies increase the system complexity and cost. Hence, with a simpler design, 

reliable and robust operation, the semi-active HESS topologies are the most suitable for 

remoted application. In this chapter, BESS, SC and FC are formed in semi-active topology 

is investigated. Furthermore, a strategy for controlling such system is developed with 
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simulation validation and comparison. The detail of the developed HESS and controlling 

methodology are presented in section II.3 of this chapter. 

II.2. Optimal sizing of battery energy storage system for an 

islanded microgrid 

II.2.1. Configuration of the islanded microgrid system 

 

Figure II.3: The PV-diesel-battery islanded microgrid system. 

In this section, an islanded microgrid used for BESS sizing process is illustrated in  

Figure II.3. The studied MG comprises such DERs as PV system, BESS and a backup 

diesel generator for covering insufficient energy. An energy management system in this off-

grid MG is utilized for gathering information and performing operation optimization 

function. The operation cost of this system depends on the cost model of the ESS, solar and 

genset. It is essential to find an optimal operation strategy with a given predicted solar 

radiation curve and load demand curve, which is strongly related to the size of ESS. 

Furthermore, a proper energy management schedule can reduce the size of ESS and lessen 

the dependence of diesel generator. On the other hand, the size of ESS must be large enough 

for charging and discharging to cover the excess and deficit energy from the system. The 

next part of this section presents the cost-based models of the studied microgrid. 

II.2.1.a. Load model 

In the studied MG system, only the output power demand of the load is considered. 

With that, the model for the load in this section is the power demand profile curves. Based 

on the load demand power, the power supplied from the diesel generator, the sizes of PV 
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system and BESS are defined, which is related to the investment and operation cost of the 

whole system. The load power demand (PL(t) [kW]) is based on hourly data, which is 

illustrated in Figure II.4. 

 

Figure II.4: The predicted daily load demand. 

II.2.1.b. Diesel generator model 

In islanded MG system, a diesel generator and BESS are the secondary power supply 

sources for the power system in case of insufficient energy from RES. With a backup of a 

conventional generator, not only the reliability of the remoted system is improved but also 

the high investment cost of BESS is lessened. The model for the hourly consumption of 

diesel generator F(t) [l] is given by [41]: 

𝐹(t)= 0.246 . 𝑃𝐷𝐺(t) + 0.08415 . 𝑃𝑅 (II.1) 

where PDG(t) [kW] is the output power of diesel generator at time t, PR [kW] is the rated 

power of the diesel generator. Therefore, the cost-based function of the diesel generator is 

calculated: 

𝐶𝐷𝐺(t)=𝐶𝑓 . 𝐹(𝑡) (II.2) 

where CDG(t) [US$] is operation cost of diesel generator at time t and Cf [US$/l] is the fuel 

cost of diesel per liter. 

II.2.1.c. Solar photovoltaic model 
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Not only the BESS sizing problem but also the PV sizing is considered in this chapter. 

However, the main objective of this section is to find an optimal size for BESS. Therefore, 

the PV sizing problem serves as an input program to provide the PV power data for the BESS 

sizing model which is presented in II.2.2.a. The PV sizing method is an iterative approach 

considering the annual cost of the islanded MG system. 

Following [42], the total output power of solar photovoltaic system (PPV(t) [kW])is 

dependent on the solar radiation, the total area of the PV array and the efficiency of the 

system and given by: 

𝑃𝑃𝑉(t)= G(t).𝐴𝑝. 𝑁𝑃𝑉. (II.3) 

where G(t) [W/m2] is the solar radiation value, Ap [m
2] is the area of a single PV panel, NPV 

[unit] is the number of PV panels and  [%] is the overall energy efficiency of the solar PV 

system. The PV panels technology used in this section is Photowatt PV2300-235 and the 

detail of this panel can be found in [43]. The predicted data for solar radiation is shown in 

Figure II.5.  

 

Figure II.5: The predicted daily solar radiation. 

Similar with the load model in II.2.1.a, the solar PV model in this chapter only consider 

the output power of the PV system. However, in this section, only the predicted solar 

radiation is present. Thus, the model of the PV system, which is an output power curve, must 

be defined with the number of PV panels in equation (II.3).  The method for defining the 

size of the PV system is presented in II.2.2. 
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II.2.1.d. Battery energy storage model 

The advantages of Lithium-ion batteries are high energy density, high efficiency and 

long-life cycle. Therefore, in this section, a Lithium-ion battery technology is applied for 

charging and discharging energy. Following cost-based approach, the model of BESS is 

presented by its state of charge (SOC) and state of health (SOH), which are related to the 

(dis)charge power of BESS. The SOC [%] is the ratio of the available BESS capacity C(t) 

[kWh] at time t and the nominal reference BESS capacity Cref,N [kWh], which is defined by 

the manufacture data. The SOC of BESS at time t can be given by: 

SOC(t)= 
C(𝑡)

Cref,N

 (II.4) 

Furthermore, the SOC can also be determined by the previous value of SOC and the 

charge/discharge power of BESS (P BESS
ch /P BESS

disch [kW]) between the time step (∆t [h]). Thus, 

with the time step is taken by 1 hour, the SOC of BESS at time t, from the period (t -1) to t 

is calculated by: 

SOC(𝑡) =

{
 
 

 
 SOC(𝑡 − 1) + 

𝑃 𝐵𝐸𝑆𝑆
𝑐ℎ (𝑡 − 1)

Cref,N

∆t     (1)

SOC(𝑡 − 1) −  
𝑃 𝐵𝐸𝑆𝑆
𝑑𝑖𝑠𝑐ℎ(𝑡 − 1)

Cref,N

∆t   (2)

SOC(𝑡 − 1)                                            (3)

 

                            (1): when the BESS absorbed energy in this period 

                            (2): when the BESS provided energy in this period 

                            (3): when the BESS is idle in this period 

(II.5) 

On the other hand, to evaluate the battery’s ability to charge and discharge energy 

compared with the new one, it is essential to estimate its state of health (SOH). The SOH 

[%] is related to the capacity evolution of BESS by the equation [44]: 

SOH(t)= 
𝐶𝑟𝑒𝑓(𝑡)

𝐶𝑟𝑒𝑓,𝑁
 (II.6) 

where: Cref(t) [kWh] is the reference capacity defined as the BESS maximum capacity at 

time t. There are two type of BESS’s degradation causing aging effect: cycle aging and 

calendar aging [45].  

With calendar aging mechanism, the most important parameter to estimate this effect 

is the battery temperature, especially for Lithium-ion battery. In [46], with an experiment, a 

model for the degradation of SOH after period ∆t [h] can be formulated by: 
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SOH(t + ∆t) 

SOH(t )
= 1 + 𝑐𝑎. 𝑐𝑉

𝑉−𝑉0
∆𝑉 . 𝑐𝑇

𝑇−𝑇0
∆𝑇 . √∆𝑡 (II.7) 

where T0 [°C] and V0 [V] are the reference temperature and voltage, T [°C]  and V [V] are 

the temperature and voltage of the battery, ∆T [°C] and ∆V [V] are the reference temperature 

and voltage variation. ca, cT and cV are the fitting parameters based on accelerated calendar 

aging test data. From the equation (II.7) above, it is clear that, high temperature and high 

voltage contribute to the degradation process of BESS. However, the calendar aging 

mechanism of BESS is not considered the developed sizing process due to the complication 

of temperature measurement.  

In term of cycle aging, which is utilized to for BESS sizing methodology in this 

chapter, the model for BESS degradation can be formulated by [47]: 

SOH(t)= SOH(t − ∆t) − 𝑍. [𝑆𝑂𝐶(𝑡 − ∆t) − 𝑆𝑂𝐶(𝑡)] (II.8) 

where Z is a linear aging coefficient. Experiment results in [48] defines different Z for 

different BESS technologies. The coefficient Z of BESS can be estimated as [49]: 

𝑍 = {
85 . 10−6              (1)

𝜒 . 85 .10−6          (2)
 

                            (1): when 20% < SOC (t) < 90% 

                            (2): otherwise 

(II.9) 

where χ is a scalar strictly greater than one. Moreover, with the equation (II.6), the equation 

(II.8) can be transformed into: 

SOH(t)= 
𝐶𝑟𝑒𝑓(𝑡 − ∆t)

𝐶𝑟𝑒𝑓,𝑁
− 𝑍. [𝑆𝑂𝐶(𝑡 − ∆t) − 𝑆𝑂𝐶(𝑡)] 

(II.10) 

In addition, the capacity losses of BESS at time t (∆Cref(t) [kWh]) and the new 

capacity reference of BESS at time t (Cref(t) [kWh]) are given by: 

∆𝐶𝑟𝑒𝑓(𝑡) = 𝐶𝑟𝑒𝑓,𝑁 . 𝑍. [𝑆𝑂𝐶(𝑡 − ∆t) − 𝑆𝑂𝐶(𝑡)] (II.11) 

𝐶𝑟𝑒𝑓(𝑡) = 𝐶𝑟𝑒𝑓(𝑡 − ∆t) − ∆𝐶𝑟𝑒𝑓(𝑡) (II.12) 

From equations (II.8), (II.11) and (II.12), the variation of SOH is estimated by: 

∆SOH(t)= 𝑍. [𝑆𝑂𝐶(𝑡 − ∆t) − 𝑆𝑂𝐶(𝑡)] (II.13) 

Overall, by considering the degradation effect of BESS system, the economic model 

of BESS is described by the investment cost and the aging cost of BESS. The BESS 

investment cost (BiC [US$]) is calculated: 
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BiC= 𝐶𝐵𝐸𝑆𝑆,𝑐𝑎𝑝. 𝐶𝑟𝑒𝑓,𝑁 (II.14) 

where CBESS,cap [US$/kWh] is the capital cost per kWh of the BESS and Cref,N [kWh] is the 

reference nominal capacity of the BESS. Finally, the cost function of BESS in MG operation 

is modelled as: 

𝐶𝐵𝐸𝑆𝑆(𝑡) = 𝐵𝑖𝐶
∆SOH(t)

1 − 𝑆𝑂𝐻𝑚𝑖𝑛
 

(II.15) 

where  CBESS(t) [US$] is the cost of BESS operation at time t  SOHmin [%] is the minimum 

state of health value. 

II.2.2. The proposed BESS sizing strategy 

 

Figure II.6: Scheme of the proposed strategy for BESS sizing problem. 

The proposed strategy for finding the optimal size of BESS is presented in Figure II.6. 

In order to have the optimal solar PV system power curve which serves as an input data for 

the BESS sizing problem, a sub-problem for finding the optimal size of PV system panel is 

determined. Overall, with the MG information such as load profiles, solar radiation, 

investment cost and the like, the proposed strategy not only able to find the optimal size of 

BESS but also can determine the optimal size of PV system and the optimal power schedule 

for the islanded MG.  

II.2.2.a. Solar PV system sizing 

II.2.2.a.i. Problem formulation 

Firstly, the sub-problem of sizing solar PV system is illustrated in this part of the 

section. With the given input data of solar radiation and load profiles, the objective function 
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for this sub-problem is to find the optimal size of solar PV system in order to minimize the 

annual cost of the islanded MG system (ACS [US$]). The ACS of the studied MG system 

consist of the investment cost, maintenance cost and the carbon dioxide (CO2) emission cost. 

Therefore, the ACS is given by:  

ACS= 𝐴𝐶𝐶 + 𝐴𝑂𝑀𝐶 + 𝐴𝑅𝐶 + 𝐴𝐹𝐶 + 𝐴𝐸𝐶 (II.16) 

where ACC [US$] is the annual capital cost, AOMC [US$] is the annual operation 

maintenance cost, ARC [US$] is the annual replacement cost, AFC [US$] is the annual fuel 

cost and AEC [US$] is the annual emission cost. The detail of the ACS function is illustrated 

in equations from (II.17) - (II.23) [50], [51]. 

ACC=𝐶𝑐𝑎𝑝
𝑖. (1 + 𝑖)𝑦

(1 + 𝑖)𝑦 − 1
 (II.17) 

With   i=
𝑖′ − 𝑓

1 + 𝑓
 (II.18) 

AOMC=𝐶𝑐𝑎𝑝
1 − 𝜆 

𝜆 
 (II.19) 

ARC=𝐶𝑟𝑒𝑝,𝑐 . 𝑆𝐹𝐹 (II.20) 

With   SFF=
𝑖

(1 + 𝑖)𝑦 − 1
 (II.21) 

AFC= 𝐶𝑓 . ∑ 𝐹(𝑡)

8760

1

 (II.22) 

AEC= ∑
 𝐸𝑓 . 𝐸𝑐𝑓 . 𝑃𝐷𝐺(𝑡)

1000

8760

1

 (II.23) 

where: 

Ccap The capital cost [US$] 

y Project lifetime [year] 

i Annual real interest rate [%] 

i’  loan interest (%) [%] 

f annual inflation rate (%) [%] 

 λ   reliability of components [%] 

Crep,c Replacement cost of BESS [US$] 

SFF Sinking fund factor [unit] 

Cf Fuel cost of diesel per liter [US$] 
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F(t) Hourly consumption of diesel generator [liter] 

Ef Emission cost function [kg/kWh] 

Ecf Emission cost factor [unit] 

PDG(t) Diesel generator output power at time t [kW] 

II.2.2.a.ii. Methodology 

As can be seem in Figure II.6, in order to solve the solar PV sizing problem formulated 

in equation (II.16), the rule-based methodology for energy management and iterative 

solution are utilized. The flow chart of the proposed methodology is presented in Figure II.7. 
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Figure II.7: Flow chart of the Solar PV sizing module. 

The proposed strategy including two main parts: the iterative loops of solar PV size, 

BESS size and the rule-based energy management system (EMS). With iterative loops, the 

size of BESS and solar PV system are increased until they reach the maximum values. 

Moreover, in each iteration, with each configuration of solar PV system and BESS, the EMS 
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in MG is performed to calculate the values of ACS for one year following equation (II.16). 

When the program reaches the maximum value of all the iteration, all the ACS values are 

checked with constrains of excess energy ratio (EER) and fraction renewable energy (FR). 

The detail of the system constrains is presented in II.2.2.a.iii. It is noteworthy that the size 

of BESS in this solar PV sizing process is just a temporary size, which is used to size the PV 

panels. The optimal size of BESS will be defined in the next part of the proposed method. 

On the other hand, the rule-based EMS strategy illustrated in this section is a method 

that derives execution instructions from a starting set of data and rules. Following this, based 

on the specific situation of power of load demand, solar PV power, diesel power and BESS 

condition, the output power of diesel generator and BESS are defined. With the rule-based 

EMS, there are several scenarios in islanded MG operation: 

• Solar PV system is able to supply sufficient energy to meet the load demand 

and the BESS is charged by the excess energy. 

𝑃 𝐵𝐸𝑆𝑆
𝑐ℎ (𝑡) = (𝑆𝑂𝐶𝑚𝑎𝑥 − 𝑆𝑂𝐶(𝑡)). 𝐶𝑟𝑒𝑓,𝑁 (II.24) 

P
BESS

(t)=𝑃 𝐵𝐸𝑆𝑆
𝑐ℎ (𝑡)= min {P

PV
(t) − P

L
(t), 𝑃 𝐵𝐸𝑆𝑆

𝑐ℎ (𝑡)} 
 
 (II.25) 

• Solar PV system is not enough to supply the load demand. If the deficit power 

is smaller than the minimum value of diesel power P DG
min [kW] and the 

remaining power of BESS is enough for covering the deficit power demand, 

the BESS will be discharged to supply the load, the DG is turn off. 

P
BESS

(t)=𝑃 𝐵𝐸𝑆𝑆
𝑑𝑖𝑠𝑐ℎ(t)= P

L
(t)−P

PV
(t)  (II.26) 

• Solar PV system is not enough to supply the load demand. If the deficit power 

is smaller than the minimum value of P DG
min  and the remaining power of BESS 

is not enough for covering the deficit power demand, the DG is will operate at 

P DG
min and the BESS will be charged with the surplus power from the DG. 

P
DG

(t)=𝑃 𝐷𝐺
𝑚𝑖𝑛 (II.27) 

P
BESS

(t)= 𝑃 𝐵𝐸𝑆𝑆
𝑐ℎ  (t)= 𝑃 𝐷𝐺

𝑚𝑖𝑛 − (P
L
(t) − P

PV
(t)) 

  

(II.28) 

• Solar PV system is not enough to supply the load demand. If the deficit power 

is higher than the minimum value of P DG
min and the deficit power is smaller than 

the P BESS
disch(t) [kW], the BESS will supply the deficit power and the DG is 

turn off. 
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𝑃 𝐵𝐸𝑆𝑆
𝑑𝑖𝑠𝑐ℎ(𝑡) = (𝑆𝑂𝐶(𝑡)−𝑆𝑂𝐶𝑚𝑖𝑛). 𝐶𝑟𝑒𝑓,𝑁 (II.29) 

P
BESS

(t)=𝑃 𝐵𝐸𝑆𝑆
𝑑𝑖𝑠𝑐ℎ(t)= P

L
(t) − P

PV
(t)

 
 (II.30) 

• Solar PV system is not enough to supply the load demand. If the deficit power 

is higher than the minimum value of P DG
min and the deficit power is higher than 

the sum of P BESS
disch(t) and P DG

min, the BESS will discharge at P BESS
disch(t) and 

the DG will cover the remain deficit power. 

P
BESS

(t)=𝑃 𝐵𝐸𝑆𝑆
𝑑𝑖𝑠𝑐ℎ(𝑡) = (𝑆𝑂𝐶(𝑡)−𝑆𝑂𝐶𝑚𝑖𝑛). 𝐶𝑟𝑒𝑓,𝑁 (II.31) 

 PDG(t)= (P
L
(t) − P

PV
(t))−𝑃 𝐵𝐸𝑆𝑆

𝑑𝑖𝑠𝑐ℎ(𝑡)
  

 (II.32) 

• Solar PV system is not enough to supply the load demand. If the deficit power 

is higher than the minimum value of P DG
min and the deficit power is higher than 

P BESS
disch(t) but smaller than the sum of P BESS

disch(t) and P DG
min, the DG is operate 

at P DG
min and the BESS will be charged. 

PDG(t)= 𝑃 𝐷𝐺
𝑚𝑖𝑛 (II.33) 

 P
BESS

(t)= 𝑃 𝐵𝐸𝑆𝑆
𝑐ℎ  (𝑡) = 𝑃 𝐷𝐺

𝑚𝑖𝑛 −(P
L
(t) − P

PV
(t))

  
 (II.34) 

II.2.2.a.iii. The constrains 

To apply the flow chart in Figure II.7, there are constrains for the variables of DERs 

system and grid operation. 

a) Constrains of the DERs system 

• Diesel generator: 

   𝑃 𝐷𝐺
𝑚𝑖𝑛≤ PDG(t) ≤ 𝑃 𝐷𝐺

𝑚𝑎𝑥 (II.35) 

where 𝑃 𝐷𝐺
𝑚𝑖𝑛 [kW] and 𝑃 𝐷𝐺

𝑚𝑎𝑥 [kW] are the minimum and maximum output 

power of the DG system respectively. 

• BESS: 

𝐶 𝑟𝑒𝑓,𝑁
𝑚𝑖𝑛 ≤  C

ref,N
 ≤ 𝐶 𝑟𝑒𝑓,𝑁

𝑚𝑎𝑥  (II.36) 

𝑆𝑂𝐶𝑚𝑖𝑛 ≤  𝑆𝑂𝐶(𝑡) ≤ 𝑆𝑂𝐶𝑚𝑎𝑥 (II.37) 

where SOCmin and SOCmax are the minimum and maximum state of charge of 

BESS system respectively. C ref,N
min  [kWh] and C ref,N

max  [kWh] are the minimum 
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and maximum reference nominal capacity of the BESS respectively. These 

limitation values can be estimated as [52]: 

{

𝐶 𝑟𝑒𝑓,𝑁
𝑚𝑖𝑛 = 0

𝐶 𝑟𝑒𝑓,𝑁
𝑚𝑎𝑥 =

EL_day.D 

DOD.
b

 (II.38) 

where EL_day [kWh] is the total energy from the load demand for one day, D is 

the number of days, DOD [%] is the depth of discharge of the BESS and 
b
 is 

the efficiency of BESS. 

• Solar PV system: 

 0≤Npv≤ 
EL_day

W.Hourssunshine/day.b

 
(II.39) 

where 
b
 [%] is the efficiency of the BESS, Hourssunshine/day [h] is the number 

of sunshine hours per day. 

b) Constrains of the MG operation 

• Fraction renewable energy (FR) [53]:  

FR=
Esolar

E𝑇𝑇
 

(II.40) 

 FRdesign ≤ FR ≤ 1
 

 (II.41) 

where Esolar [kWh] is the total energy produced from solar PV system, ETT 

[kWh] is the total energy received from DERs in the MG. FRdesign [unit] is the 

designed value for FR in the studied MG. 

• Excess energy ratio (EER):  

EER= 
Eexcess

E𝑇𝑇
 

(II.42) 

   0 ≤ EER ≤ EERdesign 
 (II.43) 

where Eexcess [unit] is the excess energy from solar PV system and EERdesign is 

the designed value for EER in the studied MG.  

II.2.2.b. BESS sizing 

II.2.2.b.i. Problem formulation 

Next, after the size of solar PV system is defined, the main module of sizing BESS 

program is introduced in this part of the section. The objective of the proposed BESS sizing 
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strategy is to find the optimal value size of BESS which minimizes the operation cost (CO) 

of the islanded MG system with the period of 24 hours. The objective function of the 

minimization cost operation (CO [US$]) of the studied MG system is given by [54]:  

CO(t)=𝐶𝐷𝐺(𝑡) + 𝐶𝐷𝐺
𝐸𝑚(𝑡) + 𝐶𝐵𝐸𝑆𝑆(𝑡) (II.44) 

where CDG(t)  and CBESS(t) are the operation cost of DG and BESS at time t and they are 

calculated in equation (II.2) and equation (II.15) respectively. CDG
Em(t) [US$] is the emission 

cost of DG operation at time t and it is calculated similar with AEC in equation (II.23) but 

with the period of 24 hours.  

II.2.2.b.ii. Methodology 

Similar with the previous solar PV sizing approach, an iterative method and an EMS 

of MG are utilized to deal with the BESS sizing problem. A dynamic programming (DP) 

with Bellman algorithm is applied to solve the EMS optimization problem of islanded MG 

in equation (II.44). After reaching the maximum iteration, the developed program can 

determine the optimal size of BESS and the optimal schedule for MG operation. The 

flowchart of the proposed method is shown in Figure II.8. The detail of the DP is presented 

in the next parts. 
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Figure II.8: Flow chart of the BESS sizing module. 
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a) Introduction of dynamic programming  

Dynamic programming is an optimization technique that breaks complex problem into 

series of sub-problem, which is suitable to deal with discrete time optimization process. DP 

with Bellman algorithm is an optimization method utilized to find the shortest path from all 

node of the graph. A graph has a set of elements called nodes or vertices, with edges between 

some of the nodes. V is used to denote the set of vertices and E to denote the set of edges. A 

directed graph G = (V, E) is a graph where the edge has a direction. Moreover, a weighted 

graph is given as a graph where its edges have weight such as cost. Therefore, in order to 

apply this optimization approach, the optimization problem must be modelled in form of 

“graph” with “nodes”, “edges” and must has a direction. The pseudocode of Bellman 

algorithm is shown as follow: 

Algorithm 1: Bellman Algorithm 

Data: Given a directed graph G (V, E), a start node S and the weight W of each edge. 

Result: Shortest path from S to all other vertices in G. 

D[S] = 0; 

R =V – S; 

C=cardinality(V); 

for each vertex k  R do 

D[k] = ∞; 

end 

for each vertex i = 1 to (C – 1) do 

for each edge (e1, e2)  E do 

Relax(e1, e2); 

end 

end 

for each edge (e1, e2)  E do 

if D[e2] > D[e1] + W[e1, e2] then 

Print(“Graph contains negative weight cycle”) 

end 

end 

Procedure Relax (e1, e2) 

for each edge (e1, e2) in E do 
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if D[e2] > D[e1] + W[e1,e2] then 

D[e2]=D[e1]+W[e1,e2]; 

end 

end 

b) Application of DP for the EMS problem 

The idea is to use SOC of BESS to formulate EMS as a DP problem. Thus, the EMS 

of the islanded MG must be modelled in form of multi-stage, with SOC as a “node”. Thanks 

to the power balance condition in the MG, one has: 

𝑃𝐵𝐸𝑆𝑆(𝑡)=𝑃𝐿(𝑡) − (𝑃𝐷𝐺(𝑡) + 𝑃𝑃𝑉(𝑡)) (II.45) 

From equations (II.5) and (II.45), the power balance equation in MG can be described 

in form of SOC of BESS as: 

𝑆𝑂𝐶(𝑡) − 𝑆𝑂𝐶(𝑡 − 1) 

𝑡
C𝑟𝑒𝑓,𝑁 = 𝑃𝐿(𝑡) − (𝑃𝑃𝑉(𝑡) + 𝑃𝐷𝐺(𝑡)) (II.46) 

Thus, the final equation of power balance in grid system is given as: 

𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶(𝑡 − 1) +
𝑃𝑃𝑉(𝑡)+𝑃𝐷𝐺(𝑡) − 𝑃𝐿(𝑡) 

C𝑟𝑒𝑓,𝑁
𝑡 (II.47) 

From equation (II.47), it is obvious that by controlling SOC of BESS at each time step, 

the output power of DG can be controlled. Furthermore, the operation cost of the system at 

each time step will be regulated via SOC of BESS. With that, the optimization of EMS for 

24 hours problem can be divided into 24 sub-problems of optimization.  

 

Figure II.9: Dynamic programming for energy management system based on SOC of BESS. 
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The process of DP application for finding optimal SOC of BESS is described in Figure 

II.9. In here, the “edge” of the graph are the CO(t) values and the “node” are the SOC(t) of 

BESS. SOC0 [%] and SOCT [%] are the initial and the final SOC respectively. These initial 

node and final node of SOC are given. There are 24 layers corresponding to 24 hours of a 

daily MG operation. At each layer, the state of SOC is discretized with a step size which is 

SOC [%]. In addition, the transition between two layers of SOC is described by SOC [%] 

which is the variation of SOC between two step time. The objective of the optimization is to 

find the optimal flow of SOC from the initial node to the end node. As can be seen clearly 

that the structure of energy management process can be modeled by a graph. It is obvious 

that the flow of SOC in this process is a directed graph and all the edges are oriented in one 

direction from t=0 [h] to t=T [h]. With that, the Bellman algorithm can be applied for 

searching optimal SOC flow in this problem. The number of state (N) at each layer is 

estimated by: 

𝑁 =
SOC𝑚𝑎𝑥 − SOC𝑚𝑖𝑛

SOC
 (II.48) 

Now, the weight of each node in the first layer is calculated, which receives the 

information (SOC0) from the beginning node. The weight in this DP model represents for 

the cost of operation (CO) which is calculated in equation (II.44). In addition, the weight of 

each node in the second layer, which receives the information (SOC0+Δt) from all nodes in 

the first layer. Repeat this process until the weights of the final nodes in the last layer are 

obtained. After that, the weight of the end node, which receives the information from all 

nodes at the last layer, are obtained by defining the all the CO values from the beginning 

node. Finally, by minimization of the CO values from the beginning node to the final node, 

the optimal SOC strategy with the corresponding power schedule are defined. 

II.2.2.b.iii. The constrains 

There are constrains for system operation. Firstly, the power balance constrain at any 

instant is described in equation (II.45). Secondly, the constrain of DG is similar with the one 

presented in equation (II.35). 

Secondly, there are addition constrains of SOC for the BESS: 

𝑆𝑂𝐶 𝑚𝑖𝑛 ≤  𝑆𝑂𝐶 ≤ 𝑆𝑂𝐶 𝑚𝑎𝑥 (II.49) 
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   𝑆𝑂𝐻𝑚𝑖𝑛 ≤ SOH(t)
 

 (II.50) 

II.2.3. Simulation results and discussion 

II.2.3.a. Input data 

In this section, the islanded microgrid system in  

Figure II.3 is used for the sizing simulation. The model of the studied microgrid and 

the sizing program are developed in the MATLAB 2019b environment. The detail of the 

economic and technical input data is illustrated in Table II-1and Table II-2 [55]. Moreover, 

the predicted load demand and solar radiation profiles shown in Figure II.4 and Figure II.5 

respectively are also utilized.  

Table II-1: The economic input data of the MG system for the sizing program 

Table II-2: The technical input data of the MG system for the sizing program 

Parameter Value Unit 

y of PV 20 year 

y of BESS 10 year 

y of DG 20 year 

i’ 3 % 

f 2 % 

 98 % 

ƞ 98 % 

Ccap of DG 500 US$/kW 

Ccap of PV 0.92 US$/W 

Ccap of BESS 137 US$/kWh 

Cf 0.8 US$/l 

Ef 0.34 kg/kWh 

Ecf 55 US$/ton 

Parameter Value Unit 

FRdesign for summer 50 % 

FRdesign for winter 25 % 
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II.2.3.b. Simulation results 

In this part of the section, following the simulation results, the optimal size of the 

BESS and PV solar panel of the islanded microgrid system are presented in Table II-3. From 

the simulation results, the optimal size of solar PV system is estimated with 410 PV panels. 

Following this, the optimal capacity of BESS system for the studied MG is approximately 

450 kWh. Moreover, with the optimal configuration, the contribution of solar PV system to 

overall electricity production can reach approximately 59%, which is very good ratio for 

RES penetration. The contribution of BESS and diesel generator for electricity production 

record at 18% and 23% respectively. The levelized cost of energy (LCOE) is around 0.1786 

US$/kWh, which is reasonable for an isolated system. 

Table II-3: The optimal results of the proposed sizing strategy 

Name Value Unit 

N PV
Optimal

 410 panel 

C ref,N
Optimal

 450 kWh 

ACS 49537 US$ 

EERdesign 1 % 

P DG
min 15 kW 

P DG
max 50 kW 

DOD 80 % 

SOC 0.0001 unit 

SOC0 for rule-based EMS 60 % 

SOC0 for DP EMS 50 % 

SOCT 50 % 

SOCmin 20 % 

SOCmax 90 % 

SOC max 70 % 

SOC min 0 % 

SOHmin 70 % 
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LCOE 0.1786 US$/kWh 

CO  135.7 US$/day 

Annual load energy 286853.3 kWh 

Annual PV system energy 166044.3 kWh 

Annual BESS energy 50776.46 kWh 

Annual diesel generator energy 70033.27 kWh 

 

With the selected size of solar PV and BESS, Figure II.10 and Figure II.11 describe a 

typical day of the rule-based operation for MG in summer and winter season. From the 

figures, it can be seen that the load demands in both seasons are satisfied. Furthermore, with 

a high solar radiation profile in summer, the island MG system doesn’t require any energy 

from the diesel generator as shown in Figure II.10 (a). However, with high peak power from 

solar PV system in summer, the size of BESS system is increased. With winter day, with a 

lower solar radiation and a higher load at the afternoon (from 2 p.m to 12 p.m), the RES 

energy is not enough so that the remained load is covered successfully from the BESS and 

diesel generator. In addition, as can be seen in  Figure II.10 (b) and Figure II.11 (b), with the 

start at 60% at the beginning of the operation period, the SOC curves of BESS in both 

seasons are always in the predefined limits. Therefore, with the given data and simulation 

results, it can be concluded that the proposed sizing method is able to provide an optimal 

solar and BESS size for a remoted system while respecting the system and economical 

constrains. 

 

 

 

 

 

 

 

 

                               (a)                                                                                  (b) 

Figure II.10: (a) The power schedule proposed by rule-based EMS for a typical summer day of 

the island microgrid; (b) The corresponding SOC of BESS. 
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                                     (a)                                                                             (b) 

Figure II.11: (a) The power schedule proposed by rule-based EMS for a typical winter day of 

the island microgrid; (b) The corresponding SOC of BESS. 

On the other hand, in order to confirm the performance of the developed method, the 

proposed BESS sizing method is compared with a reference method which is a simple 

iterative algorithm proposed in [56]. The input data such as the load power demand profile, 

solar radiation profiles, the economic parameters and the constrains are inherited from the 

reference paper. A detail of the comparison is illustrated in Table II-4.  

Table II-4: The comparison of the sizing results between the proposed method 

and the reference method 

Parameter Value 
Unit 

Proposed method Reference method 

N PV
Optimal

 410 410 panel 

C ref,N
Optimal

 215 250 kWh 

LCOE 0.1786 0.185 US$/kWh 

CO 117 139 US$/day 

 

The compared results are shown in Table II-4, it is obvious that, with the same load 

demand and solar radiation profiles, the two methods estimate the same value of solar PV 

panels (410 panels). As can be seen in the comparison table, the proposed method not only 

reduce 14% capacity of the BESS system but also provide a lower cost of electricity (LCOE) 

and cost of operation (CO). The main contribution to the different in the simulation results 

between the two methods is the different in the DP EMS in the developed sizing strategy 

and the iterative with rule-based EMS in the reference sizing strategy. 
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With the advantage of DP EMS in the sizing process, the SOC of BESS system can be 

controlled in order to minimize the global cost of the MG operation whereas with the 

iterative method, there is no operation cost optimization in the process. The different 

between the two method is indicated in term of optimal power schedules shown in Figure 

II.12 and Figure II.13. As in Figure II.12, despite of using more energy from diesel generator 

from 4 p.m to 11 p.m, the operation cost of the system with the proposed method is still 

lower because of avoiding using BESS with low SOC condition which is clearly presented 

in Figure II.13. By taking into account the degradation (SOH) of the BESS system in the 

optimization cost, the diesel generator in the developed method can support BESS system 

when the SOC level is low. Moreover, the SOC of BESS with DP EMS (Figure II.13(a)) is 

regulated to return to 50% at the end of day, which is good for BESS condition and provision 

for the next day of operation. With non-optimization approach, only the constrain of SOC of 

BESS is satisfied, the degradation of the BESS is not taking into account, which lead to a 

higher operation cost despite of using less energy from diesel system. As can be seen in  

Figure II.13(b), the SOC of BESS is depended on the grid situation and stays below 50% 

most of the time. 

 

 

 

 

 

 

 

 

                                     (a)                                                                                  (b) 

Figure II.12: The optimal power schedule for a daily MG operation by: (a) The proposed 

method; (b)The reference method in [56]. 
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                                       (a)                                                                                    (b) 

Figure II.13: The optimal SOC profiles of BESS schedule for a daily MG operation by: (a) The 

proposed method; (b) The reference method in [56]. 

II.3. Operation strategy of a hbrid energy storage system in a 

standalone microgrid  

II.3.1. Hybrid energy storage system configuration 

 

Figure II.14: The case study with an off-grid microgrid system with HESS 

In this part of the chapter, an islanded microgrid with battery-supercapacitor-fuel cell 

is investigated as shown in Figure II.14. All the ESSs are connected to a common DC bus. 

A semi-active HESS topology with the SC connected directly with the DC bus is chosen. In 

this way, the BESS and FC can avoid the high fluctuation of the power demand. Furthermore, 

with the converters, a methodology for optimizing operation can be applied for BESS and 
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FC system. A PEM fuel-cell system is connected with a unidirectional DC/DC converter, 

which allows the FC system only produce the energy. With BESS, a bi-directional DC/DC 

converter is utilized, which allows BESS absorb and release energy following the energy 

balance condition of the system. With the direct connection, a high-power density and a fast 

response, the SC is expected to absorb the high frequency and peak load demand so that it 

can reduce the stress on the FC and BESS. The BESS and FC are controlled via their DC/DC 

converters with the support from the power management system. The DC bus is converted 

to AC bus via a DC/AC converter. On the AC side, the load and the RES system are 

connected to the three phase AC bus. In the next part of the chapter, the models for the MG’s 

elements in the MATLAB/Simulink environment are described. 

II.3.2. HESS simulation modelling 

 

(a) 

 

(b) 
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(c) 

Figure II.15: HESS models; (a) PEM Fuel-cell; (b) Supercapacitor; (c) Li-ion battery [57]. 

The models of the HESS are built in MATLAB/Simulink environment using the 

SimPowerSystems (SPS) toolbox. The mathematical model of the PEM FC system shown 

in Figure II.15 (a) is described in [58] with the following equation (II.51)-(II.54):  

𝑉 = E𝑂𝐶 − V𝑎𝑐𝑡 − V𝑟 (II.51) 

V𝑎𝑐𝑡 = 𝐴. 𝑙𝑛 (
i𝑓𝑐

i0
) .

1

𝑠T𝑑
3 + 1

 (II.52) 

V𝑟 = r𝑜ℎ𝑚. i𝑓𝑐 (II.53) 

V𝑓𝑐 = N.V (II.54) 

H_con =
𝑁

𝐹
∫ 𝑖𝑓𝑐 (II.55) 

where 𝑉 [V] is the cell output voltage, E𝑂𝐶 [V] is the open circuit voltage, V𝑎𝑐𝑡 [V] is the 

activation voltage losses, V𝑟 [V] is the resistive and diffusion losses voltage,  𝐴 [V] is the 

Tafel slope, i𝑓𝑐 [A] is the output FC current, i0 [A] is the exchange current, T𝑑 is the cell 

settling time, r𝑜ℎ𝑚 [ohm] is the combined cell and diffusion resistance. With the FC stack, 

V𝑓𝑐 [V] is the total output voltage with N is the number of cells. The hydrogen consumption 

of the FC system is presented as H_con [g] in equation (II.55), with F [A.s/mol] is the 

Faraday constant. 
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In addition, the mathematical model for SC system shown in Figure II.15 (b) is 

presented with the combination of the Helmholtz and Gouy-Chapman models as described 

in [59]. This model is illustrated by the equation (II.56)-(II.61).  

𝐶 = [
1

C𝐻
+

1

C𝐺𝐶
]
−1

 (II.56) 

C𝐻 =
N𝑒𝜀𝜀0𝐴𝑖

𝑑
 (II.57) 

C𝐺𝐶 =
𝐹𝑄𝑐
2N𝑒𝑅𝑇

sinh(
𝑄𝑐

𝑁𝑒2𝐴𝑖√8𝑅𝑇𝜀𝜀0𝑐
) (II.58) 

C𝑇 =
𝑁𝑝

N𝑠
𝐶 (II.59) 

V𝑆𝐶 =
𝑄𝑇
𝐶𝑇
− R𝑆𝐶 . i𝑆𝐶 (II.60) 

𝑄𝑇 = 𝑁𝑃𝑄𝑐 = ∫ i𝑆𝐶𝑑𝑡 (II.61) 

where 𝐶 [F], C𝐻 [F], C𝐺𝐶 [F] are the SC, Helmholtz and Gouy-Chapman capacitances 

respectively, N𝑒 [unit] is the number of electrode layers, 𝜀 [F/m] and 𝜀0 [F/m] are the 

permittivity values of the electrolyte material and free space respectively, 𝐴𝑖 [m2] is the  

interfacial area between electrodes and electrolyte, 𝑑 [m] is the Helmholtz layer length, 𝑄𝑐 

[C] is the cell electric charge and 𝑐 [mol.m-3] is the molar concentration. With the SC 

interconnected system, C𝑇 [F] is the total capacitance, 𝑄𝑇 [C] is the total electrical charge, 

𝑁𝑝 and N𝑠 are the number of cells connected in parallel and series respectively. V𝑆𝐶  [V] is 

the total output voltage,  R𝑆𝐶  [ohm] and i𝑆𝐶 [A] are the SC module resistance and the module 

current respectively.  

Finally, the model of the Li-ion battery system shown in Figure II.15 (c) is developed 

in [60] with the following mathematical equation (II.62)-(II.63). 

V𝑏𝑎𝑡𝑡 = E𝑂 − 𝐾
𝑄

𝑄 − 𝑖𝑡
. 𝑖𝑡 − R𝑏 . 𝐼 + A𝑏 exp(−𝐵. 𝑖𝑡) − 𝐾

𝑄

𝑄 − 𝑖𝑡
. 𝑖∗ (II.62) 

Pol𝑟𝑒𝑠 = 𝐾.
𝑄

𝑖𝑡 − 0.1𝑄
 (II.63) 

where V𝑏𝑎𝑡𝑡 [V] and E𝑂 [V] are the output voltage and the constant voltage of the battery, 𝐾 

[V/Ah] is the polarization constant. 𝑄 [Ah] is the BESS capacity, 𝑖𝑡 [Ah] and 𝑖∗ [A] are the 

actual BESS charge and the filtered BESS current respectively, R𝑏 [ohm] is the BESS 

internal resistance. A𝑏 [V] is the exponential zone amplitude, 𝐵 [Ah-1] is the exponential 
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zone time constant inverse. During charging process, the voltage of the BESS increase and 

Pol𝑟𝑒𝑠 [ohm] is the polarization resistance in this period. 

II.3.3. HESS operation strategy 

The proposed operation method for the HESS is presented in this section. In order to 

examine the performance of the method, the state machine and PI approaches in the 

literatures are also discussed and compared. In the three approaches, the DC-bus voltage in 

the HESS is presented by the SOC of the SC and is controlled by the BESS. The difference 

between the operation methods relies on the approach to obtain the FC system reference 

power, as shown in Figure II.16. 

 

(a) 

 

(b) 

 

(c) 

Figure II.16: HESS operation strategies: (a) State machine approach with a control decision 

rules [57]; (b) PI approach; (c) Proposed approach. 

The state machine control method in this part is developed in [61] and presented Figure 

II.16 (a). With the predefined rule, the power reference of the FC system is calculated based 

on the measured value of BESS SOC and the load demand. With this control method, a PI 

controller is used to regulate the SOC of the BESS. Figure II.16 (b) presents a classical PI 

control method for the HESS [62]. With this approach, BESS power reference is calculated 
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by the PI controller. Next, the output power of the FC system is obtained by removed the 

BESS power from the power demand. 

Figure II.16 (c) introduces the developed method for the HESS system. The objectives 

of the proposed method:  

• Improve the life expectancy of the fuel-cell. 

• Controlling the SOC of BESS in the pre-defined range  

• Minimize the fuel consumption of the fuel-cell system and the equivalent fuel 

consumption of the other energy sources. 

Hence, first of all, a filter is utilized to allow the FC system provide energy with a low 

frequency of load demand. This frequency decoupling approach has been proposed in [63]–

[65]. The cut-off frequency of this filter is choose to 8 [mHz], which enables the FC system 

to provide a nearly constant power as in [57]. After that, an energy management function is 

applied to minimize the BESS SOC variation and H2
 consumption of the FC system. This 

function can be described as [66]: 

 Minimize 𝐹 = (𝑃𝐹𝐶 + 𝛼𝑃𝐵𝐸𝑆𝑆)∆T (II.64) 

where ∆T  [s] is the simulation time step, 𝛼 is a “cost” factor for violation the SOCref and 

can be estimated as:  

 𝛼 = 1 − 2𝜇
(𝑆𝑂𝐶𝑚𝑒𝑎−0.5(𝑆𝑂𝐶𝑚𝑎𝑥+𝑆𝑂𝐶𝑚𝑖𝑛))

𝑆𝑂𝐶𝑚𝑎𝑥+𝑆𝑂𝐶𝑚𝑖𝑛
 (II.65) 

where 𝜇 is a constant and can be chosen based on the desired of following the SOC, in this 

part, it is chosen as 0.6, 𝑆𝑂𝐶𝑚𝑎𝑥 [%] and 𝑆𝑂𝐶𝑚𝑖𝑛 [%] are the maximum and minimum values 

of the BESS SOC in the simulation period and can be chosen by: 

 [𝑆𝑂𝐶𝑚𝑎𝑥 𝑆𝑂𝐶𝑚𝑖𝑛] = [(𝑆𝑂𝐶𝑟𝑒𝑓 + 0.5) (𝑆𝑂𝐶𝑟𝑒𝑓 − 0.5)] (II.66) 

II.3.4. Stress analysis methodology 

The stress on the HESS components can be analyzed with the wavelet-transform as in 

[57] and [67]. The output power profiles of the HESS are decomposed in low and high- 

frequency components using the three-level Haar wavelet decomposition, which is available 

in the MATLAB wavelet toolbox. The histogram or standard deviation of the high-frequency 

component in the output power profiles can provide a good indication of how often each 

energy source is solicited. An example of the Haar wavelet-transform is presented in Figure 
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II.17, with x(n) is the input signal, Hi(z) with i = 1, 2, … N – 1 and H0(z) are high-pass filter 

and low-pass filter respectively. Gi(z) is the reconstruction filters. 

 

Figure II.17: Three-level Haar decomposition and reconstruction diagram [65].  

II.3.5. Simulation and discussion 

In this section, the performances of the developed operation strategy are compared 

with simulations results. An islanded system with HESS shown in Figure II.14 is studied. 

The simulation parameters are taken as in [57] and presented in Table II-5. 

Table II-5: The simulation parameters of the remoted system 

PEM Fuel Cell system 

Name Value Unit 

Number of cells 65 cell 

Operating temperature 45 Celsius 

Nominal air flow rate 732 liter/minute 

Nominal supply pressure [Fuel Air] [1.16 1] [bar bar] 

Nominal operating point [Inom Vnom] [250 41.15] [A V] 

Maximum operating point [Iend, Vend] [320 39.2] [A V] 

Nominal composition [H2 O2 H2O] [99.95 21 1] [% % %] 

PEM Fuel Cell response time 1 s 

Fuel Cell current maximum slope 40 A/s 

Supercapacitor system 

Name Value Unit 

Rated capacitance  15.6 F 

Equivalent DC series resistance 150e-3 ohm 

Rated voltage 291.6 V 

Number of series capacitors 108 unit 

Number of parallel capacitors 1 unit 

  Initial voltage  270 V 

Operating temperature 25 Celsius 
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Li-ion battery system 

Name Value Unit 

Nominal voltage  48 V 

Battery response time  20 s 

Initial SOC  65 % 

Rated capacity Eoptimal kWh 

SOCmin 20 % 

SOCmax 80 % 

SOC_initial 65 % 

AC grid system 

Nominal phase-to-phase voltage (Vrms) 0.4 kV 

Nominal frequency (fn)  50 Hz 

 

The simulation results of the MG’s power profiles and HESS’s features with 3 

different operation strategies are shown in Figure II.18 and Figure II.19. With the state 

machine approach, as can be seen in Figure II.18 (a), the FC system is able to follow the load 

demand and its output power is quite smooth. For the main working operation period, the 

fluctuation of the load demand is absorbed by the SC and the BESS system. From t = 460 s, 

when the SOC of the BESS reaches its low level as in Figure II.19 (a), the FC system has to 

recharge the BESS, which increases the fluctuation in the output power profile of FC system. 

The performance of this method is mainly depended on the operator’s experience hence there 

is a need for modification in the state machine control decisions when applying for different 

networks and control’s objectives. 

With the PI control approach ( Figure II.18 (b) and Figure II.19 (b)), during the first 

260 s of operation, the BESS tries to get to the SOCref in the PI controller. Thus, the BESS 

discharges until the SOC reaches the SOCref and the output power of the FC system is highly 

fluctuating because of load demand in this period. After reaching the desired SOC value, the 

BESS follows the load demand better and the FC system can work with a smoother power 

profile. However, at the end of the simulation period (t = 450 s), the BESS tries to come 

back the SOCref again so it only charges in this period, which is similar case to the first 

operation period. 

The simulation results for the proposed strategy are presented in Figure II.18 (c) and 

Figure II.19 (c). One of the main objectives of this approach is avoid the high frequency of 

load demand to the FC system. Therefore, the output power of the FC system is nearly 
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constant during the operation. However, another important goal of this method is to follow 

the optimal SOC. From t = 460 s, when the “cost” of the SOC is higher than the cost of FC 

consumption, the BESS only work in charge mode with the energy from the FC system. The 

FC and the SC system are responsible for the load demand in this period. 

 

 

(a) 

 

(b) 
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(c) 

Figure II.18: MG’s power profiles of all the operation strategies:  

(a) State machine approach; (b) PI approach; (c) Proposed approach. 

 

 

(a) 

 

(b) 



P a g e  | 64 

 

 

(c) 

Figure II.19: SOC of BESS and Hydrogen consumption of FC: 

(a) State machine approach; (b) PI approach; (c) Proposed approach. 

Another crucial factor considered in these simulations is the stress on the HESS 

components. As can be seen in Figure II.20, the proposed method presents the smoothest 

output power profile, which enhance the life cycle of the FC system. With that, the goal of 

the method is achieved. The Table II-6 summarizes overall performance of the HESS system 

with different approaches. Due to the direct connection with the DC bus in the investigated 

HESS topology, the SC system has recorded the highest value of stress in all case study. 

As expected, the proposed method records the lowest stress on the FC system and the 

highest final value of SOC in the BESS system thanks to the frequency filter and the 

optimization function, which confirms the performance of the method. However, there is a 

trade off with the proposed method. In order to reduce the fluctuation in the FC’s power 

profile, the stress in the BESS and SC system is increased. The hydrogen consumption if the 

proposed method also records the highest value because of this reason. The PI strategy 

introduce the lowest value of hydrogen consumption because of the discharge process of the 

BESS system. 
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Figure II.20: Fuel cell’s power profiles comparison.  

Table II-6: The comparison of the HESS’s performance  
 

State machine 

approach 

PI approach Proposed approach 

SOC of BESS range 

(%) 

65-61.4 65-58.7 65-63.6 

FC hydrogen 

consumption (g)  

60.4 52.9 67.2 

Stress on FC system 4.764 5.372 4.016 

Stress on BESS 4.1 4.705 3.879 

Stress on SC system 6.905 6.619 7.212 

II.4. Conclusion 

First of all, this chapter presents the method for battery sizing in an islanded microgrid 

system. The sizing method is a MATLAB-based program with two parts. In the first part, 

based on the economic and technical inputs of the system, the optimal size of the solar PV 

system is defined. The first sizing module includes two loops. The inner loop is a rule-based 

method with the objective of minimizing the annual cost of the MG system. The outer loop 

is an iterative loop to vary the number of the PV panel. In addition, the second part of the 

introduced program is BESS sizing. The inputs for the second part are the economic, 
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technical parameters and optimal PV size from the first part. The second module of the sizing 

program also includes two loops. The inner loop is an energy management system with a 

dynamic programming approach. The objective of the EMS is to minimize the operation cost 

of the MG system. The SOC of the BESS works as a “node” in the dynamic programming 

strategy. the Bellman algorithm is utilized for searching optimal SOC flow in this problem. 

By minimization of the operation cost values from the beginning node to the final node, the 

optimal SOC strategy with the corresponding power schedule are defined. The outer loop of 

this module varies the BESS capacity with an iterative method. Following the simulation 

results, the developed sizing program is able to define the optimal sizes of PV and BESS in 

the remoted network, which are compared with the optimal results in the literature. It is 

noteworthy that with the application dynamic programming for the SOC, BESS is allowed 

to choose the SOC state at the beginning and at the end of the optimal operation day. 

The operation of the BESS system with other storage technologies is also investigated 

in this chapter. A hybrid energy storage system (HESS), which is a combination of two or 

more energy storage with proper technologies and characteristics, is proposed as an emerged 

solution for the islanded MG application. This chapter presents an operation strategy with 

two main objectives: reducing the load fluctuation in FC power profile and following the 

SOC signal of BESS from the optimal power schedule. Hence, firstly, a low-pass filter is 

utilized for FC system to remove the high frequency component in the load demand. After 

that, an energy management system with an optimization function is used to follow the SOC 

reference. In this function, the cost of hydrogen consumption and the SOC variation are 

taken into account. The wavelet toolbox in MATLAB is utilized to estimate the stress factor 

in the HESS. The proposed operation method can reduce the stress on the FC better and has 

a lower SOC variation compared to other classical methods in the literatures. 
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III.1. Introduction 

The content of this chapter contributes to work package 4, task 4.2: Interaction 

between physical micro-grid. A more detail about this contribution can be found in:  

https://m2m-grid.eu/wp-content/uploads/2020/03/Deliverable-4.2-Interaction-between-

physical-micro-grids.pdf 

III.1.1. Management approaches in multi-microgrid system 

There are several approaches for controlling in MMG system, from fully centralized 

to fully decentralized strategies. This section introduces these approaches with their 

advantages and disadvantages. 

III.1.1.a. Centralized  

 

Figure III.1 – Centralized control architecture [68]. 

In fully centralized control scheme as shown in Figure III.1 , all available 

measurements and information of the integrated MGs are gathered in a microgrid central 

controller (MGCC) that imposes the control set points for all units. In [69], the authors 

introduce an implementation of a centralized controller based on wide area monitoring and 

control system (WAMC), which can be used to carry out a centralized secondary and tertiary 

control. In [70], by using WAMC, a centralized secondary voltage controller has been 

proposed. There are several advantages and disadvantages of this approach. 

One of the advantages of centralized control system is that the central controller 

receives all necessary data from the MGs, which allows the multi-objective controller to 
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achieve globally optimum performance. Furthermore, because there is only one controller 

here, the system has a high controllability. 

On the other hand, the computational burden in a single controller can be particularly 

heavy. This approach requires very high quality of communication from all DERs to the 

central point of control. Moreover, a centralized controller creates a single point of failure 

and redundancy of the central controller is costly. Thus, a collapse of the overall system can 

happen if there is a loss of connection with the central controller. Another drawback of the 

centralized approach is the privacy as this strategy requires all the information from DERs 

owners, which must also agree to hand over control of their resources to a third party. MGs 

might be operated by different utilities and the information on production costs cannot be 

disclosed. Subsequently, central systems are usually considered less scalable and system 

maintenance demands complete shutdown.  

To tackle the above issues, distributed control architectures are developed, as 

described in the next sections. 

III.1.1.b. Hierarchical 

 

Figure III.2 – Hierarchical control architecture [71]. 

To overcome the problems of the centralized controller, the hierarchical control 

strategy is introduced in Figure III.2.  In this strategy, there exists some form of aggregation 

of the central controller then is allowed to transmit the needed source, through a hierarchical 
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system of aggregators, that determines which DERs should be used at which moment. Thus, 

this strategy is also mentioned as the “Aggregate and Dispatch” solution. Since the sources 

are represented to the central optimizer in an aggregated way, there is significantly less 

information required at the central controller and the system is more scalable. This approach 

is suitable for utilizing demand response resources. For instance, in [72], the demand 

response reserves are offered by aggregators to a transmission system operator (TSO) e.g., 

for automatic or manual frequency restoration reserves.  

The coordination of multiple, centrally controlled MGs can also be established in a 

hierarchical way. In that case, a MG central coordinator (MGCC) organize multiple MGs, 

each controlled by a local MGCC. The MGCC of a single microgrid attempts to obtain an 

optimal operation point using only its local resources. If the internal resources are not 

satisfactory, the MGCC shall request the MG central coordinator for external resources from 

other microgrids [73]. Nevertheless, the single point of failure still exists, and the points of 

aggregation may even turn into new points of failure.  

III.1.1.c. Distributed 

 

Figure III.3 – Distributed control architecture [74]. 

The distributed control method for MMG (shown in the Figure III.3) consists of local 

DERs and central agents that control the global constraints. In both architectures described 

before, the DERs are regulated by a third party. Nonetheless, as the owners of the DERs 

appoint the barrier conditions, it is argued that it might be better to maintain a local control 

of the DER. In addition, not all DERs owners want to exchange all their data with a third 

party for privacy reasons. However, to achieve a (near) optimal operation of the system, 

these DERs should still be coordinated. This is the reason why the concept of distributed 

control is necessary.  
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The purpose of distributed control is to break down the centralized problem into a 

definite number of local controllers or agents. Thus, each agent does not have a global 

perspective of the problem [75], but they can still work at a globally (near) optimal state with 

the help of coordination. Coordination is arranged by a central agent which is capable of 

communicating global constraints, such as the maximum power of a transformer, maximum 

voltage, and frequency limitations. This task can be achieved by the communication of 

Lagrange multipliers.  

In [76], dual decomposition method or alternating direction method of multipliers 

(ADMM) are applied successfully for distributed approach. Both of them are based on the 

dual ascent method, where price vectors are transmitted iteratively from the central controller 

to the DERs. The DERs optimize their consumption in proportion to these vectors and send 

back demand vectors to the central agents. Then, the central agents analyze the demand 

vectors and renew the prices, when operational grid constraints are being violated. This 

process continues until a steady state solution is achieved.  

Distributed approaches have several important advantages. First, the computational 

requirements are reduced due to the change of global optimization problem into several sub-

problems. Secondly, the data exchanged between local and central agents is limited, which 

reduces the requirements of a complex communication system. Finally, the local DERs 

optimize individually and do not need to send private data to a third party. However, there 

are still central agents, which potentially form single points of failure. 

III.1.1.d. Fully decentralized 

 

Figure III.4 – Peer-to-peer control architecture [74]. 
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This methodology is characterized by the complete absence of a central controller, 

which is inspired by P2P computer networking [77]. In this architecture, a single point of 

failure is completely eliminated and the importance of all agents is equal. Each agent is able 

to exchange data directly with other agents without the need for a central device [78].  

Nowadays, it is preferable to use the control system of a MMG system in a highly 

decentralized way, because the new DERs are typically distributed in the distribution system, 

operated by different owners and managed with different goals. Moreover, plug and play 

property of new resources is crucial to allow for seamless integration over time. In this 

perspective, P2P control architecture seems to be a good candidate for control of the 

distribution network.  

Still, this architecture may not be applicable to the whole distribution grid, which 

contains thousands of DERs that are geographically dispersed. To tackle this issue, the grid 

is usually divided into smaller MGs, containing only a limited amount of DERs. These MGs 

operate according to the presented P2P control architecture. Points of common coupling are 

used to connect the different MGs as shown in Figure III.4. 

The elimination of central controller leads to the concept of autonomous MGs. The 

P2P communication is utilized to send the required information in the MGs. The grid–

supporting agents are able to determine the set-points with the help of received data from 

neighbor agents. In this communication scheme, the agents should be able to reach a (near) 

optimal operation of the considered MGs. When a single agent fails, the other agents can 

still manage the system. When a single communication channel fails, the required 

information can still be transmitted to all necessary participants via other agents. In addition, 

all data is protected, which eliminates any privacy-related concerns. However, in this control 

architecture, all agents require significant amount of local intelligence to accomplish the 

fundamental optimizations. There are two popular algorithms for P2P method in the 

literature: gossiping algorithm [79] and consensus algorithm [80]. 

An example of the P2P approach in multi-microgrid system application is illustrated 

in [81]. The authors present a multi-layer and multi-agent architecture to achieve P2P control 

in an AC islanded MMG system. The control framework is fully distributed with three 

control layers operated in the agent of each MG. A droop control is adopted for primary 

control by each MG-agent for localized power sharing. In the secondary control level, a 

distributed consensus algorithm is utilized for frequency/voltage restoration and arbitrary 
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power sharing among MGs and with the tertiary level, the power loss in the MMG system is 

minimized by using alternating direction method of multipliers (ADMM). 

III.1.2. Interconnection among microgrids  

 

Figure III.5 – MMG system with the use of BTB converters [82]. 

In most cases, there are two types of interconnection among physical microgrids. In 

the first type, the MGs can be connected via the AC line with the use of a breaker [83], [84]. 

With an appropriate synchronization algorithm, this type of connection has a low investment 

cost. However, the main drawback of this method is the difficulty of power management 

between MGs. Also, this method is only suitable for the MMG system that has the same 

frequency and voltage values in all MGs.  

In the second type, as shown in Figure III.5, DC connections with back-to-back (BTB) 

converters can be used as the interface between physical MGs [85]. The topology of the 

hybrid MG with DC connection at the BTB converter presented in [86] could bring the 

benefit of multiple AC and DC MGs integration at a common point. In addition, by using 

BTB converters, each MG can be controlled independently, which leads to flexible voltages 

and frequencies in MMG system.   

In [82], the flexible MMG system can provide some advantages, such as: 

➢ Reduction of the ancillary service cost. 

➢ Improvement of operating efficiency of coal power plants. 

➢ Reasonable pricing system for different customers’ needs. 
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The Ross Island project in Antarctica [87] introduced a physical dual frequency 

interlinked system (50 Hz and 60 Hz)  by using a MG control distributed system. In this 

chapter, an islanded MMG system with the use of BTB converters for interlinking the 

adjacent MGs is investigated.  

III.2. Energy routers: an emerging agent in the multi-

microgrid system 

III.2.1. Energy internet – Towards Smart Grid 2.0 

  

Figure III.6 – The evolution of grids [88]. 

Energy Internet (EI) or Internet of Energy is a concept that has been regarded as a new 

evolution stage of the smart grid. EI aims to increase the energy transmission efficiency and 

optimize the energy dispatching in time and space. In [88],  the EI is defined as an Internet-

type network of all the elements of a grid system, which closely cooperate with others by 

sharing both energy and information. Agents or components of this network comprise 

different prosumers and consumers that have the capability to take and execute decisions 

individually. MGs, DERs, smart grids, private or governmental energy networks, and any 

community of prosumers and consumers can be a part of this massive network as agents. 

The EI is also known as the second generation of the power system because it is provided 

with advanced sensing and measurement technology, as well as latest control and monitoring 

technology [89]. The EI also takes advantage of a modern communication network to 

achieve a higher stage of safety and reliability and enhance the economic and efficient 

operation of the power system. Moreover, integrating advanced communication network and 
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smart devices into the power system enables system operators to embed plug-and-play 

feature and intelligent energy management. 

 

Figure III.7 – Power system in the vision of Energy Internet [90]. 

As demonstrated in Figure III.7, MGs as agents are main components of the EI 

network, where they are represented by energy local area networks (e-LANs). MGs have the 

potential to be the fundamental element of the EI structure, as they are a promising 

technology that can reinforce the reliability and profitability of energy supply to end 

consumers [91]. 

The main characteristics of EI as in [92] are smart plug-and-play characteristics, 

intelligent energy management, and distributed grid intelligence. On the other hand, the main 

advantages of MGs are the flexibility in controlling power supplies and loads, flexible 

operation modes and smart energy management. In addition, with the advanced 

communication system provided by the future EI, all the information in all MGs can be 

collected from smart monitor devices to optimize energy management among MGs. 

Therefore, the present of MGs is an essential step in developing the EI of the future system.  
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III.2.2. Energy routers concept 

 

Figure III.8 – ER-based interconnecting framework [93]. 

In the conventional Internet system, packet routers are the most vital elements as they 

are responsible for transporting information in the network. Similarly, in the new smart grid 

– Energy Internet system, the concept of an energy router (ER) is defined for the components 

that are responsible for managing the transmission and distribution of electricity [94]. Just 

like packet routers in the Internet network, the energy routers serve as a vital component in 

the new EI system. An ER-based framework for MG interconnection is demonstrated in 

Figure III.8. In fact, as a multi-port conversion device with control and communication 

functions, the ERs are able to carry out power quality regulation, voltage/frequency 

conversion, reactive power compensation, renewable energy access and power flow control. 

III.2.2.a. Benefits of energy routers 

ERs are associated with the following benefits [93], [95]: 

➢ The issue of instant energy excess or shortage can be solved with “complementary” 

energy trade between the adjacent MGs. 

➢ Active control of power flow can be used to eliminate congestion problems. 

➢ Shared DC bus and voltage source converters (VSCs) enable electrical isolation 

between the MGs.  

➢ The capability of electrical isolation improves power quality and can enhance 

operation reliability. 

➢ The power system architecture shifts from the conventional framework to a scheme, 

which is cooperative. 

As ERs are used widespread in the grid, they handle a broad range of functions. Similar 

to the Internet routers, the ERs have different location-dependent tasks, which can be 

generally classified as the user-level functions and the grid-level functions [94].  
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1) User-level functions: There are three main categories of users: distributed renewable 

energy resources, distributed energy storage devices, and loads. These users form a MG, 

where the ER operates as its central coordinator. Each user in the same MG communicates 

with the ER for all the energy services. We consider below all the user-level functions 

required at an ER. 

➢ User Attachment: When a user joins the smart grid via the ER, the ER is in charge of 

discovering new user attachments and configuring them for precise operations. 

➢ Service Request: When there is a need for a service, the connected user sends a 

“service request” message to the ER. The ER then responds with a “service 

acceptance” message back to the user and regulates the energy service. 

➢ Status Update: The user delivers the “status update” message to the ER when the user 

status changes. 

➢ Service Termination: When the users terminate the service, they transmit the “service 

termination” message to the ER and then disconnect from it. The ER terminates 

power exchange with these users. 

➢ User Detachment: When the user disconnects from the grid, the ER detects the 

disconnection and updates their user interfaces accordingly. 

2) Grid-level functions: An ER is not only connected to the energy customers, but it 

also communicates with the other ERs in the grid system to organize smart energy 

management. Some typical operational scenarios are discussed below: 

➢ When the PV system is ready, it transmits the energy generation request to the ER. 

The ER examines the power demand, which includes the current load demand and 

the energy capacity of the distributed energy storage devices, and then accepts the 

request of the PV system, which then initiates the solar energy conversion. 

➢ When the PV system stops generating energy, it transmits the “service termination” 

message to the ER. The ER informs the distributed energy storage devices to start 

energy supply. 

➢ In the case of light load, the ER begins to charge the plug-in electric vehicles and the 

distributed energy storage devices. 

➢ The ERs are also able to influence the electricity usage dynamically according to the 

costs. For example, when the price of electricity is the highest for industrial users, 

their ERs may schedule the non-urgent tasks at a different time.   

III.2.2.b. Design requirements of energy routers 

The ER is a technological integration of power electronics, communications and 

automations. Therefore, its design requirements include these three aspects [94], [96], which 

are described in the following sections. 
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1) Power electronic: Power electronics are fundamental ER components because they 

realize automatic energy distribution and management. Therefore, all power electronics 

elements must be able to operate fast and stable to guarantee the correct execution of the 

commands issued by the intelligent management module. 

2) Control algorithms: In addition to the power electronics and communications, the 

ERs must contain the distributed grid intelligence module to participate in decision-making 

associated with the energy management of the grid. This module utilizes the information 

collected from the communication module and determines the grid control actions, which 

are implemented through the ER cooperation. 

3) Real–time communications and information processing: The operations of ER 

depend on the grid status information it collects. The communications between ERS must 

satisfy three requirements, which are described below: 

➢ Transmission Latency: The communication latency determines the maximum time in 

which a specific message should reach its destination through a communication 

network. The messages communicated between ERs may have different network 

latency requirements relying on the type of events that trigger the messages. The most 

time-critical messages in the smart grid need a transfer latency as small as 3 

milliseconds. Thus, the ERs must have sufficiently fast processing and 

communication abilities to assure low latency information exchanges. 

➢ Communication Reliability: To enhance the reliability, the ERs need to be developed 

with the failure possibility minimized and the communication among them must be 

reliable. In addition, the ERs must have communication failure detection ability to 

redeliver the lost messages quickly. In case the interface equipment of an ER fails, 

the remaining ERs should be able to carry on communications through bypassing 

paths. 

➢ Information Security: The information exchange between ERs includes among others 

grid operation information. Falsified or impersonated messages will threaten the grid 

operations. Thus, the ERs must ensure that communications are protected. Properly 

designed security mechanisms are needed to hinder unauthorized users from reading 

and altering information, which is exchanged between ERs. 

4) Plug-and-play features: The plug-and-play characteristic requires that the ERs have 

a universal standard interface with both energy exchange and communication functions. 

Particularly, they are expected to quickly analyze different classes of electrical 

characteristics and monitor the load, energy storage and power generation equipment. 

Hence, the automatic access or disconnection with the energy sources corresponds with 

energy equipment actions correspond to the user's request should be provide by ERs. 

5) Satisfaction of users’ personalization: EI is designed to support users’ personalized 

energy usage strategy. ERs must present the interactive channels between users and EI with 
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the consideration of the current energy prices and supply situation that can be automatically 

regulated to meet users’ various needs. 

III.2.2.c. Classification of energy routers 

 

(a) 

 

(b) 

 

(c) 

Figure III.9 – Different technologies of energy routers [97]–[100]: (a) an energy router based on Solid 

State Transformer; (b) an energy router based on Back-to-Back Converter/DC-link; (c) an energy 

router based on Power Line Communication. 

Figure III.9 (a) presents an ER-based solid-state transformer (SST) with a three-stage 

structure, which has the features of relatively simple control, high functionality and high 
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reliability. Firstly, the high-voltage AC/DC stage rectifies power frequency high-voltage 

alternating current (HVAC) into medium-voltage direct current (MVDC), which can be used 

to connect DC grids. Then the middle DC/DC stage adopts dual active bridge topology to 

transform the MVDC to a regulated low-voltage direct current (LVDC), which is used to 

facilitate the DC bus or connect DERs. The employment of a high frequency transformer 

provides the benefit of both electrical isolation and voltage conversion. Finally, the split-

phase DC/AC inverter generates an AC output voltage, which can be used to connect AC 

grids or loads. Thus, the ER-based SST has multiple plug-and-play interfaces for user access. 

Each interface may connect multiple energy networks or devices, as long as the total power 

does not exceed the capacity limits of the connected interface [101]. The above ER-based 

SST is appropriate for transmission systems with a high voltage and power level. 

In contrast, the ER with Back-to-Back (BTB) converter/DC-link technology shown in 

Figure III.9 (b) is useful for distribution systems, which have a lower voltage and power 

level. In the literature, this ER technology proved to have a higher degree of reuse and 

integration compared to the ER-based SST [98]. Without considering the influence of power 

grids, the proposed BTB converter can provide energy balance among multiple RESs and 

loads. In case of simple structure and a small number of loads/sources, the system of energy 

management and control can be executed directly into the controller of BTB converter itself. 

Through power electronic converters and ICT, the DERs, storage devices and loads are 

connected to the DC common bus, which is an intermediate link of the energy forwarding. 

Among those, the storage device can enable the stability of DC bus by means of absorbing 

or compensating the imbalance power during a short period [101]. The detailed this topology 

of the ER which is considered in this chapter is discuss in the next section. 

Finally, Figure III.9 (c) presents the ER-based power line communication (PLC) 

technology. The ER-based PLC is able to transmit energy flows and information flows 

through the same transmission line. The main advantages of this technology are the benefits 

of simple wiring, reducing device volume and cost. The development of PLC technologies 

encourages collinear coupled transmissions of energy and information. The major drawback 

of this architecture is that it is impossible to implement the time-division and multi-path 

transmission of power flows because the conventional PLC technology carries out power 

transmission and data communication simultaneously.  
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III.2.3. Topology of the energy router 

As mentioned above, in order to establish a flexible multi-microgrid in the distributed 

system, an energy router with the DC-link is chosen. The schematic diagram of the chosen 

energy router is shown in Figure III.10. In this chapter, an energy router with a five-port 

schematic is investigated. One port of the ER is connected to the main grid and the other 

four are connected to four adjacent MGs. With this architecture, the ER is made up of five 

bidirectional voltage source converters (VSC) and a common DC-link. The VSCs can work 

as rectifier or inverter depending on the direction of power flows in MMG system. The MMG 

is able to connect or disconnect with the main power system. The ER serves as an interface 

among MGs in MMG system. The more detail and the mathematical model of the ER 

topology and controlling system are discussed in the next sections.  

 

Figure III.10 – Schematic diagram of the chosen energy router topology with a multi-microgrid 

system. 

III.2.3.a. Operation scenarios 

 

(a) 

 

(b) 
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(c) 

 

(d) 

Figure III.11 – Different operation scenarios in multi-microgrid system with the energy router: (a) 

grid-connected MMG system; (b) grid-connected MMG with parallel MGs; (c) islanded MMG with 

parallel MGs; (d) islanded MMG with a parallel MG and islanded MGs. 

Depending on the energy exchange situation, with the application of the energy router 

interface, the studied multi-microgrid system is allowed to flexibly operate in various modes 

which is illustrates in Figure III.11. For example, with the scenario presented in Figure III.11 

(a), the MMG system is connected with the main grid and all the loads in MGs are supplied 

from the main system. Similarity, with the operation case in Figure III.11 (b), the MMG 

system is still in grid-connected mode but the MG1 is responsible for supplying energy for 

the rest of the system with its surplus energy. Despite of the connection with the main system, 

there is no need for energy exchange with the main grid in this scenario and the voltage of 

the DC line is still maintained by the main grid. However, the main grid can support MG1 in 

this operation scenario if the surplus energy from MG1 is not enough for the required energy.  

On the other hand, in case of power grid faults, the MMG system is also able to work 

in an isolated mode as shown in Figure III.11 (c) and Figure III.11 (d). With this system 

configuration, MMG system requires at least one “master” MG for controlling the voltage 

of the DC common link. With the case presented in Figure III.11 (c), MG1 is having excess 

energy and providing energy for four MGs. MG1 is not only responsible for energy supplying 

but also for managing the voltage of the DC line. In this situation, the MMG system is 

working in islanded mode and the MGs in the MMG system are working in “parallel” mode 

[93]. Furthermore, as in Figure III.11 (d), MGs in islanded MMG can also be disconnected 

from the MMG system and switch from parallel mode to islanded mode (MG2 for example). 

III.2.3.b. Power circuit structure 
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Figure III.12 – The detail topology of the Energy Router with a multi-microgrid application. 

The detail topology of the energy router in this chapter is presented in Figure III.12 

with a single-line diagram. The ER consists of five voltage source converters (VSC), RLC 

filters and a common DC – link. With VSCG is the main grid VSC and VSCi (i = 1, 2, 3, 4) 

are the VSCs on the MGs sides. In addition, Ri, Li and Ci are the resistance, inductance and 

capacitance respectively of the RLC filters. Furthermore, vabci, eabci and iabci are the AC 

voltages and the AC currents on the AC sides of the system.  

Let idci and UDC are the DC current flows and DC voltage in the DC sides respectively, 

and CDC is the capacitance of the DC common link. 

III.2.4. Mathematical model of the energy router 

Following the same approach in [93], a mathematical model of the energy router 

presented in Figure III.12 with the selected operation scenarios in Figure III.11 are illustrated 

in this section.  

In this part, a model for the ER with the grid connected MMG operation case shown 

in Figure III.11 (a) is presented. In this operation scenario, the energy demands of the four 

MGs are supplied by the main grid. Therefore, VSCG works as rectifier and VSCi (i = 1, 2, 

3, 4) works as an inverter. By converting the three-phase circuit equations into the dq rotating 

coordinate system, the state-space equations of the VSCG can be presented: 

{
𝐿𝐺
𝑑𝑖𝑑𝐺
𝑑𝑡

= −𝑅𝐺 . 𝑖𝑑𝐺 +⍵𝐺 . 𝐿𝐺 . 𝑖𝑞𝐺 + 𝑒𝑑𝐺 − 𝑈𝐷𝐶 . 𝑠𝑑𝐺

𝐿𝐺
𝑑𝑖𝑞𝐺
𝑑𝑡

= −𝑅𝐺 . 𝑖𝑞𝐺 −⍵𝐺 . 𝐿𝐺 . 𝑖𝑑𝐺 + 𝑒𝑞𝐺 − 𝑈𝐷𝐶 . 𝑠𝑞𝐺

 (III.1) 
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where 𝑖𝑑𝐺 , 𝑖𝑞𝐺 and 𝑒𝑑𝐺 , 𝑒𝑞𝐺  are the components of 𝑖𝑎𝑏𝑐𝐺 and 𝑒𝑎𝑏𝑐𝐺 in the dq rotating system 

respectively, ⍵𝐺  is the angular frequency of the AC main grid system. In addition, 𝑠𝑑𝐺  and 

𝑠𝑞𝐺 are the uni-polar logic switching function in the dq rotating system. Similarity, the 

mathematical models for the rest of the VSCs in MMG system in this operation scenario can 

also be derived: 

{
𝐿1
𝑑𝑖𝑑1
𝑑𝑡

= −𝑅1. 𝑖𝑑1 +⍵1. 𝐿1. 𝑖𝑞1 − 𝑒𝑑1 + 𝑈𝐷𝐶 . 𝑠𝑑1

𝐿1
𝑑𝑖𝑞1
𝑑𝑡

= −𝑅1. 𝑖𝑞1 −⍵1. 𝐿1. 𝑖𝑑1 − 𝑒𝑞1 + 𝑈𝐷𝐶 . 𝑠𝑞1

 (III.2) 

{
𝐿2
𝑑𝑖𝑑2
𝑑𝑡

= −𝑅2. 𝑖𝑑2 +⍵2. 𝐿2. 𝑖𝑞2 − 𝑒𝑑2 + 𝑈𝐷𝐶 . 𝑠𝑑2

𝐿2
𝑑𝑖𝑞2
𝑑𝑡

= −𝑅2. 𝑖𝑞2 −⍵2. 𝐿2. 𝑖𝑑2 − 𝑒𝑞2 + 𝑈𝐷𝐶 . 𝑠𝑞2

 (III.3) 

{
𝐿3
𝑑𝑖𝑑3
𝑑𝑡

= −𝑅3. 𝑖𝑑3 +⍵3. 𝐿3. 𝑖𝑞3 − 𝑒𝑑3 + 𝑈𝐷𝐶 . 𝑠𝑑3

𝐿3
𝑑𝑖𝑞3
𝑑𝑡

= −𝑅3. 𝑖𝑞3 −⍵3. 𝐿3. 𝑖𝑑3 − 𝑒𝑞3 + 𝑈𝐷𝐶 . 𝑠𝑞3

 (III.4) 

{
𝐿4
𝑑𝑖𝑑4
𝑑𝑡

= −𝑅4. 𝑖𝑑4 +⍵4. 𝐿4. 𝑖𝑞4 − 𝑒𝑑4 + 𝑈𝐷𝐶 . 𝑠𝑑4

𝐿4
𝑑𝑖𝑞4
𝑑𝑡

= −𝑅4. 𝑖𝑞4 −⍵4. 𝐿4. 𝑖𝑑4 − 𝑒𝑞4 + 𝑈𝐷𝐶 . 𝑠𝑞4

 (III.5) 

In addition, the energy storage in the DC – link (𝑊𝑐) can be defined as: 

𝑊𝑐 =
1

2
𝐶𝐷𝐶 . 𝑈𝐷𝐶

2 (III.6) 

Thus, by differentiation of equation (III.6), the power stored (𝑃𝐷𝐶) and the current of 

the DC – link (𝑖𝐷𝐶) can be calculated as: 

{
 

 𝑃𝐷𝐶 =
1

2
𝐶𝐷𝐶 .

𝑑𝑈𝐷𝐶
2

𝑑𝑡

𝑖𝐷𝐶 = 𝐶𝐷𝐶
𝑑𝑈𝐷𝐶
𝑑𝑡

 (III.7) 

Furthermore, the power balanced equation of the MMG operation case shown in 

Figure III.11 (a) in the ER is calculated as: 

𝑃𝑑𝑐𝐺 − 𝑃𝐷𝐶 = 𝑃𝑑𝑐1 + 𝑃𝑑𝑐2 + 𝑃𝑑𝑐3 + 𝑃𝑑𝑐4 (III.8) 

From (III.7) and by differentiation of equation (III.8), the current balance equation of 

the DC – link in this operation scenario is calculated by: 
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𝑖𝑑𝑐𝐺 − 𝐶𝐷𝐶
𝑑𝑈𝐷𝐶
𝑑𝑡

= 𝑖𝑑𝑐1 + 𝑖𝑑𝑐2 + 𝑖𝑑𝑐3 + 𝑖𝑑𝑐4 (III.9) 

On the other hand, the current flows through VSCs can be derived: 

{
 
 
 
 
 

 
 
 
 
 𝑖𝑑𝑐𝐺 =

3

2
(𝑖𝑑𝐺 . 𝑠𝑑𝐺 + 𝑖𝑞𝐺 . 𝑠𝑞𝐺)

𝑖𝑑𝑐1 =
3

2
(𝑖𝑑1 . 𝑠𝑑1 + 𝑖𝑞1 . 𝑠𝑞1)

𝑖𝑑𝑐2 =
3

2
(𝑖𝑑2 . 𝑠𝑑2 + 𝑖𝑞2 . 𝑠𝑞2)

𝑖𝑑𝑐3 =
3

2
(𝑖𝑑3 . 𝑠𝑑3 + 𝑖𝑞3 . 𝑠𝑞3)

𝑖𝑑𝑐4 =
3

2
(𝑖𝑑4 . 𝑠𝑑4 + 𝑖𝑞4 . 𝑠𝑞4)

 (III.10) 

Finally, from equation (III.9) and equation (III.10), the current balance equation can 

be transformed into: 

3

2
(𝑖𝑑𝐺 . 𝑠𝑑𝐺 + 𝑖𝑞𝐺 . 𝑠𝑞𝐺) − 𝐶𝐷𝐶

𝑑𝑈𝐷𝐶
𝑑𝑡

=
3

2
∑(𝑖𝑑𝑖 . 𝑠𝑑𝑖 + 𝑖𝑞𝑖 . 𝑠𝑞𝑖)

4

𝑖=1

 (III.11) 

The mathematical model of the energy router in MMG system with the specific 

operation scenario in Figure III.11 (a) is formulated through equations (III.1) - (III.5) and 

(III.11). The mathematical models of the energy router for the other MMG system operation 

scenarios in Figure III.11 can also be presented with the same approach. 

III.2.5. Control system structure of the energy router 

III.2.5.a. Control functions of voltage source converters  

 

Figure III.13 – The control system of the DC-link based energy router with a grid forming and a grid 

following units. 
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For the sake of simplicity, only two typical MG in the studied MMG system are taken into 

account in this section, which is shown in Figure III.13 (inspired from [93]). With the chosen 

ER topology, there are two type of MGs: grid forming MGs and grid following MGs. In order 

to maintain the appropriate operation of the ER, the MMG system requires at least one grid 

forming MG. The MG with the highest controllable energy in the MMG system is chosen to 

work as grid forming unit. In this part, it is assumed that MGj with the corresponding VSCj 

works as a grid forming unit and MGk with the corresponding VSCk works as a grid following 

unit. The control functions of the related VSCs in the ER can be described as: 

• VSC’s function for grid forming MGs: the VSC of the microgrid working in 

this mode has the responsibility for supplying energy to the other MGs and 

maintaining the DC voltage in the DC common link in the ER.  

• VSC’s function for grid following MGs: the VSC of the microgrid working in 

this mode has the responsibility for following the control signals of the P/Q 

references from the control system.  

III.2.5.b. Control system structure 

 

(a) Grid forming unit. 
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(b) Grid following unit. 

Figure III.14 – The diagrams of the VSC control systems. 

1) Grid forming microgrid 

The microgrid working in this mode has the responsibility for supplying energy to the 

other MGs and maintaining the DC voltage in the DC common link in the ER. Therefore, as 

can be seen in Figure III.14 (a) (inspired from [102]), the cascaded control system of the 

VSCj consists of an outer-loop with the DC voltage controller for the voltage control loop 

and a current control loop as an inner loop. The input for the DC voltage block is the 

reference of the DC voltage for the DC – link (UDC_ref) and the measurement DC voltage of 

the DC – link (UDC). Through the DC voltage controller, the output current in the d-axis of 

the rotating system can be calculated as: 

𝑖𝑑𝑗_𝑟𝑒𝑓 = 𝐾𝑃_𝐷𝐶(𝑈𝐷𝐶_𝑟𝑒𝑓 −𝑈𝐷𝐶) + 𝐾𝐼_𝐷𝐶∫(𝑈𝐷𝐶_𝑟𝑒𝑓 − 𝑈𝐷𝐶)𝑑𝑡 (III.12) 

where 𝐾𝑃_𝐷𝐶 and 𝐾𝐼_𝐷𝐶 are the proportional and integral regulation gains of the PI controller 

for d-current control in the DC voltage controller block, respectively. On the other hand, the 

reactive power of MGj can be regulated by the q component of the current, which can be 

described as: 

𝑖𝑞𝑗_𝑟𝑒𝑓 = 𝐾𝑃_𝑄𝑗(𝑄𝑗_𝑟𝑒𝑓 − 𝑄𝑗) + 𝐾𝐼_𝑄𝑗∫(𝑄𝑗_𝑟𝑒𝑓 − 𝑄𝑗)𝑑𝑡 (III.13) 

 where 𝐾𝑃_𝑄𝑗 and 𝐾𝐼_𝑄𝑗 are the proportional and integral regulation gains of the PI controller 

for q-current control for in the DC voltage controller block, respectively. 𝑄𝑗_𝑟𝑒𝑓 and 𝑄𝑗 are 

the reference reactive power and measured reactive power of MGj respectively. 
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After that, through the current controller block, with the feed forward control method, the 

output dq voltages of VSCj working in rectifier mode after Laplace transforms can be 

derived: 

𝑣𝑑𝑗 = −(𝐾𝑃_𝑗 +
𝐾𝐼_𝑗

𝑠
) (𝑖𝑑𝑗_𝑟𝑒𝑓 − 𝑖𝑑𝑗) + 𝜔𝑗𝐿𝑗𝑖𝑞𝑗 + 𝑒𝑑𝑗  

(III.14) 

𝑣𝑞𝑗 = −(𝐾𝑃_𝑗 +
𝐾𝐼_𝑗

𝑠
) (𝑖𝑞𝑗𝑟𝑒𝑓

− 𝑖𝑞𝑗) − 𝜔𝑗𝐿𝑗𝑖𝑑𝑗 + 𝑒𝑞𝑗 
(III.15) 

where 𝐾𝑃_𝑗 and 𝐾𝐼_𝑗 are the proportional and integral regulation gains of the PI controller of 

the inner current controller block of the VSCj, respectively.  

2) Grid following microgrid 

The microgrid working in this mode has the responsibility for following the control 

signals of the P/Q reference. Base on the energy situation of all the MMG members, a central 

controller of the MMG system is designed to gather all the information and calculate these 

control signals for all the grid following units. Thus, as can be seen in Figure III.14 (b) , 

there is a P/Q controller block for the VSCk as an outer-loop of the grid following unit, with 

the P/Q reference signals (𝑃𝑘_𝑟𝑒𝑓 and 𝑄𝑘_𝑟𝑒𝑓) as the inputs for comparison with the 

measurement values of P/Q (𝑃𝑘 and 𝑄𝑘). The comparison results go through a classical PI 

controller to estimate the current command value for the current controller block of the 

control system. This current controller block has the same elements with the grid following 

unit. The output current in the dq rotating system can be calculated as: 

𝑖𝑑𝑘_𝑟𝑒𝑓 = 𝐾𝑃_𝑂𝑘(𝑃𝑘_𝑟𝑒𝑓 − 𝑃𝑘) + 𝐾𝐼_𝑂𝑘∫(𝑃𝑘_𝑟𝑒𝑓 − 𝑃𝑘)𝑑𝑡 (III.16) 

𝑖𝑞𝑘_𝑟𝑒𝑓 = 𝐾𝑃_𝑂𝑘(𝑄𝑘_𝑟𝑒𝑓 − 𝑄𝑘) + 𝐾𝐼_𝑂𝑘∫(𝑄𝑘_𝑟𝑒𝑓 − 𝑄𝑘)𝑑𝑡 (III.17) 

where 𝐾𝑃_𝑂𝑘 and 𝐾𝐼_𝑂𝑘 are the proportional and integral regulation gains of the PI controller 

in the outer P/Q controller block, respectively. And the output dq voltages of VSCk working 

in inverter mode after Laplace transform can be derived: 

𝑣𝑑𝑘 = (𝐾𝑃_𝑘 +
𝐾𝐼_𝑘
𝑠
) (𝑖𝑑𝑘𝑟𝑒𝑓

− 𝑖𝑑𝑘) − 𝜔𝑘𝐿𝑘𝑖𝑞𝑘 + 𝑒𝑑𝑘  (III.18) 

𝑣𝑞𝑘 = (𝐾𝑃_𝑘 +
𝐾𝐼_𝑘
𝑠
) (𝑖𝑞𝑘𝑟𝑒𝑓

− 𝑖𝑞𝑘) + 𝜔𝑘𝐿𝑘𝑖𝑑𝑘 + 𝑒𝑞𝑘 (III.19) 

where 𝐾𝑃_𝑘 and 𝐾𝐼_𝑘 are the proportional and integral regulation gains of the PI controller of 

the inner current controller block of the VSCk, respectively.  
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III.3. Simulation and discussion 

III.3.1. System modelling 

In this section of the chapter, a simulation model of the multi-microgrid system with 

the energy router interface is developed in MATLAB/Simulink 2019a environment. The 

simulated model includes four microgrids and a main grid, which are separated into five 

zones by a BTB energy router, which is shown in Figure III.19 (a). For the sake of simplicity 

and a faster simulation, the AC side in the MMG system is only developed in single phase. 

The model of the MG member consists of loads and a controllable DG source, which is 

shown in Figure III.19 (b). Figure III.19 (c) present an example of the detail model of the 

VSC of the main grid, which is included IGBT components from MATLAB/Simulink library 

and the developed controlling components. The parameters for the simulation model are 

presented in Table II-1. 

Different simulation scenarios are presented in the next part of this section to 

investigate the dynamic characteristics of the MMG system in all operation modes defined 

previously, and to verify the feasibility of the proposed control strategies with energy router 

application.  

Table III-1: Simulation parameters 

 

 

 

System parameters Symbol Value Unit 

DC-link voltage UDC_ref 500 V 

DC-link capacitor CDC 6 mF 

MGs operating voltage VMG 0.4 kV 

MGs operating frequency f 50 Hz 

Inductance of the filters L 2 mH 

Capacitance of the filters C 25 µF 

Resistance of the filters r 0.1 Ω 

Cut-off frequency ωc 5 rad/s 

Switching frequency fs 10 kHz 
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(a) 

 

(b) 

 

(c) 

Figure III.15 – The MATLAB/Simulink simulation model of the multi-microgrid system: (a) overall of 

the multi-microgrid system; (b) microgrids model; (c) VSC model on main grid side and its controller. 
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III.3.2. Simulation results and discussion 

III.3.2.a. Scenario 1: synchronization 

In this first case study, the transition between grid-connected mode and islanded mode 

of the multi-microgrid system is investigated. When the MMG system works in grid-

connected mode, the main grid works as grid forming unit to supply energy and maintain the 

stability of the DC-link voltage. On the other hand, in isolated mode, the microgrid with the 

most available surplus of energy works as grid forming unit and the rest of MG members 

work as grid following unit (parallel mode). 

 

(a) 
 

(b) 

 

(d) 

 

(c) 

Figure III.16 – Simulation results of scenario 1 – disconnection from the main grid: (a) power 

exchange scenario; (b) voltage response of the DC-link; (c) AC voltage and current output from the 

DG of MG1; (d) AC three phases voltage from the main grid. 

Firstly, the transition of the MMG system from grid-connected mode to isolated mode 

is analyzed. The simulation results for this study case are presented in Figure III.16.  

• t = 0 – 5 s 

In this period, the MMG system works in grid – connected mode, which is the 

operation scenario of the ER shown in Figure III.11 (a). Therefore, the main grid is 

responsible for power balancing in the whole system. As can be seen in Figure III.16 (a), 

MG1, MG2, MG3 and MG4 request 0.8 (kW), 1.0 (kW), 1.1 (kW) and 0.2 (kW) respectively. 

The main grid is able to follow active power demands from all four MGs of the MMG system 
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in this case. The VSCG of the ER works as a rectifier and the other VSCs work as inverters. 

Furthermore, during this stage, the DC – link voltage is also controlled by the main grid. The 

voltage profile of this DC – link is presented in  Figure III.16 (b). There is a fluctuation of 

this voltage curve from t = 0 – 2.5 s. However, it is noteworthy that this fluctuation is come 

from the developed model itself. With that, this internal fluctuation is ignored for the rest of 

the simulation results. After that, the model reaches the stable state around t = 2.8 s. The DC 

– link voltage is maintained stable at UDC_ref (500 (V)) by the main grid in this period. The 

three-phase line-line voltage of the main grid system is shown in Figure III.16 (c). 

• t = 5 – 10 s 

In this period, the MMG system works in grid – disconnected mode, which is the 

operation scenario of the ER shown in Figure III.11 (c). At t = 5 s, the MMG system is 

isolated from the main grid via a DC switch. The VSCG of the main grid is disconnected 

from the ER. It is assumed that the MG1 has the highest surplus of controllable energy in the 

MMG community. Therefore, in this period, the role of grid following changes from main 

grid to MG1 and MG1 is responsible for supplying deficit energy and regulating voltage of 

the DC – link. As can be seen in Figure III.16 (a), there are two MGs with the surplus energy: 

MG1 and MG4. MG4 in this case works as grid following unit and provides its maximum 

excess energy. After that, MG1 provides energy for its own system and for the rest of the 

deficit energy of the MMG system. After the transition process, there is a slightly decline by 

6 (%) in the voltage profile of the DC – link as in Figure III.16 (b). Nevertheless, the DC 

voltage profile recovers rapidly as the power balance condition in the ER is achieved by 

MG1. The AC voltage and current profiles of the DG, which is considered that having highest 

surplus of energy, in MG1 are shown in Figure III.16 (d). 

In contrast, the transition of MMG system from grid-isolated mode to grid – connected 

mode is also investigated. The results for this simulation are shown Figure III.17. Similarity 

with the previous simulation scenario, the transition between the two modes of the MMG 

system takes place at t = 5 s. Opposite with the disconnection scenario, from t = 0 – 5 s, MG1 

works as grid forming unit and after that, from t = 5 – 10 s, the main grid is reconnected with 

the MMG system and works as a master unit. As can be seen from Figure III.17 (b), there is 

a sharp rise by 16 (%) in the DC voltage profile at t = 5 s due to the transition; however, the 

stable state of the system is restored quickly by the main grid.  

The simulation results have verified the feasibility of the ER control scheme in MMG 

system in both grid – connected, isolated mode and the transition between them. 
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(a) 

 

(b) 

Figure III.17 – Simulation results of scenario 1 – reconnection with the main grid: (a) power exchange 

scenario; (b) voltage response of the DC-link. 

III.3.2.b. Scenario 2: power exchange among MGs 

 

(a) 

 

(b) 

 

(d) 

 

(c) 

Figure III.18 – Simulation results of scenario 2: (a) active power exchange scenario; (b) voltage 

response of the DC-link; (c) reactive power exchange scenario; (d) AC voltage and current output from 

the DG of MG1. 

This scenario demonstrates the process of active and reactive power flow within the 

interconnected multi-microgrid system. In this case study, the MMG system works in 

scenario illustrated in Figure III.11 (b). MG1 is responsible for energy balancing and the rest 

of MG members work in parallel mode. 
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The simulation results for active and reactive power exchange scenario in this case are 

shown in Figure III.18 (a) and (d) respectively. As can be seen in the results, all the grid 

following units are able to quickly and precisely track their active and reactive power 

command signals. For example, at t = 5 s, MG2 is requested to reduce all of its active and 

reactive power loads from 0.9 kW and 0.3 kVar respectively to 0 and at t = 7.5 s, MG4 is 

allowed to increase the active and reactive power from 0.3 kW and 0.175 kVar to 0.7 kW 

and 0.225 kVar respectively. MG3 is not involved in the energy exchange in this case so that 

its active and reactive power profiles follow the power reference setpoints at time t = 0 s. 

Despite of some fluctuation in voltage profile as in Figure III.18 (b), instant energy and 

power balances in the MMG system are achieved by MG1 in this case study, which has 

confirmed the effectiveness of the proposed control strategies for the ER interface. The 

voltage variation of the DC – link at the moments of power exchange is negligible and can 

be neglected. 

III.3.2.c. Scenario 3: switching the grid forming unit 

 

(a) 

 

(b) 

 

(d) 

 

(c) 
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(e) 

Figure III.19 – Simulation results of scenario 3: (a) active power exchange scenario; (b) voltage 

response of the DC-link; (c) AC voltage and current output from the DG of MG4; (d) AC voltage and 

current output from the DG of MG1; (e) state of charge (SOC) of BESS in MGs.  

In this chapter, when the MMG system in isolated mode, a grid forming MG in the 

MMG system with ER interface is defined as a MG having the highest surplus of energy. 

With this presumption, all the MG members in the MMG community have the possibility to 

work in this mode, depending on their own energy situation.  

Thus, in this case study, it is assumed that the MMG system has to change the grid 

forming unit during power exchange process because of the MGs constrains. In this 

simulation scenario, the controllable DGs used in MGs are battery energy storage system 

(BESS). In addition, to preserve a long lifetime of BESS, the maximum and minimum values 

of SOCs of BESS in the simulation are 80% and 20%, respectively. The transition of working 

mode between MG1 and MG4 is investigated in this simulation scenario. The BESSs used as 

DGs for MGs in this case study are Lithium-Ion batteries, which can be found in 

MATLAB/Simulink 2019b library. 

• t = 0 – 5 s 

At the beginning of the power exchange scenario shown in Figure III.19 (a), VSC1 of 

the MG1 works in grid forming mode. Therefore, the BESS of MG1 has to provide energy to 

regulates the voltage of the DC – link, so the BESS in MG1 operates in discharging mode to 

supply the energy for other MGs. Moreover, during this period, the BESS in MG4 is allowed 

to charge as long as the upper limit of SOC is not reached.  

• t = 5 – 10 s 
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In this period, at t = 5 s, the SOC of BESS in MG1 passes its lower limit (20%) as 

shown in Figure III.19 (e), so this BESS shifts from discharging mode to charging mode and 

MG1 works as grid following unit. With that change, the ER needs a new master to control 

the voltage of DC-link of the MMG system. With the BESS’s SOC above 50%, the VSC4 of 

MG4 is considered to have a highest controllable energy source and becomes a new grid 

forming unit of the system. Therefore, from t = 5 s, MG4 starts to produce energy from its 

BESS so that the SOC of the BESS in MG4 decreases rapidly in the last period of the 

simulation. The details of outputs current and voltage of the BESS in MG4 are shown in 

Figure III.19 (d).  

The variation of the voltage profile of the DC – link in the proposed ER for the whole 

simulation period is illustrated in Figure III.19 (b). There is a significant drop at t = 5 s due 

to the switching process in the DC voltage profile as the voltage drops to 420 (V). However, 

after just 1 s, by tracking the reference value, MG4 has successfully recovered this voltage 

profile and maintained it stable. The simulation results in this case study have definitely 

confirmed the efficiency of the control strategies in the islanded MMG system with the 

exchange of VSCs operation mode in the proposed ER. 
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III.4. Conclusion 

In this chapter, in accordance with Task 4.2 of the m2M-Grid project, an interface 

among microgrids in a multi-microgrid community is developed. Firstly, the chapter 

introduces the concept of ER as an interface among MGs, with its characteristics, 

functionalities and topologies for implementation. A DC bus-based ER topology, which has 

higher degree of reuse and integration compared to other topologies, is investigated. The 

control of ERs relies on the VSCs with the grid forming/grid following working mode. The 

outer-loop controller of the grid forming VSC operates as a DC voltage controller and its 

objective is to keep a steady and constant DC-link voltage. The rest of the VSCs are the grid 

following converters, working in the manner of power transfer following up. A mathematical 

model of the chosen ER architecture is developed, with its detail control system structure. 

Secondly, to verify the ER application, a stand-alone multi-microgrid system with the 

energy router interface is simulated in MATLAB/Simulink environment. A MMG system 

with four MG members is built and simulated. From the simulation results, in case of 

transient events in the MMG system such as load variation or disconnection/reconnection 

with the main grid, the ER is able to keep the DC-link voltage stable. Moreover, MGs are 

allowed to exchange the energy directly among them via the ER interface, which lessens the 

dependency on the main grid and enhances the reliability of the whole system. In addition, 

the roles of VSCs in the ER can be switched among MG members depending on their energy 

situation. A case study for roles switching when a SOC of the BESS system in grid forming 

unit reaches its limit is analyzed. Despite of a considerable drop in the voltage of the DC bus 

during the switching process, the system is able to quickly recover and maintain its stable 

operation.  

Overall, the simulation results achieved by conducting various operation scenario has 

verified the effective of the energy router for microgrid’s interface. The implementation of 

the ER is a fundamental step to the future of Energy Internet. 
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IV.1. Introduction 

IV.1.1. Stability situation in the modern grids 

In general definition, moment of inertia (J) refers to the resistance of any physical 

object to change in its rotational motion [103]. In conventional power system, moment of 

inertia concept represents for the kinetic energy from rotating electrical generators which are 

part of fossil fuel, hydroelectrical and nuclear power plants. This stored energy can be used 

for few seconds to give the power grid control system enough time to react in case of power 

sudden change. Normally, all the generators in the power system are synchronized and 

connected via electromagnetic force. Therefore, all the generators can contribute and support 

to grid inertia. In power systems, it is common to express inertia constant (H) instead of J 

[kg.m2], H [s] can be calculated as in [104]: 

𝐻 = 
1

2

𝐽. 𝜔𝑟
2

𝑆𝑟
 (IV.1) 

where 𝑆𝑟 [MVA] and  𝜔𝑟 [rad.s] are the rated power and the rated rotational angular speed  

of the synchronous generator respectively. The average value of H in conventional power 

plants vary between 2 and 10 s [105]. Considering small variations around the steady state, 

the swing equation in the power system can be written as [106]: 

2𝐻
𝑑∆𝜔𝑟
𝑑𝑡

=  ∆𝑃𝑚 − (∆𝑃𝐿 + 𝐷. ∆𝜔𝑟) (IV.2) 

where ∆𝑃𝑚 and ∆𝑃𝐿 are the power change of mechanical power and those loads independent 

from frequency deviations, with 𝐷 is the damping factor (load-frequency response). The 

term 
𝑑∆𝜔𝑟

𝑑𝑡
 or 

𝑑∆𝑓

𝑑𝑡
 refers to the rate of change of frequency (ROCOF) of the AC system.  

 

(a) 

 

(b) 

Figure IV.1: German Power System situation in 2012 [107]: (a) Power Dispatch ; (b) Aggregated 

Rotational Inertia.  
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Nowadays, with the large penetration of inverter-based RES, the number of 

synchronous generators connected to the grid reduces rapidly. The replacement of this 

inverter units decreases the level of rotational inertia in power systems, which makes 

frequency dynamic of the system become faster and unstable. An example of German power 

system for this phenomenon is illustrated in Figure IV.1. It shows that the inertia constant of 

the system is highly fluctuation and time – variation due to the penetration of wind and solar 

generation. As can be seen from the figure that the lowest level of inertia constant of 3 s was 

reached around December in which the wind power in-feed level was high. With reduced 

inertia, the ROCOF of the system increases which causes larger changes in frequency of the 

system in the same time-frame. 

IV.1.2. Potential options to improve frequency stability in the modern 

grids 

In [108], the system stability can be improved by maintaining the inertia via operating 

the grid to ensure the mix of conventional generators online exceeds critical inertia levels. 

With this strategy, a certain number of generators are always online to maintain a predefine 

inertia level which is actively monitor by the grid operator. However, this method reduces 

the efficiency of the generators and has negative impact on the environment due to the 

existed of the conventional generators. On the other hand, there are synchronous condensers, 

which are non – generation units, to support system stability by providing inertia. These 

devices are mostly generators or motors which take energy from the grid system for 

maintaining their spinning mass and send back into the grid in case of power unbalance. This 

method is a potential solution to preserve a minimum level of inertia in the modern grids 

[109].  

Another potential solution is demand response (DR) approach. This DR technique 

manages the power demand from the load side of the power flow. In case of generation – 

load imbalance, the provision of active non-critical loads response from the demand side can 

assist in tackling some of the problems of frequency. With the most generators, primary 

frequency response (PFR) solution responses 2% per second of a target power. However, the 

load resources can drop 100% of a targeted load in less than half a second [110]. Therefore, 

it could be less expensive to encourage proactively participating consumers to drop their 

non-critical loads infrequently, as opposed to continuously providing PFR from the 

generators. The use of frequency response from loads has been one of the major factors that 
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has allowed and continues to allow Electric Reliability Council of Texas to develop its wind 

penetration, which has reached 58% on an instantaneous basis despite the associated decline 

in inertia [108].  For example, a large cooling equipment in an industrial consumer can be 

considered as a non – critical load and might be drop for few minutes without any crucial 

impact on the temperature in a large cold – storage facility [108]. This method depends on 

consumers constrains and requires their data and communication, which may increase the 

cost for system-wide deployment.  

The stability of the power system can also be improved by the responses from inverter 

– based resources. With solar and wind system, these sources can reduce their maximum 

output powers so that they can quickly release these “reserve” powers to provide frequency 

support services. As mention in [111], this approach can also be describe as “synthetic 

inertia” method. To apply this strategy, the output power of the wind system can be 

controlled by regulating the blade pitch angle while the output power of the solar system can 

be adjusted by using power electronics [108]. However, there is a tradeoff between 

producing maximum energy and providing the ability to power respond. Moreover, recently, 

energy storage system (ESS) such as batteries, compressed air system, flywheel or 

supercapacitors are playing a more important role in supporting frequency stability in low 

inertia grid [112]. ESS can be integrated into ancillary services and activated rapidly to 

reduce rate of change of frequency (ROCOF) during transient event. A major drawback of 

ESS is the high investment cost. A typical application of ESS in frequency supporting is 

virtual synchronous generator (VSG).  

IV.1.3. Multi – microgrid system frequency control scheme  

In stand-alone multi – microgrid (MMG) system, the reliability can be improved by 

cooperative operation. With the interconnected of microgrids, not only the system stability 

but also the penetration of RES can be increased as in [82]. In [113], the frequency in an 

isolated AC multi – microgrid system is supported by tuning the parameters of the PID 

controller with grey wolf optimization. The proposed control strategy has reduced the 

frequency deviation and power exchange between MGs. Similarity, the frequency control in 

an AC stand – alone MMG system is enhanced by using an imperialist competitive algorithm 

for tunning the dual-stage fractional order PID controller gains. The effectiveness of the 

proposed method has been verified through a transfer function model in MATLAB/Simulink 

environment. 
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Recently, a multi – microgrid system with a flexible frequency operation control 

strategy has gained attention [82], [102], [114], [115]. The idea behind this approach is to 

separate the MG with sensitive loads and MG with general loads as only the sensitive loads 

require high frequency quality [116]. With that, each MG in the MMG system is able to 

work in different frequency ranges. This approach adds more flexible for frequency control 

and reduces the need of ancillary services cost for MGs. By contrast with the previous AC 

tied line MMG system, MMG with the flexible frequency operation has a DC interface 

among MGs. In [82], an example of the MMG system in Korea power system with Back-to-

Back HVDC interface is introduced. With the use of HVDC and flexible range of frequency, 

the swing equation is modified and the simulation results have confirmed that the flexible 

frequency operation makes Korean power system economical for more RES penetration, 

without extra governor response, and it can also reduce the cost for ancillary service.  

Moreover, a DC isolation with Back-to-Back voltage source converters is also utilized in 

[114] for frequency control improvement in MMG system. 

Overall, the previous references have recommended that the DC connection among 

MGs in MMG community could reduce the complexity compared to the AC connection. 

However, more control strategy for frequency enhancement in this MMG system is still 

needed to be investigated. Therefore, in this chapter, the application of the ER for various 

frequency control methods for MMG system with an DC-link based energy router interface 

is developed and validated with simulation results. 

IV.2. Frequency support strategies with energy routers 

application 

IV.2.1. Strengthen the “inertia” of the system 

Thanks to the existence of the DC-link in the structure of the chosen ER topology, the 

stability of the overall MMG system can be improve by increasing the “inertia” of this DC-

link. The virtual “inertia” method for stability and the analogy with the AC system of the 

DC system is deeply discussed in [117]. With an AC system, the inertia indicates the 

capability to maintain the stability of frequency with the sudden change of active power. For 

a MMG system with a DC link, the inertia can also indicate the ability to restrict the sudden 

changes of the DC bus voltage.  For the AC system, the inertia is related to the kinetic energy 
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Wr saved in the rotor of the synchronous generator whereas in the DC interconnected 

network, the inertia is related to the electrical energy Wc saved in the capacitors connected 

in the DC-link. These energies can quickly provide active power support when the system 

suffers from disturbance. These storage energies are defined as: 

{
𝑊𝑟 =

1

2
𝐽𝜔2

𝑊𝑐 =
1

2
𝐶𝑈𝑑𝑐

2
 (IV.3) 

As can be seen in equation (IV.3), the value 𝐶 is analog with 𝐽 in term of “inertia” unit.  

The analogy between the AC and DC system is summarized in Table IV-1. 

Table IV-1: Analogy between AC and DC system 

Variable AC system DC system 

Inertia J C 

Stored Energy 𝑊𝑟 𝑊𝑐 

Stability indicator f/𝜔 𝑈𝑑𝑐 

Output control P idc 

Furthermore, the current balance equation in the DC-link in the MMG system is 

formulated as: 

𝐶𝐷𝐶𝑈𝐷𝐶
𝑑𝑈𝐷𝐶
𝑑𝑡

= 𝛥𝑖 (IV.4) 

From the equation above, the term 
𝑑𝑈𝐷𝐶

𝑑𝑡
 is similar to ROCOF in the AC domain and can 

be consider as a rate of change of voltage (ROCOV). It is obvious that the simplest solution 

for improving the stability of the MMG system is to improve the ROCOV by increasing the 

capacity of the capacitor connected to the DC-link. This solution is easy to apply and doesn’t 

require any information from MMG members. However, the cost of increasing size for 

capacitors need to be considered in real implementation. 
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IV.2.2. Virtual synchronous generator approach 

 

(a) 

 

(b) 

Figure IV.2: (a) The concept of VSG [118]; (b) The VSG control scheme developed by VSYNC project 

[119]. 

Another potential solution for enhancing the stability of the studied MMG system is 

to apply VSG concept, which is shown in Figure IV.2. VSG solution is widely employed for 

adding virtual inertia of the AC system [120].  VSG can be used as current source as in 

VSYNC project or voltage source developed by Ise Laboratory [119]. However, at the 

present, the use of VSG concept for inertia support in islanded hybrid MMG system is not 

considered in the existing literatures. For the sake of simplicity, a current source VSG 

technology, that is developed by the VSYNC project, is chosen in this chapter.  
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It is assumed that, in the studied system, at least one energy storage system (ESS) of 

MGs in MMG system is reserved for this VSG application. The VSG topology applied in 

this paper is a frequency-power response base topology, which takes frequency and rate of 

change of frequency (ROCOF) response as inputs. Firstly, in term of AC domain, the output 

power of VSG (PVSG) is calculated as [120]: 

𝑃𝑉𝑆𝐺 = 𝐾𝐷 . ∆𝜔 + 𝐾𝐼 .
𝑑∆𝜔

𝑑𝑡
 (IV.5) 

where, ∆𝜔 and 
𝑑∆𝜔

𝑑𝑡
 represent the change in angular frequency and the corresponding 

ROCOF. KD and KI represent the damping and the inertial constant, respectively. Similarity 

with the concept of VSG in the AC system, the output of VSG power for supporting virtual 

inertia in DC domain can be written as 

𝑃𝑉𝑆𝐺 = 𝐾𝐷 . ∆𝑉𝐷𝐶 + 𝐾𝐼 .
𝑑𝑉𝐷𝐶
𝑑𝑡

 (IV.6) 

where ∆𝑉𝐷𝐶  and 
𝑑𝑉𝐷𝐶

𝑑𝑡
 represent the change in voltage of DC-link in the ER of MMG system 

and the corresponding rate of change of DC-link voltage (ROCOV).  KD and KI can be 

estimated with the same approach with AC domain in [121] and it can be estimated as 

𝐾𝐼 =
𝑃𝑉𝑆𝐺_𝑛𝑜𝑚𝑖𝑛𝑎𝑙

(
𝑑∆𝑉𝐷𝐶
𝑑𝑡

)𝑚𝑎𝑥 
 (IV.7) 

𝐾𝐷 =
𝑃𝑉𝑆𝐺_𝑛𝑜𝑚𝑖𝑛𝑎𝑙
∆𝑉𝐷𝐶  𝑚𝑎𝑥 

 (IV.8) 

where 𝑃𝑉𝑆𝐺_𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is the nominal value of VSG power, (
𝑑∆𝑉𝐷𝐶

𝑑𝑡
)𝑚𝑎𝑥 is the maximum 

allowed value of ROCOV of DC-link voltage, ∆𝑉𝐷𝐶  𝑚𝑎𝑥 is the maximum value of the 

deviation of DC-link voltage. There hasn’t had any standard for the deviation of DC voltage 

and ROCOV for the studied MMG system. Thus, these values should be chosen based on 

the specific configuration of MMG, which should be related the standard of ROCOF in the 

AC domain of the MGs system. The only input for this proposed approach is the voltage 

value of the DC-link in the ER interface, which doesn’t require any privacy information from 

MGs in MMG system. 
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IV.2.3. Frequencies droop approach 

 

Figure IV.3: The control system of the energy router with a grid forming and a grid following units 

with frequency droop approach. 

The frequency performance of the MMG system can be improved by designing a 

suitable controller of the ERs with a DC-link based energy router [102]. A MMG control 

system is shown in Figure IV.3, where a back-to-back converter is used for interconnecting 

two adjacent MGs. In this configuration, MGj is responsible for the regulation of the dc-link 

voltage whereas MGk is utilized for regulating the frequencies of the two adjacent MGs. 

 

Figure IV.4: The frequency droop characteristic between two adjacent microgrids 

The MMG multi-frequency regulation strategy is based on a droop frequency control 

characteristic [102], which is presented in Figure IV.4. In this case, MGj are responsible for 
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regulating the DC voltage and its frequency is supported by MGk. Normally, the working 

frequency of MGj and MGk are Aj and Ak, respectively. After a load variation in MGj, the 

new working point of MGj is dropped to Bj via its droop characteristic. With the ER interface, 

MGk can share this increasing load by transferring energy to MGj through the BTB converter. 

The transferred power is estimated with Equation (IV.9). Consequently, the frequency of 

MGj recovers from point Bj to Cj but the frequency of MGk decreases from Ak to Ck. This is 

a tradeoff in this method. The system frequencies of the two MGs are stable at new steady 

state values (Cj and Ck) when the normalized frequencies (fn_j and fn_k) of the two MGs are 

equal. 

The control diagram of the grid forming converter unit in this chapter is the same with 

the one presented in section III.2.5.b. The control diagram of the grid following converter in 

this part is shown in Figure IV.5, which includes the P/Q controller with the multi-microgrid 

frequency function and the current controller. The reference real power (Pf) is given by the 

outer multi-frequency controller can be calculated as: 

𝑃𝑓 = 𝐾𝑃_𝑓(𝑓𝑛_𝑗 − 𝑓𝑛_𝑘) + 𝐾𝐼_𝑓∫(𝑓𝑛1 − 𝑓𝑛2)𝑑𝑡 (IV.9) 

where 𝑓𝑛_j and 𝑓𝑛_k are the normalized frequencies of MGj and MGk, respectively and 𝐾𝑃_𝑓 

and 𝐾𝐼_𝑓 are the parameters of PI controller of the multi-frequency controller. The frequency 

of each MG is normalized to obtain the value of frequency deviation, which can be calculated 

as [102]: 

𝑓𝑛_𝑖 =

{
 
 

 
 (𝑓𝑖 − 𝑓𝑖,𝑟𝑎𝑡𝑒𝑑)

(𝑓𝑖,𝑚𝑎𝑥 − 𝑓𝑖,𝑟𝑎𝑡𝑒𝑑)
, (𝑓𝑖 > 𝑓𝑖,𝑟𝑎𝑡𝑒𝑑)

(𝑓𝑖 − 𝑓𝑖,𝑟𝑎𝑡𝑒𝑑)

𝑓𝑖,𝑟𝑎𝑡𝑒𝑑 − 𝑓𝑖,𝑚𝑖𝑛)
, (𝑓𝑖,𝑟𝑎𝑡𝑒𝑑 > 𝑓𝑖)

 (IV.10) 

where, 𝑓𝑖 represents the measured frequency of MGi; 𝑓𝑖,𝑟𝑎𝑡𝑒𝑑 is the rated frequency of MGi; 

𝑓𝑖,𝑚𝑎𝑥 and 𝑓𝑖,𝑚𝑖𝑛 are the maximum and minimum frequency deviations, respectively; 𝑓𝑛_𝑖 is 

the normalized frequency of MGi. Finally, the reference currents for the current control loop 

of the grid following converter are given by: 

{
 
 

 
 
𝑖𝑞𝑘𝑟𝑒𝑓

=

2
3 (𝑒𝑞_𝑘𝑃𝑓 − 𝑒𝑑_𝑘𝑄𝑘_𝑟𝑒𝑓)

𝑒𝑑_𝑘
2 + 𝑒𝑞_𝑘

2

𝑖𝑑𝑘_𝑟𝑒𝑓 =

2
3 (𝑒𝑑_𝑘𝑃𝑓 + 𝑒𝑞_𝑘𝑄𝑘_𝑟𝑒𝑓)

𝑒𝑑_𝑘
2 + 𝑒𝑞_𝑘

2

 (IV.11) 

 



P a g e  | 108 

 

 

Figure IV.5: The control diagram of the grid following microgrid for multi-frequency control. 

IV.3. Simulations and discussion 

In this section, a simulation model is built in MATLAB/Simulink environment to verify 

the efficiency of the presented solutions in the previous section. The detail of the model is 

shown in Figure IV.6. The simulated MMG system consist of four AC MGs which are able 

to connect or disconnect from the main grid. A DC-link with a capacitor is used to connect 

all the MGs. The simulation parameters are listed in Table IV-2. In the simulation, the MG1 

is chosen as a gridf orming MG, the other three MGs work in grid-following mode. The 

MMG is disconnected from the main grid in all simulations. 
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Figure IV.6: The developed model of the multi-microgrid system in MATLAB/Simulink. 

Table IV-2: Simulation parameters 

The power exchange scenario for this simulation is presented in Figure IV.7, where MG1  

System parameters Symbol Value 

DC-link voltage VDC 500 V 

DC-link capacitor CDC 6 mF 

MGs operating voltage VMG/f 220 V, 50 Hz 

LC filter L/rL/C 2 mH/0.1 Ω/25 µF 

Cut-off frequency ωc 5 rad/s 

Switching frequency fs 10 kHz 
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IV.3.1. Strengthen the “inertia” of the system 

 

Figure IV.7: Power exchange scenario in the studied MMG system 

 

(a) 
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(b) 

 

(c) 

Figure IV.8: Strengthen the inertia of the system: (a) Voltage response of the DC-link; (b) 

ROCOV of the DC-link; (c) Frequency response from MG1. 

The power exchange scenario for this simulation is presented in Figure IV.7, where MG1 

is responsible for energy balance in the MMG system. At t = 2s, the power demand in MG4 

increases sharply, the power from other MGs remain constant in this period. 

With the first simulation, in case 1, the capacity of the capacitor of the DC-link is kept 

the same value as in Table IV-2. In case 2, to increase the inertia of the DC-link, the capacity 

of this capacitor is increased 40%. The simulation results for the first approach is shown in 

Figure IV.8. As, can be seen, at t = 2s, due to the increasing of load demand from MG4, the 

voltage of the DC-link drops and the ROCOV rises significantly in case 1. However, by 

f2 2.25 2.5 2.75 3
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increasing the capacity of capacitor in case 2, the voltage of DC-link returns to the nominal 

value slower than case 1 but the DC voltage nadir and the peak of ROCOV have decreased 

considerably. In addition, as can be seen from Figure IV.8 (c), the frequency of MG1 is also 

improved when the voltage response of DC-link is improved, which proves that the solution 

has brought benefit for not only the “inertia” of MMG system but also for the stability of the 

grid-forming MG.  

IV.3.2. Virtual synchronous generator approach 

 

(a) 
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(b) 

 

(c) 

Figure IV.9: VSG approach: (a) Voltage response of DC-link, (b) ROCOV of DC-link, (c) Power from 

VSG. 

In this simulation, the same power exchange scenario from as in Figure IV.7 is applied. 

The BESS of MG2 in the MMG system has been utilized for VSG application.  

The simulation results in this case study are shown in Figure IV.9. As can be seen in 

Figure IV.9 (c), the VSG system has provided power as soon as it detects the variation of 

the ROCOV values. After 1 second of supplying energy, the VSG system can be rested for 

the next transition even. By applying this method, similar with the previous simulation 

scenario, DC voltage nadir and the peak of ROCOV have been reduced, the stability of the 

whole system is significantly improved.  

IV.3.3. Frequencies droop approach 

In this case study, only MG1 and MG4 are taken into account. MG1 still control the DC-

link and MG4 still work in P/Q mode. However, it is assumed that, in order to maintain the 

voltage of DC-link, the MG1 has reached it limitation, its frequency has fallen into critical 

value and cannot come back to the standard value. There are two possible solutions: selective 

frequency droop solution and autonomous frequency droop solution. 

With the first approach, by sharing the grid information with MG4, MG4 only activate the 

frequency coordination mode when the frequency of MG1 drops to a critical value and the 

input for active power of MG4 is calculated as in equation (IV.9). In the first case study, the 
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minimum and maximum values of the frequencies between the two MGs are equal: 𝑓1,𝑚𝑎𝑥 = 

𝑓4,𝑚𝑎𝑥 = 50.2 Hz; 𝑓1,𝑚𝑖𝑛=𝑓4,𝑚𝑖𝑛= 49.8 Hz. 

 The first simulation results are presented in Figure IV.11. At t = 2.5 s and t = 3.5 s, more 

loads are added into the MG1, respectively. Thanks to the isolation of DC-link, the 

disturbances of frequency of MG1 are not affected to MG4 in the MMG system. Only when 

the frequency of MG1 drop to 49.8 Hz at t = 3.5 s, the frequency coordination mode is 

activated. Therefore, the load in MG1 is recognized and shared with MG4 through ER 

interface so that the frequency of MG1 is recovered to an acceptable value.  

 

(a) 

 
(b) 

 

(c) 

Figure IV.10: Simulation results with frequency droop method: (a) Frequencies response; (b) 

Frequency normalized values; (c) Output power of DGs in MGs.  
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(a) 

 
(d) 

 

(b) 

 

(e) 

 
(c) 

 

(f) 

Figure IV.11: Simulation results with autonomous frequency droop method: (a) (d) Frequencies 

response; (b) (e) Frequency normalized values; (c) (f) Output power of DGs in MGs.  

With the autonomous approach, without any communication, the multi-frequency 

method is automatically applied through the ER interface when there is a variation of 

frequency in MG1. Similarity with the previous case study, a 2 kW of load are consecutively 

added into MG1 at 2.5 s and 3.5 s. 

 First of all, the minimum and maximum values of the frequencies between the two 

MGs are set at the same values. The simulation results for this case are presented in Figure 

IV.11 (a); (b) and (c). The loads connection in MG1 results in the decrease of the frequency 

in both MGs. However, compared to the normal frequency control in MG1 shown in Figure 

IV.11 (a), the frequency deviation of MG1 at t = 2.5 s is much smaller thank to the proposed 

method. The frequency of the both MGs reaches an equilibrium state when their normalized 
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values of frequency are equal as in Figure IV.11 (b). Because of the same frequency 

limitations, the output power of the DGs in both MGs are also equal as in Figure IV.11 (c). 

This scenario is appropriate in case MG1 and MG4 require a same quality of working 

frequency. 

After that, in the next case study, different ranges of frequency are analyzed with this 

method. The minimum and maximum values of frequency in MG1 are 49.8 Hz and 50.2 Hz 

respectively while the minimum and maximum values of frequency in MG4 are set at 49.5 

Hz and 50.5 Hz. The simulation results for this case are presented in Figure IV.11 (d); (e) 

and (f). In this scenario, only the normalized values of frequency are equal as in Figure IV.11 

(e). Due to a more flexible range of frequency, the variation of frequency in MG4 is higher 

than MG1 as in Figure IV.11 (d). Furthermore, the DG in MG4 is also allowed to provide 

more power than MG1 as in Figure IV.11 (f). This scenario is very suitable in case MG1 

require a higher frequency quality than MG4. 

IV.4. Conclusion 

In this chapter, an islanded multi-microgrid system with the use of a DC-link based 

energy router for interconnecting the adjacent microgrid has been presented for stability 

enhancement analysis. Several approaches have been proposed for supporting the 

frequencies of multiple MGs. The overall stability of the studied MMG system is presented 

by the voltage of the DC link. Firstly, it is proved that, with the chosen ER topology, the 

energy storage in DC-link can be useful in case of power transition. The energy stored in the 

capacitor of the DC link can contribute to system stability in the same way that the kinetic 

energy stored in the conventional generator. Furthermore, the concept of VSG in AC domain 

can be used in DC application for stability support as well. A current source VSG topology 

is chosen so that the storage system only participates when there is a power fluctuation, 

which is a benefit for the lifespan of the storage unit. With the AC system, the input signal 

for the VSG is ROCOF whereas with the DC link, the input signal is ROCOV. Finally, a 

multi-frequency control approach has been presented for supporting and managing the 

frequencies in the MMG system. Normally, with the DC interface, the AC MGs in the MMG 

are isolated with their own frequencies. However, in case of frequency violation, the grid 

forming unit must be supported and shared the loads. With the ER interface, the frequency 

deviations of all MG system can be achieved equally with the use of the frequency droop 



P a g e  | 117 

 

control strategy. The proposed multi-frequency control has addressed the disadvantage of 

the single frequency control by compensating for power variation in all MGs. All the 

presented strategies have been tested with a stand-alone MMG system in 

MATLAB/Simulink environment. The simulation results have verified the effectiveness of 

the proposed methods.  
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V.1. Introduction 

The work in this chapter has been published in IEEE Transactions on Industrial 

Informatics journal since 2020 [122]: “R. Razi, M. -C. Pham, A. Hably, S. Bacha, Q. -T. 

Tran and H. Iman-Eini, "A Novel Graph-Based Routing Algorithm in Residential Multi-

microgrid Systems," in IEEE Transactions on Industrial Informatics, vol. 17, no. 3, pp. 

1774-1784, March 2021, doi: 10.1109/TII.2020.2997516” and it is re-presented in this 

chapter. 

The complementary energy exchange between residential microgrids aims at 

decreasing the dependence on the main grid, reducing the size and cost of the energy storage 

units, and increasing energy efficiency. In this regard, the use of an energy router interface 

to connect the microgrids to the power system is necessary for controlling bidirectional 

power and data flow, which will build the core of the future Energy Internet (EI). In fact, an 

energy router is served as an energy exchange center that enables energy flow between 

microgrids. One of the most important factors in determining multi-microgrid system 

performance is the energy routing algorithm strategy. Therefore, in this chapter, a new 

routing algorithm is proposed based on the graph theory. The objective of proposed 

algorithm is to minimize the overall power losses with respect to congestion and reliability. 

The best set of loads, optimal sources, and no-congestion minimum loss paths are 

determined. Various analysis cases have been investigated to confirm the performance and 

flexibility of the proposed algorithm. A novel case study with multi-sources and multi-loads 

is addressed, which has not been previously analyzed with the application of energy routers. 

In addition, the developed algorithm is compared with other existing algorithms in terms of 

power loss minimization, different scenarios, congestion management, computation time 

and complexity.  

In this chapter, each MG in the MMG system must decide on its strategy to interact 

with the rest of the system. In this regard, depending on the energy situation, MGs can act 

as a customer (load) or producer (source) to maintain the energy balance more efficiently in 

the whole of MMG system. Peer-to-Peer (P2P) energy trading in MMG structure is similar 

to the information exchange in the internet platform and therefore, it is usually known as the 

Energy Internet [123]–[125] . In other words, the concept of EI promotes a new revolution 

of energy trading, which attempts to increase the efficiency of energy dispatch between 

sources and consumers. The energy router is the key element of the EI [126]. All MGs and 
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main grid are connected to the MMG system by an energy router interface in order to provide 

bidirectional power and information flows. The interaction among energy routers can be 

established with P2P technology based on the multi-agent system (MAS) framework, which 

can implement distributed energy management in smart grids [127]. An example of an MMG 

system with ER application for P2P energy trading is shown in Figure V.1. In this structure, 

the MGs are connected to each other and the main grid through ERs and power lines.  

 

Figure V.1: Overall structure of the MMG system with energy routers [93]  

It should be noted that P2P communication links are used between adjacent power 

routers so that the structure of the communication links is similar to the structure of the 

power lines. As a result, all power routers get the whole system information through 

communication links. This information includes the general status of MGs, power lines and 

energy routers. Noted that each load or source must be considered either as an MG or as part 

of another MG so that the power lines of the system are free of any other elements. This kind 

of structure can bring several benefits such as: 

• Decrease dependency on the main grid, 

• Reduce the cost and size of energy storage units, 

• Increase energy efficiency (loss reduction) with an appropriate energy routing 

algorithm. 

The control of the MMG system can be centralized [128], [129] or distributed [130], 

[131], where each method has its own advantages and disadvantages. However, in most of 

the existing literature, the key element of MMG systems, i.e. the ERs, has not been 

considered, which alters the overall topic. Besides, an important method to keep the energy 
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trading process in MMG stable is the energy routing algorithm strategy, which has attracted 

much attention in recent years [90], [132]–[140]. In other words, routing is finding efficient 

transmission paths and it is very critical because it makes the system work well with high 

stability and efficiency. In [132]–[135], routing algorithms are proposed for electric vehicles 

(EVs) based EI. In this structure, EVs and charging stations, instead of power lines, are used 

to exchange energy between MGs [141]–[143]. However, EVs based EI has some obvious 

limitations such as long time to transfer power and the need for more energy storage units 

that violate the benefits described earlier. 

At present, existing literature shows that routing algorithms are typically designed 

based on graph theory [90], [136] , [139], [140] or game theory [137], [138]. The objective 

of graph-based methods is to find the optimal path based on the network graph. In [90] and 

[139], the lowest-cost path is determined for heavy loads in the energy local area network 

(e-LAN). In these references, sources and power lines that do not meet the load power are 

eliminated before the graph traversal, which is the main disadvantage of these methods. In 

fact, although this technique is used to prevent overflow, the optimal paths may be removed 

and congestion management is not achieved automatically. In [140], which is implemented 

by adapting the method of [90], the solution to the congestion problem is to transmit power 

in pockets. In other words, the remaining power will be transmitted through the sub-optimal 

minimum loss routing. However, in the mentioned algorithms, the load address is assumed 

directly, which is not optimized in the presence of different loads simultaneously. In [136], 

secure energy routing mechanism is designed to defend against cyber-attacks and to transmit 

information securely, rather than energy losses. Meanwhile, many details are not considered, 

such as the capacity of ERs and power lines, network topology modification, and power 

quality issues. 

On the other hand, routing algorithms are based on game theory, which mainly 

addresses subscriber-matching issues [137]. The authors in [137], proposed a two-step 

method that price based subscriber matching is followed by optimal transmission path 

calculation. The most significant disadvantage of this method is the need for a central 

controller that reduces the reliability of the system. An optimal power dispatching is also 

proposed in [138] that divides the operation of the central energy router into three different 

functions in a local area packetized-power network (LAPPN). This method, despite the 

deployment of a suitable subscriber-matching algorithm, does not take into account the cost 

and it has high complexity. 
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Motivated by the aforementioned challenges, this chapter develops a new energy 

routing algorithm with a minimum power losses approach based on graph theory. This work 

focuses on the multi-sources and multi-loads scenario, which has not been previously 

addressed in the power management with the application of ERs. In fact, the source refers to 

a microgrid that has surplus energy and the load is a microgrid with energy shortage. In 

multi-sources and multi-loads scenario, multiple sources and multiple loads are present 

simultaneously in the energy routing algorithm. The proposed algorithm can effectively 

determine the optimal transmission path based on the desired power and capacity of the MGs 

and network information such as lines availability and their capacity. Furthermore, the 

algorithm can be easily implemented in any variable structure grid. The main contributions 

of this chapter can be resumed as follows: 

• Implementation of the power loss minimization and congestion management 

optimally and automatically,  

• Considering all sources and loads at the same time to find the minimum loss 

paths (multi-sources and multi-loads scenario), 

• More in-depth analysis and comparison of the performance of the proposed 

method with other methods. 
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V.2. Residential multi-microgrid system topology 

 

(a) 

 

(b) 

Figure V.2: (a) Desired structure of the MMG system, (b) Equivalent digraph of the MMG system. 

In this chapter, a group of nine residential MGs in a stand-alone MMG system are 

connected through nine ERs and ten power lines. In fact, each ER represents one MG, which 

can play a role in power transmission even in the absence of the respective MG. As shown 

in Figure V.2 (a), the structure of the MMG system shows the position of the ERs, the MGs, 

and the power lines between them. The shared information, including the detail of the MMG 

structure and the power output of each microgrid, is stored in the ERs. As soon as the 

information change is detected, the ER sends them to the adjacent ERs.  

At first, a similar structure with [90] is used, so that the proposed algorithm can be 

compared fairly with other existing algorithms. Table II-1, Table V-2 and Table V-3 list the 
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MMG system information, which present the power capacity of the elements, the efficiency 

of the devices, and the impedance of the power lines. In addition, the voltage level in the 

power lines are assumed 400 VDC. This is a reasonable assumption due to the flexible 

structure of the ER. Moreover, as the energy situation assumption in MGs in Table II-1, the 

corresponding energy direction of the DC transmission lines are deduced in Table V-3. 

The equivalent digraph of the desired structure or the corresponding communication 

topology is shown in Figure V.2 (b). As can be seen, the structure model is described using 

a graph G (u, v). The ERs form the nodes set u = {R1, R2, … Rn} and power lines form the 

edges set v = {Li-j, …}; where Li-j is the power line between Ri and Rj. Two nodes i and j are 

adjacent if Li-j ∈ v. 

According to Table II-1, MG7 requires 22 kW, while there are four different sources. 

Using the graph model, it is seen in Figure V.3 that there is only one path from MG1 and 

MG4 to the MG7, while two optional paths are found for MG2 and MG9. 

 

Figure V.3: Different paths to MG7 from (a) MG1, (b) MG2, (c) MG4, (d) MG9. 

Table V-1: Multi – microgrid system parameters 

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

(a)

(c)

(b)

(d)

Microgrid Energy 

situation 

Total power 

(kW) 

Available power 

(kW) 

Efficiency 

(%) 

MG1 Surplus 6.0 5.5 96 

MG2 Surplus 12.0 9.2 95 

MG4 Surplus 5.0 4.0 100 
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Table V-2: Energy routers parameters 

 

Table V-3: Multi – microgrid DC transmission lines parameters 

MG7 Deficit 22.0 22.0 100 

MG9 Surplus 14.0 10.9 96 

Energy router Port Total power 

(kW) 

Available power 

(kW) 

Efficiency 

(%) 

R1 
a 

b 

20 

15 

19.5 

9 

100 

98 

R2 

a 

b 

c 

15 

15 

15 

12.2 

14 

13 

97 

98 

98 

R3 

a 

b 

c 

18 

15 

15 

12 

14 

15 

100 

98 

100 

R4 
a 

b 

15 

10 

9 

9 

98 

100 

R5 

a 

b 

c 

15 

18 

15 

13 

12 

15 

100 

98 

100 

R6 

a 

b 

c 

20 

20 

18 

20 

20 

18 

98 

100 

100 

R7 

a 

b 

c 

d 

25 

20 

25 

25 

25 

20 

23 

25 

100 

100 

100 

100 

R8 

a 

b 

c 

20 

20 

18 

18 

20 

12 

98 

100 

98 

R9 
a 

b 

20 

20 

14 

16.9 

98 

100 

Transmission 

line 

Direction Total power 

(kW) 

Available 

power (kW) 

r (Ω) 

L1-3 unidirectional 30 24 0.6 

L2-3 unidirectional 20 19 0.64 

L2-5 unidirectional 20 20 0.51 

L3-7 bidirectional 45 45 0.94 

L4-5 unidirectional 24 18 0.19 

L5-6 bidirectional 20 20 0.45 

L6-7 unidirectional 40 40 0.24 

L6-8 unidirectional 30 30 0.21 
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V.3. Proposed routing algorithm for energy routers 

Obviously, applying a distributed energy routing algorithm based on ER is necessary 

for MMG system topology [144]. Due to the structure of the MMG system, certain 

requirements must be considered in the routing algorithm [145]. For example, the dynamic 

routing protocol must ensure the balance between producer and consumer actors, even in the 

case of the network structure change. In addition, for a certain load, the specific number of 

sources is not defined, but it is better to have the lowest possible number of involved sources 

to improve energy security and system reliability [146]. In fact, fewer elements in energy 

routing can reduce the possibility of error or threat. The rest of sources are reserved in the 

system. Assuming this strategy, the set with the lowest number of sources is chosen in the 

proposed algorithm, even though it has more losses. In such systems, the hierarchical control 

methods are typically used including primary, secondary and tertiary control levels that 

differ in the response time scale. Energy management for loss reduction, cost optimization 

or environmental benefits is accomplished in tertiary level, which has a very slow time 

response (about a few minutes). Also, it is assumed that a real-time transaction based on 

matchmaking tradeoff competition mechanism is performed, as a result, the most economical 

set of loads and resources are selected [147]. 

In this chapter, the focus of the proposed routing algorithm is to minimize power losses 

with respect to the number of involved sources. In other words, the optimal path for power 

transmission is determined by the minimum power losses index, and as long as one source 

has production capacity, another source is not included in the routing algorithm unless it is 

restricted by another constraint. As mentioned earlier, some studies with similar goals have 

proposed different routing algorithms but proposed solutions are not optimal (minimum loss) 

and not general (different scenarios). 

Firstly, power losses in an MMG system consist of two major components, including 

ERs losses (Wi) and power lines losses (Wi-j). The loss of ERs depends on the transferred 

power from each router. For simplicity, the efficiency of power electronic converters is 

measured in nominal power and it is assumed constant. As a result, the total loss of an ER is 

a linear function of the transferred power: 

L7-8 bidirectional 30 30 0.21 

L8-9 unidirectional 32 26 0.60 



P a g e  | 127 

 

𝑊𝑖 = [(1 − 𝑒𝑓𝑓𝑖−𝑝𝑜𝑟𝑡) + (1 − 𝑒𝑓𝑓𝑜−𝑝𝑜𝑟𝑡)] × 𝑃𝑖 (V.1) 

where effi-port, effo-port and Pi indicate the input port efficiency, the output port efficiency, and 

the transferred power of the ER (Ri), respectively. 

On the other hand, the power line losses are only related to the active power in dc or 

low-voltage ac lines structure. So, the power line losses are calculated as follows: 

𝑊𝑖−𝑗 = (
𝑟𝑖−𝑗

𝑉𝑖−𝑗
2 ) × 𝑃𝑖−𝑗

2  (V.2) 

where ri-j, Vi-j and Pi-j are impedance, voltage and transferred power of power line Li-j, 

respectively. As can be seen in Equation (V.2), power line losses have a nonlinear relation 

with transferred power. In fact, the above is not valid for lines with an occupied capacity. 

Therefore, this equation can be improved as follows: 

𝛥𝑊𝑖−𝑗 =
𝑟𝑖−𝑗

𝑉𝑖−𝑗
2 × ((𝛥𝑃𝑖−𝑗 + 𝑃𝑖−𝑗

𝑜𝑙𝑑)2 − (𝑃𝑖−𝑗
𝑜𝑙𝑑)2) (V.3) 

where ΔPi-j and 𝑃𝑖−𝑗
𝑜𝑙𝑑 are added transmitting power and already existing power, respectively. 

Therefore, the total losses of a route between a specified pair of source and load can be 

defined as the total losses of ERs and power lines along the transmission paths:  

𝑊𝑡𝑜𝑡𝑎𝑙 = ∑ 𝛥𝑊𝑖

𝑅𝑖∈𝑝𝑎𝑡ℎ

+ ∑ 𝛥𝑊𝑖−𝑗

𝐿𝑖−𝑗∈𝑝𝑎𝑡ℎ

 (V.4) 

However, there may be multiple sources, multiple loads, or even different paths at the 

same time. Consequently, the objective function C, which is described Equation (V.5), will 

try to minimize the losses of the system under constraints Equation (V.6)-(V.9): 

𝑚𝑖𝑛 𝐶 = ∑ 𝑊𝑡𝑜𝑡𝑎𝑙
𝑃

𝑃∈𝑝𝑎𝑡ℎ𝑠

 (V.5) 

∑𝑃𝐿𝑜𝑎𝑑 =∑𝑃𝑆𝑜𝑢𝑟𝑐𝑒 (V.6) 

𝑃𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 ≤ 𝑃𝑙𝑖𝑛𝑒𝑠(𝑆→𝐿)
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒  (V.7) 

𝑃𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 ≤ 𝑃𝑠𝑜𝑢𝑟𝑐𝑒
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 (V.8) 

𝑃𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 ≥ 𝑊𝑡𝑜𝑡𝑎𝑙 (V.9) 

𝑉𝑖−𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑉𝑖−𝑚𝑎𝑥 (V.10) 
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where Pexchange, 𝑃𝑙𝑖𝑛𝑒𝑠
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 and 𝑃𝑠𝑜𝑢𝑟𝑐𝑒

𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 represent the power exchanged between a specified 

source-load pair in the system, the available capacity of the lines and the available capacity 

of the source, respectively. So, the losses cost is formulated as a function of the physical 

characteristics of the MMG system. It should be noted that power losses should also be 

included in Equation (V.6). In this case, due to the uncertainty of the power losses initially, 

the energy routing equations can only be solved recursively, which increases the complexity 

and volume of the calculations substantially. The literature has simply gone from considering 

losses into the power equilibrium equations.  

Following that, in the next stage, the objective function is implemented using the 

proposed routing algorithm, which its flowchart with the example shown in Figure V.4. In 

this algorithm, the MGs with surplus energy are considered as sources and others with deficit 

energy are regarded as loads. The rest of the MGs operate separately from the MMG and do 

not have any energy exchanges with the system. The algorithm in accordance with Figure 

V.4 consists of ten steps that are presented below: 



P a g e  | 129 

 

 

Figure V.4: Flow chart of the proposed routing algorithm for energy routers application. 

Step 1. Firstly, ERs perform reading and storing data. In fact, the amount of shortage or 

excess power of each MG and the MMG system information from Table II-1,Table 
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V-2 and Table V-3 are sent to all ERs by using the P2P communication links of 

adjacent routers. 

Step 2. With N different loads in the MMG system, the number of load sets with the assuming 

specific priorities is: 

𝑄𝑙𝑜𝑎𝑑 = 𝑁! (V.11) 

The routing algorithm should feed all loads but priority of loads can affect power line 

losses or problem constraints. Thus, all sets are analyzed so that one set is selected 

each time this step is repeated (only in multi-loads scenarios). 

Step 3. In the load set, which is selected in the previous step, the load with the highest priority 

(PLp) is assumed as the output power of all sources. In fact, an equal amount of power 

is defined for all sources to be a proper criterion for comparing them. 

Step 4. All the possible power transmission paths between the available sources and the high 

priority load are obtained using depth-first search traversal algorithm; in which one 

of paths is considered. 

Step 5. Next, by using Equations (V.1) and Equations (V.3), power losses are calculated for 

the chosen source and path. Then, the optimal source and path are updated if the 

power losses of desired state are lower than the previous value. 

Step 6. If there is another source or path in step 4, the algorithm will return to Step 4. In fact, 

checking all the sources and paths will continue to obtain the minimum power losses 

in the presence of high priority load. 

Step 7. All constraints of the selected source and path, such as the capacity of source, ERs, 

and power lines, are checked up to prevent the MMG system from congestion and 

failures. If any of the constraint is activated, the relevant losses and system 

information will be updated with new transmission power (PLC). Then, the input 

information of the sources and lines are also updated according to total pre-existing 

power as follows: 

𝑃𝑙𝑖𝑛𝑒𝑠(𝑆→𝐿)
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 = 𝑃𝑙𝑖𝑛𝑒𝑠(𝑆→𝐿)

𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 −𝑚𝑖𝑛(𝑃𝐿𝑝, 𝑃𝐿𝑐) (V.12) 

𝑃𝑠𝑜𝑢𝑟𝑐𝑒
𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 = 𝑃𝑠𝑜𝑢𝑟𝑐𝑒

𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 −𝑚𝑖𝑛( 𝑃𝐿𝑝, 𝑃𝐿𝑐) (V.13) 

Step 8. If the selected source and path does not meet the total load, the load power (PL) is 

updated and goes back to Step 3 again. This process continues until the total load 

power is satisfied.  
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𝑃𝐿 = 𝑃𝐿 −𝑚𝑖𝑛( 𝑃𝐿𝑝, 𝑃𝐿𝑐) (V.14) 

Step 9. By comparing the result of the current load set with the previous ones, the best load 

set is updated with the lowest total cost (only in multi-loads scenarios). 

Step 10. Lastly, if there is another load set, the algorithm returns to Step 2. Otherwise, the 

optimal path and sources are presented in this final step (Equations (V.5) is obtained). 

Therefore, the appropriate match between suppliers and consumers with the best load 

set, the best sources and no-congestion minimum loss paths for power transmission are 

determined. In addition, the limitations of power transfer from source to load are considered. 

Also, in this algorithm, unlike data packet routing, a single source can simultaneously 

transmit power to multiple loads and a single load can receive power from multiple sources 

at the same time (many-to-many scenario). A detailed analysis of these issues is presented 

in the next section. 

V.4. Simulation and discussion 

In this section, several analysis cases based on MATLAB software are carried out to 

confirm the performance of the proposed routing algorithm. Also, a comparison with 

existing routing algorithms is conducted to verify the superiority of the proposed algorithm. 

V.4.1. Small microgrids system structure 

In the first part of this section, a MMG system with 9 MGs shown in Figure V.2 is 

utilized for validating the proposed routing method. 

V.4.1.a. Case analysis 1: Heavy load feeding 

According to Table II-1, in this case, it is assumed that there are four surplus-energy 

MGs that must supply 22 kW power demand by MG7. In fact, the EV power charger can be 

up to 22 kW according to the European EV charging standard IEC 61851 [148]. In this case, 

MG7 requests the required power from other MGs by the ER R7. A MG with surplus energy 

can be considered as a “source” and a MG with deficit energy can be considered as a “load”. 

The other MGs not participating in energy exchange scenario are considered to be working 

in virtual islanded mode. 

Different optional paths from other MGs to the microgrid MG7 are found out after 

graph traversal in simulation as shown in Figure V.5: 
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(a) Energy paths from source 2 

𝑝𝑎𝑡ℎ 1 (𝑀𝐺2 ⟼𝑀𝐺7) ≔ 𝑀𝐺2 ≡ 𝑅2, 𝑅3, 𝑅7 ≡ 𝑀𝐺7 

𝑝𝑎𝑡ℎ 2 (𝑀𝐺2 ⟼𝑀𝐺7) ≔ 𝑀𝐺2 ≡ 𝑅2, 𝑅5, 𝑅6, 𝑅7 ≡ 𝑀𝐺7 

 

(b) Energy path from source 4 

𝑝𝑎𝑡ℎ 1 (𝑀𝐺4 ⟼𝑀𝐺7) ≔ 𝑀𝐺4 ≡ 𝑅4, 𝑅5, 𝑅6, 𝑅7 ≡ 𝑀𝐺7 

 

(c) Energy paths from source 9 

𝑝𝑎𝑡ℎ 1 (𝑀𝐺9 ⟼𝑀𝐺7) ≔ 𝑀𝐺9 ≡ 𝑅9, 𝑅8, 𝑅6, 𝑅7 ≡ 𝑀𝐺7 

𝑝𝑎𝑡ℎ 2 (𝑀𝐺9 ⟼𝑀𝐺7) ≔ 𝑀𝐺9 ≡ 𝑅9, 𝑅8, 𝑅7 ≡ 𝑀𝐺7 

 Figure V.5: Different paths from MGs with surplus energy to MG7 with deficit energy from MATLAB 

simulation results. 

By applying the proposed routing algorithm, the calculation results including selected 

sources and paths, transmission power and power losses are shown in Table V-4 and Figure 

V.6. 
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Table V-4: Simulation results for case analysis 1 (Heavy load feeding) 

 

 

 

 Figure V.6: Simulation results of case analysis 1. 

From this table, it is concluded that for 22 kW load in MG7, the only available path 

between MG4 and MG7, {R4, R5, R6, R7}, has the lowest cost. After that, the second path 

from MG9, {R9, R8, R7}, is the second priority. Finally, the remaining load capacity is 

provided by the first path of MG2, {R2, R3, R7}. 

Here, MG4 and MG9 are limited to their maximum production. The total loss, in this 

case, is 2.9646 kW. In accordance with the energy routing algorithms in [90] and [136], with 

similar parameters, the power losses are 3.452 kW and 3.821 kW, respectively, which are 

about 16% and 29% higher than the proposed routing algorithm. 

V.4.1.b. Case analysis 2: Congestion management 
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Priority Source Path  

(num.) 

Power 

(kW) 

Node loss 

(kW) 

Edge loss 

(kW) 

Total 

loss 

(kW) 

1 MG4 4, 5, 6, 7 (1) 4.0 0.240 0.145 0.385 

2 MG9 9, 8, 7 (2) 10.9 0.436 0.1092 0.1528 

3 MG2 2, 3, 7 (1) 7.1 0.497 0.5546 0.10516 

Total 22 1.173 1.17916 2.9646 
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In high-power conditions, overflow may occur in some critical power lines, which 

results in serious consequences. As another simulation case, it is assumed that the capacity 

of power lines L7-8 and L6-7 is limited to 5 kW and 7.5 kW, respectively. By applying the 

proposed algorithm to the desired structure, Table V-5 and Figure V.7 show the calculation 

results for this case. 

Table V-5: Simulation results for case analysis 2 (Congestion management) 

 

 

 

Figure V.7: Simulation result of case analysis 2. 

Compared to the previous case analysis, it can be found that although the load power 

does not change, the capacity of the power lines L7-8 and L6-7 reach their maximum. 

Therefore, other paths with more losses replace them, and as a result, the total cost of the 
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Node loss 

(kW) 
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(kW) 

Total loss 

(kW) 

1 MG4 4, 5, 6, 7 (1) 4.0 0.240 0.145 0.385 

2 MG9 9, 8, 7 (2) 5.0 0.200 0.3516 0.5516 

3 MG2 2, 3, 7 (1) 9.2 0.644 0.9094 1.5534 

4 MG9 9, 8, 6, 7 (1) 3.5 0.410 0.7627 1.1727 

5 MG1 1, 3, 7 (1) 0.3 0.012 0.0468 0.0588 

Total 22 1.506 2.2155 3.7215 
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system has increased. The best path from MG4 is being used without any changes, but the 

second priority is capped by capacity limitation of power line L7-8. Also, in the fourth 

priority, power line L6-7 reaches its maximum, and inevitably the MG1 also enters the routing. 

 However, to avoid overflow as in [90], a screening process is performed. In this 

regard, elements that do not meet the power demand rate are eliminated from the algorithm, 

resulting in more losses and calculations. 

V.4.1.c. Case analysis 3: Multi-sources and multi-loads (MSML) 

Unlike other existing algorithms, the proposed routing algorithm is valid to manage 

power transmission for more than a single load. In other words, the MSML scenario can be 

divided into several multi-sources and single-load (MSSL) or single-source and multi-loads 

(SSML) scenarios. Nevertheless, the response of routing algorithm to the MSML scenario 

can be better than the sum of other scenarios because it covers more states. In fact, in the 

case of MSML scenario, there are other steps in the proposed routing algorithm, which 

determine each source should feed what loads and from what paths to minimize the power 

losses of system. In this case, the imaginary priority of loads is important for calculating 

power losses and choosing the best paths. In this regard, as stated earlier, all sets of loads 

priority are considered and the set with the least losses will be selected. For this study, three 

MGs, i.e. MG3, MG6 and MG7 are considered with power demands of 2 kW, 5 kW and 8 

kW, respectively. Following Equation (V.11), there are six different priority sets for loads 

as {(7-6-3), (7-3-6), (6-7-3), (6-3-7), (3-7-6), (3-6-7)}. The calculation results for various 

sets are presented in Table V-6. As it can be seen, three different sets {(7-6-3), (7-3-6), (3-

7-6)} have lower power losses than other sets.  

Table V-6: Comparison of sources set in case analysis 3 (MSML) 

Set number Set 
Node loss 

(W) 

Edge loss 

(W) 
Total loss (W) 

1 7-6-3 850 700.5 1550.5 

2 7-3-6 850 700.5 1550.5 

3 6-7-3 620 947.1 1567.1 

4 6-3-7 620 947.1 1567.1 

5 3-7-6 850 700.5 1550.5 

6 3-6-7 620 947.1 1567.1 
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Figure V.8: Simulation result of case analysis 3. 

The selected paths for the set 1 {(7-6-3)} are presented in Table V-7 and Figure V.8. 

Table V-7: Simulation results for set 7-6-3 in case analysis 3 (MSML) 

V.4.1.d. Case analysis 4: Energy security and reliability 

In this scenario, the importance of energy security and reliability are verified for the 

number of effective sources in the energy routers routing algorithm. As stated above, the 

purpose of the developed routing algorithm is to provide energy with the least power losses 

and employing involved sources. Now it is assumed that in case analysis 1, the surplus power 

of the MG4 is limited to 5 kW. 
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Figure V.9: Simulation result of case analysis 4. 

As shown in Table V-8 and Figure V.9, the number of sources increases, and despite 

the limitations (restriction on the MG4), the total cost of the system is reduced. These results 

clearly indicate that energy routing with lower losses is possible in Case Analysis 1, but the 

proposed algorithm prefers the presence of three sources to four sources. Although the 

reduction of system losses is not significant, the importance of energy security is shown in 

comparison with the system losses. In fact, in the usual case, the algorithm attempts to use a 

source that has not reached maximum power in order to decrease the complexity of energy 

routing selection and increase the reliability of the system.  

Table V-8: Simulation results for case analysis 4 (MSML) 

 

 

L1-3

L3-7

L2-3 L6-7

L5-6L2-5

L4-5

L8-9
L7-8

L6-8

R1

R9

R4

R5

R2 R6

R3 R7 R8

4 kW

5 kW

22 kW

C1

C2

Producer

Consumer

Constraint

10.9 kW
C3

2.1 kW

Producer

Consumer

Constraint

Path

1

2

3

4

Priority Source Path (num.) 
Power 

(kW) 
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(kW) 
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(kW) 

1 MG4 4, 5, 6, 7 (1) 4 0.240 0.145 0.385 

2 MG9 9, 8, 7 (2) 10.9 0.436 1.092 1.528 

3 MG2 2, 3, 7 (1) 5 0.350 0.287 0.637 

4 MG1 1, 3, 7 (1) 2.1 0.084 0.260 0.344 

Total 22 1.110 1.784 2.894 
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Of course, in applying this strategy, a  tradeoff can be made with the amount of loss 

that depends on the operator’s decision. For example, if the losses related to set with more 

sources have n (%) reduction compared to other sets, the reliability constraint is ignored. In 

this structure, it is not reasonable to ignore the reliability and security constraints for a loss 

reduction of 70.4 W (2.4%). 

V.4.2. Large microgrids system structure 

 In this section, the 30-MG model shown in Figure V.10 is considered for further 

analysis and to confirm the effectiveness of the proposed algorithm compared to [140]. The 

modified IEEE 30-node system is too complicated and meshed that is not usually available 

for a low-voltage MMG system. However, this topology is still investigated to show the 

performance of the routing algorithm for a larger and more complex MMG system. Also, 

the parameters are presented in Table V-9, Table V-10 and. In this structure, there are two 

surplus-energy MGs and three MGs with energy shortage. The results of the proposed 

routing algorithm are shown in Table V-12. 

 

Figure V.10: Equivalent digraph of the modified 30-MGs system [140]. 
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Table V-9: Multi – microgrid system parameters 

 

Table V-10: Energy routers parameters 

 

 

Table V-11: Multi – microgrid DC transmission lines parameters 

Microgrid Energy situation Available power 

(MW) 

Efficiency  

(%) 

MG2 Surplus 40 100 

MG8 Deficit 15 100 

MG16 Deficit 5 100 

MG17 Deficit 20 100 

MG22 Surplus 10 100 

Energy 

router 

Available 

power 

(MW) 

Efficiency 

(%) 

Energy 

router 
Available 

power 

(MW) 

Efficiency 

(%) 

R1 130 98 R16 32 98 

R2 130 99 R17 32 97 

R3 130 98 R18 16 98 

R4 130 97 R19 32 99 

R5 130 99 R20 32 98 

R6 130 98 R21 32 99 

R7 130 98 R22 32 97 

R8 32 99 R23 16 99 

R9 65 98 R24 16 98 

R10 65 97 R25 16 99 

R11 65 99 R26 16 97 

R12 65 98 R27 65 99 

R13 65 98 R28 65 98 

R14 32 99 R29 16 99 

R15 32 99 R30 16 98 

Line Available 

power 

(MW) 

Voltage 

(kV) 

r (Ω) Line Available 

power 

(MW) 

Voltage 

(kV) 
r (Ω) 

L1-2 50 20 0.0192 L12-13 65 33 0 

L1-3 60 20 0.0452 L12-14 32 33 0.1231 

L2-4 25 20 0.0570 L12-15 32 33 0.0662 
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Table V-12: Simulation results for 30-MGs system structure 

 

 

In the first priority, MG8 is fed by MG2 through MG6 at the lowest cost. After that, the 

power required by MG17 is also provided by MG2, but the capacity limitation of power line 

L2-6 prevents providing this power completely. In fact, the capacity of line L2-6 is 25 MW, 

which the first priority has occupied 15 MW and the available capacity turns to be 10 MW. 

Therefore, in the third priority, another path ({R22, R10, R17}) and MG22 provide the remained 

power of MG17 optimally. Finally, again, MG2 satisfies the last MG with the proper path. 

The paths and power exchange obtained in the third and fourth priorities of this algorithm 

L2-5 32 20 0.0472 L12-16 32 33 0.0945 

L2-6 25 20 0.0581 L14-15 16 33 0.2210 

L3-4 40 20 0.0132 L15-18 16 33 0.1073 

L4-6 25 20 0.0119 L15-23 16 33 0.1000 

L4-12 65 20 0 L16-17 16 33 0.0524 

L5-7 70 20 0.0460 L18-19 16 33 0.0639 

L6-7 60 20 0.0267 L19-20 32 33 0.0340 

L6-8 20 20 0.0120 L21-22 16 33 0.0116 

L6-9 65 20 0 L22-24 16 33 0.1150 

L6-10 32 20 0 L23-24 16 33 0.1320 

L6-28 32 20 0.0169 L24-25 16 33 0.1885 

L8-28 32 20 0.0636 L25-26 16 33 0.2544 

L9-10 65 33 0 L25-27 16 33 0.1093 

L9-11 65 11 0 L27-28 65 20 0 

L10-17 32 33 0.0324 L27-29 16 33 0.2198 

L10-20 32 33 0.0936 L27-30 16 33 0.3202 

L10-21 32 33 0.0348 L29-30 16 33 0.2399 

L10-22 32 33 0.0727  

Priority Source Path (num.) 
Power 

(MW) 

Node loss 

(MW) 

Edge loss 

(MW) 

Total loss 

(MW) 

1 MG2 2, 6, 8 15 0.6 0.0394 0.6394 

2 MG2 2, 6, 10, 17 10 0.9 0.0670 0.9670 

3 MG22 22, 10, 17 10 0.9 0.0097 0.9097 

4 MG2 2, 4, 12, 16 5 0.4 0.0057 0.4057 

Total 40 2.8 0.1218 2.9218 
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are different from [140]. In other words, the proposed algorithm reduces power losses from 

3.236 MW to 2.9218 MW (about 10%) by choosing better paths. 

V.4.3. Performance evaluation 

Table V-13: Performance comparison of different energy routers routing algorithms 

                      Method 

       Feature   

E-LAN graph 

theory based 

method [90] 

Secure based 

graph theory 

method [136] 

Biased min-

consensus based 

method [139] 

Real-time 

transaction based 

method [140] 

Proposed method 

Power loss 

minimization 
Fair Poor Fair Good Excellent 

MSML scenario Not applicable Not applicable Not applicable Not applicable Applicable 

MSSL scenario Applicable Applicable Applicable Not applicable Applicable 

Congestion 

management 
Poor Fair Poor Good Good 

Computation time Medium Medium Low High Medium 

Complexity Medium Low High High Medium 

Main limitation 

Non-optimal 

congestion 

management 

Loss 

minimization is 

not the main 

objective 

High Complexity 

Specify 

transactions 

between sources 

and loads 

Considerable 

computation time 

for large systems 

 

In order to emphasize the features and contributions of the proposed method, a rough 

comparison between the proposed routing algorithm and some recently published methods 

is shown in Table V-13. All strategies are based on graph theory and mainly are aimed at 

reducing the overall power losses in the MMG system via smart energy routing. The 

performance of the proposed method is compared in terms of power loss minimization, 

MSML and MSSL scenarios, congestion management, computation time and complexity, 

which is obtained from the literature and simulation results of this chapter.  

As shown in the simulation results, the power loss minimization in other methods is 

not as good as the proposed algorithm. The weakest performance is related to the secure 

based method, where the security is preferred than the power losses. The MSML scenario 

has not been previously addressed in other methods. Even the transaction-based method has 

not considered the MSSL scenario. In contrast, in this chapter, all the loads are fed 

simultaneously, which is the case in the real application. In term of congestion management, 

the proposed and transaction-based algorithms can work better than [90] and [139] with 

respect to the presence of limited power lines. For instance, with the same system, the 

proposed method in the congestion management case study increases the losses by 25% 
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compare to the normal case study, while [90] and [139] cannot even find the available 

solution. The computation time of the proposed method is less than [140] and longer than 

[139]. In fact, the computational burden of the min-consensus based method is limited only 

to some nodes, while in the transaction-based method, the real-time transaction based on the 

bidding information exchange mechanism is added to the control system. Also, the 

transaction-based and min-consensus based methods have higher complexity due to the use 

of bidding information exchange mechanism and consensus algorithm, respectively. 

Therefore, under the same and fair conditions, the proposed routing algorithm obtains 

significant improvements for a large MMG systems with less than 50 MGs. 

V.5. Conclusion 

The multi-microgrid system is a good solution for the distributed and unpredictable 

nature of RESs. The energy routers interface is a key element in this structure, which 

provides bidirectional power and information flow. In this chapter, a novel energy routing 

algorithm was proposed based on graph theory to achieve P2P energy trading among MGs. 

The main objective of the proposed approach is to reduce power losses while maintaining 

energy security. In fact, the optimal path for power transmission is determined by the 

minimum power losses and minimum sources indexes. Therefore, the suggested scheme is 

able to determine the appropriate match between suppliers and consumers with the best load 

set, optimal sources and no-congestion minimum loss paths. Various analysis cases are 

investigated to confirm the performance and flexibility of the proposed algorithm. For the 

first time, the multi-sources and multi-loads scenario has been explored in the literature. 

Finally, simulation results are presented for different analysis cases which confirmed the 

superiority of the proposed method over the existing ones. In [90], [136], and [140], the 

power losses are about 16%, 29% and 10% higher than the proposed algorithm, respectively. 

Also, in term of congestion management, the proposed and transaction-based algorithms can 

work better than [90] and [139] with respect to the limited power lines. 
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CHAPTER VI :  
 

Conclusions and perspectives  
 

VI.1. General conclusions 

This thesis has presented an energy router interfaces among microgrids in the multi-

microgrid system structure. The DC-based architecture has been chosen for the energy router 

application in the clusters of microgrids. The works not only focus on modelling 

mathematical models but also consider the interaction and power, energy management in the 

system. Besides that, the battery sizing problem and the its operation in a remoted microgrid 

are also studied. The noteworthy results are achieved and concluded as follows. 

• The proposed battery sizing process are developed with two modules. The load 

profiles, grid’s data, the technical and economical constrains are given as the 

inputs. By applying an iterative method, the first part of the sizing method is 

able to estimate the optimal size of PV system. The proposed PV size is capable 

of supplying the load demands and optimizes the investment cost of the system. 

The second part of the sizing process is designed to minimize the battery 

storage size of the system with the optimal results from the first part as an input.  

The main component in the second module of the sizing program is the energy 

management system. A dynamic programming method is utilized in the energy 

management in the inner loop to optimize the system cost, with an iterative 

method in the outer loop to minimize the size of the storage system. The overall 

outputs of the developed sizing program are the optimal sizes of PV system, 

the optimal sizes of BESS and the optimal power schedule for the MG. Thanks 

to the application of the dynamic programming, the SOC of the BESS at the 

begin state and the final state is controlled, which is a significant advantage 

compared to other EMS methods. The simulation results are compared to the 

rule-based method in the literature to show the superiority of the developed 

strategy. 

• To improve the efficiency and the lifespan of the BESS, a HESS concept is 

widely applied in the modern grid. The semi-active HESS topologies are 
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chosen for MG application because of its simple design, reliable and robust 

operation. The objectives of the control method are to reduce the stress of the 

FC system, following the pre-defined range SOC of BESS and minimize 

hydrogen consumption. Thus, a low-pass filter and an EMS are utilized in the 

control system to achieve these goals. A testing simulation model has been 

caried out and show that the stress of the FC system can be reduced by 

decomposing the high-frequency load and there is a tradeoff between following 

SOC of BESS and minimizing the hydrogen consumption with the developed 

EMS. 

• The complementary energy exchange among MGs aims at decreasing the 

dependence on the main grid, reducing the size and cost of the energy storage 

units, and increasing energy efficiency. In this regard, the use of an energy 

router interface to connect the microgrids to the power system is necessary for 

controlling bidirectional power and data flow. In this thesis, mathematical 

models have been developed for the energy router and its control system. The 

main elements in the studied ER are voltage source controllers. The 

master/slave approach is proposed in this thesis for the interaction among MGs 

with the ER interface. The rule for choosing grid-forming unit relates to the 

amount of controllable energy in the MGs. These models and the control 

framework have been analyzed with numerous case studies. The simulation 

results have shown that the interconnection in the MMG with the DC link 

enhances the peer-to-peer energy trading between MGs so that the autonomous 

of the whole system has been improved.  

• Unlike the AC interconnection, the AC MGs in the MMG system with the 

proposed ER interface can be electrical isolated. The fluctuation of the 

frequencies is not shared among MGs. Hence the “flexible” frequency 

approach can be applied. In this scenario, each MG in the cluster can work with 

a different range of frequency. The stability of the overall system is related to 

the stability of the DC voltage in the DC common link which is regulated by 

the grid-forming MG. The stability of this DC-link can be supported by using 

the concept of VSG or by improving the “inertia”. The thesis has also pointed 
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out that other members in the MMG system can contribute to the whole system 

stability by using a droop frequency characteristic with the grid-forming unit.  

• With the ER application, one of the most crucial features in determining multi-

microgrid system performance is the energy routing algorithm strategy based 

on graph theory. The objective of the routing algorithm is to minimize the 

overall power losses with respect to congestion and reliability in the MGs 

cluster. The optimal paths for power transmission among MGs are defined by 

the minimum power losses and minimum sources indexes. In this thesis, for 

the first time, the multi-sources and multi-loads case studies has been explored 

in the literatures. The new routing strategy has been proposed and examined 

for the multi-microgrid system with 9 MGs system and 30 MGs system. The 

encouraging simulation results are proved by comparing with various existing 

routing methods. 

VI.2. Outlook on future research 

The works and results presented in this thesis lead to new questions and studies, which 

opens a great number of future researches. 

• First of all, the battery sizing problem considered in this thesis only focus on 

a single islanded microgrid system. In the future works, this sizing method can 

be applied to a microgrid working in a multi-microgrid system. Hence, the 

energy exchange process among microgrids can be taken into account in the 

energy management system in the sizing process. There will be new constrains 

and may be a new optimization function in this scheme, which can further 

reduce the size of the energy storage system. 

• The strategy for operation of the hybrid energy storage system in this thesis 

aim to optimize the fuel cell consumption, stress and limit the SOC variation 

of the battery. In the future work, a multi-objective optimization approaches 

can be designed to optimize all the performance criteria. 

• The DC-based energy router interface has been investigated with a single grid-

forming unit. In a real implementation, there could be two or more grid-

forming units, which will enhance the reliability of the multi-microgrid 
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system. Therefore, the strategy for load sharing and DC voltage control among 

these units need to be investigated.  

• To improve the stability of the multi-microgrid system, the droop frequency 

method can be expanded with more than two participated microgrids. Another 

solution from the customers’ side such as demand side management can also 

be considered.  

• The application of graph-based routing algorithm is an ongoing research 

branch in the power system community. The proposed routing method in this 

thesis needs to be tested in the laboratory environment. Furthermore, the delay 

in the communication among energy routers is a very crucial problem and 

could be considered in the future research. 
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