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Abstract

With the development of the digital society and the Internet of Things, the development of
communication systems is more and more important with a need to further increase transmission
rates per user, capacity, security and flexibility. This trend is general in all areas of society
and in particular in the field of transport. In particular, the era of the digitization of
services and autonomous and connected mobility requires the development of V2X (vehicles
for all) communication systems offering increasingly higher transmission speeds, capacity and
a level of security. Fifth generation (5G) cellular networks promise significant improvements in
throughput, capacity, latency and reliability.
Given the possibilities offered by this technology and due to the obsolescence of the current
ground-train communication system used in Europe, the GSM-R (Global System for Mobile
Communication - Railway) will be replaced by the FRMCS (Future Railway Communication
System), which provides for the parallel use of several radio access techniques including 5G.
It is therefore possible to envisage ever more robust telecommunications applications such as
automatic train monitoring, control and regulation of rail traffic. In addition, the performance
promised by this 5G technology will allow the emergence of new services: remote driving of
trains without a driver on board, deployment of automated trains, coupling / decoupling of line
trains, etc. Thus, 5G paves the way for the rail networks of the future that are more connected,
more automated and, therefore, more available, safer and more respectful of the environment.
The development of these new services requires in particular to guarantee the robustness,
reliability and operational safety of the wireless links on which they are based. To do this, it is
necessary to be able to assess the different communication systems before their deployment in
railway environments representative of those encountered along the railways (cuttings, urban
areas, rural areas, stations, viaducts, tunnels, etc.) by emulating these environments in
channel emulators using representative models obtained by measurements or simulations (ray
tracing/launching).
In this context, this thesis objective is to implement a 4x4 MIMO (Multiple-input, Multiple-
output) channel sounder in the sub 6 GHz range in order to characterize different railway
environments for which models do not exist yet. The equipment developed is based on the use
of software radio cards and specific software that have been modified. It is a LTE (Long Term
Evolution) type telecommunications system composed by a base station that will be installed
alongside the infrastructures, and a mobile station on the train. The radio channel characteristics
are obtained by calculating the channel estimate via the pilots of an LTE-OFDM symbol. It can
be used on the move. The assembly is compact enough to be transported and allow measurements
of the channel in any type of environment.
In this PhD thesis, we describe the different channel models in the literature and we analyze
the existing models in the rail sector in order to identify the environments where it is necessary
to carry out measurements. We focus on simple Tapped Delay Line–TDL models. Secondly, we
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CHAPTER 0. ABSTRACT

provide a state of the art of the different types of channel sounder and radio channel sounding
techniques. This work allowed us to choose the sounder technology developed, namely a system
based on the use of reconfigurable SDR (Software Defined Radio) platforms and an LTE type
signal. We then detail the architecture, principle and implementation of the channel sounder
and its validation by simple measurements. This part constitutes the main contribution of the
thesis. Finally, the last chapter is devoted to field measurements. We conclude and give the
very many perspectives of the work
Keywords : Channel sounder, MIMO, Channel Estimation, SDR, Railway, 5G.

vi



Résumé

Avec le développement de la société numérique et de l’Internet des objets, le développement des
systèmes de communication est de plus en plus important avec un besoin d’accroître toujours
plus les débits de transmission par utilisateur, la capacité, la sécurité et la flexibilité. Cette
tendance est générale dans tous les domaines de la société et en particulier dans le domaine
des transports. En particulier l’ère de la digitalisation des services et la mobilité autonome et
connectée nécessite le développement de systèmes de communication V2X (Vehicules à tout)
offrant des débits de transmission, une capacité et un niveau de sécurité de plus en plus élevés.
Les réseaux cellulaires de cinquième génération (5G) promettent des améliorations importantes
en termes de débit, de capacité, de latence et de fiabilité.
Ainsi, grâce aux possibilités offertes par cette technologie et en raison de l’obsolescence du
système actuel de communication sol-train utilisé en Europe, le GSM-R (Global System
for Mobile Communication – Railway) sera remplacé par le FRMCS (Future Railway
Communication System) qui prévoit l’utilisation en parallèle de plusieurs techniques d’accès
radio dont la 5G. Ainsi il est possible d’envisager des applications des télécommunications
toujours plus robustes telles que la surveillance automatique des trains, le contrôle, la régulation
du trafic ferroviaire. En outre, les performances promises par cette technologie 5G permettront
l’émergence de nouveaux services : conduite à distance de trains sans conducteur à bord,
déploiement de trains automatisés, couplage/découplage de trains en ligne, etc. Ainsi, la 5G
ouvre la voie aux réseaux ferroviaires du futur plus connectés, plus automatisés et, ainsi, plus
disponibles, plus sûrs et plus respectueux de l’environnement. Le développement de ces nouveaux
services nécessite notamment de garantir la robustesse, la fiabilité et la sûreté de fonctionnement
des liens sans fils sur lesquels ils reposent. Pour ce faire, il convient de pouvoir évaluer les
différents systèmes de communication en amont de leur déploiement dans des environnements
ferroviaires représentatifs de ceux rencontrés le long des voies ferrées (tranchées, zones urbaines,
zones rurales, gares, viaducs, tunnels, etc.) grâce à l’émulation de ces environnements dans des
émulateurs de canaux en utilisant des modèles de canaux. Les modèles de canaux représentatifs
sont obtenus par des mesures ou des simulations (Tracer/lancer de rayons).
Ainsi ce travail de thèse se focalise sur la mise en œuvre d’un sondeur de canal MIMO
(Multiple-input, Multiple-output) 4x4 dans la gamme sub 6 GHz afin de caractériser différents
environnements ferroviaires dont les modèles n’existent pas encore. L’équipement développé
s’appuie sur l’utilisation de cartes radio logicielles et de logiciels spécifiques qui ont été modifiés.
C’est un système de télécommunications de type LTE (Long Term Evolution) constitué par
une station de base qui sera installée le long de l’infrastructure, et une station mobile dans
le train. La mesure des caractéristiques du canal radioélectrique s’effectue grâce au calcul de
l’estimation du canal via les pilotes d’un symbole LTE-OFDM. Il peut être utilisé en mobilité.
L’ensemble est assez compact pour être transporté et permettre des mesures du canal dans tout
type d’environnement.
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CHAPTER 0. ABSTRACT

Dans ce mémoire nous décrivons les différents modèles de canaux de la littérature et nous
analysons les modèles existants dans le domaine ferroviaire afin d’identifier les environnements
où il faudra réaliser des mesures. Nous nous focalisons sur des modèles simples de type ligne à
retard (Tapped Delay Line –TDL). Dans un deuxième temps nous proposons un état de l’art
des différents types de sondeur de canaux et techniques de sondage du canal radioélectrique.
Ce travail nous a permis de choisir la technologie du sondeur développé, à savoir un système
reposant sur l’utilisation de cartes SDR reconfigurables (Software Defined Radio) et d’un signal
de type LTE. Nous détaillons ensuite l’architecture, le principe et la mise en œuvre du sondeur
de canal et sa validation par des mesures simples. Cette partie constitue le cœur de la thèse.
Enfin le dernier chapitre est consacré à des mesures terrains. Nous concluons et donnons les
perspectives très nombreuses du travail
Mots-clés : Sondeur de canal, MIMO, SDR, Estimation de canal, ferroviaire, 5G.
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General Introduction

Context and Motivations
With the development of digital technology and the Internet of Things, there is a growing
need for very high transmission rates per user, network capacity, security and flexibility of
communications systems. This trend is general in all domains of the society and particularly
in the field of transport. The digitization of services and autonomous and connected mobility
requires the development of V2X (vehicles for all) communication systems offering increasingly
high transmission speeds, capacity and a level of safety and security for some applications. Fifth
generation (5G) cellular networks promise significant improvements in throughput, capacity,
latency and reliability. Thus, thanks to the possibilities of this technology and due to the
obsolescence of the current train-to-ground communication system used in Europe, GSM-R
(Global System for Mobile Communication - Railway) will be replaced by FRMCS (Future
Railway Communication System), which considers parallel use of several radio bearers, based
on different radio access techniques, namely Wi-Fi, LTE (Long Term Evolution), Satcom and
5G. This technology will allow the emergence of new critical services: remote driving of trains
without a driver on board, deployment of automated trains, coupling / decoupling of trains
while moving, etc. Thus, 5G technology paves the way for the rail networks of the future that
are more connected, more automated and, therefore, more available, safer and more respectful
of the environment.
The development of these new critical services requires to guarantee the robustness, reliability
and operational safety of the wireless links on which they are based. For this purpose, it is
necessary to be able to assess the various communication systems upstream of their deployment
in railway environments representative of those encountered along railways (cuttings, urban
areas, rural areas, stations, marshalling yards, tunnels, viaducts, etc.). In this context, there is
an urgent need to avoid long and costly trials on the tracks by emulating both the radio access
technologies and the railway radio channels representative of railway environments in channel
emulators. This approach is called "zero on site testing" or "digital testing". It exists since
several years in the automotive domain [1] and a specific action is dedicated to this topic in
the Shift2Rail program (https://shift2rail.org/). "zero on site testing" of communication
systems should also allow to perform tests taking into account various type of perturbations
such as network load, network perturbations, electromagnetic perturbations, which cannot be
accessed directly during trials along railway lines. As a consequence, a virtual test laboratory
requires the emulation of realistic and representative radio environments that rely on properly
modelled radio channels obtained when possible with measurements or simulations (Ray tracing/
Ray launching on general).
Railway radio channel environments are very specific depending on the type of trains (High
speed trains, regional trains, freight, etc.). In addition, one can consider train-to-ground (T2G),
Train-to-train (T2T) and intra-train communications. The dynamic aspects (speed of the train)

1
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should be also taken into account in the modelling. All these differences induce to consider
different type of channel models.
Radio channel models can be empirical/statistic or deterministic, semi deterministic or site
specific. A widely adopted model is based on systems theory where the parameters of the model
can be deterministic or statistical. The model is in general a mathematical representation
of the Channel Impulse Response (CIR) or the Channel Frequency Response (CFR). With
the development and complexity increase of cellular systems, channel characterisation and
modelling is a very intensive field of research in the scientific community and also in the
telecommunication industry. Several channel models have been developed within European
projects and are now considered as "standardized" channel models and considered as reference
models in the standardisation groups, such as 3GPP or 5GPPP to evaluate fairly different
bricks of the communication technology in development. We can mention for example ITU,
SCM, WINNER, METIS models. The model complexity is ever evolving with the increasing
complexity of geographical environments and the technologies, such as MIMO (Multiple Input
Multiple Output), Massive MIMO, Beam forming, intelligent antennas, etc. More and more
statistical parameters are taken into account such as angles of arrival and departure, antenna
radiating diagram, etc. in order to model radio channels as close as possible to real radio
channels.
To develop the zero on site testing for communication systems in the Railway domain, there
is a need to develop the appropriate testing platforms in which the appropriate representative
channel models can be implemented. For a given environment, all channel parameters have to be
extracted from the statistical variations of the CIRs or CFRs measured with a channel sounder
in Single Input – Single Output (SISO) or MIMO configurations. To do so, different types of
channel sounders have been developed in recent years based on different types of excitation signal,
antenna distribution, center frequency and bandwidth used for measurements. A particular
interest was brought to the systems based on Software Defined Radio (SDR) platforms and
Orthogonal Frequency Division Multiplexing (OFDM) excitation signal. This kind of platform
offers a programmable and flexible hardware and software channel sounder and generally more
portability for on-site measurements.
In this context, after a first of state of the art to identify existing Railway channel models
that can be considered for zero on site testing of communication systems and identification
of environments were additional measurements are needed, the motivation of this thesis were
twofold. First, the aim was to develop and validate a new 4x4 MIMO channel sounder based on
SDR platforms and modified standardized LTE Time Division Duplex (TDD) signal in the sub 6
GHz band able to support high speed. Second to perform measurements in railway environments
not yet covered by existing models. The SDR-based channel sounder was verified and used in
different indoor and outdoor scenarios at different speed. Unfortunately, due to the COVID-19
and lock down in Europe, it was not possible to envisage measurements in railway environment
during the PhD duration.

Thesis Organization
This thesis manuscript is divided into five Chapters. After a reminder of the channel propagation
characteristics and definitions, a literature survey on existing wide band radio channel models
for wireless systems will be proposed in Chapter 1. It is important to notice that we will focus
the survey on radio channel models that are considered for system performance evaluation at
physical layer and standardized channel model in the world.
Thereafter, in Chapter 2, we will present a state of the art on existing radio channel models
in the railway domain. We will highlight first the railway environments characteristics. Then,
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the literature survey will show that mainly the case of High Speed Line is treated with specific
environments namely open air rural, cutting, viaduct, station and tunnel. We will detail then
the main Tap Delay Line (TDL) and Cluster Delay Line (CDL) channel models for each of these
HSL environment as they constitutes models easy to implement in simple channel emulators. In
this Chapter, we will highlight also the absence of channel models for the tunnel case.
In Chapter 3, we will propose a state of the art of the channel sounding techniques in time
and frequency in order to position our work. We will present MIMO channel sounders in sub-6
GHz band and millimetre waves bands. Then we will detail the SDR-based channel sounders
category and particularly the ones that consider LTE signal. Based on this analysis, we have
decided to built a 4x4 MIMO SDR-based channel sounder based on the use of a standardized
LTE transmission.
Chapter 4 is devoted to the description and validation of the developed SDR-based MIMO
channel sounder in the sub 6 GHz band. After a detailed presentation of the hardware and
software bricks, we will provide the description of the excitation signal based on a modified
LTE standard signal. In a second part, we will explain the sounding method used to be able to
perform real time measurements and acquisition at high speed. We will present how the CFRs
are recorded and stored, then exploited in post-processing. The last part of this chapter will
show the different validation steps of the channel sounder.
Chapter 5 will present the results of two measurement campaigns: indoor measurements in a
corridor of the laboratory for LOS and NLOS 2x2 MIMO scenarios at 2.7 GHz and outdoor
measurements at 3.5 GHz for LOS and NLOS scenarios at 6 and 20 km/h. We will present and
comment the CFRs, CIRs and Path Loss measured. The main channel parameters are extracted
when possible based on the Power Delay Profile (PDP).
Finally, we will conclude the thesis manuscript and we will propose some perspectives of this
work.

Thesis Contributions
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• M. Berbineau and R. Behaegel and J. M. Garcia-Loygorri and R. Torrego and R. D’errico
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Miscellaneous Publications
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Chapter 1

Generalities on Radio channel
models

1.1 Introduction
Wireless communications are a key technology to increase railway transport efficiency and safety.
Consequently, the deployment of wireless communication devices is ever increasing in the railway
domain not only for passenger applications but mainly for train exploitation. Particularly the
need for safe and reliable radio links is becoming huge with the development of applications such
as radio-based control command, remote control of engines, virtual coupling and decoupling of
trains (platooning). These needs are accentuated with the development of Autonomous Train
applications.
In order to be able to demonstrate the safety level and the reliability of safety-related of radio
links, the evolution of key performance indicators at physical layer or at application layer (bit
error rate, frame error rate, packet error rate, end-to-end delays, latency, etc.) should be known
in different types of environments encountered by trains and metros. This requires to be able
to perform radio system performance assessment in realistic environment conditions. In order
to avoid large and expensive tests along the railway lines, the performance evaluation of the
different radio links should be based on simulations and emulations employing realistic channel
models related to railway context. Railway environments are generally very different than the
environments considered in general in the wireless communication domains (cellular system
development) or in other transport modes (automotive, maritime and aeronautical). Railway
environments are composed of tunnels, cuttings, viaducts, open area, railway stations, the inside
of the trains, various obstacles such as pylons and some combined scenarios.
This chapter presents a literature survey on existing radio channel models in the railway domain
for wireless system performance evaluation. Consequently, on this work it is important to notice
that we focus on radio channel models that are considered for system performance evaluation
at physical layer, namely radio channel models able to express the complex impulse response or
the transfer function of the channel and to be implemented in simulation or emulation chains.
The aim of this analysis is to highlight the channel parameters we will need to extract during
the channel sounding measurements in order to model the measured channel.
The rest of the chapter is organized as follows. Section1.2 will remind generalities regarding
mobile radio propagation. Then, we will present the main used wide band radio channel models
in the wireless telecommunications world. The models are detailed and presented trying to
follow a chronological order of apparition at standardization bodies.
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1.2 Mobile radio channel generalities and modelling
1.2.1 Introduction
In this part of the chapter we will first present the mobile radio channel characteristics. Secondly,
the mathematical representation of SISO (Single Input Single Output) and MIMO (Multiple
Input Multiple Output) systems are detailed with the impulse response and the transfer function
of the channel. Then, the Bello functions are described to introduce the delay Doppler spread
and the frequency Doppler spread functions.

1.2.2 Main mobile radio channel characteristics
In a SISO transmission, the various obstacles in the environment between the transmitter and
the receiver (terrain geometry, buildings, vegetation...) generate various perturbations of the
signal[2],[3]. These perturbations are related to physical phenomena: reflection, diffraction and
diffusion. The wave direction, the amplitude, phase and polarization are affected by these
phenomena [4] that generate multipaths between the transmitter and the receiver. In addition,
when the vehicle is moving, frequency shift called Doppler shifts, are introduced on each path
arriving to the receiver and create a Doppler spectrum that affects the signal. The multipaths
phenomenon determines the main properties of the radio wave propagation channel [4]:

• time variability due to dynamic modifications of the radio propagation environment;
• spacial variability that describes a different behavior of the propagation channel when the

transmitter and the receiver are moving. This provokes the large and small scale variations
of the signal also called slow and fast fading.

• Frequency selectivity directly linked to multipaths phenomenon is illustrated on the
impulse response or the transfer function respectively in time or in frequency.

1.2.2.1 Longitudinal attenuation (path loss)
In general, during a mobile radio transmission, the channel attenuates the power of the
transmitted signal. Two types of attenuation exist:

• Large-scale attenuation that depends mainly on the distance between transmitter and
receiver. It corresponds to the average attenuation of the signal received over distances
of a hundred wavelengths and appears classically in the link budget of a transmission
[5]. The attenuation at medium scale which corresponds to the variations of the received
power over distances of the order of ten times the wavelength. It is caused mainly by the
effects of masking the signal due to the various environmental obstacles present on the
wave trajectory.

• The small-scale attenuation that corresponds to the fluctuations of the signal received
over distances of the order of the wavelength. These variations are due to the physical
phenomenon of multiple paths [6].

1.2.2.2 Multipaths
Following the optical analogy, the different obstacles between the transmitter and the receiver
cause multiple copies of the signal (rays) traveling with different paths with different propagation
delays τ .
These rays add constructively or destructively at the receiver, thereby giving rise to rapid
fluctuations of the signal amplitude. This allows the reception of a signal even if there is
no direct visibility between the transmitter and the receiver. Multipath provokes small scale
variations that can reach several tens of dB.
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Signal variations due to phenomena such as reflections, diffraction, scattering and diffusion as
illustrated on 1.1. The transmission path between the transmitter and the receiver can vary
from a simple direct path (Line Of Sight-LOS) to several indirect paths (Non Line Of Sight -
NLOS) due to several obstacles (buildings, mountains, trees, etc.).

Figure 1.1: Illustration of propagation phenomena of multi-paths

As already mentioned, the wave direction, the amplitude, phase and polarization are affected
by these phenomena that generate multipath between the transmitter and the receiver. The
multipath phenomenon determines the main properties of the radio propagation channel. This
is illustrated on 1.2. In addition, vehicle motion generates frequency shift called Doppler shifts,
introduced on each path received. This creates a Doppler spectrum that affects the signal.

Figure 1.2: Illustration of slow and fast fading

1.2.2.3 Delay spread
The combinations of the different signal replicas that follow different propagation paths can be
constructive or destructive depending if the signals are in phase or not. The delay spread Dr
characterizes the variations of the delays of the different paths around the mean delay. The
delay spread is given by the following relation:
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Dr =

√√√√∑p(τp − τm)2Pp∑
p Pp

with τm =
∑
p τpPp∑
p Pp

(1.1)

where τ and Pp are respectively the associated delay and power to the pth path of the impulse
response. The parameters characterizing the path delays in the channel are in general: First-
Arrival Delay, Mean Excess Delay, Maximal Excess Delay, RMS (Root Mean Square) Delay
Spread.
The First-Arrival Delay (τA) is a time delay corresponding to the arrival of the first transmitted
signal at the receiver. It is usually measured at the receiver. This delay is set by the minimum
possible propagation path delay from the transmitter to the receiver. It serves as a reference, and
all delay measurements are made relative to it. Any measured delay longer than this reference
delay is called an excess delay.
The Maximum Excess Delay (τm), also called Maximum Delay Spread, denoted as τm, is the
relative time difference between the first signal component arriving at the receiver to the last
component whose power level is above some threshold. The RMS Delay (τrms) is referred to the
variance of the excess delay.
These parameters are illustrated in Figure 1.3 that represents the so called Power Delay Profile
Ph(τ) at a given position. It refers to the average power associated with a given multipath delay
when a short pulse is sent into the channel.

Figure 1.3: Illustration of Power delay profile measured

In the frequency domain, the channel coherence bandwidth Dr is defined as Bc = 1
Dr

as a
dual variable of Dr. Bc corresponds to the frequency band on which the transfer function will
not vary. On this frequency band, the spectral components of the signal are affected similarly.
Both parameters are used to characterize frequency selectivity of a channel. When the signal
bandwidth Bs is much lower than the coherence bandwidth Bs << Bc, the channel is considered
as non selective in frequency. On the contrary, the channel is frequency selective. This results
in inter symbol interferences (ISI). Channel selectivity impacts the system performance.
1.2.2.4 Doppler effect

Doppler effect refers to the apparent shift of the radio signal frequency due to the mobility
of the mobile station or variations in the environment. The Doppler shift is proportional to
the mobile speed and the carrier frequency. The Doppler effect is characterized by a frequency
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spread that corresponds to the difference between the largest and the smallest frequency shift
due to multipath.
In the time domain, the Doppler effect corresponds to a time variation of the impulse response
of the channel. Tc is the coherence time of the channel. Tc is dual to the Doppler shift. Tc
indicates the duration for which the channel impulse response is stationary. When the symbol
time Ts is much lower than the coherence time Ts << Tc, the channel is constant during the
transmission. The channel is not selective in time. When Ts is much greater than Tc(Ts >> Tc),
the channel varies during a symbol duration, the channel is frequency selective.
The maximal Doppler shift denoted fd in case of 1 path p with an angle of arrival θ on the
mobile receiver compared to the direction of the mobile can be expressed as:

fd = fc − fin = v

c
fc cos θp (1.2)

were fc is the operating frequency and c is the light speed, v is the mobile speed in m/s and fin
is the instantaneous frequency in Hz. Each individual path arriving with an angle θi experiences
a Doppler shift fdi. Then depending of the angle of arrival distribution, a Doppler spectrum is
observed. The most used Doppler spectrum representation are:
If the angle of arrival has a uniform distribution between [−π,+π] the Doppler spectrum can
be expressed by equation 1.3 [7] and represented by Figure 1.4. It is called "Classic" or "Jakes"
Doppler spectrum.

S(f) =


σ2

πfd
. 1√

1− f
fd

2
, where− fd ≤ f ≥ +fd

0, otherwise
(1.3)

where σ2 is the variance of the signal and fd the maximal Doppler spread.
Depending on the distribution of the angles of arrival due to the environment but also due to
the characteristics of receiving antenna, various Doppler spectrum shape exist. The most well
known are the Flat, the Gaussian and the Rice Doppler spectrum.
The Flat, Gaussian and Rice Doppler spectra can be expressed by the following equations (1.4,
1.5, 1.6) [7] and are illustrated in Figure 1.4.

S(f) = 1
2fd

, fd 6= 0 (1.4)

S(f) =
{

1√
2πσ2 exp(

f2

2σ2 ), |f | ≤ fd
0, |f | > fd

(1.5)

S(f) =


0.41
2πfd .

1√
1+109−( f

fd
)2
, |f | ≤ fd

0, |f | > fd

(1.6)

where σ = σg × fd with σg the standard deviation of the Gaussian classical function.
1.2.2.5 Radio electric noise

Noise is the main perturbing element in a digital communication. It is defined as any signal
containing no useful information to find the original message. This noise has a power and allows

9



CHAPTER 1. GENERALITIES ON RADIO CHANNEL MODELS

Figure 1.4: Representation of the Classic [8], Flat [7], Gaussian [7] and Rice [7] Doppler
spectrum, from left to right respectively

to introduce a reference parameter: the signal to noise ratio (SNR) defined as the ratio of the
power of the useful signal to the power of the noise: SNR = P0

σ2 . One of the benefits of digital
communications is to offer lower noise sensitivity than analog communications.
The sources of noise are many, here is a non-exhaustive list: the internal noise of the components
(thermal noise due to the activity of the electrons in the semiconductors), the cosmic radiation,
human activity as the emission of other signals (non intentional perturbations) and also
intentional noises (such as electromagnetic attacks with jammers). The noise is a stochastic
value that neither transmitter nor receiver can control. It is necessary to assign a statistical
model to noise. The most conventionally used is a complex Gaussian additive white noise with
zero mean and variance equals to σ2. In the case of railway environments, [9] has highlighted
the presence of specific impulsive noise due to bad sliding contact between the catenary and the
pantograph.
1.2.2.6 Diversity notion

Diversity is used in wireless transmission systems to combat small-scale fading caused by
multipath and to improve overall system performance. It reflects the fact that the same
bit of information experiences several independent representations of the channel during its
transmission. The reception of independent replicas of the same signal makes it possible to
increase the reliability of the link. The diversity gain at transmitter side is given by:

Gd = − lim
SNR→∞

log(Pe)
logSNR

(1.7)

where Pe corresponds to a binary probability of error and SNR is the signal to noise ratio.
Several diversity techniques exist, namely space, time, frequency, polarization. Space diversity
consists of using multiple antennas separated at least by the distance of coherence from the
channel (minimal distance for independent fading). In general minimal distance to be considered
is λ/2 where λ is the wavelength. Spatial diversity exists on transmission and reception.
Time diversity applies for the selective channels in time. The information is repeated in
time at larger intervals than the coherence time of the channel (minimal duration between
two independent fades).Time diversity is generally used with interleaving and error correction
coding. Frequency diversity is used for frequency selective channels. The information is repeated
over a frequency band wider than the channel coherency band (minimum frequency spacing
between two frequencies with independent fading). Frequency diversity is the foundation of
spread spectrum or multi-carrier techniques. Polarization diversity considers replicas of the
same signal polarized differently.
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The most common solution is the use of two orthogonal polarization, such as vertical and
horizontal or circular right and left or more or less 45 degrees for example. Polarization diversity
can be considered with collocated antennas. MIMO systems generally exploit spatial diversity by
considering multiple antennas also combined with the other type of diversity. The propagation
characteristics of the two waves must be different.
1.2.2.7 Correlation

Correlation between antennas is an important parameter for the performance of MIMO systems.
It reflects the degree of average resemblance between the signals. Indeed, it conditions the spatial
diversity that can be recovered by the multiple antennas, as well as the number of independent
flows that can be transmitted over the same time and frequency resources. This correlation
between channels depends on the angular dispersion (the difference between the extreme angles),
the spacing of the antennas and their polarization. The correlation between two channels h1
and h2 is expressed as follows:

Cor(h1, h2) = E[h1.h
∗
2] (1.8)

where E denotes the expectation and the exponent * indicates the complex conjugation. If
we model h1 and h2 as Gaussian random variables of zero mean and unit variance, a unit
correlation means that these two channels are identical, whereas a zero correlation means that
they are completely independent. Between these two extremes, two channels may be more or
less correlated. In practice, the correlation can be measured by the time average of the product
h1× h2.
In a general propagation environment, the various signal replicas generated by the multi-paths
are more or less correlated in time, in frequency or in space and are not affected by the same
attenuation if they are low correlated. The introduction of MIMO techniques allows taking
into account the different diversities. MIMO techniques exploit an additional dimension in the
propagation channel: spatial diversity that can be characterized by the correlation degree at
transmission and at reception side. This correlation degree depends on space between antennas,
angle of arrival, angle of departure of the paths, angular spread that are related to the geometric
distribution of obstacles in the propagation channel [10]. Variations of the signal polarization
influence also the correlation degree in the channel.
1.2.3 Mathematical representation of the channel
1.2.3.1 Representation of the SISO channel

For a time-variant channel, the SISO channel can be defined by its impulse response, in the time
domain or with the transfer function in the frequency domain [10]. The complex based band
impulse response h(t) is generally described with the input signal at the transmitter and with
the output signal at the receiver as equation 1.9 [10].

y(t) = h(t) ∗ x(t) + v(t) (1.9)

where x(t) and y(t) are the transmitted and received complex signal respectively. And v(t) is
the additive noise at the receiver. The operator * is the convolution operator.
The system equation can be written as 1.10 in the frequency domain, where Y (f) and X(f) are
the Fourier transform of y(t) and x(t) respectively.

Y (f) = H(f)X(f) + V (f) (1.10)
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where Y (f), H(f), X(f) and V (f) are respectively the Fourier transform of y(t), h(t), x(t) and
v(t). H(f) represent the transfer function of the channel.
With the effect of the environment on the signal, the impulse response h depends of the absolute
time t and delay τ due to multi-paths components as presented before. The input signal x and
output y of the channel are related to a convolution product as follow:

y(t) =
∫ +∞

−∞
h(t, τ).x(t− τ)dτ (1.11)

The transfer function is the frequency response of the channel in the frequency domain when
it is excited by a sinusoïd with a frequency f at a moment t. The transfer function can be
calculated by a Fourier transform (FT) from the impulse response as follows :

H(t, f) =
∫ +∞

−∞
h(t, τ)exp(−j2πfτ)dτ (1.12)

The relationship between the spectrum transmit signal X(f) and the received signal y(t) is given
by :

y(t) =
∫ +∞

−∞
H(t, f).X(f)exp(j2πft)df (1.13)

1.2.3.2 Bello functions
The four system functions are known as Bello functions [11]. h(t, τ) is the Impulse response,
H(t, f) the Transfer function or frequency response, S(τ, fd) the Delay Doppler spread function
and D(f, fd) the Doppler spread function illustrated in Figure 1.5 :

• h(t, τ): Impulse response,
• H(f, t):Transfer function,
• S(τ, fd): Delay Doppler spread function,
• D(f, fd): Doppler spread function.

Figure 1.5: Relation between Bello functions

This representation shows that two other channel functions named delay Doppler function and
frequency Doppler function exist. They are derived from a FT to the time variant impulse
response and time variant frequency response respectively (transfer function) and given in [10].
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Delay Doppler spread function S(τ, fd)
It gives information on the frequency Doppler spread for a delay τ . This function represents
the impact of the Doppler effect on the temporal variation of the channel. The delay spread
Doppler function can be calculated by a Fourier transform from the impulse response following
equation 1.14:

h(t, τ) =
∫ +∞

−∞
S(τ, fd)exp(j2πfdt)dfd (1.14)

The S(τ, fd) function represents the temporal and frequency dispersion of the propagation
channel. It gives also a representation of the mean power by delay τ and maximal Doppler
spread fd. It can be calculated by the following equation:

S(τ, fd) =
∫ +∞

−∞
h(t, τ)exp(−jfdt)dt (1.15)

The receive signal can be written to replace 1.10 in 1.11 following the equation 1.16:

y(t) =
∫ +∞

−∞

∫ +∞

−∞
S(τ, fd).x(t− τ).exp(j2πfdt).dfd.d(τ) (1.16)

Doppler spread function D(f, fd)
D(f, fd) corresponds to the spectral response of the channel at a frequency offset fd hertz with
respect to the injected frequency f . the transfer function H(f, t) and the delay Doppler spread
function S(τ, fd) are connected to D(f, fd) by the Fourier transform according to 1.17 and 1.18

D(f, fd) =
∫ +∞

−∞
H(f, t)exp(−j2πfdt)dt (1.17)

S(τ, fd) =
∫ +∞

−∞
D(f, fd)exp(j2πfdt)df (1.18)

Channel correlation function
The properties of the propagation channel vary versus time. Only a stochastic approach allows
to access to the characteristic quantities of the channel. This approach should allow in theory to
identify the laws of variations of the four functions of Bello in a multidimensional space (time,
delay, frequency, Doppler spread).
The correlation Bello functions are defined by:

• Rh(t1, t2; τ1, τ2) = E[h(t1, τ1).h∗((t2, τ2)]
• RH(f1, f2; t1, t2) = E[H(f1, t1).H∗((f2, t2)]
• RD(f1, f2; fd1, fd2) = E[D(f1, fd1).D∗((f2, fd2)]
• RS(τ1, τ2; fd1, fd2) = E[S(τ1, fd1).S∗(τ2, fd2)]

As with Bello functions, the correlation Bello functions are link each others by Fourier transform
function. The difference is that with correlation, the Fourier transform is a double Fourier
transform function. The relations between correlation Bello functions are presented in Figure
1.6.

13



CHAPTER 1. GENERALITIES ON RADIO CHANNEL MODELS

Figure 1.6: Relation between correlation Bello functions

The correlation function of Bello function can be simplified with different hypothesis relative to
the stationary of the channel. The channel stationary can be in the time domain, frequency
domain or a wide sens stationary with uncorrelated scatterers. A Wide sens stationary
uncorrelated scatterers assume the channel stationary both in temporal and frequency domains.
1.2.3.3 Representation of the MIMO channel

A MIMO system is defined by the number of antennas at transmitter m side and the number
of antennas at receiver side n. The classical representation of a MIMO channel relies on a
channel description based on m x n independent SISO channels modeled with the H matrix.
The equivalent diagonal matrix system allows expressing the channel as the superposition of
several eigen-decorrelation channels. As recall in [12], it was demonstrated that the MIMO
radio propagation channel is constituted of the superposition of several independent sub channels
each carrying a fraction of the transmitted signal [13], [14]. The MIMO channel appears as a
linear application of the emitted signal X towards the received signal Y. The singular value
decomposition [15] of the H matrix allows the diagonalization of the linear system of equations.
This singular value decomposition allows the diagonalization of the MIMO matrix system.
The MIMO propagation channel can be modeled in two different ways. The first approach is to
represent the MIMO propagation channel by a matrix of impulse responses containing all the
impulse responses between each SISO link in the system.
For a m × n MIMO system, where m and n are respectively the number of antennas at the
transmitter and the receiver. The time variant MIMO matrix is defined by the equation 1.19:

H(t, τ) =


h11(t, τ) h12(t, τ) . . . h1n(t, τ)
h21(t, τ) h22(t, τ) . . . h2n(t, τ)

...
... . . . ...

hm1(t, τ) hm2(t, τ) . . . hmn(t, τ)

 (1.19)

where hmn(t, τ) is the SISO impulse response between the mth transmitter antenna and the nth
receiver antenna.
The MIMO impulse response matrix, equation 1.19 can be used as a formalism of a MIMO
input-output system between the transmitted signal vector x(t) of size m and the vector of
output signals y(t) of size n as follows:
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y(t) =
∫
T
H(t, τ)x(t− τ)dτ + v(t) (1.20)

where v(t) is the noise and interferences.
The second way to model the MIMO propagation channel is to represent the propagation channel
by its doubly directional impulse response [16], [17] between the transmitter and the receiver.
The doubly directional impulse response defined by Steinbauer and Molisch corresponds to the
impulse response defined as follow.
[18] shows that the Fourier analysis makes it possible to demonstrate the duality between space
and wave in the same way as it exists between the time and frequency spaces [11]. The wave
vector corresponds to the direction of propagation of a path.
As a result, the impulse response of a MIMO channel between a pair of transceiver-receiver
antennas can be written as:

h(t, τ,ΩBS ,ΩMS) =
P−1∑
p=0

αp(t)exp(−jΦp(t))δ(τ − τp(t))

δ(ΩBS − ΩBS,p(t))δ(ΩMS − ΩMS,p(t)) (1.21)

where ΩBS,p and ΩMS,p are the propagation directions of the pth path at the BS and MS
respectively. Ω is a direction characterized by an azimuth angle ϕ and elevation angle θ as
presented Figure 1.7.

Figure 1.7: Representation of azimuth and elevation angles

The polarization diversity is taken into account by decomposing the impulse response according
to the vertical and horizontal components. The impulse response of the radio propagation
channel is then a matrix containing the different states of polarization (VV, VH, HH and HV)
illustrate by equation 1.22

h(t, τ,ΩBS ,ΩMS) =
[
hV V (t, τ,ΩBS ,ΩMS) hV H(t, τ,ΩBS ,ΩMS)
hHV (t, τ,ΩBS ,ΩMS) hHH(t, τ,ΩBS ,ΩMS)

]
(1.22)

The propagation channel is completely described if there are the knowledge of the complex
amplitude of each polarization states, propagation delay, direction of arrival at the base station
(BS) and direction of arrival at the mobile station (MS).
1.2.3.4 Wide Sense Stationary Channel (WSSUS) [19]

The autocorrelation function depends on four variables, and is thus a rather complicated form
for the characterization of the channel. Further assumptions about the physics of the channel
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can lead to a simplification of the correlation function. The most frequently used assumptions
are the so-called Wide-Sense Stationary (WSS) assumption and the Uncorrelated Scatterers
(US) assumption. A model using both assumptions simultaneously is called a WSSUS model.
This assumption is very frequent even though it is far from reality. This assumption considers
that over short periods of time or over small spatial distances, the mobile radio channels is
assumed to be stationary. Physically speaking, WSS means that the statistical properties of
the channel do not change with time. Moreover, US means the channel response associated
with a given multipath component of delay τ is uncorrelated with the response associated with
a multipath component at a different delay τ ′ 6= τ , since the two components are caused by
different scatterers.

1.2.4 Conclusion
This section has described the fundamentals of the radio propagation channel and the
mathematical representation for the SISO and MIMO systems. We started with a general
description of the mobile radio channel with the definition of different physical phenomena in
the environment. Then the large scale parameters and small scale parameters are introduced.
Finally, a description of the mathematical impulse response, transfer function, delay Doppler
spread and frequency Doppler spread for the SISO and MIMO systems are given.
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1.3 Mobile Radio Channel models for cellular applications
1.3.1 Introduction
As already mentioned, channel models are generally based on mathematical representation of the
impulse response of the channel. This topic is widely treated in the literature and the channel
models are changing in relation with the increasing complexity of the communication systems.
More and more parameters are taken into account in order to model radio channels as close as
possible to real channels. The modeling is generally based on statistical models of the different
parameters that influence the channel behaviour. From a very general point of view, we can
distinguish analytical, geometric and non geometric statistical channel models.
In this part, we will present only some of them, starting with the analytical MIMO channel
models, namely the Kronecker channel model and the Weischelberger channel model. Then
we will describe the non geometric stochastic channel model with the description of the
Tapped Delay Line (TDL) channel model and the ITU channel model, which is based on TDL
to characterize pedestrian and vehicular environment. After, we will introduced the Saleh-
Valenzuela channel model and its extension. Finally, the geometrical based stochastic channel
model family will be presented. It is composed by a description of the one and two rings models,
the distributed scattering model and some channel models proposed by international working
groups as the SCM, SCME, WINNER, IMT-A and METIS channels models. The aim of this
section is the understanding of the different channel models existing in the literature in order to
allow us to identify which parameters we will need to extract from the measurements planned
with the channel sounder developed during the PhD works. This section will also highlight the
complexity of the standardized channel models.

1.3.2 Analytical channel models
1.3.2.1 Introduction

Analytical channel models are used to describe directly the MIMO matrix without the spatial
description and geometry description of the environment. This models are based on the
correlation properties of the channel. We will describe the Kronecker and the Weichselberger
channel models.
In the case of stationary channels, the Kronecker model [20] assumes perfect independence of the
correlation between transmission and reception sides. The coupling between the transmitting
and receiving arrays can be taken into account using the Weichselberger model [21].
The two models are based on the following decomposition of the channel matrix H, filled with
complex coefficients, which can be written as follows:

vec {H} = R1/2
H g (1.23)

RH is the correlation/co-variance matrix of the channel, g is an i.i.d. random fading vector with
unit variance and the operator vec {·} stacks a matrix into a vector, column wise.
1.3.2.2 Kronecker channel model

The Kronecker model assumes a correlation at the transmitter independent from the correlation
at the receiver. So the total correlation of the channel RH can be expressed as the Kronecker
product (⊗) of the correlation matrices at the transmitter RTx and at the receiver RRx:

RH = RTx ⊗RRx (1.24)
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Thus, using (1.24) in (1.23), we obtain the following relation for the Kronecker model:

H = R1/2
Rx G

(
R1/2

Tx

)T
(1.25)

Notice that the covariance matrices can be used instead of the correlation matrices in (1.25). This
formulation is very simple and easily usable once we have obtained the correlation/covariance
matrices.
1.3.2.3 Weichselberger channel model

Contrary to the Kronecker model, the Weichselberger model takes into account the
correlation in the channel between the transmitter and the receiver.
Its formulation is based on the well known Singular Value Decomposition (SVD) of the
correlation matrices RTx and RRx, as:

RTx = UTx ΛTx UH
Tx (1.26)

RRx = URx ΛRx UH
Rx (1.27)

where:
- UTx and URx are unitary matrices; their columns contain the eigen vectors of RTx and

RRx respectively,
- ΛTx and ΛRx are diagonal matrices filled with the eigen values of RTx and RRx respectively.

Using (1.26) and (1.27) in (1.25), the following relation can be obtained:

H = UTx (Ω�G) UT
Rx (1.28)

where � is the Schur-Hadamard product, and Ω traduces the coupling between the transmitter
and the receiver. Its coefficients wmn > 0 are equal to:

wmn =
√
EH

{∣∣∣UH
Rx,m H U∗Tx,n

∣∣∣2} (1.29)

In (1.29), EH {·} denotes expectation with respect to H.
These models have been used for performance evaluation of MIMO systems in [22].

1.3.3 Non-Geometric stochastic channel model
1.3.3.1 Introduction

A non-geometric stochastic channel model (NGSCM) describes the paths between the
transmitter and the receiver using statistical description of specific parameters. The real
geometry of the physical scenario is not taken into account. Two kinds of NGSCM exist, namely
the Tapped Delay Line model that represents the channel with different paths in time/delay
ans angular domain, and the Saleh-Valenzuela model, which represents the channel with several
clusters of paths in time/delay and angular domain. We will introduce both models and the
ITU model, which uses TDL model to describe some cellular environments.
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1.3.3.2 Tapped Delay Line channel model
The Tapped Delay line channel model is a non-geometric channel model that is a simple way
to represent the channel impulse response in time domain. Indeed, the impulse response will be
represented only by a discrete number of taps with their own time varying coefficients, amplitude
and delay, as represented by 1.30. The tap is represented by a weighted Dirac delta function.

h(t, τ) =
P∑
p=1

αp(t)δ(τ − τp) (1.30)

The impulse response h varies in time and is represented by the sum of all delayed taps. P
represent the number of paths, αp(t) is an amplitude coefficient, δ is a Dirac delta function and
τp is the arrival time of the path. This kind of model assumes that the channel impulse response
is a finite representation of the channel by the maximal number of paths P .
The resolution δt between two paths is limited by the bandwidth of the system W with δt = 1

W .
For example, with a bandwidth equals to 20 MHz, the maximal time resolution is inversely
proportional to 20 MHz, which is 50 ns.
1.3.3.3 ITU models

The ITU models were developed by the IMT-2000 group to evaluate the IMT technologies like
UMTS, LTE (3G) [23]. The purpose of these channel models is to help system designers and
network planners with a standard channel model to facilitate the system design and performance
evaluation. The ITU model is used to model the time dispersion of the time variant wireless
propagation channel as a Tapped Delay Line model.
A set of four channel models is defined: Indoor office, Outdoor to indoor pedestrian, vehicular,
Mixed-cell pedestrian/vehicular. The models are constructed to simulate the multi-path fading
of the channel with a 5 MHz of bandwidth at 2 GHz. The equation of the CIR is similar to the
TDL channel model cited previously (1.30). The multi-path fading is modeled as a TDL with
six taps with non uniform delay distribution. Each tap associates an amplitude characterized
by a distribution (Ricean with a K-factor>0, or Rayleigh with K-factor=0) and the maximal
Doppler frequency.
The recommendation specifies two different delay spreads for each test environment: low delay
spread represented by ’A’, and medium delay spread represented by ’B’. Each profile has a
probability to emerge along time following the description in Table 1.1.

Test environment Channel A Channel B
r.m.s (ns) P (%) r.m.s (ns) P(%)

Indoor office 35 50 100 45
Outdoor to indoor and pedestrian 45 40 750 55

Vehicular - high antenna 370 40 4000 55
Table 1.1: Probability of occurrence for low delay spread and medium delay spread for each ITU
scenarios [23]

The key parameters to describe each propagation scenario have to include: time delay spread,
path loos and exceed path loss, shadow fading, multi-path fading characteristics (Doppler
spectrum), operating radio frequency.
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The path loss model for vehicular environment is given by (1.31). The slow variation is considered
as a log-normal distribution. This equation is given for urban and suburban areas with a nearly
uniform height for buildings.

L = 40(1− 4× 10−3δhb)log10R− 18log10δhb + 21log10f + 80 (1.31)

where R is the distance between base station and mobile station in kilometer,f is the carrier
frequency equal to 2 GHz and δhb is the base station antenna height in meters. The slow
fading over the distance implies that the adjacent fading values are correlated. The normalized
auto-correlation function is approximated by an exponential function as indicated by equation
(1.32).

R(∆x) = exp(−|∆x|
dcorr

ln2) (1.32)

where ∆x is the distance between fading and dcorr is the decorrelation length.
The scenario Vehicular B is defined for a speed up to 120 km/h with a six taps TDL channel
model. It is characterized by the number of taps, time delay relative to the first tap, average
power relative to the strongest tap and Doppler spectrum as presented in the Figure 1.2.

Tap Channel A Channel B Doppler spectrumRelative delay (ns) Average power (dB) Relative delay (ns) Average power (dB)
1 0 0.0 0 -2.5 Classic
2 310 -1.0 300 0 Classic
3 710 -9.0 8 900 -12.8 Classic
4 1090 -10.0 12 900 -10.0 Classic
5 1730 -15.0 17 100 -25.2 Classic
6 2510 -20.0 20 000 -16.0 Classic

Table 1.2: ITU channel model for vehicular-A (30 km/h) and vehicular-B (120 km/h) scenarios
[24]

1.3.3.4 Saleh-Valenzuela channel model
The Saleh-Valenzuela (SV) was originally developed for SISO wideband channel [25] and was
further extended to MIMO system by including angle of arrival (AoA) [26]. The SV channel
model is similar to the TDL model in term of using path representation with delay and magnitude
identification. It considers a "cluster" representation. A cluster is a group of paths that comes
from the same scatterer with path characteristics varying in the same range of values (for
example,similar delays).
The CIR of the channel follows the equation (1.33).

h(t, τ) =
C−1∑
c=1

P−1∑
p=1

βpcexp(jφpc)δ(t− Tc − τpc) (1.33)

where c is the cluster number, p the path number, βpc is the real positive gain, φpc is the phase,
Tc is the arrival time of the cth cluster. The magnitude of the paths into a cluster is assumed to
decrease following an exponential function. The same principle is assumed between cluster.
With measurement campaign [27], it was found that the clusters are spread in time and also
spread in angle of arrival. The SV channel model was extended to MIMO by adding angle of
arrival statistics in 1.33. The corresponding equation is then given by (1.34):
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h(t) =
∑
c

∑
p

βpcexp(jφpc)δ(t− Tc − τpc)δ(θ −Θc − θpc) (1.34)

where c is the cth cluster, p is the pth paths in the clusterc and θ follows zero mean Laplacian
distribution and Θc is uniformly distributed between 0 and 2π.

1.3.4 Geometry-based stochastic channel models
1.3.4.1 Introduction

Geometry-based stochastic channel model (GBSCM) describes the statistics of the channel using
a geometrical representation of the physical environment and more particularly, a statistical
geometrical description of the scatters positions. The GBSCM chooses scholastically the
localization of scatterers following a certain distribution probability [28]. There are three
common techniques named : One Ring, Two Rings and Distributed scattering. The GBSCM
is used by different organizations (3GPP, ITU, European 7th framework project) to model
the channel in different scenarios. The spatial channel model (SCM), its extension (SCME),
WINNER, ITU-Advanced and METIS will be presented.
1.3.4.2 One Ring model

The One ring model for MIMO system [29] defines scatterers located around the mobile station
following a given distribution. The base station is assumed to be elevated to prevent obstruction
from local scatterers. Each path is assumed to be reflected only once by the scatterers located
on ring and all paths have the same power on the receive antenna array. A representation of
one ring model is given Figure 1.8 .

Figure 1.8: Representation of one ring model for MIMO system [29]

where Tp is the pth transmitter antenna, Rn is the nth receiver antenna, D is the distance
between the transmitter and receiver array, R is the radius of the scatterers ring, α is the AoA
at the receiver, λ is the angle spread at the transmitter from the scatterers ring, S(θ) the effective
scatterers on the ring and θ the angle between scatterer and receiver array.
If the distance D and radius R are much larger than the receive antennas spacing then the angle
spread λ ≈ arcsin(RD ). S(θ) is assumed to be uniformly distributed on the ring and the phase
shift of each scatterer is uniformly distributed over [−π, π).
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If p represent the effective scatterer S(θk) with k ∈ (1,K) distributed on the ring, the complex
channel coefficient between the mth transmitter antenna and the nth receiver antenna is
represented by the equation (1.35) from [29].

Hm,n = 1√
K

K∑
p=1

exp

[
−j 2π

λ
(DTp→S(θk) +DS(θk)→Rn) + jΦ(θk)

]
(1.35)

where DX→Y represents the distance between element X and Y and λ is the wavelength of the
transmit signal.
1.3.4.3 Two Rings model

The two rings model for MIMO system [30] follows the same principle as the one ring model
presented before. The difference comes from an additional ring localized around the transmitter
antennas array. This model still have one ring localized around the mobile station as shown in
Figure 1.9. Both BS and MS are surrounded by scatterers. Each path is assumed to be reflected
twice. The complex channel coefficient equation (1.35) becomes the following equation (1.36)
presented in [30]:

Hp,n = 1√
K1K2

K1∑
k=1

K2∑
l=1

exp

[
−j 2π

λ
(DTp→S1(θk) +DS1(αk)→DS2(βl)

+DS2(βl→Rn) + jΦ1(αk) + jΦ2(βl)
]

(1.36)

where K1 and K2 are respectively the number of effective scatterers at BS and MS, k is the kth
scatterer on the ring S1(αk), l the lth scatterer on the ring S2(βl), α and β are respectively the
angle between scatterer and antenna array for transmitter and receiver.

Figure 1.9: Representation of two rings model for MIMO system [10]

1.3.4.4 Distributed scattering model
The distributed scattering model is presented in [31] for MIMO system and it is represented on
Figure 1.10. As the two rings model, both BS and MS are surrounded by significant near field
scatterers with the difference that the scatterers are distributed linearly in front of the antenna
array with a sufficient distance to assume plane wave. The number of scatterers on both sides
have to be large enough to allow random fading (S > 10). The linear scatterers at the receiver
side can be approximated to a virtual array of S virtual antennas with an average spacing
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equal to 2Dr
S where Dr is the distance between horizontal plan and the most distant scatterer

as presented Figure 1.10. The MIMO channel transfer function is given by the equation (1.37)
from [31].

H = 1√
S
R

1/2
θr,dr

GrR
1/2
θs,

2Dr
S

GtR
1/2
θt,dt

(1.37)

where 1√
S
is a normalization factor, Gt and Gr are i.i.d Rayleigh fading matrix of size (SxM)

and (NxS) respectively, N is the number of receiving antennas,M is the number of transmitting
antennas, S is the number of virtual antennas, θr is the angle spread at receiver, θt is the angle
spread at transmitter and dr and dt are the distance between antennas at receiver and transmitter
respectively.

Figure 1.10: Representation of distributed model for MIMO system [10]

1.3.4.5 Spatial channel model (SCM)
The SCM [32] was developed by 3GPP/3GPP2 (Third Groupe Partnership Project) to evaluate
channel properties with multi-antennas systems and algorithms in outdoor environments with a
bandwidth of 5 MHz for Code division multiple access (CDMA) channel at 2 GHz. The SCM
distinguishes three different environments:

• Suburban macrocell,
• Urban macrocell,
• Urban microcell.

The modeling and simulation methodologies are identical for all environments but the statistical
distribution of parameters such as azimuth spread, delay spread, shadow fading and path
loss are different [33]. The SCM specifies paths between the Base Station (BS) and the
Mobile Station (MS) based on a stochastic model of correlated random variables. This model
implies to know the space, time, and propagation characteristics for a channel realization. The
models are antenna independent and specifies paths characteristics to realize the fading and
correlation behavior between antennas elements. The SCM model is based on a sum-of-sinusoïds
technique [34] where the paths are assumed to be composed of a 20 sinusoïds. The SCM
defines a drop concept where a MS is placed in a sequence of different network locations as
presented with Figure 1.11. The locations are random or predefined by the user and each
drop represents a snapshot of the fading channel. A drop is a time laps where the statistics of
the large scale parameters in a single drop are assumed to be fix for the duration of the drop
[32]. SCM is composed of two parts: a link level simulation model and a system level simulation.
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Figure 1.11: Representation of drop concept in a channel simulation [32]

The link-level model (LL model)
The LL model is a reference model with a single link. It considers a single BS transmitting
to a single MS. It provides, for manufacturers, a good representation of the interface for
their communication systems to compare their implementations of the same signal processing
algorithms. Link-level simulations is not enough for performance testing of different algorithms
because it is relative to only one snapshot of the dynamic channel. The wide band characteristics
of the channel are modeled as a TDL model. Each path is independently faded and angular
spectrum of the azimuth Direction of Departure (DOD) and Direction of arrival (DOA) are
identified by an uniform distribution for MS and a Laplacian distribution for BS. The average
direction and angular spread at BS and MS has to be fixed to represent the stationary channel
conditions.

Figure 1.12: Representation of clustered scatterers, multipath and sub-path [32]
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The system-level model (SL model)
The SL model is a multi link physical model built to complete the performance evaluation. Each
link is composed by a MIMO antenna array (MS and BS) that represents a cell or a sector within
a cell. A system level model is presented Figure 1.12 where the MS receives interferences from
adjacent cells or sectors. The excess delays of sub-paths are closely clustered around the delay
of their parent multi-paths as represented in Figure 1.13. This figure shows a distribution of
sub-paths and multi-paths (parent paths) for different clusters. A simple representation of the
DoD is shown for one cluster (without all sub-paths) and a simple representation of power delay
profile is given for three cluster.
The system-level simulation is performed as a successive number of drops, where the duration
of a drop is assumed to be short enough to have the AS, mean AoA, DS and shadowing as
being constant over the drop. The SCM model defines, for each scenario, six clusters with 20
sub-paths in each. For a M elements linear BS array and a N elements linear MS array, the
channel coefficients for one of the c cluster components are given by a (NxM) matrix of complex
amplitudes.

Figure 1.13: System level simulation representation [32]

The channel matrix for the cth cluster component (c = 1,. . . ,C) asHc(t). The (p, c)th component
of Hc(t) is given by equations (1.38) for NLOS and (1.39) for LOS scenario from [32] :

hn,m,c(t) =
√
PpσSF
P

P∑
p


√
GBS(θc,p,AoD)exp(j[Nwdmsin(θc,p,AoD + Φp,c])×√

GMS(θc,p,AoA)exp(jNwdnsin(θc,p,AoA))×
exp(jNw||v||cos(θc,p,AOA − θv)t)

 (1.38)

hLOSn,m,c(t) =
√

1
Kf + 1hn,m,c(t) (1.39)

where parameters are described in Table 1.3.
Each 20 sub-paths of each cluster introduces the angular dispersion of the channel model. The
20 sub-paths in a cluster are assumed to arrive at the same time but with different angles. The
distribution of AoD, for macrocell and microcell, and AoA of the MS are described in the Table
1.4.
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Parameters Description
n is the nth antenna at the MS
m is the mth antenna at the BS
c is the cth cluster
Pc is the power of the cth cluster
σSF is the lognormal shadow fading, applied as a bulk parameter

to the cth cluster for a given drop.
P is the number of paths per cluster.

θc,p,AoD is the the AoD for the pth subpath of the cth cluster
θc,p,AoA is the the AoA for the pth subpath of the cth cluster

GBS(θc,p,AoD) is the BS antenna gain of each array element
GMS(θc,p,AoA) is the MS antenna gain of each array element

j is the square root of -1
Nw is the wave number 2π

λ where λ is the carrier wavelength in
meters

dm is the distance in meters from BS antenna element m from
the reference (m = 1) antenna. For the reference antenna m
= 1, d1=0

dn is the distance in meters from MS antenna element n from
the reference (n = 1) antenna. For the reference antenna n
= 1, d1 =0

Θc,p is the phase of the pth subpath of the cth cluster
‖v‖ is the magnitude of the MS velocity vector
θv is the angle of the MS velocity vector
Kf is the K factor

Table 1.3: Parameters of channel impulse response from SCM model

Sub-Path (p) Offset for 2
deg AS at BS
(Macrocell)

Offset for 5
deg AS at BS
(Microcell)

Offset for a 35 deg
AS at MS

1,2 ± 0.0894 ± 0.2236 ± 1.5649
3,4 ± 0.2826 ± 0.7064 ± 4.9447
5,6 ± 0.4984 ± 1.2461 ± 8.7224
7,8 ± 0.7431 ± 1.8578 ± 13.0045
9,10 ± 1.0257 ± 2.5642 ± 17.9492
11,12 ± 1.3594 ± 3.3986 ± 23.7899
13,14 ± 1.7688 ± 4.4220 ± 30.9538
15,16 ± 2.2961 ± 5.7403 ± 40.1824
17,18 ± 3.0389 ± 7.5974 ± 53.1816
19,20 ± 4.3101 ± 10.7753 ± 75.4274

Table 1.4: Sub-path AoD and AoA offset of SCM
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The SCM channel model has an optional system simulation, which take in account the polarized
arrays and is able to give the polarization model illustrated by equation (1.40) where the
parameters are described in Tables 1.5:

hn,m,c(t) =
√
PcσSF
P

P∑
p


[
χvBS(θc,p,AoD)
χhBS(θc,p,AoD)

]T [
exp(jΦvv

c,p
√
rn1exp(jΦvh

c,p√
rn2exp(jΦhv

c,p exp(jΦhh
c,p

] [
χvMS(θc,p,AoA)
χhMS(θc,p,AoA)

]
×

exp(jNwdmsin(θc,p,AoD))× exp(jNwdnsin(θc,p,AoA))×
exp(jNw||v||cos(θc,p,AOA − θv)t)


(1.40)

Parameters Description
χvBSθc,p,AoD is the BS antenna complex response for the V-pol component
χhBSθn,m,AoD is the BS antenna complex response for the H-pol component
χvMSθn,m,AoA is the MS antenna complex response for the V-pol

component
χhMSθn,m,AoA is the MS antenna complex response for the H-pol

component
‖χ.(.)‖2 is the antenna gain
rn1 is the random variable representing the power ratio of waves

of the pth path leaving the BS in the vertical direction and
arriving at the MS in the horizontal direction (v-h) to those
leaving in the vertical direction and arriving in the vertical
direction (v-v)

rn2 is the random variable representing the power ratio of waves
of the pth path leaving the BS in the horizontal direction and
arriving at the MS in the vertical direction (h-v) to those
leaving in the vertical direction and arriving in the vertical
direction (v-v)

Θx,y
c,p is phase offset of the pth subpath of the cth cluster between

the x component (either the horizontal h or vertical v) of
the BS element and the y component (either the horizontal
h or vertical v) of the MS element

The variables rn1 and rn2 are i.i.d variable

Table 1.5: Parameters of polarization model

1.3.5 Extended Spatial Channel Model (SCME)
SCME described in [35] is an extension of SCM. It takes back the same idea of the original SCM
with an extension of some parameters. This model was developed by the WINNER project for
the development and testing of the 3GPP Long Term Evolution (LTE) standard.
The bandwidth of the SCM channel model is extended from 5 MHz to 20 MHz, then extended
to 100 MHz for both 2 GHz and 5 GHz center frequency. SCM has a limited range of scenarios
and in some scenarios, does not incorporate the Rician K-factor to support Line of Sight (LOS)
paths.
SCME uses intra-cluster delay spread propagation to perform bandwidth expansion.The
bandwidth is extended by introducing a different delay and power in clusters. In SCM, each
cluster has 20 sub-paths with identical delay. In SCME each cluster is subdivided into three or
four sub-cluster for the macro-cell and micro-cell scenarios respectively. The number of delays
is increased from 6 in SCM to 18 or 24 in SCME.
The 20 sub-paths are divided in different groups of 10, 6 and 4 sub-paths for Suburban Macro-
cell and Urban Macro-cell and in groups of 6, 6, 4 and 4 sub-paths for Urban Micro-cell. The

27



CHAPTER 1. GENERALITIES ON RADIO CHANNEL MODELS

number of sub-paths per sub-cluster with their own delay and relative power is presented in
Table 1.6. The expression of the channel impulse response is identical as the SCM.

Mid-path Sub-paths Relative Power Excess Delay Sub-path Index AS mid-path/AS sub-path
1 10 0.5 0 ns 1,2,3,4,5,6,7,8,19,20 0.9865
2 6 0.3 12.5 ns 9,10,11,12,17,18 1.0056
3 4 0.2 25 ns 13,14,15,16 1.0247

Table 1.6: Sub-cluster decomposition of SCME channel model [36]

Each sub-path into a sub-cluster has the same azimuth spread as in SCM. SCME is a continuous
evolution model since it allows drifting of AoA, AoD and delays for every clusters at each
simulation step within a drop. [35] defines Cluster Delay-Line parameters for each six clusters
with a definition of relative path power, delay, delay spread and angular parameters (AoA, AoD,
angle spread) as shown in Table 1.7.

Scenario Suburban Macro Urban Macro Urban Micro

Power delay parameters :
Relative path power (dB)/delay(us)

1 0 0 0 0 0 0
2 -2.6682 0.1408 -2.2204 0.3600 -1.2661 0.2840
3 -6.2147 0.0626 -1.7184 0.2527 -2.7201 0.2047
4 -10.4132 0.4015 -5.1896 1.0387 -4.2973 0.6623
5 -16.4735 1.3820 -9.0516 2.7300 -6.0140 0.8066
6 -22.1898 2.8280 -12.5013 4.5977 -8.4306 0.9227

Resulting total DS (us) 0.231 0.841 0.294
Path AS at BS, MS (deg) 2, 35 2, 35 5, 35

Angular parameters:
AoA (deg)/ AoD (deg)

1 156.1507 -101.3376 65.7489 81.9720 76.4750 -127.2788 0.6966 6.6100
2 -137.2020 -100.8629 45.6454 80.5354 -11.8704 -129.9678 -13.2268 14.1360
3 39.3383 -110.9587 143.1863 79.6210 -14.5707 -136.8071 146.0669 50.8297
4 115.1626 -112.9888 32.5131 98.6319 17.7089 -96.2155 -30.5485 38.3972
5 91.1897 -115.5088 -91.0551 102.1308 167.6567 -159.5999 -11.4412 6.6690
6 4.6769 -118.0681 -19.1657 107.0643 139.0774 173.1860 -1.0587 40.2849

Resulting total AS at BS,MS (deg) 4.70, 64;78 7.87, 62.35 15.76, 62.19 18.21, 67.80

Table 1.7: Cluster delay line parameters for each cluster of SCME scenarios [35]

1.3.6 WINNER channel model
Despite the extension of the SCM model with greater bandwidth and increased center frequency,
it was still considered inadequate for advanced simulations of LTE and future systems. A new
model was introduced: the WINNER model. The WINNER II/+ channel model described in
the Deliverable 1.1.2 [37] and Delivrable 5.1.3 [38], are defined for both link-level and system-
level simulations in the frequency range from 2 GHz to 6 GHz with a bandwidth up to 100 MHz
as in SCME. The WINNER channel model can be described in two parts. The generic WINNER
channel model and the CDL channel model.
The phase I of the WINNER project established five scenarios from measurement campaigns at
2 GHz and 5 GHz:

• Indoor
• Urban Micro-cell
• Urban Macro-cell
• Suburban Macro-cell
• Rural Macro-cell

Phase II of the WINNER project, the number of scenarios increases up to 12 thanks to
measurement campaigns at 2 GHz and 6 GHz:

• A1: Indoor office
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• A2: Indoor-to-outdoor
• B1: Urban micro-cell
• B2: Bad Urban micro-cell
• B3: Indoor hotspot
• B4: Outdoor to indoor
• B5: Stationary Feeder
• C1: Suburban macro-cell
• C2: Urban macro-cell
• C3: Bad urban macro-cell
• C4: Urban macro outdoor to indoor
• D1: Rural macro-cell
• D2: Moving networks

1.3.6.1 The generic WINNER channel model
It is a double-directional geometry-based stochastic channel model illustrated in Figure 1.14. The
channel parameters are determined stochastically based on statistical distributions extracted
from channel measurement campaigns. A channel realization is obtained from the different
distributions as delay spread, delay values, angle spread, shadow fading, and cross-polarization
ratio.

Figure 1.14: Single link representation of WINNER channel model approach [39]

The channel is modeled by a number of clusters between 8 and 20 depending on the scenario.
Each cluster is composed by 20 paths.
Drop-based simulation is the principal approach used by both SCM and SCME. WINNER II
adds time evolution where the drops are correlated and a smooth transition between consecutive
drops is engineered. This smooth transition between channel segments is realized by spacing
the segments in time by the quasi stationary duration and dividing the transition region into a
number of sub-intervals.
This cluster time varying approach is shown in Figure 1.15.
The transfer matrix of the MIMO channel is given by the sum of all cluster representations.
If C is the number of cluster, t is the absolute time and τ the delay, then the MIMO transfer
matrix is (1.41) [37]:
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Figure 1.15: Representation of smoothing cluster time varying [37]

H(t, τ) =
C∑
c=1

Hc(t, τ) (1.41)

It is composed of antenna array response matrices FM for the transmitter, FN for the receiver
and the propagation channel response matrix hC for cluster c as the following equation (1.42) :

Hc(t, τ) =
∫ ∫

FN (ϕ)hc(t, τ, φ, ϕ)F TM (φ)dφdϕ (1.42)

For a cluster c, the channel propagation between antenna m from BS and antenna n from MS
is given by the following equation (1.43) :

Hn,m,c(t) =
√
Pn
∑P
p=1[

FM,m,V (ϕc,p)
FM,m,H(ϕc,p)

]T [
exp(jΦvv

c,p)
√
Kc,pexp(jΦvh

c,p)√
Kc,pexp(jΦhv

c,p) exp(jΦhh
c,p)

] [
FN,n,V (φc,p)
FN,n,H(φc,p)

]
×

exp(jdm2πλ−1
0 sin(φc,p))× exp(jdn2πλ−1

0 sin(ϕc,p))× exp(j2πvc,pt)

(1.43)

where the definitions of the n, m, c, p, FN,n,V , FN,n,H , FM,m,V , FM,m,H ,Φc,p, φc,p, ϕc,p and λ,
are summarized in the Table 1.8.
In the LOS case the channel coefficients of the cluster c between antenna m and n become:

Hn,m,c(t)LOS =
√

1
Kf+1Hn,m,c(t) + δ(c− 1)

√
Kf
Kf+1×[

FM,m,V (ϕLOS)
FM,m,H(ϕLOS)

]T [
exp(jΦvv

LOS) 0
0 exp(jΦhh

LOS)

] [
FN,n,V (φLOS)
FN,n,H(φLOS)

]
×

exp(jdm2πλ−1
0 sin(φLOS))× exp(jdn2πλ−1

0 sin(ϕLOS))× exp(j2πvLOSt)

(1.44)

The Large scale parameters modeled by the generic WINNER II channel model are:
• Delay spread and distribution
• Angle of Departure spread and distribution
• Angle of Arrival Spread and distribution
• Shadow Fading standard deviation
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Parameters Description
n is the nth antenna at the MS
m is the mth antenna at the BS
c is the cth cluster
p is the pth path in the cluster c

FN,n,V − FN,n,H are the antenna element n field patterns for vertical and
horizontal polarization respectively

FM,m,V − FM,m,H are the antenna element m field patterns for vertical and
horizontal polarization respectively

Kc,p is the complex gain of the path p in the cluster c
λ0 is the wave length of the carrier frequency

Φc,p is the initial phase of the path p in the cluster c
φc,p is the AoD of the path p in the cluster c
ϕc,p is the AoA of the path p in the cluster c
vc,p is the Doppler frequency component of the path p in the

cluster c

Table 1.8: Parameters of WINNER channel equation

• Ricean K-factor

And the supported parameters are:
• Scaling parameter for Delay distribution
• Cross-polarization power ratios
• Number of clusters
• Cluster Angle Spread of Departure
• Cluster Angle Spread of Arrival
• Per Cluster Shadowing
• Auto-correlations of the LS parameters
• Cross-correlations of the LS parameters
• Number of rays per cluster

The WINNER channel modeling process can be divided into three parts. The first one, is the
definition of general parameters as the scenario, propagation conditions, path loss calculation
and correlated large scale parameters generation. The second part, is the generation of small
scale parameters as delays, cluster power, AoA, AoD and cross-correlation. The third part, is
the channel coefficient generation. This procedure is illustrated by the Figure 1.16
1.3.6.2 CDL models

These models are similar to the TDL models. The difference comes from the definition of a
cluster, which is a group of paths with the same delay value but different AoD and AoA. The
fading process is applied to each sub-paths of the cluster and then modeled by the sum of
sinusoïds method. The angular spread within clusters can be different at the BS and the MS.
The offset angles represent the Laplacian PAS of each cluster. For the two strongest clusters,
the 20 sub-paths are divided into three sub-clusters with different delays. The delays, and
the composition of sub-clusters are assumed to be fixed by the WINNER model following the
distribution in Table 1.9.
An example of WINNER II channel model is provided in Table 1.10 for the D2a scenario,
which is the moving network scenario. This scenario will be explain in section 3. An example
of extraction of WINNER II channel model based on Ray tracing is given in [40] at 5.8 GHz.
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Figure 1.16: Channel coefficient generation procedure for WINNER channel model [37]

Sub-cluster Mapping of path Power Delay offset
1 1,2,3,4,5,6,7,8,19,20 10/20 0 ns
2 9,10,11,12,17,18 6/20 5 ns
3 13,14,15,16 4/20 10 ns

Table 1.9: Distribution of path within sub-clusters [37]

Cluster Delay (ns) Power (dB) AoD (°) AoA (°) Ray power (dB)

Cluster ASD = 2° Cluster ASA = 3° XPR = 12 dB

1 0 0 0 0 -0.12 -28.8
2 45 50 55 -17.8 -20.1 -21.8 12.7 -80 -27.8
3 60 -17.2 -13.6 86 -30.2
4 85 -16.5 13.4 84.4 -29.5
5 100 105 110 -18.1 -20.4 -22.1 -13.9 87.5 -28.1
6 115 -15.7 -13 -82.2 -28.7
7 130 -17.7 -13.9 87.5 -30.8
8 210 -17.3 -13.7 86.2 -30.3

Table 1.10: LOS Clustered delay line model for D2a scenario [37]
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1.3.6.3 The WINNER+ channel model
It is an extension of WINNER II channel model. It extends the frequency range from 450 MHz
to 2 GHz. This model adds the angle elevation information to increase the accuracy of the CIR
representation. The elevation parameters are included in the equation (1.43) as follows:

Hn,m,c(t) =
√
Pc

K∑
k=1

[
FN,n,V (φc,p)
FN,n,H(φc,p)

]T [
exp(jΦvv

c,p

√
Kc,pexp(jΦvh

c,p)
Kc,pexp(jΦhv

c,p) exp(jΦhh
c,p

] [
FM,m,V (φc,p)
FM,m,H(φc,p)

]
× exp(j2πλ−1

0 (rm.Φc,p))× exp(j2πλ−1
0 rn.ψc,p))× exp(j2πvc,pt) (1.45)

where scalar product is given by:

rm.Φc,p = xm cos(γc,p) cos(φc,p) + ym cos(γc,p) sin(φc,p) + zm sin(γc,p) (1.46)

The added parameters in equation (1.45) from equation (1.43) are:
Kc,p is the power attenuation
rm is location vector of Tx array element s,
Φc,p is departure angle unit vector of path n,m,
xm, ym and zm are component of rs to x,y and z axis respectively,
φc,p and γn,m are arrival azimuth angle and arrival elevation angle of the path n,m,
rn.ψc,p is the scalar product of Rx antenna element n and arrival angle of the path p
rm.ψc,p is the scalar product of Tx antenna element m and arrival angle of the path p

The motion of the MS will be defined with elevation angle by the equation (1.47):

vc,p = v.ψc,p
λ0

= |v| cos θv cos γc,p cosφc,p + |v| sin θv cos γc,p sinφc,p
λ0

(1.47)

1.3.7 IMT-Advanced channel models
The IMT-A channel models are based on WINNER II channel model and include the generic
and CDL models. For the evaluation of IMT-A systems (4G) the ITU-R has defined five channel
models in [23] with a frequency band from 450 MHz to 6 GHz with a bandwidth up to 100 MHz.
The scenarios are:

• Indoor Hot-spot (InH)
• Urban Macro-cell (UMa)
• Urban Micro-celle (UMi)
• Rural Macro-cell (RMa)
• Suburban Macro-cell (SMa)

For the evaluation of IMT-A systems, IMT-A channel model can be illustrated by a the primary
module and an extension module, Figure 1.17.
The primary module contains the same CIR calculation methodology than WINNER II channel
model. The equations of CIR are the same as WINNER II channel model equation (1.43). All
scale parameters are covered for the 4 scenarios (excepted Suburban macro) in the primary
module. The Extension module can improve capacities of channel reality representation with
extra parameters of environment for macro-cell scenarios like street width, city structure, etc

33



CHAPTER 1. GENERALITIES ON RADIO CHANNEL MODELS

Figure 1.17: Architecture of IMT-A channel model [24]

1.3.7.1 The generic model
It is a double directional GBSM model that specifies the geometric distribution of scatterers,
the mathematical model and the algorithms used to model the channel scenario. This model
is able to separate the propagation parameters to antennas. The generic model has two levels
of randomness. The large scale parameters and the small scale parameters are drawn randomly
following the distribution function defined for each scenario. The only parameters that is not
fixed is the initial phase of the scatterers.
The channel coefficient generation procedure is composed by three parts described in Figure
1.18. The first is a user defined parameters as the selection of the scenario, the network layout
and the antennas field. The second part is the propagation parameter generation, which defines
the large scale and small scale parameters. The third part is the CIR generation.

Figure 1.18: Channel coefficient generation procedure for IMT-A channel model [24]

1.3.7.2 IMT-CDL channel model
It is a less complex model than the generic model, using reduced variability where all parameters
are fixed except for the phases of paths. However, three other options can be applied with CDL
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model: the main direction of the paths can be variable, a set of reference antenna geometries
and antenna patterns can be proposed and relation to correlation-matrix based models can be
introduced.
1.3.7.3 Time Spatial Propagation Model (TSPM)

It is generated by the extension module. The TSP model defined three profiles called: long term
time spatial profile model, short term time spatial model, instantaneous time spatial profile
model. Each profile is a representation in three dimension combining AoA, power spectrum
and delay. This will vary with the distance. Instantaneous time spatial profile is a TSP model
representation from a single snapshot of the channel at a given distance. Short term time spatial
profile is a representation of an average over a tens of wavelength and Long term time spatial
model is a representation of an average over hundreds wavelengths. These representations are
illustrated Figure 1.19.

Figure 1.19: Time Spatial propagation model (TSPM) [24]

An example of IMT-A CDL channel model is provided in Table 1.11 for the RMa scenario, which
is a train speed scenario (350 km/h) for continuous wide area. This scenario will be explained
in Chapter 2.

Cluster Delay (ns) Power (dB) AoD (°) AoA (°) Ray power (dB)

Cluster ASD = 2° Cluster ASA = 3° XPR = 12 dB

1 0 5 10 0 -17.8 -19.5 0 0 -0.12 -25.6
2 35 40 45 -16.9 -19.1 -20.9 24 99 -26.9
3 45 -16.8 23 95 -29.8
4 65 -18.3 24 99 -31.3
5 65 -21.2 -25 -106 -34.2
6 110 -17.1 -23 96 -30.1
7 125 -19.7 -25 -103 -32.7
8 125 -23.8 27 113 -36.8
9 170 -22.9 27 110 -35.9
10 170 -20.9 25 106 -33.9
11 200 -21.9 -26 -108 -34.9

Table 1.11: CDL channel model for RMa LOS scenario from IMT-A channel model [24]
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1.3.8 METIS channel models
The Mobile and wireless communications Enablers for the Twenty-twenty Information Society
(METIS) [41] channel models come from the 7th European framework program. They are
develop for 5G networks performance evaluation. The METIS channel model is defined as
a GSCM model and a map-based model. Map-based model uses a simplified description of
radio environment using a simplified ray tracing method. This simplified description considers
geographical maps or 3D indoor models. METIS project proposed different scenarios for both
GSCM and map-based models where some scenarios are present in both models. If a geometrical
environment is already defined, the propagation paths are calculated based on the deterministic
geometry with added elements. If no geometrical environment are defined, the propagation
paths are fully generated stochastically. An hybrid model is also presented. Various antenna
models can be applied for both models. The frequency bands are defined between 6 to 100 GHz
in the mm-Waves range.
1.3.8.1 Geometry-based stochastic model

proposed in the METIS project follows the WINNER II/+ CIR calculation procedure with the
3GPP 3D channel model CIR equations. This model allows a channel representation, without
any predefined geometric environment, for the following scenarios. These models are specified
for a frequency from 450 MHz to 6 GHz, therefore extended frequency bands are defined from
50 GHz to 70 GHz only for indoor environments and outdoor square.

• Urban micro-cell outdoor to outdoor and outdoor to indoor,
• Urban macro-cell outdoor to outdoor and outdoor to indoor,
• Rural macro-cell,
• Indoor office,
• Highway,
• Open air festival.

The generation of channel coefficients for each cluster c and each link between transmitter
antenna m and receiver antenna n for a NLOS and LOS scenario is given by equations (1.48 )
and (1.49 ) respectively. The parameters are described in Table 1.12.

HNLOS
n,m,c (t) = Pc

P

∑P
p=1

[
Fθ,GCS,rx,n(θac,p, φac,p)
Fφ,GCS,rx,n(θac,p, φac,p)

]T exp(jΦθθ
c,p)

exp(jΦθφc,p)√
Kc,p

exp(jΦφθc,p)√
Kc,p

exp(jΦφφ
c,p)


[
Fθ,GCS,tx,m(θdc,p, φdc,p)
Fφ,GCS,tx,m(θdc,p, φdc,p)

]
exp(j 2π

λ0
(er(θac,p, φac,p)Tdrx,n))

exp(j 2π
λ0

(er(θdc,p, φdc,p)Tdtx,m))exp(j 2π
λ0

(er(θac,p, φac,p)T vrxt))
exp(j 2π

λ0
(er(θdc,p, φdc,p)T vtxt))

(1.48)

HLOS
n,m,c(t) = 1

Kf+1H
NLOS
n,m,c (t) + δ(c− 1) Kf

Kf+1

[
Fθ,GCS,rx,n(θaLOS , φaLOS)
Fφ,GCS,rx,n(θaLOS , φaLOS)

]T
[
exp(jΦθθ

LOS) 0
0 exp(jΦφφ

LOS)

] [
Fθ,GCS,tx,m(θdLOS , φdLOS)
Fφ,GCS,tx,m(θdLOS , φdLOS)

]
exp(j 2π

λ0
(er(θaLOS , φaLOS)Tdrx,n))exp(j 2π

λ0
(er(θdLOS , φdLOS)Tdtx,m))

exp(j 2π
λ0

(er(θaLOS , φaLOS)T vrxt))exp(j 2π
λ0

(er(θdLOS , φdLOS)T vtxt))

(1.49)
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Parameters Description
m is the mth transmitter antenna
n is the n receiver antenna
c is the cth cluster
p is the pth path
Pc is the power of cluster c

Fθ,GCS,rx,n and FΦ,GCS,rx,n are the radiation field patterns in the direction of the
spherical basis vector eΘ and eΦ respectively for antenna
n

Fθ,GCS,tx,m and FΦ,GCS,tx,m are the radiation field patterns in the direction of the
spherical basis vector eΘ and eΦ respectively for antenna
m

drx,n and dtx,m are the positions vector of the receive n and transmitter m
given in global coordinate system

λc is the wavelenght of the carrier frequency
vrx and vtx are the velocity vectors of the receiver and transmitter

respectively
Kf is the Rician K-factor
δ is the Dirac delta function

Φc,p is the initial random phase of the path p in the cluster c,
which is uniformly distributed within [0, 2π)

φac,p and φdc,p are azimuth angles of arrival and departure respectively
θac,p and θdc,p are the elevation angles of arrival and departure respectively

Table 1.12: Parameters of equation 1.50 from METIS map-based channel model

As the METIS GSCM channel model follows the WINNER procedure, the two weakest clusters
are divided in three sub-clusters with included extra delay and power distribution following
Table 1.13.

Sub-cluster Mapping of path Power Delay offset
1 1,2,3,4,5,6,7,8,19,20 10/20 0 ns
2 9,10,11,12,17,18 6/20 5 ns
3 13,14,15,16 4/20 10 ns

Table 1.13: Sub-cluster information from [41]

1.3.8.2 Map-Based Model
is a simplified ray tracing where the geometry environment is known. The METIS project defines
seven scenarios as follows:

• Urban micro-cell,
• Urban macro-cell,
• Indoor office,
• Indoor shopping mall,
• Highway,
• Open air festival,
• Stadium.

The channel impulse response is generated by a 16 steps procedure presented in 1.50 where
parameters are defined in Table 1.12. Detailed scenarios are included in this procedure to
create the radio environment, localization of the transmitter and the receiver, definition of the
propagation paths and channel coefficient matrices. Then the radio channel transfer function is
calculated. Finally, the CIR is calculated between the transmitter antenna m and the receiver
antenna n with true motion of the transceiver. The model defines two kinds of motion, the true
motion and virtual motion. The true motion is defined by a trajectory and a speed. The virtual
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motion assumes that the velocity of the receiver causes small-scale effect (Doppler) but is fixed
in the large scale geometry.

Hn,m(t, τ) =
P∑
p=1

gRXn (−kRXp,n,m(t))T exp(j2πdp,i,n,m(t)
λ0

F Tkip,i,n,m(t))gTXs (kTXp,n,m(t))δ(τ − τp,n,m(t)) (1.50)

where parameters are defined in Table 1.14.
The scattering gain is modeled based on the scattering cross section for a perfectly conducting
sphere. The CIR between the transmitter antenna m and receiver antenna n for a true motion
is given by equation (1.51) where parameters are defined in Table 1.14:

Hn,m(t, τ) =
P∑
p=1

gRXn (−kRXp,n,m(t))T exp(j2πdp,i,n,m(t)
λ0

(
Ip∏
i=1

hp,i,n,m(t)

F Tkip,i,n,m(t))gTXs (kTXp,n,m(t))δ(τ − τp,n,m(t)) (1.51)

Parameters Description
p is the pth path
i is the ith interaction in the path p
Ip is the number of interactions segment of the path p
m is the mth transmitting antenna
n nreceiving antenna

gRXu gTXs complex polarimetric antenna pattern vector for RX and TX
respectively

F Tkip,i,n,m is the divergent factor for the corresponding segment i
kRXp and kTXp is the wave vector pointing from RX and TX of the path p

wDp a is the Doppler frequency of path p
dp,n,m is the total length of the path p equal to ∑Ip

i dp,i,n,m
kRXp,n,m is the wave vector pointing from the last interaction point

to RX
kTXp,n,m is the wave vector pointing from TX to the first interaction

point
τp,n,m is the propagation delay of the path p equal to dp,n,m

c where
c is the speed of light

τp is the delay of the path p

Table 1.14: Parameters of equations 1.50, 1.51, 1.52 and 1.53 from METIS models

The CIR between the transmitter antenna m and receiver antenna n for a virtual motion is
given by equation (1.52), where parameters are defined in Table 1.14:

38



CHAPTER 1. GENERALITIES ON RADIO CHANNEL MODELS

Hn,m(t, τ) =
P∑
p=1

gRXn (−kRXp,n,m)T × exp(j2πdp,n,m(t)
λ0

)

× (
Ip∏
i=1

hp,i,n,m(t)F Tkip,i,n,m)gTXs (kTXp,n,m)

× exp(jtwDp δ(τ − τp,n,m)) (1.52)

METIS channel model gives a simplification of CIR equation for virtual motion in case of the
array antennas at transceiver and receiver are small enough to assume plane wave. This CIR
simplification equation is given by (1.53), where parameters are defined in Table 1.14.

Hn,m(t, τ) =
P∑
p=1

gRXn (−kRXp )T exp(j2πdp(t)
λ0

(
Ip∏
i=1

hp,i(t)F Tki)

gTXs (kTXp )exp(jtwDp δ(τ − τk) (1.53)

1.3.8.3 Hybrid model
This model is a combination of a stochastic model and a map-based model. The map-based
model is used to define the Path loss and shadowing of the scenario with extra random shadowing
object. The stochastic model is used to defined all other parameters. The hybrid model can
be used only with the knowledge of the fixed BS and MS location on the map. Only scenarios
from stochastic model are available for hybrid model. There are described in a chronological
optic to see the evolution of channel models and CIR representation from the third generation
technology to the fifth generation technology.

1.4 Conclusion
This chapter summarized the literature survey on channel models performed during the
PhD works. In the first part of the chapter, we described the generalities on mobile radio
wave propagation with a brief description of the main mobile radio channel effects and the
mathematical representation of the channel for a SISO and MIMO configuration respectively.
Then, we presented the channel models generally considered to evaluate system performance
for cellular applications. The channel models can be classify into non-geometrical stochastic
channel model represented as a TDL or Saleh-Valenzuela model. The IMT-2000 group using
a TDL channel model describes pedestrian and vehicular channel. Geometry-based stochastic
channel model is an other way to describe CIR. We detail one ring, two rings and distributed
scattering MIMO models. Then we have explained SCM, SCME, WINNER, ITU-A and METIS
model. The SCM is the first GSCM channel model considered in some standardization groups.
It was followed by the the SCME, WINNER I, WINNERII/+ and METIS channel models. All
these model are based on the SCM expressions and improve the definition and the number of
parameters. From the WINNER channel model to the METIS channel model, a simplification
of the proposed complex model is given as Generic model, CLD model and TDL model. These
channel models came from standardization group: IMT and 3GPP. Channel models continue
to evolve since 2 000 as shown on Figure 1.20. A comparison between the well known channel
models is provided in the Table 1.15 which come from [41].
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Figure 1.20: Evolution of general channel models versus time

Parameters SCM ITU SCME WINNER I WINNER II IMT-A METIS
Max Bandwidth 5 MHz 5-25 MHz 100 MHz 100 MHz 100 MHz 100 MHz 100-600 MHz
Frequency range 2 GHz 2 GHz 2-5 GHz 2-6 GHz 2-6 GHz 2-6 GHz up to 100 GHz
Shadow fading 4-10 dB 3-10 dB 4-10 dB 1-8 dB 3-8 dB 3-8 dB 0.3-20.60 dB

RMS dely spread 160-660 ns 0-2000 ns * 231-841 ns 2-235 ns 16-630 ns 20 - 365 ns x
Nb scenarios 3 5 3 7 12 5 4
Nb of taps 6 1-6 18-24 8-24 12-24 14-24 20

Nb of cluster 6 x 6 8-24 8-20 10-20 8-24
Nb of mid-path per cluster 1 x 3-4 1 1-3 1-3 1-3
Nb of sub-path per cluster 20 x 20 10 20 20 20

MS angle spread 68 x 62-68 * 10-53 * 16-55 * 30-74 * X
* relative delay

Table 1.15: Comparison between classical channel models
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We can mention here that the complexity of these channel models is increasing as well as the
number of channel parameters to consider. The number of parameters to be considered during
future measurements will depend also on the potentialities of the channel sounder developed
during the PhD. In the next chapter, we will analyze the literature regarding channel models in
the railway domain in order to extract some existing channel models and select gaps for which
it will be interesting to perform trials with the developed channel sounder.
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Chapter 2

Radio channel models in typical
railway environments

2.1 Introduction
With the development of wireless communications in the railway domain, the development of
channel models for railways is a very active field. The authors generally considered Train
to Ground (T2G), Train to Train (T2T) and intra-train communications for high speed train
environments and also tunnels in the case of metro.
The literature analysis we performed shows that the majority of the papers are dealing with radio
propagation models and they mainly present narrow band parameters, such as path loss, fading
statistics, angle distribution statistics and sometimes the delays and RMS delays distributions.
Nevertheless, we also identified some papers that present Tapped Delay Line (TDL) and Cluster
Delay Lines (CDL) models in different railway environments and mainly in HSL environments. A
Winner model extracted from Ray tracing simulations in tunnels have been proposed. Recently
a new TDL model in tunnels based on Ray tracing tool have been published.
In this chapter, we will describe first the main characteristics of the different railway
environments. In general, railway stakeholders distinguish: main lines, regional lines, urban
lines, freight and high speed lines. After this context, we will detail the different TDL and CDL
models identified in each type of environments. We will differentiate open environment, viaduct,
cutting, hilly terrain and tunnels.
The rest of the chapter is organized as follows. Section 2.2 describes the railway environments.
Section 2.3 details the models that refer to high speed lines (HSL) with the distinction between
the encountered environments. Section 2.3.7 focuses on the tunnel case.

2.2 General description of railway environments
Railway environments are quite different depending on the train category. For high speed lines
(HSL) the profile of the line is generally quite linear (large curvature radius). Along HSL,
classical environments are cuttings, viaducts, and large tunnels. Different obstacles as pylons
carrying catenary, buildings, vegetation, etc. can be encountered as illustrated on Figure 2.1.
Intercity lines or regional lines are mainly built in rural environment that can be open area
where it is possible to cross open field, forest, mountains, suburban areas, medium size tunnels
and also areas with a lot of pylons and catenaries like when approaching big cities.
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Figure 2.1: Example of railway environments

Metro are generally deployed in underground environments. The type, size and shape of the
tunnels will vary depending if the metro line is old or new. Different tunnel structures can
be found as illustrated on Figure 2.2, rectangular, arched, horse-shoe shaped and semicircular
tunnel. The tunnel can be one track or double tracks. There are a lot of various tunnels shape
and structure. We consider here free radio propagation inside the tunnel using antennas. The
free radio-wave propagation characteristics depend on the size of the tunnel compared to the
wavelength of the signal to propagate inside the tunnel.

Figure 2.2: Different tunnel structures

In the following sections we will focus first on the HSL case and then on the tunnel case.
Table 2.1 presents a classification of the different papers related to high speed lines and Table 2.2
proposes an equivalent classification for the tunnel scenarios. We refer to incomplete model when
all the important parameters are not reported in the paper. In that case, it will be impossible
to implement such a model in a channel emulator for example. We will detail in the following
sections the main results extracted from the papers.

2.3 Train to Ground channel model for high speed line scenarios
For some years now, journal papers presenting results of channel measurements along high-
speed lines are quite numerous with the development of new HSL particularly in China. These
environments are built to allow trains to run generally up to 350 km/h. Such a speed involves a
lot of constraints for the measurements such as: large Doppler spread and fast variations of the
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Scenario Description of
statistical propagation
parameters (PL,
K-factor...)

TDL models CDL models Incomplete models

Rural [42], [43], [44],[45], [46]
[47]

[48], [13] [37], [24] [43] [49] [50]

Viaduct [51], [52], [53], [54] [55], [56], [57] [58]
Cutting [59], [60], [52], [54] [48], [61], [57] [58]

Hilly terrain [48], [62], [63]
Station [64] [48] [58]

Table 2.1: Classification of channel model for HSL

Scenario Description of statistical
propagation parameters (PL,
K-factor, AoA, AoD...)

Incomplete
Saleh-
Valenzuela
model

Kronecker
Weichselberger
model

CDL model TDL model

Tunnel [65], [66], [67], [68], [69], [70],
[71], [72], [73], [74], [75], [76],
[77], [78], [79], [80], [81], [82],
[83], [83], [84]

[85] [86] [40] [87]

Table 2.2: Classification of channel model for tunnels

channels parameters. A high speed train can, on a same line, pass over several scenarios. In [88],
the HSL geographical environment is divided in sub environments, namely open space, viaduct,
cutting, station and large tunnel as illustrated in Figure 2.3. We will follow this classification
for the channel models.

Figure 2.3: Classification of High Speed Train environments [88]

As mentioned before, most of the results in the literature present the statistical properties of
narrow band channel characteristics such as Path Loss and K-factor and distributions of angle
of arrival or departure of the paths. In [42, 43, 48, 44, 45, 46, 47] authors present results for
various rural railway scenarios. A description of the radio propagation characteristics is given
in [52, 51, 53, 54] for viaduct scenario. The same is presented in different cutting scenarios in
[59, 60, 52, 54]. An analysis of path loss and K-factor is performed in [64] for a station scenario.
In this chapter we decided to focus on wide band channel models that can be used for system
evaluation thanks to implementation in channel emulator for example or with simulations at
link or system level, i.e. models that provide a description of the complex impulse response of
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the channel. Several TDL channel models are considered in [13, 37, 24] for rural scenario. [55,
56, 57] treat the case of viaduct scenario. [48, 61, 57] deal with cutting scenario. [48, 62, 63]
present results for hilly terrain scenario and [48] for station scenario. We will present all these
channel models starting with the TDL models then we will describe the CDL models.

2.3.1 Open space scenario
This scenario is the most common HSL environment. If we consider T2G communications,
the base stations are generally distributed along the tracks. Consequently, the LoS component
is generally dominant between the transmitter and the receiver. As the distance between the
transmitter and the receiver increases, the impact of the scatters becomes important and causes
many multi-paths.
In [13], the authors present a measurement campaign in China between Beijing South Railway
Station and Wuqing Station over 30 km. The speed of train is equal to 300 km/h. They use a
NI-USRP 2952 (National Instrument-Universal Software Radio Peripheral) board as receiver to
get channel information from LTE standard signal. A 10 MHz OCXO clock (Oven Controlled
Crystal Oscillator) is used to increase the synchronization and frequency accuracy.
The measurements are performed with SISO antenna configuration at 1.85 GHz with 20 MHz
bandwidth and 30.72 MS/s sampling rate. Due to the bandwidth, the maximal delay resolution
is equal to 0.06 µs. The maximal time delay which can be calculate is 11 µs because of the 90
kHz between two successive cell-specific reference signal (CRS). The receive antenna is located
inside the train. The authors are able to define a two taps model for this open area scenario
represented in the Table 2.3. The characteristics of the antennas are not given.

Parameters Value
Center Frequency 1.85 GHz

Bandwidth 20 MHz
Speed 300 km/h

Antenna configuration SISO
Path Delay (µs) Relative power (dB)

LOS path 0.2 -35.10
Second path 1.2 -49.60

Table 2.3: Two taps model for open area scenario at 300 km/h [13]

At the moment of the writing of the report, only two CDL channel model have been found for
open scenario: the WINNER II channel model D2a [37] and the IMT-A MRa channel model
[24].
The Deliverables D1.1.2 V1.0 [39] and V1.2 [37] of WINNER II project related to channel models
present a typical open rural area scenario for HSL. The frequency range is from 2 GHz to 6 GHz
with a bandwidth up to 100 MHz. The antennas (Huber+Suhner rooftop antenna SWA 0859
– 360/4/0/DFRX30 - 5.25 GHz) are located on the roof of the train. The measurements were
performed with Propsound multi dimensional radio channel sounder from Elektrobit. This
scenario is available for a speed of 350 km/h using Moving Relay Stations (MRS) on the train
at 2.5 m high and with the BS at 50 m away from the track at 30 m high every 1 000-2 000 m.
This scenario is presented on the Figure 2.4. For this WINNER II model, the total number of
paths in a cluster is set at 20. While the total number of clusters is given by N = 8. Since the
scenario is set in a rural area, the NLOS case is not considered.
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Figure 2.4: D2a scenario [37]

The model is expressed as CDL channel model. The parameters of LOS condition are given
in Table 2.4. In the LOS model Ricean K-factor is 7 dB. The deliverables also give all the
propagation parameters for the D2a scenario.

Parameters Value
Center frequency 2-6 GHz

Bandwidth Up to 100 MHz
Speed 350 km/h

Antenna configuration SISO-MIMO
Cluster number Delay (ns) Relative Power (dB) AoD (°) AoA (°) Ray power (dB)

1 0 0.0 0.0 0.0 -0.12* -28.8**
2 45 50 55 -17.8 -20.1 -21.8 12.7 -80 -27.8
3 60 -17.2 -13.6 86 -30.2
4 85 -16.15 13.4 84.4 -29.5
5 100 105 110 -18.1 -20.4 -22.1 -13.9 87.5 -28.1
6 115 -15.7 -13 -82.2 -28.7
7 130 -17.7 -13.9 87.5 -30.8
8 210 -17.3 13.7 86.2 -30.3

* power of dominant ray / ** Power of each other ray
Cluster ASD = 2°/ Cluster ASA = 3°/ Cross polarisation XPR = 12 dB

Table 2.4: CDL parameters channel model for D2a scenario [39] and [37]

The guidelines for evaluation of radio interface technologies for IMT-Advanced is also presented
in [24]. A model composed by a rural macro (RMa) cell scenario is referred as the typical open
rural railway scenario. The frequency range, only for this RMa scenario, is from 450 MHz to 6
GHz with a bandwidth up to 100 MHz. A High Speed Line scenario is defined as B3 scenario
for a train speed up to 350 km/h. This scenario covers a wide area, which can be up to 10 km.
The BS antenna height is generally in the range from 20 to 70 m. Two CDL channel models
are given for the RMa channel model, the LOS and NLOS ones. This paper also defines all the
path loss parameters for the RMa scenario.
2.3.2 Viaduct scenarios
In Viaduct scenarios the LoS component is dominant and the scatters have a minor impact on
the receiver. In [55] a measurement campaign is performed in a viaduct scenario in China on
Beijing-Tianjin HSL. The transmitter antenna is 3 m above the rail, on the top of the train
and the receiver is located on the road at 83 m far from the viaduct as presented in Figure 2.5.
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The antennas configuration is SISO with a wide band vertical-polarized Sencity Rail Antenna
HUBER+SUHNER [89] transmit antenna and a dipole for the receiver antenna. The train speed
is equal to 240 km/h and the receiver is an Elektrobit Propsound TM Channel Sounder working
at 2.35 GHz with 10 MHz bandwidth. A direct sequence spread spectrum signal is used to
extract the CIR with a length of 127 bits.
Two Rubidium clocks are used to synchronize the transmitter and receiver. Authors divide the
environment into five sub-regions depending on the average number of taps obtained in each
sub region. They set up five corresponding TDL channel models for the viaduct scenario. The
five areas are Remote Area (RA) with two paths, Toward Area (TA) with four paths, Close
Area (CA) with eight paths, Closer Area (CEA) with three paths and Arrival Area (AA) into
one tap. The number of path depends of resolvable multi-path components over the distance
between the transmitter to the receiver. Each sub-region is defined by different number of path
and relative time delay as illustrated Figure 2.5. The Doppler information is also presented for
the CEA region.

Figure 2.5: A - Relative positions over the distance. The blue dashed line denotes Dmin, the
blue point represents IP of Dmin and the rail. DAA, DCEA, DCA and DTA are the distances from
IP to the corresponding area bound, respectively. B - Schematic illustration of DCEA . [55]

In [57], a measurement campaign is performed for a special scenario composed of 4 parts:
a viaduct scenario situated between two cutting scenarios followed by a tunnel, as shown in
Figure 2.6. Here we focus only on the viaduct results. The measurements are performed for
a SISO antenna configuration where the transmitter is 20 m away from the tunnel entrance at
35 m high. The transmit antenna is a directional L-Com HG72714P-090 panel with vertical
polarization with 17°vertical and 90°horizontal beam width. The receive antenna is a L-Com
HG72107U vertically polarized. The omnidirectional receiving antenna moves along the track.
The channel sounder uses a narrow pulse technology with a pulse period of 1 µs. Pulse width is
equal to 30 ns, 45 ns and 60 ns. Two frequencies are investigated: 950 MHz and 2150 MHz. The
sampling interval is 50 ns. Authors are able to provide a TDL channel model for two regions,
near cutting 1 and near cutting2 as shown in Table 2.6.
This channel model is validated by a Ray-tracing method which considers the same geometrical
parameters as the measurement campaign performed at 310 km/h. The authors investigate
the correlation coefficients between delay and Doppler. For viaduct scenario the correlation
coefficient equals 0.0308 and 0.0143 respectively for 950 MHz and 2150 MHz.
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Parameters Value
Center Frequency 2.35 GHz

Bandwidth 10 MHz
Speed 240 km/h

Antenna configuration SISO
Scenario Tap number Relative time delay (µs) Average path gain (dB) K factor Doppler shift

RA
(DCEA + 2300 < Ds/2)

1 0 0 KLOS2 fmax
2 1.3 -13.7 KNLOS1 fV

TA
(DCEA + 1300 < Ds/2 ≤ DCEA + 2300)

1 0 0 KLOS2 fmax
2 0.6 -11.2 KNLOS1 fV
3 1.3 -14.9 KLOS2 fV
4 2.0 -15.9 KLOS2 fV

CA
(DCEA < Ds/2 ≤ DCEA + 1300)

1 0 0 KLOS2 fmax
2 0.5 -12.9 KNLOS1 fV
3 1.2 -15.7 KNLOS2 fV
4 1.6 -18.9 KNLOS2 fV
5 2.0 -20.8 KNLOS2 fV
6 3.1 -19.8 KNLOS2 fV
7 3.5 -21.3 KNLOS2 fV
8 5.6 -21.0 KNLOS2 fV

CEA
(DAA < Ds/2 ≤ DCEA)

1 0 0 KLOS1 fd
2 0.4 -15.2 KNLOS1 fV
3 1.2 -19.7 KNLOS1 fV

AADs/2 ≤ DAA 1 0 0 KLOS1 fd
Notes
(1) Ds/2 is the initial distance of the train from IP in meters, both 1300 m and 2300 m are empirical values based on experimental results;
(2) KLOS1 = −0.0337d+ 23.05, KLOS2 ∼ N(8.25, 1.052),KNLOS1 ∼ N(5.9, 1.52),KNLOS2 ∼ N(1.7, 0.22);
(3) fV ∈ 0.5fmax, 0.7fmax, 0.9fmax with probabilities of 9%, 43% and 48%; fd(t) = fmaxcos(θ(t)) with θ : arrival angle of receiver;
(4) In the Adjacent Area (AA), according to the arriving or departing process, two KLOS1 piece-wise linear models with a positive or
negative slope can be obtained;

Table 2.5: TDL channel model for viaduct scenario with fmax equal to 524 Hz [55]

Parameters Value
Center frequency 950 MHz 2.15 GHz

Bandwidth 20 MHz 20 MHz
Speed 310 km/h 310 km/h

Antenna configuration SISO SISO
Scenario Delay (µs) Relative power (dB) Delay (µs) Relative power (dB)

Near cutting 1
0 0 0 0

108.3 -37.27 106.5 -22.95
428.4 -39.6

Near cutting 2 0 0 0 0
89.5 -9.5 107.3 -21.46

Table 2.6: TDL model for viaduct scenario [57]
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Figure 2.6: Description of viaduct scenario from [57]

In [56], measurement campaign is performed for viaduct scenario on Harbin-Dalian HSL. The
measurements are performed for a 2x2 MIMO antenna configuration where the transmitter is
15 m away from the viaduct at 40 m height. The transmit antenna is omnidirectional with 45
degrees of vertical polarization with 65° and 7° vertical beam width.
The receive antennas are positioned on the roof of the train. The sounding signal is a M-sequence
with a length of 1023 using Binary Phase Shift Keying (BPSK) modulation. The measurement
campaign is performed at 2.6 GHz with a 20 MHz bandwidth. The train speed is equal to
370 km/h.
Two AgilentN9020 spectrum analyzers are used with a sampling rate of 19.53 ns. Contrary to
the viaduct TDL models presented before, this model do not define sub-regions and provide a
four taps delay model as described in Table 2.7. The mean RMS delay equals 203 ns higher
than the one obtained with WINNER II channel model for LOS rural environment.

Parameters Value
Center frequency 2.6 GHz

Bandwidth 20 MHz
Speed 370 km/h

Antenna configuration MIMO 2X2
Taps Delay (µs) Relative power (dB)
1 0 0
2 78 -4.304
3 195 -6.523
4 332 -9.468

Table 2.7: 4 Taps channel model for viaduct scenario [56]

2.3.3 Cutting scenarios
In cutting scenario, a measurement campaign was performed on Beijing-Tianjin HSL [48] as
illustrated in Figure 2.7. The authors use R&S TSMQ Radio Network Analyzer to extract the
resolvable multipath component with a maximal resolvable time delay of 20 µs.
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A SISO antenna configuration is used to sound the channel signal using both WCDMA signal
at 2.4 GHz with 5 MHz bandwidth at 240 km/h. The transmitter antenna is at 30 m away
from the track on the top of the one slope wall. The receive antenna is on the roof of the train.
The antenna characteristics are not given. The authors provide a four taps TDL channel model
of this cutting scenario illustrated by the Table 2.9 with a Classical/Rice Doppler spectrum
distribution for the first tap and a classical Doppler spectrum distribution for the others.

Parameters Value
Center frequency 950 MHz 2.15 GHz

Bandwidth 20 MHz 20 MHz
Speed 310 km/h 310 km/h

Antenna configuration SISO SISO
Scenario Delay (µs) Relative power (dB) Delay (µs) Relative power (dB)

Cutting 1

0 0 0 0
82.9 -36.86 95.7 -32.16
138.1 -51.26 180.4 -55.39
192.6 -52.93 254.7 -57.35
241.4 -55.66 305.1 -55.71

Table 2.8: TDL model for cutting scenario [57]

An other model for cutting is proposed in [57]. The measurements have been described
previously. The environment refer to Figure 2.6. The corresponding TDL model is given in
Table 2.8.

Figure 2.7: Illustration of U-shape cutting scenario corresponding to the TDL model given in
table 2.9

2.3.4 Hilly terrain scenarios
This environment is densely scattered with objects distributed irregularly and non uniformly.
With high altitude transmit antennas and low-altitude obstacles, the LoS component is
observable and it can be detected along the entire railway line. However, multi path components
scattered/reflected from the surrounding obstacles will cause serious constructive or destructive
effects on the received signal and therefore influence the channel’s fading characteristics [90].
In [63], a TDL model is proposed for hilly scenario with a train speed equal to 295 km/h
at 2.4 GHz with 40 MHz bandwidth on Guangzhou-Shenzhen HSL using Tsinghua University
(THU) channel sounder [91]. The transmitted signal is a linear frequency modulated sequence
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Parameters Value
Center frequency 2.4 GHz

Bandwidth 5 MHz
Speed 240 km/h

Antenna configuration SISO
Taps Delay (ns) Relative power (dB)
1 0 0
2 300 -7.3
3 900 -22.9
4 2100 -24

Table 2.9: TDL channel model for cutting railway scenario [48]

(LFM) of length 12.8 µs. The transmitter antenna is a directional antenna and is located at 10 m
far from the railway track and 30 m high. The receiver antenna is omnidirectional and is placed
on the roof of the train. Subspace Alternating Generalized Expectation (SAGE) algorithm is
used to extract the multi path component. Authors divide into four sub-regions, the hilly terrain
scenario depending of the number of predominant paths in each area: Remote Area (RA) with
three paths, Distant area (DA) with five paths, Close Area (CA) with thirteen and Adjacent
Area (AA) with three paths. Four TDL channel models are set up as presented in Table 2.10.
In [62], a measurement campaign, in hilly terrain at 2.6 GHz with 20 MHz of bandwidth along
the Harbin-Dalian HSL at 370 km/h is studied. A 1023 bit length pseudo noise (PN) sequence
modulated by a BPSK generated by Agilent E4438C VSG is used. The antenna configuration
is SISO one where the transmitter antenna is fixed on the operator BS. This antenna is a cross-
polarization directional antenna with 65°horizontal and 6.8°vertical beam width. The receiver
antenna is omnidirectional placed on the roof of the train.
The authors defined two sub-regions with different number of predominant paths: near region
and far region and they defined for each a TDL model as illustrated on Table 2.11.
In [48], a measurement campaign is performed in hilly terrain scenario on Beijing-Tianjin HSL.
The scenario is composed by a plain environment on one side and a mountain at a distance of
800 m on the other side. The environments studied are plain, hilly terrain, U-shape cutting and
station scenario. Here we focus only on the hilly terrain scenario.
The authors use R&S TSMQ Radio Network Analyzer to extract the resolvable multipath
component with a maximum resolvable time delay of 20 µs. A SISO antenna configuration is
used to sound the channel signal using both WCDMA signal at 2.4 GHz with 5 MHz bandwidth
at 240 km/h. The transmitter antenna is at 30 m away from the track on the top of the one
slope wall. The receive antenna is on the roof of the train.
The authors provide a three taps TDL channel model of this hilly terrain scenario illustrated
by the Table 2.12 with a Classical/Rice Doppler spectrum distribution for the first tap and a
classical Doppler spectrum distribution for the others.

2.3.5 Station scenario
In the same paper as before [48], authors defined a three taps TDL channel model for the station
scenario presented in Table 2.13. The Doppler distribution is the same as before.

2.3.6 Summary
In this section we presented the main results found in the literature regarding radio channel
models in HSL scenarios that can be considered to evaluate system performances (able to be
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Parameters Value
Center Frequency 2.4 GHz

Bandwidth 40 MHz
Speed 295 km/h

Antenna configuration SISO
Scenario Tap number Relative time delay (ns) Average path gain (dB) Doppler shift

AA

1 0 0 - fmax
2 280 -8.7 fV
3 640 -17.5 fV
4 1350 -27.2 fV

CA

1 0 0 - fmax
2 200 -11.4 fV
3 450 -27.6 fV
4 520 -12.7 fV
5 860 -29.0 fV
6 1160 -28.0 fV
7 1230 -27.6 fV
8 1330 -23.8 fV
9 1390 -23.1 fV
10 1480 -25.9 fV
11 1590 -18.7 fV
12 1770 -29.1 fV
13 2100 -29.7 fV

DA

1 0 0 - fmax
2 230 -9.2 fmax
3 1.2 -15.7 fmax
4 1.6 -18.9 fmax
5 2.0 -20.8 fmax

RA
1 0 0 - fmax
2 0.4 -15.2 fmax
3 1.2 -19.7 fmax

Notes
(1) fV is a random variable and fV ∼ U [- fmax,+ fmax].
(2) The Doppler shift values are corresponding to the case when the train departs from the intersection point.

Table 2.10: TDL channel models for hilly terrain sub-regions [63]

Parameters Value
Center frequency 2.6 GHz
Bandwidth 20 MHz
Speed 370 km/h
Antenna configuration SISO

Scenario Delay (ns) Relative power (dB) Doppler shift*

Near region
0 0 fmax

97.65 -6.77 0.5.fmax
216.79 X 0.5.fmax

Far region

0 0 fmax
78.12 -3.23 0.5.fmax
175.77 -7.79 0.5.fmax
234.36 -11.60 0.5.fmax
312.48 -16.55 0.5.fmax

Table 2.11: TDL channel model for near and far region of hilly terrain with fmax equal to 875
Hz [62]
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Parameters Value
Center frequency 2.4 GHz

Bandwidth 5 MHz
Speed 240 km/h

Antenna configuration SISO
Taps Delay (µs) Relative power (dB)
1 0 0
2 0.3 -7.6
3 0.6 -22

Table 2.12: TDL model for hilly terrain [48]

Parameters Value
Center frequency 2.4 GHz

Bandwidth 5 MHz
Speed 240 km/h

Antenna configuration SISO
Taps Delay (µs) Relative power (dB)
1 0 0
2 0.3 -5.2
3 0.6 -8.2

Table 2.13: TDL model for station scenario [48]

implemented in a radio channel emulator). The analysis conducted shows that there are a lot
of papers dealing with a representation of some statistical channel parameters as path loss,
K-factor, angle of arrival, etc. but there are not a lot of complete channel models that give a
representation of the complex impulse response of the channel.
A quite general and straightforward methodology to implement channel model is the TDL model.
We provide a review of some TDL channel model for rural, viaduct, cutting, hilly terrain and
station scenarios. It is shown that, for a same scenario, different channel models can be defined
depending of the number of representative paths for example. An other channel model that can
be found in the literature is the CDL channel model which is more complex than TDL channel
model.
There are not a lot of CDL channel model in the literature due to the complexity of model.
We are able, for now, to describe only two CDL channel model. The first one is presented in
the WINNER II model created by the 3GPP. The second one is presented in the IMT-A model
created by ITU. Both of them describe a CDL model for rural scenario. No more CDL channel
model has been found for other HSL scenario in the literature.

2.3.7 The specific case of tunnels
2.3.7.1 Free propagation in tunnel

From a general point of view, the traditional free space radio wave propagation laws are no more
valid in tunnels. When the tunnel length can be considered as infinite without curve, if the tunnel
is not metallic and if the dimensions of the transverse section of the tunnel are large compared to
the wavelength of the operating signal, the tunnel can be considered as an oversize dielectric wave
guide [92]. In this case, there are different approaches and methodologies to describe radio wave
propagation in tunnels. The objective of the different existing methodologies is to express the
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complex electromagnetic field in the confined area thanks to the resolution of Maxwell equations
with specific boundary conditions imposed by the characteristics of the tunnel walls.
The most used methods are: rigorous description by solving Maxwell equations [93] with
mathematical methods (integral methods or parabolic vector equations [94], [95]), asymptotic
approach to solve the equations by using the optical approximation using ray tracing [96],
[97], [98], [74] and [84] or ray launching [99]. The modal theory is also often considered and
permits physical interpretation of some phenomenon [93]. [100] and [92] have developed the
electromagnetic field equations in the case of rectangular linear tunnel.
The case of circular tunnel was treated in [101] and [102]. More details can be found in [99]
and [103]. This theory allows to express the electromagnetic field for rectangular and circular
infinite linear tunnels. Between 1 to 10 GHz, the tunnel walls (in concrete for example) behave
as low loss dielectric material with the dielectric constant ε varying between 5 and 10 and with
dielectric conductivity. The permittivity σ varies between 0.01 and 0.06 S/m. In this case,
the propagation of an electromagnetic wave inside an infinite of tunnel with a rectangular cross
section and with dielectric walls is the consequence of the existence of an infinity propagation
modes called hybrid modes EHmn. All these modes are lossy modes because the reflections on
the walls imply that a part of the signal is refracted inside the wall and an other part is reflected
on the wall. The consequence is a power decrease with propagation inside tunnel.
As mentioned in the introduction of this part, most of the results in the literature present the
statistical properties of narrow band channel characteristics such as Path Loss and K-factor and
distributions of angle of arrival or departure of the paths [65]-[84].
As for the high speed line part, we decided to focus on channel models that can be used for
system evaluation, ie models that provide a description of the complex impulse response of
the channel. In [85], a Saleh-Valenzuela channel model is identified with two main clusters.
However, these papers do not give enough information about them in order to use it as a
reference channel model. In [86], the authors focused on the Kronecker and Weichselberger
channel models. Finally, [40] provides a CDL channel model based on the WINNER procedure
using a ray tracing method. As mentioned previously, in the scientific literature we did not
find TDL-based model for tunnels. This could be due to many different reasons, one of them
could be the high temporal resolution that is needed in order to solve the multipath components
that may exist on a tunnel. Considering existing ray-tracing tools, the development of several
TDL models based on realistic tunnel description, using simulations, is an open topic. As a
consequence of this observation, a new model has been proposed recently by [87].
Recent papers present results obtained thanks to narrow band measurements or ray tracing
simulations. Table 2.2 given in section 2.2 presents a classification of the different papers that
we will detail in the following paragraphs. We recall that in this study, we focus on papers
that present channel models that can be considered to evaluate performances (expression of the
complex impulse response of the channel).
Most of the measurement campaigns in tunnel are performed at 900 MHz, 2.4 GHz and 5.8 GHz
which correspond today to the frequency bands considered for railway communications systems
[67, 81, 83, 85, 104, 105, 106, 79, 75] highlight only on large scale fading parameters. In [79]
a MIMO configuration is used to defined also the PL, PDP, K-factor and delay spread channel
characteristics at 2.1376 GHz.
2.3.7.2 Some general remarks for MIMO case in tunnels

It is important to note the particularity of the case of MIMO systems in tunnels. [107] highlighted
the decorrelation observed due to interference between the various hybrid modes. In [108],

55



CHAPTER 2. RADIO CHANNEL MODELS IN TYPICAL RAILWAY ENVIRONMENTS

the hypothesis of the authors is that modal diversity can be compared to spatial diversity for
MIMO techniques. Depending on the transverse or longitudinal receiver position in the tunnel,
different modes EHmn can be excited. This hypothesis was confirmed in [103]. In [86], the
authors have illustrated very clearly the influence of the hybrid modes excitation on a MIMO
system performance. Using ray tracing simulations in a straight tunnel with rectangular cross
section, they highlighted that when the antennas are perpendicular to the tunnel longitudinal
axis, the MIMO channel capacity is maximal. In contrary, when the antennas are parallel to
the longitudinal axis, the MIMO channel capacity is minimal. These results have been also
confirmed in underground mines by [109, 110, 111] and in railway tunnels by [106].
Keyholes phenomenon was highlighted by [112]. This phenomenon occurs when the distance
between the transmitters and the receivers is large compared to the radius of the circle in which
the scatters at transmission and receptions sides are situated [113]. This phenomenon exists
when the signals propagate in a corridor or a tunnel or when the transmitter ans receiver are
very far to each other in outdoor. These channels are degenerated and can be represented by a
channel matrix of rank 1 despite a total decorrelation.
The existence of a keyhole highlight the fact that a certain position in the channel, all the paths
are correlated. In this case, the channel matrix is degenerated with only one degree of freedom
(only one non zero eigenvalue). This is very negative for MIMO performances. In [114], the
authors analyze the probability of presence of keyholes [115], [116] in various tunnel types (old
and new ones). They showed the big influence of tunnel dimensions and changes in the cross
section dimension as well as the fact that the tunnel is new or not. Paradoxically, in some
tunnels, the presence of keyholes does not impact too much the capacity[114].
In [117] the authors analyze the influence of the variations of dimension of the tunnel transverse
section on the probability of presence of keyhole. References to keyhole effects appear also in
[118], [108], [119]. Generally, the higher is the correlation between the signals, the lower is
the channel capacity. Nevertheless, when the correlation between antennas is low, the channel
matrix H presents a low rank (equal to 1) and a keyhole phenomenon can occur. The example
generally chose, is a scenario with a small hole in a wall that separates the environment between
transmitter and receiver. The mathematical description of the phenomenon is given in [116].
2.3.7.3 TDL channel model for tunnel scenario

As illustrated in Table 2.2, only three papers give all the parameters of the models for T2G
transmissions. We identified a Saleh-Valenzuela representation in [85] where authors defined
two clusters but do not provide information on the various parameters to use it. Thus, we will
not take it into account. The Kronecker and Weichselberger models based on correlation can also
be considered for performance evaluations as presented in [86] but it is difficult to consider them
for channel emulation. Finally, a WINNER CDL channel model is defined for metro tunnels
scenarios in [40] based on ray tracing. In [87], HSL and metro tunnels are simulated with a ray
tracing tool and also the presence of trains inside the tunnels.
2.3.7.4 WINNER CDL channel for tunnel environment

Only one channel model based on WINNER channel model has been set up in [40] at 5.8 GHz.
The model was obtained using a Ray-Tracing tool to simulate free propagation in a given realistic
dynamic scenario with two tracks and two trains. The four receiving antennas patch are fixed
on the roof of the moving train. The scenario is represented Figure 2.8. The simulated train
was running at 50 km/h. The authors present a 4x4 MIMO model based on 5 clusters. Each
path of each cluster is defined in terms of delay, power, AoA and AoD.
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Figure 2.8: Representation of the scenario simulated [40]

2.3.8 Train to Train TDL channel model for tunnel scenario
Recent papers deal with the case of T2T measurement in metro of Madrid [120]. The authors
provide TDL models for the Inter-Consist link which mean T2T link between 2 successive cars
and Intra-consist link, which is a link inside the same wagon. The authors present two different
results for three tunnel lines from metro of Madrid (line 6 line 10 and line 11).
For inter-consist scenario over the line 10 and 11, the results are highlighted for 2.6 GHz
with a bandwidth of 80 MHz using a pulse modulation. Two Mobile-Mark MGRM-WHF
omnidirectional antennas were placed on the roof of a Series 8000 continuous train, at the
edges of two cars, and spaced 1 meter apart as shown Figure 2.9. The maximal speed of the
metro is equal to 50 km/h.

Figure 2.9: Representation of inter-consist link (left) and antennas positions (right) [120]

No tunnel dimensions description are provided in this report, we only know that line 10 and
11 passe through three straight and three curve wide tunnel and three straight and three curve
narrow tunnel (table 18 of [120]).
The TDL channel model presented Table 2.14 is the result for the line 10. The RMS delay
spread is equal to 62.43 ns and the mean delay is equal to 36.04 ns.

2.4 Conclusion
The characterization of the channel models for railway environments is a large topic due to the
diversity of common environments that a train can encounter during a ride. We have considered
channel models obtained with measurements and simulations along high speed lines and tunnels.
We first described the main geographical environments in railways.
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Parameters Value
Center frequency 2.6 GHz
Bandwidth 80 MHz
Speed 50 km/h
Antenna configuration SISO
Scenario Delay (ns) Attenuation (dB) K-factor (dB) Standard deviation

Tunnel

0 0 12.33 0.12
12.5 12.08 12.10 0.11
25 18.9 10.87 0.16
37.5 11.3 14.45 0.07
50 13.1 14.63 0.06
62.5 14.5 12.97 0.11
75 12.1 15.62 0.05
87.5 16.2 15.74 0.05

Table 2.14: TDL channel model for inter-consist link (1 m) over the line 10 of Madrid [120]

In the literature a lot of papers are dealing with a simple description of the channel statistical
parameters as for example Path Loss or K-factor. We found only one TDL and two CDL
channel model for rural environment, three TDL channel models are reported for viaduct, hilly,
and cutting scenario. All the parameters of the TDL and CDL channel models for rural scenario
are summarized in Table 2.15, Table 2.16 presented the TDL channel model for viaduct scenario,
TDL channel model for hilly terrain are given in Table 2.18 and cutting scenario in Table 2.17.
For a same scenario different channel models exist depending on the complexity and accuracy
of the parameters. A CDL model is potentially more accurate than a TDL channel model due
to the availability of more parameters that can be taken into account. CDL channel model was
found only for rural scenario.
The last part of this chapter describes the channel models for tunnel scenario.
As previously mentioned, a lot of papers deal with a simple description of large scale fading
parameters. One CDL channel model is fully described in terms of: number of clusters and
number of paths per cluster, angle distribution laws.
The literature analysis conducted also shows that there is no available general MIMO channel
model to describe the behavior of dynamic subway scenario in tunnel from a radio channel
point of view in order to evaluate digital communication system performances. A lot of papers
dealing with statistical analysis of measurements in the 2-5 GHz band can provide some results
on fadings and delay spread statistics. Several papers also analyze the variation of the spatial
correlation degree in the tunnel as a function of antenna polarization or antenna positions.
Based on this figures, it is possible also to build simple statistical models such as Kronecker and
Weichselberger models. Key holes effect in tunnel has also been briefly presented.
Another possible channel model is a WINNER CDL channel model obtained with dynamic
simulations based on an optimized ray-tracing simulator for straight tunnels with rectangular
cross section. A TDL channel model for HSL and metro taking into account the presence of
trains has also been published in December 2020.
This literature survey has highlighted that there is a very important need for radio channel
models that can be used to emulate the radio railway environments in laboratory in order to
assess the performances of wireless systems in representative railway environments with zero on
site testing.
This analysis has been considered within the H2020 Emulradio4Rail European project in the
Shift2rail JU program. This chapter is part of the D1.3 [121] of the project. In addition, we have
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proposed a methodology to chose a set of models to be implemented in a Propsim F32 channel
emulator for experimental assessment of different radio access technologies, namely: Wi-Fi and
LTE in different railway conditions. The different railway models considered and the preliminary
results are published in [122].
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Chapter 3

State of the art on Radio channel
sounders

3.1 Introduction
As explained in Chapter 1, accurate radio channel models are needed for the design, simulation
and performance evaluation of wireless communication systems. The characterization of the
radio channel or the channel sounding consists in the measurement of the statistical channel
parameters described in the previous chapter such as multipath components behaviour, time
dispersion, Doppler spread, angle of arrival and departure of waves, etc.
With, increasing complexity of wireless systems, more and more channel parameters are required
to model correctly the radio channels. These parameters are extracted from the statistical
variations of either the channel time-variant impulse response or its time-variant frequency
response in SISO or MIMO configuration. Channel sounders can be differentiated according to
the used waveform, the number of antennas, the operational frequency, the bandwidth related
to time resolution and their capability to extract various channel properties. Mainly four types
of excitation signals are considered in sounding techniques [10]: pulse waveform, pseudo random
binary sequences, frequency chirp, OFDM signals.
The sounders can operate respectively in the time domain or in the frequency domain, depending
on the transmitted or excitation signal. With the use of millimetric and terahertz bands with
the arrival of new 5G NR standard, channel sounders development in these bands rises new
challenges.
The rest of the chapter is organized as follows. Section 3.2 and section 3.3 detail the main channel
sounding methods in time and frequency. Then, in section 3.4 we will present existing MIMO
channel sounders in the literature taking into account recent evolution towards millimetric bands
to take into account 5G NR and beyond systems evaluation. The section 3.5 focuses on SDR-
based channel sounders in general as they can offer flexibility and modularity. In particular we
will introduce SDR-based channel sounders using LTE signals that constitutes the solution we
have chosen for the channel sounder developed in this PhD work.

3.2 Sounding methods in the time domain
3.2.1 Pulse sounding
This technique is a direct application of the channel impulse response definition. It consists
of transmitting a pulse in the time domain and observing the different echoes of the signal at
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the reception [123] by receiving the signal in phase (I) and in quadrature (Q). This is a simple
method in theory but it is not so easy to generate pulses as shorter as possible and to extract
the received signal in noise context. However, this technique is of particular interest for the
measurements of the UWB (Ultra Wide Band) channel [124, 125, 126, 127]. This technique is
well adapted to measure spatial or temporal variations of the channel. The main advantages of
the pulse sounding technique lies in its low acquisition time and in the possibility to retrieve
the impulse responses in real time. The drawbacks concern the difficulty to generate very short
pulse with high power, which gives rise to a poor dynamics of the impulse response and restricts
the type of configurations that can be characterized at the short distance connection or the Line
of Sight configuration.

3.2.2 Pseudo Random Sequence Correlation Sounding
This technique is widely used for channel sounding [128, 129, 130, 131]. The principle of pseudo-
random sequence (PR) correlation measurement is to use the auto-correlation properties of PR
sequences. It is generated by a shift register consisting of n flip-flop looped by an adder. In
this case, the size of the PR sequence is 2n − 1 and its auto-correlation is a Dirac of dynamic
20log10(2n − 1). In the frequency domain, the analysed band at -3 dB is equal to the clock
frequency of the PR sequence generator. The impulse response h(t) is obtained by a simple
auto-correlation between the received signal and the replica of the transmitted signal. The
advantage of this method is to be able to configure the sounder dynamic by varying the size of
the shift register.
Generally, the correlation is performed in the post-processing phase, in parallel with the
calculation of the transmitted power, the positions of the transmitters and receivers or other
data related to the impulse response. The duration of an acquisition allowing the calculation
of an impulse response is equal to the length of the sequence used (a few µs). The minimal
time between two acquisitions is limited by the speed of the digitizer to transfer the digitized
samples to a storage memory (PC RAM for example) and to rearm a new acquisition. This time
is generally of the order of a millisecond. If the digitization cards are equipped with internal
memory, it is even possible to continuously sample the equivalent of several successive sequences
and to analyze very fast transient phenomena. The principle of correlation is therefore well
suited to all environments and in particular those where the channel varies rapidly (mobile in
urban areas). The principle is given on Figure 3.1a.

3.2.3 Sliding correlation Sounding
The sliding correlation method [132, 133, 134] uses also the principle of correlation and the
autocorrelation properties of PR codes. The system consists of two identical PR code generators
with slightly different clock frequencies, one at the transmitter (clock fc1) and the other at the
receiver (clock fc2). This difference allows PR sequences to slide in time relative to each other.
The sliding correlator consists of multiplying the signal received by the PR sequence from the
receiver and performing the sum of the multiplication. At each instant, a point of the correlation
between the transmitted signal and the received signal is therefore calculated, corresponding to
a point of the impulse response. The digital signal at the output of the correlator is the impulse
response dilated in time by a factor k = fc1

fc2−fc1
. At a given delay τm at the output of the

correlator, corresponds a real delay τ = τm/k. The k factors are generally high between 1000
and 100000. The calculation of an impulse response lasts kT . The time resolution is of the same
order of magnitude than the conventional correlation namely 1/fc1 . From the frequency point
of view, the signal digitized in base band is compressed by a factor k. This compression gives
two main advantages:
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• A narrow band filter at the output of the correlator eliminates most of the noise and
interference included in the analysed band and therefore increases the dynamics of the
impulse response.

• The sampling frequency of the digital-to-analog converters required is low (less than MHz).
The cost of the converters is reduced even for a time resolution of the order of a nanosecond.

The major drawback of this technique is the duration of the computation of an impulse response,
which prohibits the Doppler analysis of a very rapidly varying channel and where the delays
can be significant (10 µs). The sliding correlation sounders are very well adapted for the
characterization of indoor environments where the channel varies slowly and the delays are not
too large (less than 1 ms). This technique is an interesting alternative to frequency sampling.
The principle is illustrated in Figure 3.1b.

(a) Pseudo random sequence correlation
sounding

(b) Sliding correlation sounding principle

Figure 3.1: Channel sounder using correlation [135]

3.3 Sounding methods in the frequency domain
3.3.1 Introduction
The principle of channel sounding in the frequency domain [136], is to scan the frequency band
to be analyzed, in a similar way to the operation of spectrum analyzers. For each frequency,
the attenuation and phase shift provided by the radio channel are determined. The impulse
response is obtained by inverse Fourier transform of the transfer function measured. The two
main categories of channel sounders in the frequency domain are the vector network analyser
sounder and the frequency sweep (or chirp method) channel sounder.

3.3.2 Vector network analyser based sounders
A very simple implementation of this principle consists in using a vector network analyzer
with port 1 connected to the transmitter and port 2 connected to the receiver. The transfer
function is determined by parameter S21(f). The main advantage of frequency scanning is the
ability to scan a very wide band of the spectrum. The use of very narrow filters in reception
leads to very good measurement dynamics but increases the time necessary for the complete
determination of a transfer function. On the other hand, the phase can only be determined if
the transmitter and the receiver are perfectly synchronized. The local oscillators (LO) of the up
and down transpositions must imperatively be controlled on a common reference, which limits
the transmitter-receiver distance to a few tens of meters.
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This method is adapted to point-to-point applications in indoor environments requiring a large
bandwidth. This drawbacks can be avoided using a fiber optic as proposed by [137]. The authors
consider a MIMO channel sounder based on a VNA and two virtual arrays. The Rx antenna is
directly connected to one port of the VNA using a low-attenuation coaxial cable and a 30 dB
low noise amplifier. The signal of the Tx port of the VNA is converted into an optical signal sent
through fiber optics, allowing for measurements on large distances. The optical signal is then
converted again into radio frequency and amplified. In [138] the MIMO channel sounder that is
based on two multiports VNAs. To perform MIMO measurements, one VNA has multiple ports,
and a high-speed switch is connected to the other VNA. This channel sounder is restricted to
static propagation environments.

3.3.3 Frequency sweep method
The chirp sounder [10] is a frequency method to solve the problem of acquisition duration. The
sounding signal is no longer a pure sine wave but a frequency ramp called chirp. There are two
methods for calculating the impulse response using a chirp sounder. The first one is to correlate
the received signal with a replica of the transmitted signal. Windowing should be applied to
reduce the side lobes. This principle is identical to the correlation method, only the sounding
signal changes. The advantages, disadvantages and scope of this principle are identical to those
of correlation based sounding methods. The second method considers heterodyne reception.
This method consists in multiplying the received signal by the transmitted chirp signal and to
apply a low-pass filter to the result obtained. By increasing the measurement time, the signal
band at the output of the sounder is reduced and the use of fast analog converters, therefore
expensive, is avoided. However, as with sliding correlation, Doppler analysis is limited by the
time of a measurement. The advantage of chirp sounders lies mainly in the sounding sequence
that can be easily generated by a synthesizer with frequency sweep. The band analyzed is
no longer limited by the clock frequency of a generator of arbitrary signals or pseudo-random
sequences.
The chirp technique [10] offers the same advantages than the sliding correlation technique from
a frequency compression point of view. This allows to decrease the analog band B of the
receiver and the observation window allowing to acquire the highly delayed paths. This analog
band reduction offers a flexibility identical to the sliding correlation technique allowing the
implementation of a more efficient acquisition module (quantification on a larger number of
bits) and a noise band reduction of a factor kchirp = B

TobsT
where Tobs is the observation window

at receiver, B is the bandwidth and T is the time duration of the chirp.
Theoretically, the temporal resolution, after calibration of the frequency response, is the inverse
of the band analyzed but this is degraded by the need to window the measured signal in order to
carry out the Fourier transform and not by a material defect in the measurement system. This
window will therefore determine the dynamics and the temporal resolution of the measurement
system. and example of this technique is illustrated in [139].

3.3.4 Sounding methods based on OFDM signals
3.3.4.1 Introduction

Orthogonal Frequency Division Multiplexing modulation is widely used in recent wireless
communications systems due to its capability to avoid inter-symbol interference by inserting a
guard interval (GI) [140]. Channel sounders based on OFDM signal implement generally aided
channel estimation techniques with known subcarriers, called pilots, inserted in the OFDM
symbol. This known information is available at receiver for the estimation of the complex
impulse responses.
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Figure 3.2: Baseband model for OFDM system [141]

The baseband model Figure 3.2 presents the difference stages of an OFDM signal transmission
and reception. At the transmitter part, pilots are inserted in the signal after the realization of
the pre-constellation modulation and serial to parallel block. At this stage, an IFFT (Inverse
Fast Fourier Transform) is applied to the constellation to transform the modulated data into
the time domain signal. Then, a guard interval called cyclic prefix (CP) is added in the front of
the OFDM symbol to prevent the ISI. Note that the GI corresponds to a part of the end of the
OFDM symbol.
Finally the signal pass through a digital to analog converter and is transmitted in the channel.
At the receiver side, an analog to digital converter is used to sample the received signal and to
convert it into a digital signal. An FFT (Fast Fourier Transform) is applied after removing the
guard GI to get the signal in the frequency domain. At this stage, the channel estimation is
applied to feed the channel equalizer and remove the channel effect on the data. Finally, after
removing the pilots a QAM (Quadratic Amplitude Modulation) demapping is applied to obtain
the output bit stream.
At the beginning of 2010, a new standard developed by the 3rd Generation Partnership Project
(3GPP) has emerged, based on OFDM. It is called Long Term Evolution (LTE). LTE and his
extension LTE-advanced is now the commonly used technology in telecommunication system.
This technology increase significantly the number of user by cells and the bandwidth is increased
up to 20 MHz, which means to increase also the aggregated data rate by user. The data rate
targeted for downlink and uplink is 100 Mbps and 50 Mbps respectively with 20 MHz bandwidth.
LTE can be operated in Time Division Duplex (TDD), which mean that uplink and dowlink use
the same frequency band and in Frequency Division Duplex (FDD), which splits the uplink and
dowlink into two frequency bands with a fix duplex interval [141].
One important block of the system at the receiver side in the OFDM baseband model, is
channel estimation, shown in Figure 3.2. Based on multicarrier technology and using a channel
estimation method directly implemented in the communication systems, the LTE like signal is
commonly used for channel sounding measurement using SDR platforms. We will now describe
the principle of the LTE channel sounding method and then we will describe some SDR based
channel sounders.
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3.3.4.2 LTE signal structure
The transmission resource in LTE is defined in three dimensions [141]: time, frequency and space.
The spatial dimension is defined by multiple antenna system in transmission and reception.
The time-frequency resource in the LTE signal is defined by a succession of frames of 10 ms
called radio frame. Each radio frame is divided into 10 sub-frames of 1 ms each composed of two
time slots of 0.5 ms. Each interval includes 7 OFDM symbols or 6 OFDM symbols for normal
and extended cyclic prefix respectively.
The LTE radio resources are organised into radio Resource Block (RB) defined by 12 subcarriers
and 7 time symbols (one slot). The smallest unit of resources is called a Resource Element (RE),
which is one subcarrier for one OFDM symbol. The RB is composed of 84 RE in normal cyclix
prefix and 72 RE in extended cyclic prefix. Figure 3.3 shows the normal cyclix prefix frame
structure.

Figure 3.3: Frame structure of LTE for normal cyclix prefix case

The radio resource block can include different type of information as data symbols and pilot
symbols known at the transmitter and receiver. Synchronization signal, reference signals, control
signalling and critical broadcast system information are RE, which can be used in frame structure
to help verification, channel estimation and synchronization.
3.3.4.3 Base station and mobile station synchronization

To synchronize the LTE base station (eNodeB) and the mobile station (UE-User Equipement),
two physical signals are used, the Primary Synchronization Signal (PSS) and the Secondary
Synchronization Signal (SSS) [141]. These two signals, enable time and frequency
synchronization, and provide information about the physical layer identity, cyclic prefix length
and duplexing mode (FDD or TDD). PSS and SSS structure is designed to facilitate this
acquisition of information. In TDD and FDD, PSS and SSS are periodically transmit every
10 ms (every radio frame). In TDD, the PSS is located in the 3rd and 13th slots at the symbol
position three. The SSS is located three symbol earlier as presented Figure 3.4. It means that
for a good synchronization, the channel coherence time as to be longer than 4 OFDM symbols.
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Figure 3.4: PSS and SSS frame and slot structure in time domain for TDD and normal cyclix
prefix

At the receiver, the PSS detection is done by an autocorrelation coupled with a maximum
likelihood detector to find the maximum correlation following the equation (3.1):

m∗M = argmaxm|
N−1∑
i=0

Y (i+m)D∗M (i)|2 (3.1)

where i is the symbol time index, m is the timing offset, N is the PSS time domain signal length,
Y (i) is the received signal at time instant i and SM (i) is the PSS with root M replica signal at
time i.
The SSS is based on M-sequences with a sequence of length 2n − 1 with n is the shift register
length. Each SSS sequence is built by interleaving in the frequency domain two BPSK-modulated
secondary synchronization codes. These two codes are alternated between the first and second
SSS in each transmitted radio frame. As the two codes are different, the receiver can determine
the 10 ms radio frame timing from a single observation of a SSS. The SSS detection is done
after the PSS detection due to the coherent detection method using with the estimated channel
coefficient from PSS. This detection is applied with the following equation (3.2):

Ŝm = argmins(
N∑
n=1
|y(n)− S(n, n])ĥn|2) (3.2)

where, the symbols S(n, n) represent the SSS sequences and ĥn are the estimated channel
coefficients.
3.3.4.4 LTE Reference signal

To estimate the channel, a common and simple way is generally to use the Reference Signal (RS)
[141]. It is a parametric symbol a priori known by the receiver, which can be inserted to specific
RE in time and frequency according to a pattern. Based on standard, a pattern is defined for
SISO and MIMO configurations.
According to [141] the minimum mean squared error is maximized for an equidistant RS position
in the RB in time and frequency. The position spacing between RS is obtained by taking into
account the maximal Doppler spread with a speed of 500 km/h. The Doppler shift can be
calculated by fd = (fc × v/C) where fc is the carrier frequency, v is the receiver speed and C is
the speed of light.
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For example, with a carrier frequency of 2 GHz, the Doppler shift is approximated 950 Hz.
Following Nyquist theorem, to recover the channel the minimal sampling time as to be Tc =

1
(2fd) = 0.5 ms. To apply this result in the radio frame, the RS has to be at least two per slot
in time domain in order to estimate the channel correctly. In frequency domain, the RS are
positioned every six subcarriers. Figure 3.5 shows the RS pattern for SISO system.

Figure 3.5: Reference Signal pattern for normal cyclic prefix

Due to the development of MIMO system, LTE standard defines new RS patterns for 2 and 4
receiving antennas presented Figure 3.6.

(a) 2 antenna ports (b) 4 antenna ports

Figure 3.6: Reference Signal pattern for normal cyclic prefix with (a) 2 and (b) 4 antenna ports
[141]

3.3.4.5 Pilot patterns
Specific pilot patterns are considered in the literature to optimize channel estimation
performances in several type of channels. The different types of existing channel sounders
consider different pilot types with specific autocorrelation properties, various pilot positions in
the symbol and various channel estimation techniques for OFDM signals.
One can find mainly three basic pilot arrangements techniques [142, 143] depending on the pilot
positions in the OFDM symbol, namely the block-type, the comb-type and the lattice-type. For
LTE, a fourth solution has been considered to optimize data transmission [141].
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Block-type pilot pattern, is built by inserting pilot tones into all subcarriers of OFDM
symbols transmitted periodically. This method assumes a slow fading channel to avoid the
frequency pilots interference’s. A time-domain interpolation is needed to estimate the channel
where pilots are unused. In this case the pilots periodicity has to be in accordance with the
coherence time of the channel. As the coherence time is inverse form of the Doppler frequency
fDoppler of the channel, the periodicity St of the pilot symbol can be identify by (3.3). This
technique is suitable for frequency selective channels but not for fast-fading channels.

St ≤
1
fD

(3.3)

Comb-type pilot organization, consists of inserting pilot tones into all temporal OFDM
symbols. However, the pilot tones are partially and periodically disseminated into the frequency
subcarriers, which allows a faster fading channel. In this case a frequency interpolation is needed
between known subcarriers to estimate the channel where there is no frequency pilot. The
periodicity has to be in accordance to the coherence bandwidth. As the coherence bandwidth
is calculated by the inverse of the maximal delay spread σmax, the periodicity of the frequency
pilot subcarrier Sf can be identify by (3.4). This technique is suitable for fast-fading channels
but not for frequency-selective channels.

Sf ≤
1

σmax
(3.4)

Hybrid combination is a combination of both Block-type and Comb-type pilot pattern.
Lattice-type pilot pattern is obtained by inserting pilot tones both in time and frequency
domains. In this case, an interpolation in time and frequency is needed. The periodicity of the
allocated pilot tones is present in time and frequency and has to follow both previous equations.
Figure 3.7 illustrates schematically respectively the block-type, comb-type and lattice-type pilot
pattern in time and frequency.
Among, the systems using OFDM modulation, the LTE standard considers the pilot pattern
given previously. Some of the recent channel sounders use an LTE like excitation signal with
the standard pilot pattern [45, 48]. In the same way, in [13] the channel sounder receiver is able
to operate with the LTE standard pilot pattern implemented in public LTE eNodeB.
Recent channel sounders presented in the literature are based on OFDM signal [144, 45, 48,
13, 145, 146, 147, 148, 149, 150]. These sounders are based on SDR platforms. Each of them
considers different aided estimation techniques or proposed optimized estimation techniques for
OFDM signal. They will be presented in section 3.5.
As mentioned previously the sounder developed during this PhD thesis is one of them. We will
detail the sounder and the methodology chosen for the channel estimation in the next chapter.
Block-type pilot patter is not optimal for the channel sounder as the purpose is to have the
maximal definition of channel estimation in time.
Moreover, as the estimation is applied to each subcarrier, the maximal Doppler shift is minimal.
Comb-type pilot pattern is a good option due to the maximal definition in time. The possibility
to exploit a certain number of subcarriers is also a good option to increase the maximal Doppler
shift. This option is also enabled to disseminate the transmitted antenna in frequency. Lattice-
type pilot is a good compromise between time and frequency definition but it is more complex
to implement in MIMO configuration due to the sparse of antennas position.
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(a) Block-type pilot pattern

(b) Comb-type pilot pattern

(c) Lattice-type pilot pattern

Figure 3.7: Conventional Pilot patterns for channel estimation [142]

3.4 MIMO channel sounders
3.4.1 Introduction
With the development of MIMO wireless systems in the 90s, the need for adequate MIMO
channel models has appeared. In Chapter 1 we have recalled the MIMO channel representation
and we have presented several of these well known channel models. MIMO channel sounding aims
at determining all the individual CIR or transfer functions between each couple of transmitting
and receiving antennas. Consequently, the first MIMO channel sounder allows fast antennas
switching at transmission and reception and assumed that the channel does not vary between two
consecutive measurements (switch between two links). In this case, Time Division Multiplexing
(TDM) technique is considered to send the sounding signal on the antennas. Each antenna
successively transmits a symbol. A guard period is used between each symbol to avoid inter
symbol interference.
Another solution is to consider only the switching at transmitter side and to implement Nrx

receivers in parallel, each receiver is associated to a receiving antenna. At each measurement
record a SIMO (Single Input Multiple Output) channel based on TDM mode. The time for an
acquisition is equal to TH = 2.(τmax).Ntx.
The last solution to avoid switching consists in having in parallel Tx RF systems at transmission
and Rx RF systems at reception. Frequency Division Multiplexing (FDM) technique is generally
used with this architecture. The time of an acquisition is equal to TH = 2(τmax).
With the arrival of programmable digital components such as FPGA (Field Programmable Gate
Arrays) and SDR (Software Defined Radio), the sounding systems has gain more flexibility and
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speed and it is possible to transmit and receive simultaneously on all transmitting and receiving
antennas. FDM or Code Division Multiplexing (CDM) are considered in order than the receiver
can identify the transmitting antenna.
In FDM techniques, each antenna is associated with a sounding signal transmitted over a set of
discrete frequencies, distant from ∆f , and distinct from one antenna to another. The sounding
signals are transmitted simultaneously by all the antennas. On the frequency difference ∆f , Mt
equally distributed carriers are inserted. The channel is not analyzed at the same frequencies
by all the antennas but if one chooses f < Bc 0.9, the assumption of the flat channel on f must
be checked as ∆f < Bc0.9 , where Bc0.9 is the coherence band at 90 %.
In CDM techniques, the signals transmitted by the antennas belong to the pseudo random
sequences (PR) family. The sounding signals are transmitted simultaneously by all the antennas.
The major drawback is that the codes can lose their orthogonality in the presence of multiple
paths with delays greater than the duration of a chip of the PR.

3.4.2 Examples of MIMO channel sounders
MIMO channel sounders have been first developed by universities due to all the specifications
that are different for each applications and needs. Some commercial channel sounders exist
today. The selected sounders will be described hereafter. Post-processing of the recorded data
is necessary to extract the channel matrix H.
One of the first well known MIMO channel sounder [139] was built by university of Durham
(Figure 3.8), for a center frequency of 2.5/3.5/5.2/5.8 GHz with 60 MHz bandwidth.

Figure 3.8: Dhuram University’s channel sounder [10]

The excitation signal is a pseudo random binary sequence (PRBS) compressed with a sliding
time cross correlator (STCC) used in UMTS band. Each antenna receiver is connected to mixers
and splitted from the chirp generator. The maximal length of the CIR is 40 µs for a frequency
acquisition of one full matrix at 100 to 250 Hz. The maximal number of antennas available
for this channel sounder is 8x8. The synchronization is done by GPS and a 10 MHz rubidium
clock. This channel sounder is used for outdoor and indoor measurements without motion. The
system recovers the power delay profiles, scattering function and time variant transfer function.
This sounder has been enhanced and modified regularly.
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The University of Helsinki, IETR of Rennes [151] and Medav RUSK sounders [152] are based on
antennas switching. The sounding signal is a pseudo-random sequence based on the spread
spectrum techniques. Using a 100 MHz bandwidth, the channel sounder has a temporal
resolution of 11.9 ns reduced to 10 ns due to filtering effect. The duration τmax of the impulse
response is therefore equal to τmax = L.Ts. The acquisition time of a matrix is equal to:
TH = 2(τmax).Ntx.Nrx. The factor 2 is related to the guard interval set to τmax necessary after
each switching of receiving antenna.
The major advantage of this type of sounder is the flexibility in terms of carrier frequency
and bandwidth. However, the acquisition time of a MIMO matrix depends on the number
of antennas. [151] presents a CDM based channel sounder, showed in Figure 3.9, working at
3.5 GHz with a variable bandwidth from 12.5 to 100 MHz. The maximal length of a CIR is
equal to 1.27 to 81.84 µs with a frequency acquisition of 152 Hz. The synchronization of the
system is performed using a 10 MHz rubidium oscillators.

Figure 3.9: Helsinki University’s channel sounder [10]

This channel sounder is working with a MIMO matrix of 4x16 antennas. Campaign
measurements were done in indoor and outdoor to indoor. The author developed the
High resolution algorithm Unitary ESPRIT (Estimation of Signal Parameters via Rotational
Invariance Techniques) [153] to recover the spatial diversity of the channel extracting the
direction of departure (DOD) and direction of arrival (DOA) of a Uniform Linear Array (ULA)
and Uniform rectangular Array (URA) antennas. For a Uniform Circular Array (UCA), the
author uses the high resolution algorithm SAGE (Space-Alternating Generalized Expectation
Maximization) [154]. The author present a 4x8 MIMO propagation measurement in outdoor
environment for LOS and NLOS scenarios at 2.2 GHz. The DOA and DOD are given with their
relative power.
DOCOMO has also developed a channel sounder [155] using an OFDM signal. It is able to
recover the Angle Of Departure (AOD), Angle of Arrival and Time of Arrival (TOA) of the
transmitted waves. This channel sounder is used for outdoor measurement without motion.
A switch between antennas allows extraction of the total MIMO matrix. During each OFDM
symbol transmission, the Rx antennas are switched one after one. When all Rx antennas has
received the OFDM symbol from Tx1, the Tx antenna switch to Tx2. The complex delay profiles
are obtained using an IFFT of the transfer function.
The channel sounder is built to work at 2.2255 GHz with 50 MHz bandwidth. The number of
transmitting antennas is 8 antennas with vertical polarization by 8 antennas with horizontal
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polarization, which is an array of 16 channels. At the receiver side, 96 dual polarized antennas
are used, which is an array of 192 channels. The time resolution of this channel sounder is 40
ns and the the number of subcarriers varies from 57 to 1793.
The RUSK sounder is a commercial channel sounder developed by MEDAV GmbH [156]. It
was used for different channel measurements in different university [157] [158] [159]. Each
channel sounder is developed with their own characteristics relative to the channel measurement
objectives.
In [157], the sounder from University of Lund, presented Figure 3.10, operates within 5.150 GHz
and 5.750 GHz with a bandwidth of 10 and 240 MHz respectively. The excitation signal is based
on an arbitrary waveform generator using a periodic multi-frequency signals. The signal period
is Ts = NTx.1.6µs with NTx the number of transmit antennas. The sampling rate is 320 MHz
and 640 MHz for the transmitter and the receiver respectively.

Figure 3.10: Lund University’s channel sounder [10]

The antennas structure is composed by 64 dual polarized antenna element at the receiver side
using a cylindrical structure. At the transmitter side, 21 dual polarization antennas are linked
to a semi-spherical structure. The synchronization is done using a 10 MHz local oscillator. After
measures, a post-processing has to be used to extract the channel transfer function. The Least
Square estimator is used to estimate the channel transfer function. The author presents a static
indoor channel measurement campaign using a 30x30 MIMO system. The author extracts the
received powers for all MIMO link and the Direction Of Departure (DOD) and Direction Of
Arrival (DoA) for two links.
In [160] , the RUSK channel sounder is used with a 4x4 MIMO system working at 5.6 GHz with a
bandwidth of 240 MHz. This channel sounder is used for vehicle to vehicle channel measurement
with different speed scenario. The maximum channel measurement speed was done at 110 km/h.
The sounding technique used is a multi-carrier principle. The sampling sequence length is 3.2
µs. The channel sounder record channel data during a snapshot time of 307.2 µs which allow 32
500 or 65 000 aquisitions in 10 or 20 s respectively.
Another RUSK channel sounder, presented Figure 3.11, was used by Stanford [159] using a center
frequency of 2.45 GHz with a bandwidth of 70 to 240 MHz for indoor, outdoor and outdoor to
indoor measurements. This channel sounder is capable to measure a 8x8 MIMO channels. As
already explained in previous RUSK channels, the antenna array is connected to a switch to
feed antennas. The training sequence length is 3.2 µs and the snapshot duration is 307.2 µs.
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Due to a distance trigger wheel, the speed is limited to 1.6 m/s. All RUSK channel sounders
used a TDM method with a post-processing with a maximum of 65 536 CIR.

Figure 3.11: Standford University’s channel sounder [159]

Orange Lab has developed a channel sounder [161], showed Figure 3.12, with a center frequency
from of 2 to 60 GHz with a bandwidth of 62.5 MHz. The excitation signal is a periodical multi-
sines sequence with flat spectrum following the frequency time sweep method in [162] applied to
complex sequences. This method allows adjusting the amplitude signal to obtain a flat spectrum
in frequency domain or a constant envelop in time domain. The sequence defines the maximal
duration of the impulse response, which is from 512 ns to 512 µs.

Figure 3.12: Orange Lab’s channel sounder [161]

The maximal CIR length is 8.192 µs for a frequency acquisition of 250 Hz. The synchronization
between transmitter and receiver is done using a rubidium clock. The minimal time between
two measurement points is 0.5 ms using only one antenna and without average sequences. Using
an average, the minimal time is 3 ms between two points. Using 10 antennas with a single AGC
or multiple AGC, the minimal time between two points is 1.2 ms and 4 ms respectively. The
author uses this channel sounder for urban macrocell environment. Relative delay and impulse
response dynamic vs received power is given by the author.
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3.4.2.1 Summary
The measurement scenarios proposed for the MIMO channel sounders, operating under 6 GHz,
presented in this section are summarized in Table 3.1. Table 3.2 summarizes the functional
parameters of each MIMO channel sounder reported.

Channel sounder Scenario Speed Synchronization Parameters
[163] Indoor Static 10 MHz rubidium clock PL, DoD, DoA
[160] V2V outdoor 110 km/h - PDP,DSP,RMS delay spread, RMS Doppler spread
[159] Indoor, Outdoor, Outdoor to Indoor 1.6 m/s Cable calibration MIMO frequency channel matrix
[139] Indoor-Outdoor Static 10 MHz rubidium clock PDP, SF, time variant TF
[155] Outdoor Static - Delay profile, AoA, AoD
[161] Outdoor Urban Macrocell - Rubidium clock Relative delay and IR vs received power
[151] Indoor, Outdoor to Indoor Static 10 MHz rubidium oscillators DoD, DoA

Table 3.1: Most common known MIMO channel sounders in the literature : Scenarios

Channel sounder Frequency (GHz) Channel sounding method Bandwidth (MHz) CIR length (µs) Sampling rate (Hz) MIMO matrix length
[163] 5.15 Multi-tones 10-240 1.6-25.6 300-600 30x30
[160] 2.53 Multi-tones 240 3.2 75 4x4
[159] 2.45 Multi-tones 70 - 240 3.2 - 8x8
[139] 2.5-3.5-5.2-5.8 PRBS correlation 60 40 100-250 Hz 8x8
[155] 2.2255 Multi-tones 50 - - 16x192
[161] 2-60 multi-sines 62.5 8.192 250 1 x 10
[151] 3.5 PRBS correlation 12.5 - 100 1.27 - 81.84 152 4 x 16

Table 3.2: Most common known MIMO channel sounders in the literature : Parameters

3.4.3 Examples of MIMO millimeter waves channel sounders
Spectrum scarcity is an important issue in the telecommunication world. This has recently
motivated the exploration of the millimeter-wave (mmW) frequencies for the next generation of
mobile communication systems, i.e. 5G systems and beyond. 5G mmW frequencies refer to the
frequencies between 10 GHz and 100 GHz [164]. The bands foreseen for 5G NR standard are
located at 28-30 GHz, 38-40 GHz, the free-licensed band 57–64 GHz, extended to 71 GHz, with
14 GHz of contiguous band [165]. For this reason, several channel sounders have been proposed
recently. But, there are only few MIMO mmW channel sounder available in literature due to
the difficulties to built. Indeed, the component cost is still very expensive, the calibration is
difficult and the sensitivity of the mmW RF circuit required by the system for measurement is
hard to obtain [166].
A wideband digital sweep 2x2 MIMO channel sounder at 60 GHz with 6 GHz bandwidth is
presented in [167]. It gives an interesting overview of channel measurements and models in the
mmW band. The proposed channel sounder is based on frequency sweep sounding as presented
in section 3.3.3. The sweep generator is composed with three part. The first one corresponds
to the reference clock distribution. The synchronization is done by using a rubidium clock.
The second part is a direct digital frequency synthesizer and a first up converter module. Then
the third part is composed by a frequency multiplier and a second up converter module. The
receiving chain is made of with two ADC devices with a sampling rate of 400 MHz. The receiver
part is connected to a rubidium clock to synchronize each start of the frequency sweep for
post-processing. The sweep frequency is programmed to be done in 819.2 µs at 4.4 GHz. The
authors present two measurement scenarios indoor and outdoor. In both cases, horn antennas
are used. The indoor scenario is a 38 m L shape room with glass windows, desk and chairs on
one side and a part of glass facade in the other side. The outdoor scenario is an open wider area
with building in both sides. Both scenarios are in LOS configuration with static measurement.
The author gives the Power Delay Profile (PDP) of both scenarios, path loss to the outdoor
environment and an estimated MIMO capacity for indoor environment.
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Recently [168] presents dynamic measurements at 60 GHz using an equipment based on a
classical channel sounder (RUSK) and mmW front-ends. The front-end up and down converters
allow the channel sounder to operates with a center frequency between 55.2 and 70.2 GHz.
Frequency synthesizers at 20 GHz and multipliers allow this frequency up. Each transmitter and
receiver has a rubidium clock to warranty the synchronization. Each rubidium is independent
from each other and a calibration allows synchronization without direct link between them
during measurement. The maximal Doppler frequency available is 488 Hz, which means a 8
km/h measurement at 65.2 GHz. Indoor and outdoor measurement campaigns were realized.
The indoor environment is a room (Lab) to evaluate the stability and correctness of the CIR.
Two different scenarios for outdoor environment are presented. The first one is open field. The
distance between the transmitter and the receiver is 120 m. The measurement is done every
20 m. A Leica tachymeter measures the distance. The second outdoor environment is a car
parking to test dynamic measurements. A measurement over 28 m is performed using a remote
controlled rover. The authors present the path loss of the measurements.

An industrial mmW channel sounder is developed by Keysight Technologies [169]. The excitation
signal is a wideband signal correlation with switching antennas. The receiver is a fully parallel
acquisition. The synchronization is performed using a 10 MHz rubidium clock. The frequency
range of this channel sounder is up to 44 GHz with 1 GHz bandwidth. The number of channel
allowing is 8 but it can be extendable up to 104 channels. Parameters as absolute delay, angle
of arrival, angle of departure and path loss can be extracted from this sounder.

3.4.4 Conclusion
In this part we presented some classical MIMO channel sounders under 6 GHz, which are
generally always in development to increase their capabilities and to be used in millimeter
Waves domain due to 5G allocated frequencies. Then we focused on some MIMO millimeter
Waves channel sounders with static and low mobility measurements. The mmWaves channel
sounders development is a very active field to increase accuracy and capabilities to ensure a good
description of the channel in high frequencies for the future 5G and beyond wireless applications.

3.5 SDR based channel sounders
Since several years, SDR based channel sounders are developed as an alternative to existing
channel sounders with the aim to be more flexible, adaptable and lighter. This new approach
allows the base-band signal processing of the radio frequency signal to be fully set up by
software instead of using specialized hardware. It induces the opportunity to reconfigure and
fast prototyping a channel sounder. However, the performances are limited due to the internal
specification of the SDR system (frequency range, bandwidth, etc). Most of them are correlation
based channel sounders or OFDM based channel sounder. The software platform used is mainly
GNU Radio due to the free open access but some of them are using LabVIEW software.

3.5.1 SDR channel sounders using estimation based on correlation
In [170], the authors present a real time SISO channel sounder for industrial wide band
environments at 5.8 GHz for fast time variations. The transmitter part of the channel sounder
is a Rohde&Schwarz SMBV100A vector signal generator. The receiver part is based on Ettus
USRP X300 piloted by GNU Radio. A PN sequence-based of 1024 samples sounding signal is
used as the excitation signal then at the receiver part a cross-correlation method is implemented
to extract the characteristics of the channel. Due to the correlation method, the transmitter
part and the receiver part are completely independent. This channel sounder operates with a
100 MSps sampling rate and is able to record during 12 s. The time resolution is about 10.24
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µs. The channel sounder built is used for indoor measurement with a fast time variable channel,
With a 48.8 kHz of Doppler spread, the maximal speed available is 2526 m/s.
In [171] is detailed a SISO channel sounder for rapid measurements using a sliding correlation
method in the time domain. The channel sounder is based on USRP piloted with GNU Radio
both at transmitter and receiver. This equipment is used in an indoor environment. A Galois
linear feedback shift register with a length of 1023 samples is considered as the excitation signal.
It is a PN sequence with 60 ns pulse duration. The temporal resolution is 60 ns and the maximal
multipath delay is 61 ms. A frequency domain channel sounding method for several transmitters
is also presented for outdoor environment. In this case, a sweep frequency signal is transmitted.
The frequency resolution is 2 MHz and the number of steps is 10 for a temporal resolution
of 27.8 ns. This channel sounder can be exploited in indoor or outdoor scenarios with static
measurements.
In [172], the author presents a 2x2 MIMO channel sounder using PN sequences at 2.427 GHz
for indoor measurement. The transmitter and receiver are USRP 2922 piloted by LabVIEW
software. The excitation signal is obtained with a 802.11.b standard signal. The sampling rate
is 33.33 MHz with 2 samples per symbol. The delay resolution is 60 ns for a maximal delay of
15 300 ns. A four stages post-processing is applied to acquire filtered impulse responses with
minimal peak error. The first step is to calculate the cross-correlation between I and Q data
from measurements and the PN sequence transmitted to acquire the vector impulse response of
MIMO channel for each pair of Tx and Rx antennas. Impulse responses are then filtered using
the Sousa method [173]. Due to a noise threshold set at 5 %, only the impulse responses higher
than 5 % are keep and under 5 % are removed. The second step is to remove the first peak of the
impulse responses, which have their peak only once of the four recorded impulse responses. The
step three is the same as the step two but it is applied to other peaks. Finally the step four is
to average the MIMO CIR. This channel sounder was designed for static outdoor measurement
with a time invariant channel.
In [174], a real time channel sounder has been developed to extract the CIR using a WI-FI signal.
The channel sounder receiver is based on USRP and Altera Cyclone FPGA piloted with GNU
Radio software. This channel sounder can be exploited with any standard 802.11b transmitter.
This lead to a limited bandwidth relative to the 802.11b standard. The excitation signal is a PN
sequence in 802.11b between 2.4 and 2.8 GHz, which is fixed and not designed for high dynamic
range. The receiver part uses a sliding correlation method to calculate the full cross correlation
signal in a PN signal period. The CIR are estimated by an average of sample into the symbol
periods. The time resolution is 188 ns. This channel sounder can be exploited in indoor or
outdoor scenario. The authors make measurement with a vehicle driving at typical speeds on
city streets.
In [175], a PN sequence based channel sounder operating from 2.4 to 5.9 GHz is presented.
Both transmitter and receiver are based on USRP configured with GNU Radio. The signal is
a PN sequence with a BPSK modulation of 4095 chips maximum. The receiver applies a cross
correlation on the signal to recover the channel impulse response. The time resolution of the
channel sounder is from 31.25 ns to 250 ns with a sampling rate of 64 MSps. The authors
present the delay profile and the impulse response for LOS and NLOS measurements. Due to a
cable synchronisation between transmitter and receiver, this channel sounder can only be used
for indoor static channel measurement.
We can mention also a wide band MIMO channel sounder based on X310 SDR boards developed
at IMT-Atlantique [176] for space time channel measurements. This sounder can operate in the 1-
6 GHz band for outdoor measurements over 160 MHz. It combines virtual array implementation
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with mobile move and real uniform linear array (ULA). Specific antennas arrays and processing
technique were developed to take into account Massive MIMO techniques [177].

3.5.2 SRD channel sounder based on OFDM signal
In [178], an indoor channel sounder for device to device and multi hop communications is
presented. It is based on USRP configured by GNU Radio software. It is developed using
a frequency wide band channel estimation. The excitation signal is a sum of narrow band
sinusoids separated by a periodic space. A frame of 1000 samples is sent at each frequency.
At the receiver side, when the frame is received at the first frequency f1, a sweep is done to
increase the frequency to f2. This sweep process is done synchronously at the transmitter
and the receiver. After the record of all frame, the magnitude and phase at all frequencies
are aggregated to built the channel frequency response. An IFFT is computed to recover the
channel impulse responses. An indoor office campaign as been done at 100 MHz bandwidth
with LOS over 27 m. The authors extract the path loss and the shadowing distribution of the
channel. This channel sounder was used for indoor office channel measurements without motion.

[145] describes an OFDM based SISO channel sounder using the 802.11.a preamble and complex
chirps. The channel sounder is based on USRP piloted with GNU Radio. The excitation signal
is composed by three parts. The first one is the 802.11.a preamble, the second part is used
to calculate and average the channel transfer function with the 802.11a preamble, then the
third part is a QPSK OFDM data symbol to test the validity of the channel transfer function
using a threshold decision. The first preamble is used as a cyclic prefix to calculate the channel
impulse responses. As the preamble is known by the receiver, the channel impulse responses are
calculated by (3.5) :

H(f) = Y (f)
X(f) (3.5)

where Y (f) is the received signal and X(f) is the transmitted signal. Due to the hardware the
channel sounder is able to sound a 2 MHz bandwidth with a 64 MSps sampling frequency rate.
This channel sounder was designed for indoor office static channel measurement.
In [146], the author presents a low cost OFDM based channel sounder for outdoor measurements
using a drone. The channel sounder is based on two Ettus X310 piloted by GNU Radio. The
pilots of the OFDM signal are used as a sounding signal, which allows a sampling of the channel
in time and frequency domain. The receiver part receives the signal in frequency domain then
it applies a IDFT to recover the channel impulse responses. The development of the channel
sounder is done with Embedded SDR working from 70 MHz to 6 GHz and the data rate is up to
40 MSps. The center frequency used is 2.3 GHz with a transmission of 100 OFDM packets with
20 MHz bandwidth. The temporal resolution is 50 ns. Only the CIR is given by the author.
This channel sounder can be used for indoor or outdoor measurement with low speed.
In [147], a SISO channel sounder using OFDM signal is detailed. The channel sounder can be
used from 4.9 to 5.9 GHz with 200 MHz bandwidth with 10 sub-band of 20 MHz. The excitation
signal is sent to each sub-band successively with synchronization to the receiver part. The delay
resolution is 5 ns for a CIR length of 1.6 µss centered at the strongest path. At the receiver, the
channel transfer function is obtain in each band individually and then combining to acquire the
total channel transfer function. The transfer function is calculated by (3.6) :

Hk(f) = Yk(f)
Xk(f) (3.6)
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where k is the index of the frequency band, Yk(f) is the received signal and Xk(f) is the
transmitted signal.
The IFFT is applied to the whole band to acquire the channel impulse responses. The frame
structure is composed by a training part and a data part. The training part is composed as the
802.11.a standard. It begins with ten short training sequences for the frame synchronization and
two long training sequences for symbol synchronization. The data part is composed by at least
3 identical OFDM symbols with the second one used to acquire the channel function. The first
and third data symbols are considered as the band-guard. In frequency domain, 64 sub-carriers
are used instead of 53 in the standard 802.11.a with a 312.5 kHz of periodicity. The channel
sounder has a maximal time delay of 3.2 µss. The synchronization is done by a GPS clock. This
channel sounder was used for indoor measurements with a maximal speed of 8.6 m/s at 5.8 GHz
due to the 166.7 Hz maximal Doppler frequency supported by the channel sounder.
In [148], the author developed a real time 8x8 MIMO channel sounder for vehicle-to-vehicle
scenario at 5.9 GHz. The channel sounder is capable to measure a dynamic channel with a
maximal Doppler of 806 Hz which is approximately 148 km/h and a measurement rate of 20
Hz. The channel sounder estimates the delay, directional angle and Doppler of the multi-path
components using a high resolution parameter estimation algorithm that is developed by the
author. A multi-tones waveform is used as the sounding signal similar to the OFDM signal.

3.5.3 SDR channel sounders based on LTE standard pilot pattern
In [45] [179], an LTE based 2x2 MIMO channel sounder for high speed railway is presented.
The excitation signal is an LTE FDD standard signal with a frequency range from 20 MHz to 3
GHz and a bandwidth of 20 MHz. The LTE FDD frame structure is designed as a 10 ms frame,
which is subdivided into ten sub-frames of 1 ms. Each sub-frame is then split into two slots of
0.5 ms with seven symbols each in case of normal cyclic prefix. In the frequency domain, each
sub-carriers are separated with 15 kHz. In the LTE frame structure two different kind of symbols
can be used. The data symbol, used to send an unknown information regarding the receiver
and the Reference symbol CRS, used to estimate the channel in the LTE downlink. The CRS
is the excitation signal for the sounding system. The positions of the CRS are defined by the
standard. In this case, and for 4 antennas, the CRS has a maximal periodicity of 0.5 ms in time
domain, which correspond to a 2 kHz channel sampling rate and 1 kHz maximal Doppler shift.
In frequency domain, the CRS are located every 6 sub-carriers, which mean a 90 kHz spacing.
This spacing allows a maximal time delay of 11 µss. In LTE standard, there are 200 CRS that
corresponds to a 18 MHz measurable bandwidth and 56 ns of time resolution. The sampling
rate is 56 MSps for each channel. The synchronization system is done by GPS and Rubidium
clocks. The channel frequency responses are extracted by the correlation of the received signal
and the CRS pattern as (3.7) :

H(k) = Y (k)X∗(k) (3.7)

where X∗(k) is the conjugate of the transmitted signal and Y (k) is the received CRS modulated
pattern at subcarrier position k. Then the CIR is computed using the IDFT. This channel
sounder was exploited for high speed train scenario along a 16 km network. The scenario was
already mentioned in Chapter 2 section 2.3. This channel sounder is capable to operate at speed
equals to 285 km/h.
In [48], a channel sounder is used on cellular communications for high speed railway scenarios.
The bandwidth equals 100 MHz and the center frequency varies from 2.1 GHz to 2.6 GHz.
The maximal sampling rate is 200 MSPs. The author uses a WCDMA (Wide band CDMA) as
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the excitation signal in FDD mode with a bandwidth of 5 MHz and a chip rate of 3.84 Mcps.
The frame structure is composed by a 10 ms length of 15 slots with a 150 total symbols. The
channel estimation is done by the Common Pilot Channel (CPICH) on the down-link. CPICH
is defined by a bit sequence which is modulated in QPSK. The CPICH is known at transmitter
and receiver sides. The received signal and the conjugate of the CPICH are correlated to acquire
the estimation of the CIR.
The authors also use their channel sounder with a LTE standard excitation signal. The LTE
standard signal is able to generate a standard frame pattern easily for a MIMO system. The
frame structure and the pilot pattern is identical to [45]. The Maximum likelihood approach
is used by decorrelating the constant modulus of the CRS in frequency domain to estimate the
channel transfer function. Then, an interpolation has to be implement to acquire the overall
sub-carriers. The synchronization system is done by GPS with a rubidium clock. Scenarios
were already presented in chapter 2, section 2.3. This channel sounder is used for a 240 km/h
measurement along a viaduct and road environment.
In [13], the author presents a SISO channel sounder based on LTE public standard signal for high
speed scenario. The channel sounder is composed by an USRP-2952 developed with LabVIEW.
The excitation signal is an LTE FDD signal. Only the receiver part has been developed by the
author. The transmitter part is the public LTE base station. The frame structure of the LTE
signal is the same as already presented before. The aim is to use the CRS signal to estimate
the channel on the down-link. The positions of the CRS are defined in the standard. Then the
IFFT is applied to the CFR to acquire the CIR. The synchronization system is done by a 10
MHz Oven Controlled Crystal Oscillator. The channel sounder was tested at 1.85 GHz with 20
MHz bandwidth. The receiver sampling rate is 30.72 MSps. This channel sounder was used on
a 300 km/h high speed line along 30 km. Scenarios were already presented in Chapter 2, section
2.3.
3.5.4 SDR channel sounders based on modified LTE pilot pattern
In [144] a 4x4 MIMO channel sounder based on LTE for high speed train is described. The
sounder is based on expressMIMO2 card developed by Eurecom [180]. The excitation signal is
based on OFDM using a similar signal as the LTE standard. Channel estimation is based on
the pilots. The author have chosen an orthogonal sparse pilot pattern to acquire the individual
channel estimations. Each antennas has an unique resource element and no symbol data is
transmitted to mitigate the ICI (Inter Carrier Interference). The pilot pattern can be observed
in Figure 3.13.
The capabilities of the channel sounder is limited by the hardware. The frequency range is from
300 MHz to 3.8 GHz with a 5, 10 and 20 MHz bandwidth. The sampling rate is proportional
to the number of antennas following the relation N × 7.68MSps where N is the number of
antennas. At receiver side, the channel sounder is composed by two different SDR cards. One
is used for 800 MHz of center frequency with three bandwidth of 5 MHz and the second card
for 2.6 GHz with two bandwidths of 10 MHz and 20 MHz each. Due to the hard disk speed,
the channel sounder can only record continuously with the 5 MHz bandwidth configuration. For
the 10 and 20 MHz bandwidth configuration, the channel sounder can save only 1 second out of
2. The estimation of the channel is done at each subcarrier and each symbol time following the
expression (3.8) :

Hi,k = Yi,kX
∗
i,k (3.8)

where i is the OFDM symbol, k is the subcarrier, X is the transmitted symbol vector, Y is the
received symbol vector and H is the MIMO transfer function.
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Figure 3.13: Antennas pilot pattern [144]

The CIR is obtain using the FFT of the estimated transfer function. The synchronization of
the system is done by using the PSS symbol of the LTE frame. This channel sounder was used
during a high speed railway campaign at 300 km/h.
In [149, 181], the author presents a real time 16x16 MIMO channel sounder called MIMOSA
developed using 4 FPGA-400 MHz cards for the transmitter and 2 FPGA cards for the receiver.
It works at 1.35 GHz with 80 MHz bandwidth. Due to the large amount of antennas, the
acquisition time is less than 300 µs for a full parametric MIMO channel transfer matrix. The
excitation signal follows the OFDM scheme with 8192 subcarriers that represent a 100 MHz
bandwidth. Using a 200 MSps ADC, the author explains that he must reduces the bandwidth
at 80 MHz by not feeding subcarriers at lower and higher frequency band of the spectrum. Each
antenna has 1024 subcarriers allocated with 97.66 kHz spacing and each antennas subcarriers are
delayed one by an other in time domain. Using a 8 x 8 antennas system, the authors switch the
polarization to get a 16 x 16 antennas system. This technique allows decreasing the number of
RF front end. The frame is composed by two symbols. The first one is used for one polarization
and the second one for the orthogonal polarization. Due to the numbers of antennas, the authors
exploited the spatial diversity to recover the angle of arrival and departure of the channels. This
channel sounder is used for outdoor to indoor scenario with a transmitter-receiver distance of
50 m. The measurement campaigns were conducted statistically. The symbol synchronization
is done thanks to a preamble and the system synchronization is done with a 10 MHz rubidium
clock.
[150], describes a multi-node 4x4 MIMO channel sounder based on USRP 2953 from National
Instruments. The excitation signal is an OFDM signal using pilots built with Zadoff-Chu
sequences [182], with a flat frequency response that improves channel estimation and time
synchronization. The frame following the TDM scheme with N subframes, where is the number
of nodes. Each subframe duration is occupied by only one reference signal node. Each node has
a different reference signal. To identify the MIMO link, the frame is composed by two sequences.
The first one is associated to the first transmit antenna, then the second sequence is associated
to the second transmit antenna. At the receiver, the signal transmitted by the first antenna is
identified by cross-correlation. Then the second slot is identified by the TDM structure.
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The estimations of the transfer function are calculated using the Least Square estimator over the
subcarrier position. The CIR are then calculated with an IDFT. The synchronization system is
done at the beginning of the measurement using a Network Time System protocol [183]. This
channel sounder was tested with a 2x2 MIMO configuration at 2.3 and 5.7 GHz with 24 MHz
bandwidth. The sampling rate is 40 MSps for a reference sequence length of 601. The temporal
resolution is 41.66 ns for a maximum time delay of 25.6 ms. This channel sounder were designed
for indoor static measurement.

3.6 Conclusion
In this chapter, we presented a state of the art of different methodologies and architecture that
can be used for a channel sounder to acquire the channel parameters. Firstly, we presented the
time and frequency methodologies, which used different type of excitation signal to recover the
CIR or CFR, namely pulse waveform, pseudo random binary sequences, Frequency chirp and
OFDM signals. Then, we highlighted different MIMO channel sounders under 6 GHz and in the
millimeter Wave domain. We saw that the development of mmW sounders is a very active field
of research despite cost and complexity.
Finally, we presented a state of the art of Software Defined Radio channel sounders in the
literature. An SDR based channel sounder is a good compromise between performance, cost
and mobility.
SDR based channel sounders development has increased rapidly in the last few years due to the
low cost of development when using SDR compared to other systems, the reconfigurability and
portability of the hardware. One can find mainly two different techniques of estimation using
SDR namely techniques based on correlation and techniques based on OFDM signal.
We presented in this part, some SDR based channel sounder using correlation estimation. Then,
we detailed few channel sounders using OFDM excitation signal. Finally, we described channel
sounders using LTE pilot pattern as a sounding signal.
First, a channel sounder using CRS from standard pilot pattern. As the LTE defines a standard
pilot pattern, it is easy to reuse this pattern as a sounding signal. In this way, the receiver
can be connected to any LTE public network or to a transmitter using this pattern. LTE
standard also defined pilot pattern for multiple antennas, which is a fast way to implement
a MIMO channel sounder. The second way to use LTE pilot pattern is to organize the CRS
with an arbitrary localization. In this way, it is possible to maximize the channel definition
by decreasing interpolation impact in time or frequency. Some papers has been cited using a
modified LTE pilot pattern.
Tables 3.3 and 3.4 summarize the channel sounders described with their scenarios and operational
parameters respectively.
In Chapter 4 we will present the channel sounder developed during this PhD work. It is a
sub 6 GHz channel sounder based on SDR technology and LTE excitation signal. It has been
built by modification of a standard SDR-Based LTE communication system. The LTE signal
structure allows the estimation based on pilot symbols. Otherwise, in the developed channel
sounder, we have replaced the data symbols by additional pilot symbols, allowing an accuracy
increase in the symbol estimation. In addition, the choice of SDR platforms offers modularity
and possible evolutions. For example, a perspective could be the evolution of the estimation
module, by implementing the MMSE estimation instead of the LS estimation.

86



CHAPTER 3. STATE OF THE ART ON RADIO CHANNEL SOUNDERS

Channel
sounder

Transmitter Receiver Scenario Speed Synchronization

[170] Rohde&Schwarz SMBV100A
vector signal generator

USRP X300 industrial Indoor 2526 m/s No synchronization

[171] USRP E and N series USRP N series Indoor - Outdoor Static laptop clock timing
using network time
protocol

[172] 2 USRP 2 USRP Outdoor Static
[174] Any standard 802.11b USRP-Altera Cyclone

FPGA
Outdoor Residential,

commercial and
downtown area

typical speeds on city
streets

-

[175] USRP USRP Indoor Static cable connection
[178] USRP USRP D2D multi-hop Indoor

office
Static Power threshold

detection
[145] USRP-Altera Cyclone

FPGA-AD9862BST
ADC/DCA

USRP-Altera Cyclone
FPGA-AD9862BST

ADC/DCA

Indoor office Static CFO estimator
(MMSE) - Schmidl-
Cox algorithm

[146] USRP X310 USRP X310 Indoor, Outdoor low speed OFDM synchronization
algorithm

[67] Sora SDR Sora SDR Indoor 8.6 m/s GPS clock with stability
of 1.10−11

[148] USRP RIO 2953R USRP RIO 2953R V2V Outdoor 148 km/h GPS10eR
[45] Public base station RF unit HST 285 km/h GPS reference clock
[48] Public base station SDR unit HST 240 km/h GPS - Rubidium clock
[184] Public base station USRP-2952 HST 300 km/h 10 MHz Oven

Controlled Crystal
Oscillator

[144] expressMIMO2 expressMIMO2 HST 300 km/h PSS symbols
[149] 4 FPGA-400 MHz cards 2 FPGA cards Indoor Static 10 MHz Rubidium clock
[150] USRP RIO 2953 USRP RIO 2953 Indoor Static Calibration using

Network Time System
protocol

Table 3.3: SDR channel sounders in the literature : Scenarios
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Channel sounder Sounding
method

Frequency
(GHz)

Bandwidth
(MHz)

MIMO
matrix
length

Sampling
rate

(MSps)

Extracted parameters

[170] PN Correlation 5.8 93 1x1 100 Frequency responses, Doppler
spectrum, RMS delay spread

[171] Sliding
correlation

1 - 6 8 - 20 1x1 8 RMS delay spread, PL

[172] PN Correlation 2.427 - 2x2 33.33 DoD, DoA, PDP
[174] PN Correlation 2.4 - 2.8 - 1x1 64 Mean excess delay, average

and maximum RMS delay
spread, PDP

[175] PN Sliding
correlation

2.4 - 2.5
and 4.9 -

5.9

4 1x1 64 Delay profile, IR

[178] OFDM - 100 1x3 - Average PDP, PL, RMS delay
spread, coherence bandwidth,
shadowing model

[145] OFDM 2.4 2 1x1 64 Average Magnitude of CTF
[146] OFDM 0.07 - 6 20 1x1 25 - 100 normalized PDP, CFR
[67] OFDM 4.9 - 5.9 200 1x1 - PDP, channel model, noise

floor, Excess delay,
[148] OFDM 5.9 20 8x8 20 Average PDP, angular power

spectrum
[45] LTE FDD 0.02 - 3 20 2x2 56 PDP, DPSD, PL, K-factor ,

RMS delay spread, Spatial
correlation

[48] WCDMA - LTE
FDD

2.1 - 2.6 100 4x4 200 Spatial fading correlation,
Doppler spread, K-factor,
PDP, RMS delay spread

[184] LTE FDD 1.85 20 1x1 30.72 PDP, delay and relative power
of path

[144] LTE FDD 0.3 - 3.8 5-10-20 4x4 number of
antennas x

7.68

PL, Doppler delay power
spectrum, Power ratio

[149] OFDM 1.35 80 16x16 200 AoA, AoD, ToA, PDP
[150] OFDM 2.3 - 5.7 24 4x4 40 PL , normalized PDP

Table 3.4: SDR channel sounders in the literature : Parameters
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Chapter 4

The SDR based MIMO Channel
Sounder developed in the sub 6 GHz
band

4.1 Introduction
In the previous chapter, we presented different types of channel sounders. The classification
followed is based on the waveform employed as proposed by [10], namely pulse waveform, pseudo
random binary sequences, frequency chirp and OFDM signal. We have described several recent
channel sounders that consider real LTE signals and particularly, SDR-based channel sounders
used in the railway domain.
Based on this state of the art, we present in this chapter the MIMO channel sounder developed
during this PhD thesis. This sounder is based on the use of SDR (Software defined Radio)
platforms and standardized LTE Time Division Duplex signal in the sub 6 GHz band.
This work represents the main contribution of the PhD thesis, also in terms of effort and
technical difficulties encountered. The objective of this chapter is to present the overall sounder
architecture as well as the main technical challenges to overcome.
The rest of the chapter is organised as follows. Section 2 is devoted to the Hardware and
Software description of the SDR-based channel sounder developed. In section 3, we detail the
LTE signal considered and the pilot pattern selected based on the description of the structure of
the LTE signal presented in Chapter 2. Then in section 4, we present the estimation techniques
implemented in the channel sounder to obtain the Channel Impulse Response. In section 5,
we describe how the CIR are recorded in the system in order to allow real time acquisitions.
In section 6, the methodology to extract the various channel parameters is detailed. Finally,
section 7 is devoted to the description of the different steps for the final validation of the channel
sounder.

4.2 Architecture of the SDR-based channel sounder
Thanks to the use of Universal Software Radio Peripheral (USRP) from National Instrument,
the channel sounder developed in this PhD work is a fully re-configurable 4×4 MIMO channel
sounder. It is based on the architecture of a MIMO LTE TDD communication system, which
has been modified in order to operate as a MIMO channel sounder. Modifications are explained
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in section 4.2.3. The system is based on 4 USRP Rio-2954 MIMO platforms (2 antennas on each
platforms).
The excitation signal is an OFDM waveform derived from a 20 MHz bandwidth LTE TDD signal
with a fully re-configurable frame schedule in UL and DL [185]. This specific software integrates
all the processing steps of a real LTE standard communication system (modulation, channel
estimation, equalization, synchronization...) applied to MIMO system. It is compliant with a
given subsets of Release 10 LTE 3GPP. As we will explain later, the full system includes a base
station (BS) and a user equipment (UE) also called mobile station (MS). Two USRPs are used
for each one as shown by Figure 4.1.

Figure 4.1: Diagram of the channel sounder

The number of antennas can vary from 1 to 4 antennas at the base station and mobile station
following the application setup. Even if the USRP platforms offer a bandwidth equals to
160 MHz, the useful signal bandwidth depends on the LTE signal. It cannot be changed and it
is fixed to 20 MHz with a cyclic prefix configuration based on normal cyclic prefix.
Table 4.1 summarises the parameters of the channel sounder developed.

Center Frequency 10 MHz - 6 GHz
Bandwidth 20 MHz
Bandwidth used 18 MHz
Sampling rate 30.72 Ms/s
Number of pilots 1200
Subcarrier spacing 15 kHz
Frame structure TDD
Number of symbol by frame 134
Cyclic prefix length Normal (7 symbols)
Min delay 55.55 ns
Max delay 66.6 mus
Max output power -9 dBm
Sensitivity -65 dBm
Continuous record 1 hour
Antenna supported 1x1 to 4x4

Table 4.1: Parameters of the channel sounder

Figure 4.2 gives a schematic description of the channel sounder developed. The different bricks
(mobile station and base station) of the system will be detailed in the next sub sections.
Figure 4.3 is a photography of the channel sounder developed in the laboratory.
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Figure 4.2: Detailed diagram of the channel sounder

Figure 4.3: Channel sounder in the laboratory
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4.2.1 Description of the mobile station
As illustrated on Figure 4.2, the mobile station is composed by two USRP-2954 cards
connected to a chassis PXI-1085 (equivalent to a computer) by a PXIe-8374 interface. A
synchronization signal is sent to the USRPs via the pulse-per-second (PPS) signal and a 10 MHz
reference signal from a clock distribution module also called CDA-2990. It distributes the PPS
and the reference signal on the USRP from an external rubidium clock. A synchronization
module PXIe-6674 is positioned on the center of the chassis to have the same travel time
between the modules on each side. A FPGA module PXie-7976 is required for the MIMO
processing and a controller PXIe-8535 (operating with Windows) composed the chassis. Two
HDD-8261 cards are used to record the channel estimations at each measurement steps. Here
after we detail the different bricks of the channel sounder.

• The USRP-2954 is a re-configurable SDR hardware for rapid prototyping and high
performance wireless communication system. It provides a center frequency between 10
MHz and 6 GHz. Composed of two channels, the USRP-2954 can be used for MIMO
applications. Each channel can support a maximal output power of 17 dBm to 20 dBm
and a maximal input power of -15 dBm. At transmitter and receiver side the gain
range varies respectively from 0 to 31.5 dB and from 0 to 37.5 dB. The digital to analog
converter has a resolution of 16 bits and 14 bits for the Analog to digital converter. The
USRP-2954 is equipped with a 10 MHz GPS-controlled OCXO (oven-controlled crystal
oscillator) reference clock. GPS control ensures greater frequency accuracy and better
synchronization capabilities.

• The CDA-2990 is a module to distribute the clock. It is used for the synchronization
of the systems that include multiple USRPs. It accepts both external 10 MHz and a
PPS input signals and amplifies and distributes the signals to a maximum of eight output
ports. The CDA-2990 provides options that can distribute externally supplied signals or
GPS-disciplined oscillator (GPSDO), which integrates a GPS-disciplined oven-controlled
crystal oscillator (OCXO) that generates the 10 MHz and PPS signals internally. As we
are using two USRP-2954, the CDA-2990 will provide the reference and PPS signal from
two external rubidium clocks to the USRPs.

• The PXIe-1085 is a 18-slot chassis with a high-bandwidth of 8 GB/s per PXI Express slot
dedicated bandwidth connected with a x8 Gen-3 PCI Express. The hybrid connector type
in every peripheral slot enables flexibility in terms of instrumentation module placement.
The chassis provides 16 hybrid peripheral slots in position 2-9 and 11-18 used with a
center slot in position 10 for the synchronization module. It is important to keep the
synchronization module in position 10 to provide the synchronization signal to each slot
with the same delay.

• The PXIe-8135 is an Intel Core i7 embedded controller (equivalent to a PC) for Express
systems used with a Windows processor. The controller includes two Ethernet ports, two
SuperSpeed USB ports and four Hi-Speed USB ports. Other peripheral I/O allow the
connectivity to the display.

• The PXIe-6674T generates and routes clocks and triggers between devices in a PXI
Express chassis. It can generate two types of clock signals, a highly stable 10 MHz clock
based on an on board precision OCXO reference and a second clock from the direct digital
synthesis clock generation circuit. The synchronization between modules in the chassis is
required to ensure proper operations between them.

• The PXIe-8374 is an interface module between USRP-2954 and the chassis allowing
the communication between USRP and additional FPGA. In the same way, it allows the
communication between the USRP and user through the controller (Windows).
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• The PXIe-6592 is an additional Xilinx Kintex-7 XC7K410T FPGA that provides a high
speed serial communication up to 10.5 GB/s. This high rate communication allows a high
data rate recording on the hard disc to guaranty real time measurements.

• The PXIe-7976 is an additional K410T FPGA with high performance analog and digital
I/O. Programming with LabVIEW FPGA software, it supports peer-to-peer streaming,
which directly transfers data to another PXI module without sending data to the host
processor. This FPGA with high performance digitizers is used in complement of the
FPGA inside the USRP to increase the capabilities of the system. Due to the PXIe-7976
FPGA, the system can support a high complexity program as the MIMO software based
on LTE standard.

• The HDD-8261 in-chassis PXI Express high-speed data storage module features an on
board PCI Express SATA controller. The module fits into the chassis, and it occupies
three PXI slots. The HDD-8261 has a capacity of 4 TB composed in 4 SATA hard drives
of 1 TB. The HDD-8261 allow a fully configurable of each SATA hard drives.

• The rubidium clock from Pendulum allows high stability and performance of the system
with a 10 MHz reference signal and 1 pps output signal. The GPS-12R is equipped
with a standard rubidium oscillator with high stability. The rubidium clock can be used
with a GPS connection or an external input signal. The GPS synchronization allows
measurements in outdoor situation, while the external synchronization allows the indoor
situation. A holdover mode can be used to maintain a certain precision of the oscillator
while the GPS signal is lost or the external signal is removed.

4.2.2 Description of the base station
The base station is composed by two USRP-2954 card connected to a computer by a PXIE
interface. A synchronization signal is sent to the USRP by a PPS signal and a 10 MHz reference
signal from an other CDA-2990. The CDA-2990 distributes the PPS and the reference signal
on the USRP from a GPS-12R rubidium clock. The USRPs are controlled using the LabVIEW
Communication suite. As the purpose is to build a low cost channel sounder, no other module is
added. In this configuration, the base station role is only to send an LTE signal and to maintain
the synchronization with the mobile station.
4.2.3 Modification of the initial Communication system into the channel

sounder
4.2.3.1 Motivations

One of the objectives of this PhD thesis was to develop a flexible channel sounder for radio
channel characterization in railways or roads environments based on SDR and LTE excitation
signal.
With the support of National Instrument, it was decided to modify an initial communication
systems into a channel sounder thanks to simplifications introduced at the base station side.
The MIMO framework tool from National Instrument is a software that requires two FPGA,
but in our case, only one is used. Consequently, the first modification was to remove all the
software parts used by the second FPGA. This means to remove the Data part (all modules
that deal with data in the LTE frame) of the MIMO Framework, which is not necessary for the
channel sounder application because we consider only the pilot symbols of the OFDM frame to
calculate the channel frequency response.
We are not considering data. The addition of data can constitutes a source of noise for the
pilot-aided channel estimation module. By using only one FPGA, we reduced the global cost
of the channel sounder and we improved also the channel estimations. Figure 4.4 and 4.5 show
the removed parts of the hardware in the global architecture.
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Figure 4.4: Initial equipment for LTE-MIMO system communication

Figure 4.5: Modified equipment for the channel sounder

4.2.3.2 Adaptation
As presented in section 4.2, the base station does not comport external FPGA and chassis,
which are necessary to ensure a good operation of the MIMO Framework software using at least
two different USRP cards. Both USRP 2954R are directly connected to the PC to ensure the
connectivity and communication between the Host port (PC) and the FPGA inside the USRP.
In that way, we cannot use theMIMO Framework software at the base station. As an alternative,
we have considered the LTE communication software with less complexity. Two separate sessions
of this tool transmit the signal from both USRPs. Initially, each LTE communication session
deals with one base station USRP with one transmit antenna. The low complexity comes from
the fact that there is no real time recorded data and no multi-USRP dependencies. We changed
this part to apply a MIMO transmission from each session.
In this way, LTE session 1 pilots the USRP 1 and LTE session 2 pilots the USRP 2. Then, from
mobile station point of view we have only one software session that pilots the two USRPs as
shown by Figure 4.6.
The LTE signal uses a bidirectional connection to lock the base station and the mobile station.
USRP-2954 has an antenna port, which can be an input or an output called "TX1 RX1" as
presented Figure 4.7.
The initial configuration of the USRP, in the MIMO Framework, is to use the bidirectional port
"TX1 RX1" with an internal switch to receive/transmit the LTE symbols of the frame. This kind
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Figure 4.6: Software architecture

Figure 4.7: Software architecture

of configuration can be a future problem in case of use amplifier stage during the measurement
as the amplifier is not necessary bidirectional. The solution applied is to separate the uplink and
the downlink antenna port using the port "TX1 RX1" as the transmitted port and port "Rx2"
as the received port. We made changes in the MIMO framework and the LTE session to allow
the possibility to change the decided antenna port of the USRP.
The MIMO Framework software uses a complete graphical interface to pilot the signals and
to visualize various parameters namely among them, the channel frequency responses and the
channel impulse responses for each link of the MIMO channel matrix. This visualisation allows
the user to view in real time the channel measurements. The MIMO Framework interface is
composed of three parts presented in Figure 4.8.

Figure 4.8: MIMO Framework graphical user interface
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The parameters part, where all the input parameters of the hardware and LTE signal at the
same USRPs are presented: the center frequency, the frame used, etc. The second part consists
of different diagrams such as system configuration, MIMO configuration, UL channel, etc. In
the third part, the user can visualize any type of information about the configuration of the
hardware, the output signal, the reception signal and debugging information. One of the tabs
is UL channel, on which we can have a real time visualization of the CIR, CFR and received
power for each antenna.
These figures are quite useful during a measurement campaign to have a preview on the signal
during the measurements even of they are not exactly what we are recorded due to the latency’s
of the update information. Indeed, all the processing for these figures are done in the Host side
and there are updated every second.
The LTE sessions are quite similar to the MIMO Framework visual but with less information
about the received signal. In the LTE session, we found only the information about the hardware
configuration, debugging and output/input signal with a view of the spectrum bandwidth and
layers detection.

4.3 The sounding module
4.3.1 Waveform of the channel sounding
The frame structure of the LTE-TDD signal is defined by 10 LTE sub-frames of 1 ms each
composed of 2 time intervals of 0.5 ms. Each interval includes 7 OFDM symbols [185]. The
center frequency of the sounding signal is between 0.05 and 6 GHz with a bandwidth of 20 MHz.
The signal sampling frequency depends on the hardware and is equal to 30.72 MHz.
As explained in Chapter 2, the LTE signal is composed of so called radio resources blocks defined
by 12 sub-carriers of 15 kHz wide and 7 time symbols. They represent the basic radio resource
unit allocated to a subscriber. The radio resources blocks includes data symbols and symbols
known by the transmitter and receiver (pilots, PSS ...), which will help channel estimation and
synchronization.
The channel is estimated on each pilot symbol position that constitutes the frame, i.e. over a
period of 0.5 ms / 7 (symbols), corresponding to a sampling of the channel equal to 14 kHz. Thus,
according to [186], the maximal Doppler frequency that can be measured is 7 kHz (sampling
rate/2). Then, for the possible operational frequency of the sounder (1 to 6 GHz), the maximal
theoretical speed of the mobile station corresponding to this Doppler frequency is 7.5548e+03 m
at 1 GHz and 1.2591e+03 km/h at 6 GHz. The distance between two CIRs at these speeds
would be respectively 0.0150 m and 0.0025 m. For a speed equals to 300 km/h (maximal speed
for a train), the distance between two measured CIRs is 0.0595 m, corresponding to a possible
sampling in distance of λ/5 and λ respectively for a central frequency of 1 GHz and 6 GHz . The
hardware architecture chosen allows this sampling rate to be maintained without loss of data
during one hour. The limitation will be caused by the recording process as we will see later.
The excitation signal consists of frames of 20 slots (0 to 19), each consisting of 7 OFDM symbols.
The first slot (slot 0) of the frame is used for synchronization between the base station and the
mobile station. It consists of three types of symbol (synchronization, pilot on the downlink,
pilot on the uplink). The other 19 slots in the frame (slot 1 to 19) are filled with pilot symbols
on the uplink.
We consider 4 types of pilot symbols as illustrated by the colors in Figure 4.9. Each transmitting
antenna (A0 to A3) at the mobile station uses a unique number of sub-carriers per radio resources
block in order to guaranty orthogonality between the pilot symbols. The pilot scheme per radio
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Figure 4.9: Pilot pattern for the channel sounder

resources block is repeated identically up to a maximum of 1200 subcarriers, which thus define
the bandwidth of the transmitted signal.
The sounding signal considered is made with 1200 useful subcarriers spaced 15 kHz apart, each
defining a useful bandwidth of 18 MHz. The minimal measurable delay is 55.55 ns (1/18 MHz).
Each measured transfer function by MIMO link is therefore spaced of 180 kHz (15 kHz x 12
sub-carriers) apart, which results into a maximal measurable delay equal to 5.5 µs. Depending
of the environment, the minimal measurable delay could be to large to detect very small paths.
As for example in a straight tunnel in [85], paths could be measured with a path delay varying
from about 30 ns to few ns. It is a part of the limitation of the developed channel sounder.
There are several studies in the literature dealing with the optimization of pilot schemes to
optimize channel estimation for an OFDM modulation [187, 188, 189, 190, 191, 192, 193, 194,
195, 196]. Note that the more the number of pilot symbols increases in a radio resources
block, the more the power allocated per pilot decreases. The transmission power is distributed
uniformly across all pilots. However, for a channel sounding application if the number of pilot
symbols in the frame decreases, the number of channel estimates for a given radio resource block
decreases. It is therefore necessary to perform a time and / or frequency interpolation between
the channel estimates. Interpolating estimates decreases the accuracy of estimates made outside
of the pilot symbols.
Thus, as illustrated in Figure 4.9, in the sounding frame considered for the channel sounder, the
data symbols are replaced by pilot symbols in order to increase the number of time estimates,
eliminating the need for temporal interpolation and thus increasing the quality of the channel
estimation. Interference between symbols, can come from adjacent pilot symbols and can be
easily eliminated with conventional interference cancellation techniques.
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4.4 Channel estimation implemented in the sounder
4.4.1 Reminder of possible estimation techniques
In this work, we consider one OFDM symbol to perform channel estimation at the mobile
station on the received LTE downlink signal. The channel estimation is done using transmitted
reference symbols, which are inserted among data subcarriers in the OFDM symbol as described
previously and in the pilot aided description in Chapter 2. The pilot assisted channel estimation
process is generally divided in two steps.
First, statistical estimation of the channel of OFDM tones consisting of reference symbols is
determined using statistical methods, namely Least Squares (LS) and Minimum Mean Squares
(MMSE) techniques. Then, the response of the channel at the data subcarriers is subsequently
determined by interpolation.
The interpolators used for the purpose of estimation are linear, second order, cubic or time
domain interpolators derived from both the statistical and deterministic point of view. [197, 194,
193] can be found that deal with these estimation criteria for pilot assisted channel estimation
of OFDM applications from CIR or CFR prospective.
We give here after a brief overview of the two main estimation techniques with a reference to
LTE downlink structure. Generally, at the receiver, the ith received OFDM symbol, Yi,k in
frequency is given by (4.1). It is the vector coefficient of the received OFDM symbol. Hi,k is the
coefficient of the CFR vector, Xi,k is the vector coefficient of the transmitted OFDM symbol
and Ni,k is the AWGN. k represents the subcarrier index contained between [0,K-1], where K
represents the total number of subcarriers. The expression in (4.1) assumes that inter carrier
interference (ICI) is negligible [198].

Yi,k = Hi,kXi,k +Ni,k, 0 6 k 6 K − 1 (4.1)

For Channel Frequency Response (CFR)-based channel estimation, two estimation algorithms
can be used, depending on whether statistical knowledge about the CFR is available or not.
Without statistical knowledge, CFRs can be treated as deterministic channel. In this case, least-
square (LS) estimation can be used as it requires no statistical information about the CFRs.
The estimation performance can be greatly improved by exploiting the statistical information as
the covariance of the channel matrix. In this case, a linear Minimum Mean-Square Estimation
(LMMSE) can be considered.
4.4.1.1 Least Square Estimation

From the receiver side, the pilot positions in each OFDM symbol [199], can be represented as
P (k) and transmitted pilot symbols, Xi,k with k ∈ P (k), are known. The LS block estimates
the CFR vector coefficients as in (4.2) [198]:

HLS
i,k = Yi,k

Xi,k
, k ∈ P (k) (4.2)

Interpolation techniques are used to get the channel coefficients where no pilots are used. The
interpolated CFR is HLS

i,k , 0 6 k 6 K−1. Then, substituting Yi,k in HLS
i,k , the LS estimated CFR

can be expressed as in 4.4 where Vi,k = Ni,kXi,k is the complex Gaussian noise. CIR estimates
are obtained using IDFT on CFR as in (4.3) and (4.4):

HLS
i,k = Hi,k + Vi,k, k ∈ [0,K − 1] (4.3)
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hLSi,l = hi,l + vi,l, 0 6 l 6 L− 1 (4.4)

In (4.4), the CIR hi,l contains the complex Gaussian noise vi,l. Assuming L as channel length,
the estimated CIR after l = L− 1 is forced to zero, called as truncated CIR and given by (4.5).
A denoising threshold represented as ξ is applied to remove the complex Gaussian noise. The
denoised CIR is given by (4.6):

ĥti,l =
{
ĥi,l, |ĥi,l|2 > ξ
0, otherwise

(4.5)

ĥi,l =
{
hLSi,l , 0 6 l 6 L− 1

0, L 6 l 6 K − 1 (4.6)

4.4.1.2 Minimum Mean Square Estimation
LS channel estimation method is computationally simple, but performances are limited in term of
minimization of the mean square error (MSE). Another method to estimate the CIR is LMMSE,
which has better MSE performance than LS but it is computationally complex. The derivation
of the LMMSE assumes to have the knowledge of the channel. This method intends at the
minimization of the mean square error between the exact and estimated CIRs [199].
This estimator is optimal in the sense of mean square error. Although this estimator is optimal,
its use is limited by two major drawbacks: its complexity, and the need to know the channel
covariance matrix, which is a priori unknown to the receiver.
A lot of other techniques can be used to estimate the channel using pilot-aided channel estimation
for OFDM application. Common techniques are described in [200, 201, 202, 203, 204]. We can
mention briefly two other methods appearing generally in the literature:

• The Wiener 2D filter, described in [205], is the optimal estimator in the sense of the error
average quadratic. It can be seen as a generalization of LMMSE in two dimensions time
and frequency. However, its complexity limits its use.

• The maximum likelihood estimate (MLE), described in [206], assume that the CIR is
a deterministic and unknown vector given by where no information about the channel
statistics or operating SNR is required.

4.4.2 Considered Channel sounder estimation technique in the channel
sounder

Despite the optimal performance of some estimation algorithms described in the previous
subsection, we have considered the Least Square estimator. This is the less complex algorithm,
thus it implies the less consumption of computational resources. This is very important regarding
the hardware choice for the channel sounder.
The received signal at the base station can be expressed as the convolution between the
transmitted signal x(t) and the channel h(t, τ).

y(t) = x(t) ∗ h(t, τ) + v(t) (4.7)

where v(t) represents the Gaussian additive white noise (AWGN) and * the convolution operator.
Channel estimation is performed in the frequency domain using the LS estimator on each pilot
symbol of the signal. The use of this type of estimator requires the knowledge of the transmitted
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signal sequence. Let us consider the transmitted pilot symbol xk, the received signal yk at the
pilot position k given by (4.8):

yp = xp ∗ hp + vp (4.8)

where hp is the channel response and vp is the additive white Gaussian noise. The LS
estimator uses the knowledge of the pilots transmitted to estimate the frequency channel response
according to equation (4.9).

Ĥk = Yk.
X∗k
|Xk|2

(4.9)

where Ĥk is the estimate of the channel at the position of the pilot k.
At the output of the channel estimation block we obtain all the channel estimates in the frequency
domain. The knowledge of the organization of the frame in time and frequency makes it possible
to recover the transfer functions of each link between the transmitting and receiving antennas
of the system, thus defining the matrix h(t, τ) of the MIMO channel as (4.10).

h(t, τ) =

h11(t, τ) · · · h1n(t, τ)
... · · ·

...
hm1(t, τ) · · · hmn(t, τ)

 (4.10)

Each transmitting antenna uses a frequency given by a radio resources block every 12 subcarriers
as presented previously. There are therefore a total of 100 channel estimates per MIMO link.
Linear frequency interpolation is used to estimate the channel at the positions of the subcarriers
not used by a pilot symbol. Thus, each transfer function is completely defined. At the end,
the estimated channel impulse responses are calculated by the inverse Fourier transform of the
transfer functions as in (4.11):

ĥi = 1
K

K−1∑
k=0

Ĥie
j( 2πk

K
)i (4.11)

where k = 0, 1, ...,K − 1 with i is the symbol index.
In the process used, the pilot symbols are based on normalized QPSK modulation with a power
set to 1. At the receiver, the channel estimation is done using this pilot symbol, which is the pilot
symbol sent by the transmitter without applying any power. In this way, the channel estimations
are done without taking into account the transmitted power set to the USRP. Using a calibration
measurement method we will detail in section 4.13, the channel estimation can neglect the effect
of the transmitted power. The calibration process considers a cable connection between the
mobile station and the base station to avoid any effect of the equipment and cables on the final
channel estimation.

4.5 Recording the channel estimations
4.5.1 General principle
One important feature of the channel sounder, is to be able to record the channel estimations
in real time during the measurements to increase the possible duration of one measurement
campaign. The first idea was to record data directly at the end of the channel estimation block
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in the FPGA. In this way, the data recording is done at the same speed than the channel
estimations. However, due to the FPGA and hardware architecture, it was not possible to
establish a link between FPGA and HDD (Hard Disc) to record data. The record data must
pass through the controller named PXIe-8135, also called Host side, before being recorded as
presented Figure 4.10.

Figure 4.10: FIFO memory path

The chosen solution is to use the host side of the mobile station. We create a FIFO (First In
First Out) memory to transmit the channel estimations from the FPGA to the Host part, and
then we can record the data from the Host to the HDD. To pass through the host part means to
introduce a small delay between the end of the channel estimation block and the recorded part
in the Host. As all channel estimations go through the same path, we can neglect the impact of
this transition.
However, the frequency of the channel estimation loop in the FPGA is higher than the one in the
the host side. This frequency difference leads to a delay between the FPGA FIFO output and
the recorded data in a file. After a short time, this delay can cause an overflow in the FPGA,
which stop the acquisition. The overflow appears when the RAM system is full. This means
that there is more input data in the RAM than the capability of the system to erase old data
(recorded data). To solve the error we have to implement a queue in the Host side to locally
store the input channel estimations until they are recorded on the disc. This queue cannot be
infinite. This creates a limitation on the measurement campaign duration. The maximal length
of the queue is reached after approximately one hour of measurements. We estimate that it is
enough for railway measurement campaigns.

4.5.2 Organization of the recorded channel estimations in the memory
The computation of the channel estimations are done in the FPGA. As explained before, we
consider a FIFO memory to transfer the channel estimation values to the Host part and then
to record them in the HDD. We have to follow a specific organization of the recorded data due
the estimation method implemented. Figure 4.11 described the path of the channel estimation
from the FPGA to the HDD.
In the MIMO Framework, four channel pilot estimations are performed in parallel in the FPGA
as presented in Figure 4.11.
The channel estimation is computed for each pilot of each receiving antenna. At the start of
the process, the first channel estimation is done for the pilots 1 to 4 of the receiving antenna
A0. Then, the estimation is done for the first four pilots of the receiving antenna A1 then for
the first four pilots of the receiving antennas An. Then, the process is applied on the pilots 5 to
8. This principle is applied up to the last four pilots (from the 1200 pilots) of the last receiving
antenna An.
The four channel estimations in parallel are concatenated for each receiving antenna at the pilot
position k to k+3. Figure 4.12, shows how the channel estimations are done and recorded in a
vector.
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Figure 4.11: Recorded path from FPGA to Host side

Figure 4.12: Least Square parallel
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Each color is relative to a receiving antenna n. X and Y represent a group of 4 pilots sent and
received respectively. The LS estimation is done following the equation (4.9) and represented
by a complex multiplication.
Then, all channel estimates are concatenated to create the recorded vector Hrecord following
equation (4.12). Each OFDM symbol are also concatenated one after one.

Hrecord = [H0meas(0,3)H1meas(0,3)...Hnmeas(0,3)H0meas(4,7)...Hnmeas(1196,1199)] (4.12)

where Hrecord is the concatenated vector of all estimations, Hn is the estimation applied to the
receiving antenna n, and indices (k, k + 3) are the estimated pilot position.
As the recorded vector is not a succession of all pilots for each receiving antenna, a post-
processing is applied to recover each MIMO link of the MIMO channel. Figure 4.13 presents
the organization of the data post-processed. All the 1200 pilots, which composed the recorded
vector explained Figure 4.12, are grouped for each receiving antennas. The 1200 pilots define one
OFDM symbol received on all antennas. This new matrix is used to have a better understanding
of each MIMO link of the channel matrix. Each OFDM symbol is represented by a matrix of
size [K , N], where N is the number of received antennas.

Figure 4.13: Organization of the recorded vector to MIMO link matrix for one OFDM symbol

4.6 Channel sounder validation
4.6.1 Clock synchronization
Synchronizing the transmitter and receiver is a key step in estimating the radio channel. Two
synchronizations are done, the first constitute an equipment synchronization thanks to the
synchronization of the two rubidium clocks. The second one is applied on the frame, by using a
synchronization symbol (PSS) to obtain the frame synchronization as shown section 3.3.4.3.
The synchronization using Rubidium clock is applied by connecting, on each side of the
equipment, the rubidium clock to a GPS signal or an external signal at least 72 hours before the
measurement campaign. Then, before acquisition, the synchronization between the PPS signal
of each rubidium clock, has to be verified using an oscilloscope. If there is a delay between the
PPS signals, a shift can be added or removed manually thanks to an option of the rubidium
clock. The maximal delay value available for this option is +/- 999 ns.
To do this, we can use a GPS signal at the input of the CDA-2990 modules or rubidium type
clocks in tunnel type scenarios where GPS is not received. The two rubidium clocks must be
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connected beforehand to avoid time drift of the equipment after decoupling. After decoupling,
we obtain a stable synchronization with variations between +0.1 and -0.1 samples (32.5 ns).
This variation implies a delay or an advance that will modify the value of the measured delays
as well as the amplitudes of the impulse responses.
The objective of the "clock synchronization" validation is to verify if the operation of the channel
sounder in a concrete case of tunnel measurements will be possible thanks to the rubidium clocks.
In tunnel configuration, it is not possible to obtain the synchronization of the base station and
the mobile station with GPS. It is therefore necessary to use the Rubidium clocks to synchronize
base station and mobile station independent from each other.
This test aims at replicate the following measurement campaign scenario: no GPS signal access
during acquisition and it is possible to reconnect the system (rubidium clocks) outside of
acquisition periods. Between each acquisition, one clock is re-synchronized to the other by
adding/removing internal delay from one rubidium clock. Then the acquisition takes place for
60 min. We reproduce this operation three times a day and over five days.
The obtained results are presented Figure 4.14. We can see that the PPS delay between both
rubidium clock is not up to 150 ns. This means that the system can correctly remove the PPS
shift from the rubidium clock and it can make acquisition during five days.

Figure 4.14: PPS shift for campaign measurement in tunnel with GPS

Another verification can be done. In this case, the GPS signal is no longer available after
a synchronization phase of the Rubidium clocks for 5 days. Between each acquisition, the
synchronization is applied by adding/removing delay from the internal rubidium clock.
Then the acquisition takes place for 60 min. We reproduce this three times a day and over five
days. The system (clock oscillator or CDA) is never reconnected to the GPS signal.
In this test, where results are presented Figure 4.15, we can see that the PPS delay between
both rubidium clocks is not up to 1000 ns. This means that the system can correctly remove
the PPS shift from the rubidium clock and it can make acquisition during five days.
We saw in this validation that the channel sounder is able to make acquisition during five days
with and without GPS due to the possibility of the rubidium clock to add or remove a PPS delay
up to +/- 999 ns. As we can apply this shift for both rubidium clocks, the channel sounder is
able to add or remove a PPS shift up to 1998 ns.
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Figure 4.15: PPS shift for campaign measurement in tunnel without GPS

4.6.2 Validation of the measured propagation delay using cables
Several methods are considered to validate the output of the channel sounder in terms of
propagation delay. With a channel emulator it could be possible to verify obtained complex
impulse responses using a known emulated channel model such as a simple Tapped Delay Line
model. To do this test, a MIMO channel emulator is required and this type of equipment was
not available.
A second possible test to validate the results is to use several cables of different length to create
one or more delayed paths. These delayed paths will appear in the impulse response as delayed
and attenuated peaks relative to the main peak (shortest path). The time between the main
peak and the secondary peaks must be proportional to the difference in length between the
different cables used. The difficulty in this case is to deal with the MIMO case.
We use low loss cables with a velocity rate of 85 percent compared to the speed of light. Two
cables are used to obtain a direct path and an echo of this path which will be delayed depending
on the size of the cables. We implemented two tests to validate the results. A first using a 30
meter cable and a 60 meter cable and a second test using a 30 meter cable and a 90 meter cable
as presented Figure 4.16 and 4.17 respectively.

Figure 4.16: Propagation test with cables of 60 meters

The propagation speed in low loss cables is 254 823 589.3 m/s, i.e. a delay of 3.924 ns/m. The
only difference in propagation in the cables is the difference in length between the two cables
present between the splitter and the combiner.
The time difference between the first signal received from the 30m cable and the second signal
received from the 60m cable is 117.7 ns equivalent to the propagation time in 30 meters of cable.
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Figure 4.17: Propagation test with cables of 90 meters

From channel sounder, the delayed signal is visible with a delay of 2 samples, as shown Figure
4.18, equivalent to 111.1 ns ( 2

(30.72∗106)) for a sampling frequency of Fe = 18 MHz (i.e. Te = 55.5
ns). The measured delay of 117.7 ns corresponds to 2.1186 samples at the sampling frequency
of the sounder, which is consistent with the channel sounder measurement of 2 samples.
The time difference between the first signal received from the 30 m cable and the second signal
received from the 90 m cable is 235.44 ns equivalent to the propagation time in the 60 m of
cable. With the channel sounder, the delayed signal is visible with a delay of 4 samples, as shown
Figure 4.19, equivalent to 222.2 ns ( 4

(30.72∗106)). The measured delay of 235.44 ns corresponds to
4.23792 samples at the sampling frequency of the sounder, which is consistent with the channel
sounder measurement of 4 samples.

Figure 4.18: Propagation test with cables of 30
and 90 meters

Figure 4.19: Propagation test with cables of 30
and 90 meters

The delays present in the impulse responses are consistent with the theoretical propagation times
in the cables. Indeed, the difference between the theoretical value and the value measured with
the impulse responses can be explained by the fact that one cannot read the value between
two samples. The sampling frequency of the impulse responses corresponding to 18 MHz
(55.55 ns/samples).

4.6.3 Validation of the output power
In order to adjust the equipment according to the requirements of the field tests, it is necessary
to assess the balance of the radio link between the mobile station and the base station. The
transmit power is an import parameter to compensate the attenuation in the channel to reach the
receiver with an acceptable level of power. The maximal power output power for the USRP-2954
is 20 dBm in the product specifications. However, after measurements using the USRP-2954, we
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found that the output power was different from the specifications using the MIMO Application
framework. The output power was 30 dB less than the specifications.
This issue is due to the MIMO Framework design and cannot be upgraded without changing
the original VI lock. We are using a spectral analyzer to measure the output power of the
USRP-2954. Using the option “Total power” we recover the total power in the bandwidth. For
the MIMO AFW the bandwidth is 20 MHz, but the effective bandwidth is 18 MHz. With the
interface of MIMO AFW we provide a power to the output USRP-2954. For example, we request
an output power of 0 dBm, then with the spectral analyzer we get the total power in band which
are -28.5 to -29.7 dBm (depending of the channel output of the USRP-2954).
Figure 4.20 shows the difference between the programmed power and the real power at the
output.

Figure 4.20: Measured power versus asked power

To be sure that the power losses come from the MIMO Framework, we measured the output
power of the USRP using a sine wave signal. The output power was 6 dB less than the
specifications as presented Figure 4.21.

Figure 4.21: Measured power versus asked power for sine wave

These results show a large difference between data sheet specifications and real power measured.
The MIMO Framework induces a power loss that cannot be modified. Due to this power loss,
the channel sounder must use external amplifier and preamplifier.
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The receiver sensitivity is –65 dBm. The maximal transmit power is –9 dBm. To
perform continuous channel measurements over several hundred meters, signal amplifiers and
Preamplifiers will therefore be required. With an amplification of 44 dB at the transmission side
and a pre-amplification of 34 dB in reception, and using a -12 dBm output power and a security
gain of 20 dB, the maximal reachable distance for a frequency equals to 3.5 GHz is 2.42 km
using Friis formula. Without amplifier, the maximal measured distance is 15.26 m.

4.7 Extraction of the channel characteristics
To extract the channel characteristics, we need first to change the size of the recorded file
containing the Channel frequency responses to exploit them with Matlab. Indeed, it is not
possible with Matlab to open a large amount of a data vector depending of the RAM size. To
do so, the recorded file are split into multiple files of 750 Mo, which correspond approximately
to 10 000 frequency responses. All files that represent a measurement campaign are recorded
with a .BIN extension, which improves the recording speed during measurement. Figure 4.22
presents an overview of the software organisation.

Figure 4.22: Organisation of the software

The channel characteristics are extracted using Matlab code.
First of all, the file extension is changed from .bin to .Mat. Then, we have to organize the data
vector. One recorded file is a series of values. The first value of the recorded file represents
the real part of the complex number and the second value represents the imaginary part of the
channel frequency response. Successively the third one is the real part and the fourth one is the
imaginary part and so on. All the complex values are organized in a vector.
Three steps are followed in the post-processing code:

1. the construction of the calibrated H matrix,
2. the estimation of the channel frequency responses and the computation of the channel

impulse responses,
3. the treatments on the CIRs.

The aim of the calibration step is to suppress the effect of cables, amplification stage, hardware
and all other equipment in the system during the measurements. The calibration phase is done
using cables to connect the mobile station and the base station with no antenna. Cables used
are the same than the ones used for measurement campaign with antennas. We consider low
loss cables of 10 m (these cables are also used during the measurements. The characteristics are
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given in Chapter 5). We measure the Hcalib. The estimated channel matrix H is a division of
coefficient element by element between the measured channel matrix Hmeas and the calibrated
one as presented by equation (4.13):

Hest(m,n) = Hmeas(m,n)
Hcalib(m,n) (4.13)

where m and n are respectively the transmitted antenna and received antenna. Based on the
estimated complex channel frequency responses, we can calculate the complex channel impulse
responses by IFFT and the corresponding Power Delay Profile (PDP).

4.7.1 Extraction of the main channel parameters
Different parameters can be extracted from the CIR to model the channel, namely the path loss,
shadowing, power delay profiles to extract Doppler, delay spread, etc..
4.7.1.1 Path Loss and Shadowing

Free space path loss model described in equation (4.14) is the mean power that restricted to a
clear and unobstructed LOS between the mobile station and the base station.

FSPL(d) = PtGtGr
Pr

= PtGtGrλ
2

(4π)2d2L
(4.14)

where, Pr is the received power, Pt is the transmitted power, Gr and Gt are the antenna gain at
the receiver and transmitter respectively, d is the distance between the mobile station and the
base station in meters, L is the system losses due to the equipment and λ is the wavelength in
meters. The shadow fading is the results of the variation of the radio signal power due to the
encountering with obstruction over long distance. In [207] authors demonstrates that the mean
power of the receiver fluctuates with a log-normal distribution. The Path loss can be modeled
with a log-distance representation as expressed in equation 4.15

PL(d)[dB] = PTx[dBm]− PRx[dBm] = P0 + 10nlog10( d
d0

) +Xs (4.15)

where P0 is the path loss at the reference distance d0, and n is the path loss exponent, which
describes the path loss trend versus the distance d between the transmitter and the receiver. Xs

is a zero-mean Gaussian distributed random variable in dB with a standard deviation σx. The
path loss exponent and the standard deviation can be calculated from measurement data.
4.7.1.2 Power Delay Profile

The Power Delay Profile estimation is an average of the individual delay profiles defined as the
power of the Impulse response at time ti following equation (4.16) [10]:

PDP (τ) = 1
N

N∑
i=1
|h(τ, ti)|2 (4.16)

where N is the number of impulse responses considered. The effect to average a certain number
of impulse responses is to reduce the noise peak as explain in [10]. A large number of N impulse
responses ensure a noise smoothing. From the PDP, different parameters can be extracted as the
first arrival delay, the maximal excess delay, the average delay, the RMS (Root Mean Square)
delay spread and the associated coherence bandwidth.
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The first arrival delay τ0 represents the first arrived component, which is typically the LOS path
or also the most significant component. From a NLOS point of view, the first arrival delay is
relative to the first reflected component.
The maximal excess delay τm is the time delay where the last component can be detected by the
system. It is calculated applying a threshold on the PDP, which neglect all component bellow.
The delay of the last component above the threshold is considering as the maximal excess delay.
The average delay τ̂ is the first moment of the PDP as explained in equation (4.17) [10]:

τ̂ =
∑N
i=1 τi · PDP (τi)∑N
i=1 PDP (τ − i)

− τ0 (4.17)

The RMS delay spread στ is the square root of the second central moment of the PDP [10]. The
RMS is relative to the standard deviation of the mean excess delay and can be calculated by
equation (4.18):

στ =
√
τ̂2 − (τ̂)2, τ̂2 =

∑N
i=1 τ

2
i PDP (τi)∑N

i=1 PDP (τi)
. (4.18)

The RMS delay spread gives an information about the inter-symbol interference by the ratio of
RMS delay and symbol time duration.
The Doppler spectrum associated to a certain delay τk is the FFT of the O CIR of the subset
A as illustrated in Figure 4.23.

Figure 4.23: Doppler spectrum extraction from the CIRs

4.7.1.3 Angles distribution
Angle of arrival and Angle of departure are an important parameter of the channel
characterization for MIMO configuration. It is important to be able to extract the 3D
characteristics of the channel (elevation, azimuth, polarization) at transmitter and receiver sides
to model the channel with the impact of the antenna array distribution on the wave.
There are different algorithms that allow the extraction of the angular characteristics. MUSIC
[208], ESPRIT [153] or SAGE [154] are able to extract the Angle of Arrival, Angle of Departure
and polarization. These algorithms are also detailed in [10].
4.7.2 Channel modelling
MUSIC, SAGE and ESPRIT can also model the channel following a TDL or a CDL channel
model. But as explained in Chapter 2 they have a certain complexity. Another method, still
considered with less complexity, is explained in [132]. This method was used in [209]. In [10],

110



CHAPTER 4. CHANNEL SOUNDER DEVELOPED IN THE SUB 6 GHZ BAND

S. Salous details different modelling processes. Due to all the technical problems experienced to
develop the channel sounder, we had not enough time to adapt a method to the data measured.

4.8 Conclusion
In this chapter, we have presented the 4 x 4 MIMO SDR-based channel sounder developed in the
sub 6 GHz band based on a LTE-TDD like excitation signal over 20 MHz. The number of pilots
is equal to 1200 and the number of symbols per frame is 134. The sampling rate is 30.72 MS/s.
The minimal measurable delay is 55.55 ns and the maximal delay is equal to 66.6 µs. The
maximal output power is equal to -9 dBm and the sensitivity is equal to -65 dBm. The channel
sounder is capable to continuously record the channel frequency responses measured during 1
hour in parallel to the measurements.
We have described the general architecture, the functions and characteristics of the different
bricks of the channel sounder made with the combination of hardware and software. In
particular we have detailed the modifications performed in order to modify an initial "LTE
communication system" based on the MIMO framework software and specific hardware into
a SDR-Based channel sounder considering a LTE TDD like excitation signal. The Channel
estimation implemented is based on the use of specific pilot subcarriers in the LTE frame known
at transmission and reception side. All data is replaced by pilots. This choice has permitted
also to simplified the LTE communication software by removing the part related to data filling
in the software. With such simplification, the channel sounder complexity is reduced as well as
the required hardware.
After a brief description of the channel estimation methods using in LTE sounding, namely
the Leas Square and Mean least Square, we presented briefly the Least Square estimation
implemented. This algorithm is a low complexity algorithm that allows the channel sounder to
record in real time the channel estimations. Based on re-configurable software and architecture,
the channel sounder can be an increase in term of hardware and software complexity to improve
the algorithm used to sound the channel.
The recorded channel estimations are set in a specific position. To extract pilots estimation we
apply a reorganization on each recorded pilots. Only after this, the channel frequency responses
can be extracted in post-processing. Then, the channel parameters extraction is detailed.
Finally, we have detailed the channel sounder validation with different tests included the
propagation time inside different cables length, the output power and synchronization. We
saw that there is a power difference between the output power that an USRP can delivered and
theoretical output power. Due to that, we will need to had, to the channel sounder setup, an
amplification stage to be able to perform the outdoor measurements.
In the next chapter, we will present the results of two measurement campaigns, one indoor and
the other outdoor.
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Chapter 5

Indoor and outdoor measurements

5.1 Introduction
In the previous chapter, we have described the developed SDR-channel sounder based on LTE
signal and we have detailed the different experiments performed to validate the capabilities of
the equipment. In this chapter we will present the results obtained for Indoor and Outdoor
scenarios with the developed channel sounder. In the first part of this chapter we will present
measurements performed in the corridors of the Leost laboratory at 2.7 GHz with a 20 MHz
band corresponding to the LTE signal. The scenarios will be described, then we will draw some
examples of the CIRs obtained and we will extract the corresponding main channel parameters.
A second set of measurements at 3.5 GHz with 20 MHz band is also presented.
In the second part of the chapter we will detail the outdoor measurements performed at 3.5 GHz
on the Lille scientific campus. Three scenarios were performed, one Line Of Sight (LOS)
configuration at speed equals to 6 and 20 km/h and two Non Line of Sight (NLOS) scenarios
with at speed equals to 6 km/h. The CFRs, CIRs, PL and PDP will be extracted from the
measurement campaigns and we will provide the main channel parameters for each scenario. We
will also highlight all the technical difficulties encountered during the outdoor measurements,
which led us to make changes in the layout of the equipment and its use. A second set of
measurements at 3.5 GHz is proposed with a modification of amplifier stages.

5.2 Indoor measurements in the laboratory corridors
5.2.1 Indoor Scenarios
The aim of these first tests was to validate the good operation of the system, the correct recording
and extraction of the data and also the ability for the sounder to perform the measurements
without GPS synchronization (this will be useful for measurements in tunnel).We have chosen
two scenarios: LOS and NLOS. The chosen environment for the LOS scenario is a 24 meters long
and 1.4 meters wide corridor. The environment for the NLOS scenario is the same 24 meters
long and 1.4 meters wide corridor, followed by a second perpendicular corridor with a recess of
5.5 meters. Figure 5.1 and 5.2 give a schematic view of the configurations. Figure 5.3 shows the
measurement layout in the chosen corridor at the Leost laboratory.
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Figure 5.1: Indoor LOS scenario

Figure 5.2: Indoor NLOS scenario

Figure 5.3: Corridor for LOS and NLOS measurement

We performed SISO and 2x2 MIMO measurements. To do so, we have considered two types
of antennas, one for the Uplink (UL) and the other for the Downlink (DL) of the channel
sounding. We remind here that the UL signal is used to synchronize the base station and the
mobile station, as for a LTE transmission. For the UL, we choose patch antennas centered at
2.7 GHz available in the laboratory. They are shown in Figure 5.4. The DL signal is used for
channel measurements. We considered bi-band (2.4/5.8 GHz) omnidirectional antennas (Siretta
Delta 6C ) with a +5 dBi gain shown in Figure 5.4. Antennas are positioned using a mast for
the BS and fixed to the screen for the MS as presented Figure 5.5 A 1 m SMA cable (0.7 dB
loss/m) connects each antenna to the USRPs. The same cables are used at MS and BS for each
antenna. The parameters of the channel sounder for these measurements are summarized in
Table 5.1. For SISO measurements we operate only one USRP platform for each side (MS and
BS).

114



CHAPTER 5. INDOOR AND OUTDOOR MEASUREMENTS

Parameters Value
Frequency 2.7 GHz
Transmitted power -9 dBm
Sensitivity -65 dBm
DL Antenna gain +5 dBi
cable losses 1.4 dB
USRP internal gain 30 dB

Table 5.1: Parameters used in indoor campaign

Figure 5.4: Antennas used for the measurements (left for Uplink and right for Downlink)

The Rubidium clocks are synchronized upstream of measurement by GPS synchronization with
the GPS antenna on the rooftop of the laboratory at least during 72 hours to make sure that the
two rubidium clock has the same reference clock synchronization to the GPS. There is no access
to the GPS signal during acquisitions. Between each acquisition, a rubidium clock synchronized
with respect to the other by adding or removing the delay on one of the two rubidium clocks.
Therefore, before starting the measurements, we manually synchronize the two rubidium clocks
as accurately as possible by step of 1 ns.

Figure 5.5: Base station and mobile station setup from left to right respectively
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5.2.2 Calibration or back-to-back test
The calibration process or back-to-back test is necessary before post-processing. The antennas
are removed from the channel sounder and all ports are connected with cables. The ports used
for synchronization are loaded with 50 Ohm. It is important to use the same hardware and
cables in the calibration measurement than for the channel measurement. The transmitting
parameters have to be the same also than the ones considered for the measurements. We
measured each MIMO link of the MIMO matrix individually as shown Figure 5.6 for the MIMO
link 11 and 12 respectively. That means, with a 2x2 MIMO configuration, there are 4 links to
be calibrated. When all MIMO links are measured individually, the calibration matrix is built
in post-processing.
Based on the scenarios presented before, the results are then obtained with post-processing on
the CFRs recorded. First we apply the calibration results to the measured results, then we
are able to extract the individual CFRs, to deduce the CIRs and to calculate the PDP and to
extract the different channel parameters as explained in Chapter 4.

Figure 5.6: Calibration measurement for MIMO links

5.2.3 Results for corridor measurements
5.2.3.1 Results in SISO for LOS scenario with static measurements

For the SISO case, we performed an acquisition every meter starting from 3 m from the BS to
the end of the corridor (24 m). For this "static" measurements, we recorded 2000 CFRs at each
position but we considered only 1/10 CFR for the results analysis. We show the CFRs for 3, 13
and 24 m in blue, green and red respectively in Figure 5.8. We can observe that the channel is
flat over the 20 MHz band. The variation of the CFRs amplitude versus time is given on Figure
5.8 at 2.7GHz for the total 200 recorded CFRs. For the red curves we observed some local lost
of power not yet explained.
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Figure 5.9 presents the CIRs at the same positions in blue, green and red for 3, 13 and 24 m
respectively. We do not observe any backward reflection at the end of the corridor (there is a door
in wood). In static measurement, each record is independent from the others. For each distance
we have to restart both base station and mobile station. Consequently, the synchronization
between recorded files are not kept and we cannot deduce a propagation distance. We can only
compare the power of the first received path, which corresponds to the mean value of the CFR
presented before.
The path loss is given in Figure 5.10 were the corresponding model is plotted in red and the free
path loss in green. The corresponding model is given by equation (5.1). The standard deviation
(std) between the measurements and the model is equal to 3.13 dB, corresponding to the slow
fading observed.

PL(d) = −47− 10× 0.91log10(d) (5.1)

Figure 5.7: CFR for indoor LOS scenario at
3 m, 13 m and 24 m in blue, green and red
respectively from the base station

Figure 5.8: Evolution of the CFRs amplitude
during one measurement at 2.7 GHz for 3 m,
13 m and 24 m in blue, green and red
respectively

Figure 5.9: CIRs for indoor LOS scenario at
3 m, 13 m and 24 m in blue, green and red
respectively from the base station

Figure 5.10: Path loss of the measured channel
compared to the free space path loss
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5.2.3.2 Results for LOS scenario in corridor with very low mobility
In this section we analyze the results for the indoor LOS scenarios with slow mobility. We
performed 2x2 MIMO measurements continuously while the MS is approaching the BS moving
very slowly pushed by the operator. Figure 5.11 presents the CFRs obtained on the MIMO link
11 at the 3 previous positions (3 m, 13 m and 24 m) respectively in blue, green and red. For a
correct recording data, we have to start recording in file before filling the FIFOs in the FPGA.
To do this simply, we are using two buttons in the graphical interface: one to start the record
and the second to start filling FIFOs. During the measurements, all the automatic gain control
of the USRP board were switch off. The corresponding CIRs are given in Figure 5.12 for the
four links. Due to the short bandwidth considered (18 MHz effective), it is impossible to observe
delays smaller than 55 ns. From the CIR curves, we can observe that the peak corresponding to
the maximal amplitude in LOS is shifted by 58.5 ns between the first and last CIR at 3 m and
24 m. That corresponds to the measured distance in the corridor equal to 17.5 m. As explained
in static measurement, the difference can be explained by the sampling rate.

Figure 5.11: CFRs for indoor LOS scenario at 3 m, 13 m and 24 m in blue, green and red
respectively from the base station for MIMO link 11
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Figure 5.12: Evolution of the CFR amplitude at 3m, 13m and 24m in blue, green and red
respectively for MIMO link 11, 12, 21 nd 22 from left to right

The measured path loss for each MIMO link and the corresponding model are presented
respectively in blue and red for each MIMO link in Figure 5.13. This representation is not usual
but it permits to notice similar behavior on the four links. The average path loss propagation
model is computed with the MIMO matrix as the average of each individual path loss on each
MIMO link. The PL as a function of distance d between the MS and BS, in red, is approximated
with the following equation (5.2) and presented Figure 5.14:

PL(d) = −33.47− 10× 2.18log10(d) (5.2)

We can observe an additional attenuation compared to free space. We observe slow fading versus
the distance. The standard deviation of the slow fadings is equal to 2.71 dB.
The PDP is obtained following equation (4.16) in Chapter 4. The result is given Figure 5.15.
The channel characteristics in terms of delay for several thresholds are summarized in Table 5.2.
We fix the threshold values related to the maximal value of the PDP. We consider -20, -30 and
-40 dB below the maximal value. The mean delay varies between 1.39 µs to 1.43 µs. The
maximal delay varies between 0.16 µs to 2.78 µs. The RMS delay spread στ varies between
0.791 to 0.799 ns. For further analysis related to channel modelling, the chosen threshold will
define the number of path presents in the channel. With a threshold fixed at -30 dB, We can
deduce that in the corridor, all the multi path components arrive within a window equals to
440 ns.
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There are different ways to calculate the Coherence Bandwidth Bc [210, 211]. In first
approximation Bc ∝ 1/στ . For a correlation coefficient c of 0.5 [211], Bc can be expressed
as (5.3).

Bc = 1
2.π × στ

(5.3)

The coherence bandwidth of the channel is around 200 kHz, which is less than the used
bandwidth of the signal (18 MHz). We conclude that the channel can experience frequency
selectivity.

Figure 5.13: Path-Loss in corridor scenario LOS for each MIMO link 11, 12, 21, 22 from left to
right

Caracteristics of delay Threshold (dB)
-20 -30 -40 Without

Mean delay (µs) 1.39 1.40 1.41 1.43
Max path Delay (µs) 0.16 0.44 1.71 2.78

RMS Delay (ns) 799 796 792 791
Coherence Bandwidth (MHz)(c=0.5) 0.199 0.200 0.201 0.201

Table 5.2: Characteristics of the channel for corridor LOS scenario

120



CHAPTER 5. INDOOR AND OUTDOOR MEASUREMENTS

Figure 5.14: Path-Loss in corridor scenario
LOS for the MIMO matrix

Figure 5.15: PDP in corridor scenario LOS for
the MIMO matrix

5.2.3.3 Results for NLOS scenario
As presented in section 5.2.1, the NLOS scenario is composed of two perpendicular corridors.
The measurement campaign begins with a 5.5 meters long LOS scenario, then a 10 meters long
NLOS scenario. We present only the path loss obtained with the MIMO matrix on Figure 5.16
(measurements in blue, model in red and free space in green). The global model follows equation
(5.4):

PL(d) = −38.62− 10× 3.05log10(d) (5.4)

The transition between LOS part and NLOS part is visible on the curve between 5 and 6 m.
We can observe an additional attenuation between the two slopes (see Figure 5.17) equals
approximately to 15 dB. The standard deviation of the slow fadings is equal to 3.99 dB. Due to
the NLOS, the std is higher than in LOS scenario (2.71 dB).

Figure 5.16: Path-Loss in corridor for NLOS
scenario

Figure 5.17: Path-Loss in corridor for NLOS
scenario
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5.2.3.4 Results for new 4x4 MIMO LOS scenario with static acquisition - New
measurements

For this scenario, we performed an acquisition every 50 cm, starting at 3 m from the BS to
21 m. We change the output power from -9 dBm previously, to -15 dBm to avoid the saturation
of the system at RX level. The received gain is still +30 dB. The acquisition is done for a
center frequency equals to 3.5 GHz. The antennas at the base station and the mobile station
are typical monopole-like antenna, presented Figure 5.18, operating between 1 GHz and 6 GHz.
The antenna pattern is omnidirectional in the azimuth plane XoY. On this plane the maximal
gain is about 2.5 dBi at 3.5 GHz as illustrated on Figure 5.19. On the elevation plane the
maximal gain is 1 dBi at 3.5 GHz presented in Figure 5.19.

Figure 5.18: Low-profile monopole antenna

Figure 5.19: Gain pattern in the azimuth and elevation at 3.5 GHz

The BS and MS are presented Figure 5.20 and Figure 5.21 respectively. As explained in previous
chapter, we need to use 16 antennas, 4 antennas for UL and 4 for DL at each side of the channel
sounder, which make 8 antennas at BS and 8 at MS.
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Figure 5.20: Base station in indoor
measurement

Figure 5.21: Mobile station in indoor
measurement

During these new measurements in indoor we also observed that the first 3 slots of each
LTE frame (20 slots) should not be considered because the power is not stable. Figure 5.22
illustrates the effect observed on the first 9 slots. We have not yet found the right explanation.
Consequently, for this new static measurements, we delete the first 3 slots of each LTE frame.
Consequently, we considered only 950 for the results analysis among the 1000 recorded CFRs.
We present the CFRs obtained for MIMO link 11 at 4, 11 and 17 m in blue, green and red
respectively in Figure 5.23. We can observe that the channel is flat over the 18 MHz band for 4
and 11 meters but we observe attenuation of 10 dB around the central frequency. We saw that
the attenuation position can change in the measurement due to small variations in the elevation
and azimuth plans of the antennas at the same position. The variation of the CFRs amplitude
versus time for MIMO link 11 is given on Figure 5.24 at 3.5GHz for one recorded frame (slot4
to slot19). For the red curves (17 m) we observed more amplitude variations as we approach
the noise sensitivity of the channel sounder.
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Figure 5.22: CFR of slots

Figure 5.23: CFR for MIMO link 11 for indoor
LOS scenario at 4 m, 11 m and 17 m in blue,
green and red respectively from the base station

Figure 5.24: Evolution of the CFRs amplitude
for MIMO link 11 during one frame at 3.5 GHz
for 4 m, 11 m and 17 m in blue, green and red
respectively
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Figure 5.25 presents the CIRs for MIMO link 11 at the same positions in blue, green and red for
4, 11 and 17 m respectively. In static measurement, we recall that each record is independent
from the others.
The path loss is given in Figure 5.26 were the corresponding model is plotted in red and the free
path loss in green. The corresponding model is given by equation (5.5). The standard deviation
between the measurements and the model is equal to 4.24 dB, corresponding to the slow fading
observed.

PL(d) = −44.42− 10× 1.89log10(d) (5.5)

Figure 5.25: CIRs for link 11 for the 4x4 MIMO
static measurement indoor LOS scenario at 4
m, 11 m and 17 m in blue, green and red
respectively from the BS

Figure 5.26: Path loss of the 4x4 MIMO static
measured channel compared to the free space
path loss
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5.3 Outdoor measurements
5.3.1 Outdoor scenarios
At the beginning of the PhD, it was planned to have access to railway sites in Spain thanks to
Metro de Madrid. The aim of these outdoor measurements was to validate the channel sounder
in vehicular scenarios. Two outdoor scenarios in mobility, described below, were chosen near
the premises of the University Gustave Eiffel in Villeneuve d’Ascq scientific campus, France.
We have used a laboratory van. In agreement with the new 5G bands allocation in sub-6 GHz
bands, FR1 of the 5G NR [212], the outdoor channel sounding was performed at 3.5 GHz with
a 20 MHz band of the LTE signal. We have considered:

1. a LOS scenario along a 150 m straight road with a succession of trees and buildings on
the sides of the road;

2. a 600 m long NLOS scenario starting with the first LOS scenario and continuing the road
by passing behind buildings and then going back to the base station;

Two speeds were selected for the first scenario: 6 km/h (the minimal speed of the laboratory
truck) and 20 km/h allowing a stable speed quickly and thus reducing the acceleration distance.
The second scenario was carried out at 6 km/h allowing to return without stopping the van.
Figure 5.27 gives a map view of the runs for the three scenarios: LOS scenario (left), NLOS
scenario around buildings (right) and NLOS scenario round trip (below). Figure 5.28 gives a
"street view" of the environment chosen. The base station remains static while the mobile station
runs at different speed and performs the MIMO 2x2 and MIMO 4x4 measurements at 3.5 GHz
on 20 MHz band. An additional measurement was performed in LOS scenario at 3.5 GHz with
no amplification at receiver sides (both BS and MS side).

Figure 5.27: Description of LOS scenario (left) and NLOS scenario around buildings (right)
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Figure 5.28: LOS scenario environment view

5.3.2 Equipment description for the measurements and parameters
The output power of the channel sounder is equal to -12 dBm and the sensitivity at reception
side is equal to -65 dBm. The internal USRP amplification is equal to 25 dB. We are using
monopole-like antennas presented in the last indoor measurement (Figure 5.18). Then, for each
antenna, we consider a 1 m cable (-0.7 dB/m) followed by a 10 m low-loss cables (-1.8 dB for
10 m) to feed the USRP.
In this configuration and taking into account the attenuation in free space with an additional
15 dB security gain and 5.78 dB (−0.7× 2− 1.8× 2 ) of total cable losses, the maximal distance
that can be reached is 7.84 m. Consequently, we decided to add pre-amplifiers (+34 dB of gain)
at the reception side both for UL and DL, which allows a coverage of 393.14 meters. Then, an
amplifier stage offering +44 dB gain is added at both transmission sides (for UL and DL), which
allows now a maximal distance in theory of 62 km in free space scenario. The output power
of the amplifiers and pre-amplifier is flat over the 20 MHz measurements band considered at
3.5 GHz.
At the beginning of the experiments, we faced to an important electromagnetic perturbation
problem generated by the amplifiers and received on the cables that connect the GPS antenna
to the rubidium clock. The GPS receiver was not able to detect correctly the satellites, thus the
synchronization was no more possible. The solution to overcome the problem was to modify the
GPS antenna-to-clock rubidium cable, by a cable with better electromagnetic isolation while
bypassing the amplifiers from the outside. In addition, the base station mast, the GPS antenna
base station and the GPS antenna of the mobile station must be at a certain distance from each
other to avoid interferences observed on the GPS signals. The GPS antennas of the BS and the
BS transmitting antennas must be separated at least of 5 meters, while the MS GPS antenna
and BS transmit antennas must be separated at least of 13 meters.
The power amplifiers were considered only at the base station. Thus, at the reception level of the
mobile station, the power will be sufficient to carry out a channel sounding over several hundred
meters. A scheme of the outdoor channel sounder with the amplification stage configuration is
presented Figure 5.29 and the sounding parameters are summarized in Table 5.3.
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Parameters Value
Frequency 3.5 GHz

Transmitted power -12 dBm
Sensitivity -65 dBm

Antenna gain 2 dBi
Rx Pre-amplifier gain 34 dB
Tx Amplifier gain 44 dB
USRP internal gain 25 dB

Cable losses 5.780 dB

Table 5.3: Parameters for outdoor scenarios

Figure 5.29: Diagram of the amplification stage of the channel sounder for outdoor measurement

At the mobile station, the antennas are placed on the roof of the truck on a specific plexiglass
support presented Figure 5.30, allowing a spacing between the transmitting and receiving
antennas of 50 cm. The use of a plexiglass plate, and not a ground plane, allows to get closer
to the theoretical radiation of the antennas. In addition, the space between each antenna is
20 cm, which is greater than λ/2 (λ = 8.57 cm at 3.5 GHz). A schematic view of the antennas
arrangement on the plexiglass is given on Figure 5.31. Each square of antennas is receiving
antennas only or transmitting antennas only. Pre-amplifiers are placed just below the receiving
antennas, which is as near as possible to the antennas. Then, 10 m low-loss cables (-1.8 dB for
10 m) feed the USRPs inside the truck. The GPS antenna is located on the roof of the MS.
The mobile station is composed of two USRP cards, the chassis, the rubidium clock and clock
distributor as explained Chapter 4.
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Figure 5.30: Antennas position on the mobile station

Figure 5.31: Antennas position on the support

At the base station, the same antenna support is used and installed on a 4 m high mast to
allow sufficient radiation from the antennas to the mobile station as illustrated on Figure 5.32.
As for the MS, we placed the pre-amplifiers just below the receiving antennas and 10 m low loss
cables feed the USRPs. The BS includes the two USRP cards, the amplifiers, the control PC,
the rubidium clock and the clock dispenser as explained Chapter 4.

Figure 5.32: Antennas position on the base station

The equipment at BS and MS sides is shown in Figure 5.33.
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Figure 5.33: Base station in one laboratory truck and mobile station in the second laboratory
truck

To allow the initial synchronization of the base station with the mobile station, the two parts
of the sounder should be positioned not far from each other. As explained in Chapter 4,
synchronization takes place in two steps. The first step allows a rough synchronization of
the PPS signals by rubidium clocks. This step requires to connect an oscilloscope to the base
station and the mobile station rubidium clocks. We have to use a cable from both sides of the
oscilloscope making sure we have the same length of cable at the BS and the MS to avoid greater
or lower delay of the PPS signal that distorts the synchronization of PPS signals.
Figure 5.34 shows the layout of the equipment for the MIMO 2x2 and MIMO 4x4 architecture
respectively as described previously for the outdoor measurements.
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Figure 5.34: Schematic overview of the channel sounder for MIMO 2x2 and MIMO 4x4

5.3.3 Outdoor measurements results
5.3.3.1 Calibration

In this measurement configuration, the calibration should be done with the amplifiers and pre-
amplifiers, and all cables used during measurement, which includes the 10 m long cables and 1 m
long cables. We measured each link of the MIMO matrix individually as presented Figure 5.35
for the link 11 and 12 respectively. A 90 dB attenuator is placed before each pre-amplifier to
protect them. As for indoor calibration for 2x2 and 4x4 MIMO antennas, there are respectively
4 and 16 links to calibrate. When all links of the MIMO matrix are measured individually, the
calibrated matrix is built in post-processing. The additional attenuation (-90 dB) should be
removed at the end in the processed files.
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Figure 5.35: Calibration measurement for MIMO links

5.3.3.2 Results analysis and channel parameters
From the measured data we can extract the CFRs, CIRs, PL and PDP. The results for the
scenarios at 6 km/h and 20 km/h for MIMO 2x2 configuration are presented for each link of the
MIMO channel matrix. Due to the low speed, we record a very large number of CFRs for each
measurement, thus, we decided to keep only 1 over 10 CFRs in each recorded file, which gives a
sampling distance of 12 cm at 6 km/h and 40 cm at 20 km/h (λ at 3.5 GHz is equal to 8.6 cm).
5.3.3.3 Results for the LOS scenario at 6 km/h

Here we present results based on 6 km/h speed for outdoor scenarios with a MIMO 2x2
configuration. The CFRs and CIRs corresponding to the first (15 m) and last positions (145 m)
of the recorded estimated symbol are presented respectively in red and blue. Then, the measured
path loss model (red), is compared with the theoretical free space path loss (green). Finally, we
present the PDP to extract some channel parameters.
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Figure 5.36 present the CFRs at 15 m and 145 m received on each MIMO link. We can observe
different behavior on each link. particularly far from the BS. frequency selectivity appears
particularly on link 12, 21 and 22. It is very different from the indoor channel measured.

Figure 5.36: Channel frequency responses for each MIMO link from 11 to 22 from left to right

Figure 5.37 present the corresponding CIRs for each MIMO link. We can compute the equivalent
distance between the maximal amplitude at the first position (15 m) and the one at last position
(145 m). For example, for the MIMO link 11, the delay corresponding to the maximal value of
the CIR in red is equal to 47.13 ns and in blue to 501.40 ns. The difference equals to 454.27 ns
is equivalent to a propagation distance of 136.19 meters. For the other links we obtain for link
12, 21 and 22 : 133.26 m, 138.92 m and 129.44 m. The error due to the sampling rate is 16.49
meters ( +/-55 ns). The values are coherent with the measuring distance.
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Figure 5.37: Channel impulse responses for each MIMO link from 11 to 22 from left to right

Then we present the path loss for each MIMO link on Figure 5.38 with measurements in blue,
the model in red and the free space path loss in green.
The average PL for the MIMO matrix is presented Figure 5.39. The standard deviation of the
slow fadings is equal to 3.74 dB.
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Figure 5.38: Path loss model for LOS scenario at 6 km/h for each MIMO link

Figure 5.39: Path loss model for LOS scenario at 6 km/h

We can observe on Figure 5.39 an effect of saturation on the measured PL at the beginning
of the travel. With the amplification stage, the output power os equal to +44 dB and we add
+2 dB for antenna gain. Then, from the calculated received power in free space, the system is in
saturation from 0 to 35 meters from the BS as shown Figure 5.40. Unfortunately, this saturation
was not visible in real time during the measurement campaign on the GUI. For future evolution
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of the system, an appropriate automatic gain control could be added in addition to a real time
record of the gain variation on each symbol estimation during measurements.

Figure 5.40: Received power at the mobile station

From the CIRs, after alignment in time of all the maximal amplitude value of the CIRs to 0 s,
we compute the PDP on the MIMO matrix as the average of the individual PDP. The result is
presented Figure 5.41.
We summarise the channel parameters in Table 5.5 for a threshold of -20, -30 and -40 dB relative
to the maximal value of the PDP, presented Figure 5.41. The mean delay τ̂ varies from 1.39 µs
to 1.42 µs. The maximal delay varies between 0.171 µs to 2.78 µs. The RMS delay spread στ
varies from 795 ns to 800 ns. For a threshold equals to -30 dB, the multipath components can
arrive in a 2.25 µs window. In addition, the ratio of the RMS delay spread and the symbol
time duration (71.43 µs) quantifies the strength of the Inter Symbol Interference (ISI). From
our results, the maximal RMS delay spread is greater than 80 times the symbol duration. We
can conclude that there is no ISI.
The coherence bandwidth calculated as previously, for a correlation coefficient of 0.5, is equal
to 200 kHz, which means that frequency selectivity is present in the channel.
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Delays Threshold (dB)
-20 -30 -40 Without

Mean delay (µs) 1.39 1.40 1.41 1.42
Maximal Delay (µs) 0.171 2.25 2.78 2.78

RMS Delay spread (ns) 800 798 795 795
Coherence Bandwidth (MHz)(c=0.5) 0.199 0.199 0.200 0.200

Table 5.4: Characteristics of the channel for 6 km/h LOS scenario

Figure 5.41: PDP model for MIMO matrix at 6 km/h

Figure 5.42: PDP with a threshold of -20, -30 and -40 dB of the maximum, from left to right
respectively at 6km/h

5.3.3.4 Results for scenario at 20 km/h
Here we present results at 20 km/h for outdoor scenario with a MIMO 2x2 configuration. We
present the CFRs and CIRs at 30 m (red) and 145 m (blue) from the BS. Then, the measured
path loss model, in red, is presented and compared with the theoretical free space path loss, in
green. Finally, we present the PDP and we calculate the channel parameters.
Figure 5.43 presents the CFRs at 30 m (red) and 145 m (blue) from the BS for each MIMO link.
We can observe a difference with the curves at 6 km/h. The frequency selectivity seems lower.
From MIMO link 11, 12, 21 and 22 we calculate a mean power difference equal to 10.11 dB,
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13.34 dB, 9.84 dB and 11.56 dB respectively. We deduce that the power of the CFRs between
each MIMO link is around 4 dB illustrating space diversity between the links.
The corresponding CIRs are presented in Figure 5.44 for each MIMO link.

Figure 5.43: Channel frequency responses for each MIMO link from 11 to 22 from left to right

The shift from the first LOS path component observed and the last LOS path component in
Figure 5.44, corresponds to the time propagation from the first and last recorded estimated
symbol. We deduce the propagation distance for MIMO link 11, 12, 21 and 22 respectively:
115.76 m, 113.13 m, 108.00 m, 114.67 m. The values obtained are closed to 115 m. Due to the
time needed to reach 20 km/h, the acquisition distance is 20 meters less than at 6 km/h (135 m).
The values obtained on each link are coherent with the effective distance for measurements.
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Figure 5.44: Channel impulse responses for each MIMO link from 11 to 22 from left to right

The path loss for each MIMO link are given on Figure 5.45 (measurements in blue and model in
red) and compared to free space path loss (green). We notice a good match between measured
model and theoretical free space PL curve. We can observed a variation of the path loss exponent
on each link between 0.96 to 1.61.
Figure 5.46 shows the average PL for the MIMO matrix. The standard deviation of slow fadings
is equal to 2.51 dB.
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Figure 5.45: Path loss model for each MIMO link from 11 to 22 from left to right at 20 km/h

Figure 5.46: Path loss model for the MIMO matrix at 20 km/h

On Figure 5.46 we notice again a saturation effect as for the measurements at 6 km/h.
From the CIRs, we calculate the PDP of the MIMO matrix shown in Figure 5.55.
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Delays Threshold (dB)
-20 -30 -40 Without

Mean delay (µs) 1.39 1.40 1.41 1.41
Maximal Delay (µs) 0.268 2.26 2.78 2.78

RMS Delay spread (ns) 800 797 794 794
Coherence Bandwidth (MHz)(c=0.5) 0.199 0.199 0.200 0.200

Table 5.5: Characteristics of the channel for 20 km/h LOS scenario

Figure 5.47: PDP for MIMO matrix at 20 km/h

Figure 5.48: PDP with a threshold of -20, -30 and -40 dB of the maximum, from left to right
respectively at 20 km/h

From the PDP we can calculate the average delay, τ̂ and RMS delay spread, στ using the formula
4.18 and 4.17 respectively. We summarise the channel parameters in Table 5.5 for a threshold
of -20, -30 and -40 dB based on the maximal value of the PDP, and presented Figure 5.56. The
mean delay varies from 1.39 to 1.41 µs. The maximal delay varies from 0.268 to 2.78 µs. The
RMS delay spread varies from 794 to 800 ns. The values are close to those calculated at 6 km/h.
The speed effect is not visible except on the maximal delay spread. The coherence bandwidth
of the channel is still equal to 200 kHz, which means frequency selectivity is also present despite
it is not really visible on the CFRs.
The ratio between the RMS delay spread and the symbol time duration is equal to 71.43 µs,
corresponding to 90 times the duration of the symbol. We can conclude that there are no ISI.
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5.3.3.5 Results for scenario around buildings at 6 km/h
Here we present results for the NLOS scenario with a speed equal to 6 km/h in MIMO 2x2
configuration. The scenario starts at 15 m from the BS as in the LOS scenario, then the MS
turns around the buildings in the NLOS scenario (the NLOS scenario starts around 150 m) and
come back to the BS with LOS during 100 m. Unfortunately, we observe data losses during
the measurements that avoid to present all the results. We present Figure 5.49 the CFRs and
CIRs with the first, in red, and last, in blue, recorded estimated symbol. The curves in green
correspond to the recorded symbol at the end of the LOS scenario (150 m). We present also the
PL calculated on MIMO link 11.
First, from the CFR, we verify that the first and last measured CIR have the same mean power
(we start at 15 meters from the BS and we stop the acquisition approximately at 15 meters of
the BS also). The mean power of the CFRs for MIMO link 11 is equal to -72.12 and -72.04
dBm for the first and last measured CFR respectively. From the CIRs, we observed that the
first and last LOS peak have a power of -128.4 dBm and -131.1 dBm. From the PL curve given
for MIMO link 11, we visualize easily the power shape corresponding to the scenario. First, the
power decreases during the first half of the measurement campaign, and then the power increases
when the MS is going towards the BS in the second half of the measurement campaign. The
effect of the NLOS due to buildings is well highlighted in the PL curve.

Figure 5.49: CFR and CIR for the MIMO link 11 on left and right respectively

In Figure 5.50 the MIMO link 22 path loss is presented for the second part of the scenario
(from 150 m to the end of the measurements close to the BS. We observe the numerous loss of
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information and the mask effect of the building. An automatic gain control (AGC) can be used
in this situation to prevent the loss data.

Figure 5.50: PL of the MIMO link 22

5.3.3.6 Results for 2x2 MIMO LOS scenario at 20 km/h without pre-
amplifications at receiver

Here we present a new 2x2 MIMO measurements campaign for which we avoided the power
saturation. We removed the pre-amplifiers and we kept the 44 dB amplifiers at BS and MS. The
output power is +29 dBm. From the MS and BS, the received signal is well detected and stable
during the measurements. The calibration was also changed. We present here after the results.
We start by extracting the first and last CFRs and the first and last CIRs of each MIMO link in
Figure 5.51 and 5.52 respectively. We can observe that the fadings are more important far from
the BS. But we still have space diversity between links due to the difference observed between
the CFRs of each link for a same acquisition distance.
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Figure 5.51: Channel frequency responses for each MIMO link from 11 to 22 from left to right

As previously, we can calculate the propagation time between the first LOS path component
recorded and the last LOS path recorded, corresponding to the first and last recorded symbol
respectively, in Figure 5.52. We deduce the propagation distance for MIMO link 11, 12, 21 and
22 respectively: 108.4 m, 109 m, 105 m, 107 m. The values obtained on each link are coherent
with the effective distance for this measurements scenario.
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Figure 5.52: Channel impulse responses for each MIMO link from 11 to 22 from left to right

PLs models are presented for each MIMO link and given Figure 5.53. The measurements PL is
shown in blue and its corresponding model in red. Results are compared to the free space path
loss in green. We notice a good match between measured model and theoretical free space PL
curve with a maximal difference lower than 10 dB. Figure 5.54 shows the average PL for the
MIMO matrix. The standard deviation of slow fadings is equal to 3.05 dB and the corresponding
PL model is presented equation 5.6.

PL(d) = −41.62− 10× 2.08log10(d) (5.6)
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Figure 5.53: Path Loss for each MIMO link from 11 to 22 from left to right

Figure 5.54: Path loss of the channel MIMO matrix compared with the free space path loss
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Figure 5.55: PDP for MIMO matrix at 20 km/h

Figure 5.56: PDP with a threshold of -20, -30 and -40 dB of the maximum, from left to right
respectively at 20 km/h

From the CFRs, we can calculate the Frequency Doppler spread. First of all, we cut the global
recorded file into sub-files. Each sub-file represents a recorded time of 71 ms for a total record of
18 s. We obtain for this scenario at 20 km/h, 252 sub-files filled with 1000 CFRs. To calculate
the Frequency Doppler spread, we apply the FFT along time on each sub-file. We have at the
end, the representation of the Frequency Doppler spread in time and frequency. We represent
here only the positive frequency of the Doppler shift.
The theoretical frequency shift of a moving receiver with a static transmitter is +/-65 Hz at
20 km/h. We can observe, from Figure 5.57, the frequency Doppler spread of each MIMO link
and Figure 5.58 the frequency Doppler spread of the MIMO matrix (average of the four MIMO
link). We observe a shift at 70 Hz corresponding to the LOS. The Doppler shift measured
corresponds to 21.5 km/h speed, which is coherent with the scenario. We remind that the
recording begins when the speed of 20 km/h is reached and the stop of the recording is done
before the deceleration.
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Figure 5.57: Frequency Doppler spread for each MIMO link, from left to right respectively at
20 km/h

Figure 5.58: Frequency Doppler spread of the MIMO matrix at 20 km/h
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5.3.3.7 Outdoor scenarios summary
From LOS scenario, we were able to extract the CFRs recorded during the channel sounding
and to calculate the CIRs, PL and PDP. We saw that the path loss measured is close to the
free space one. The propagation time between the first estimated symbol and the last estimated
symbol corresponds to the measurements distance for the acquisition. Then, we were able to
extract the PDP of the MIMO matrix to calculate the average delay and the RMS delay spread
depending of the threshold chosen. We summarize all the extracted parameters in Table 5.7.
Finally, we highlighted that the developed channel sounder is working correctly. LOS and NLOS
scenarios can be considered with a better mentioning of the system and particularly the addition
of AGC. We finished this part with a new 2x2 MIMO acquisition at 20 km/h, without using
pre-amplifiers to avoid the saturation of the system. We extract all the previous characteristics
of the channel and we added the extraction of the frequency Doppler spread, which lead to a
new validation of the channel sounder with an estimation of the MS mobility of 21.5 km/h. In
its present configuration, the SDR-based channel sounder is limited to the 20 MHz band of the
LTE signal. Only 18 MHz is effective in the MIMO framework software used. This restricts the
minimal observable delay to 55 ns. Nevertheless, the USRP considered allow a 160 MHz band.
An evolution of the channel sounder could be to modify the system by increasing the subcarriers
spacing in order to be able to operate on a larger bandwidth to allow the observation of minimal
delay equals to 6.25 ns. This configuration would allow measurements in metro tunnels.

Scenario 6 km/h LOS 20 km/h LOS
Path loss model −49.76− 10× 1.53log10(d) −49.76− 10× 1.28log10(d)

Std (dB) 3.74 2.51

Delays Threshold (dB) Threshold (dB)
-20 -30 -40 Without -20 -30 -40 Without

Mean delay (µs) 1.39 1.40 1.41 1.42 1.39 1.40 1.41 1.41
Maximal Delay (µs) 0.171 2.25 2.78 2.78 0.268 2.26 2.78 2.78

RMS delay spread (ns) 800 798 795 795 800 797 794 794
Coherence Bandwidth (MHz)(c=0.5) 0.199 0.199 0.200 0.200 0.199 0.199 0.200 0.200

Table 5.6: Channel characteristics for LOS scenario at 6 and 20 km/h

Scenario 2x2 MIMO 20 km/h LOS without amplification at receiver sides
Path loss model −41.62− 10× 2.08log10(d)

Std (dB) 3.05

Delays Threshold (dB)
-20 -30 -40 Without

Mean delay (µs) 1.39 1.40 1.40 1.41
Maximal Delay (µs) 0.085 0.26 0.715 2.78

RMS delay spread (ns) 800 798 795 794
Coherence Bandwidth (MHz)(c=0.5) 0.199 0.199 0.200 0.200

Table 5.7: Channel characteristics for the 2x2 MIMO LOS scenario at 20 km/h without
amplification at receiver sides

5.4 Conclusion
In this chapter, we have used the developed channel sounder for different scenarios in indoor
and outdoor environments. We saw that even with some constraints related to amplification and
rubidium clocks, the SDR-Based channel sounder is fully operational and allows good channel
characterisation. We are able to extract of the CFRs, CIRs, path loss and PDP to extract
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the channel parameters. The channel sounder has been validated at low speed and up to
20 km/h. We solve different problems during the outdoor measurements such as the impact
of the amplifiers, which can corrupt the GPS signal and transmitted excitation signal. It is why
we decided to remove the amplifiers from the mobile station. The synchronization between base
station and mobile station has to be done at 15 meters from each other to allow the base station
to detect the mobile station signal.
The different outdoor scenarios showed that we are able to characterize the channel in different
situations. The minimal observable delay is equal to 55 ns due to the effective bandwidth of
18 MHz. An evolution to consider the 160 MHz bandwidth available with the USRPs will offer
much more scenarios possibilities with a minimal measurable delay equals to 6.25 ns. An other
important evolution needed is the addition of an AGC stage in order to prevent the loss of data
observed during NLOS situation when the MS is far for the BS.
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Main contributions of the thesis
In the automotive and rail domains, vehicles are entering the era of full automation thanks to
wireless sensors and communication systems shifting control functions from the human driver
to computers. High data rate, robustness, high reliability and ultra-low latency are required for
the wireless communications in the context of autonomous train and safety critical applications.
The Future Railway Mobile Communication System is under development at European level
within International union of railways and the Joint Undertaking Shift2rail. It will answer all
the current and future needs of rail and the shift from the vision of “network as an asset” to a
more modern vision of “network as a service”. It will be IP based, multi-bearer and resilient to
technology evolution and interferences.
Today the test and validation of new wireless communication systems along railway tracks is
long and expensive particularly when critical applications are concerned. A new approach called
zero on site testing and the development of digital testing methodologies are key priorities for
the Railway sector in order to drastically reduce time and money due to testing and validation
procedures along the tracks, and to accelerate time to market.
This PhD work contributes to a larger research framework in which the aim is to develop
hardware and software in the loop platforms for early testing and validation in laboratory
of any type of wireless communication applications in the railway domains: train-to-ground,
train-to-train and intra-train. These new platforms require to emulate, with a high level of
representativeness, the radio access networks and the radio channels in the railway context.
The development of radio channel models able to reproduce with a high level of accuracy, the
behaviour of railway radio environments, needs to characterize the railway radio channels with
adequate radio channel sounder and to be able to model the data measured.
Considering these new demands of the railway domain, in this PhD we have presented the
different steps for the development of a 5G sub 6 GHz MIMO channel sounder based on
SDR platforms and considering an LTE modified standard signal as the excitation signal. In
what follows, we summarize the work discussed in this PhD thesis and we highlight our main
contributions and conclusions. Thereafter, we describe the possible perspectives that could be
implemented.
In chapter 1, we proposed a literature survey on channel models. First, we described the
generalities on mobile radio wave propagation with a brief description of the main mobile
radio channel effects and the mathematical representation of the channel for SISO and MIMO
configurations. Then, we presented the channel models generally considered to evaluate system
performance for cellular applications. We show some largely used standard channel models as
SCM, SCME, ITU-A, WINNER, WINNERII/+, and METIS model. We can mention here that
the complexity of these channel models is increasing as well as the number of channel parameters
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to consider due to the increasing complexity of cellular systems. Starting with a simple TDL
model, the new standards used CDL based on SCM including more statistics as the antenna
impact with the AoA and AoD and also the radiation function. These standards are developed
by the standardization groups as IMT and 3GPP. A comparison between the well known channel
models is provided to highlight the different parameters and complexity of each of these models.
In Chapter 2, we focused the literature survey on the channel model available for railway
environments. After a brief description of the specificity of each type of railway environment
depending on the type of trains, we highlight the fact that mainly models for HSL environments
exist. In addition, we saw that the models are mainly short band and that they only provide a
description of the PL or K-factor or other parameters related to radio propagation and coverage.
Only a few of them are wide band channel models that can be used for performance evaluation.
We found only models obtained in HSL environments. Regional, intercity or urban environments
are not treated in the literature. For HSL, we can mention one TDL and two CDL channel
models for rural environment, three TDL channel models for viaduct, hilly, and cutting scenario.
Moreover, for a same type of environment (rural, cutting,. . . ), different channel models exist
depending on the measurements scenarios and the complexity and accuracy of the channel
parameters considered. In this chapter, we also highlighted the absence of channel models for
tunnels scenarios. The channel models are generally described with only the large scale fading
parameters. Only one WINNER CDL channel model is fully described in terms of the number
of cluster, number of paths per cluster and angle distribution laws. This model was obtained
using a ray tracing simulator from University of Poitiers. We can mention very recently a TDL
channel model for HSL and metro taking into account the presence of trains, obtained thanks
to Ray tracing simulation by Beijing Jiaotong University and published in December 2020. This
chapter emphasis that there is a very important need for the development of radio channel
models that can be used to emulate the radio railway environments in laboratory in order to
assess and validate the performances of wireless systems in representative railway environments.
In chapter 3, we presented the different methodologies in time and frequency to measure the
CIR or CFR with the corresponding excitation signal (pulse waveform, pseudo random binary
sequences, Frequency chirp and OFDM signals). Then, we detail led the different MIMO channel
sounder under 6 GHz and in mmW found in the literature. The development of mmW channel
sounder is an active field of research, although the cost and complexity is very high. Finally, we
focused on the SDR-based channel sounders category. They allow a good compromise between
performance, cost and mobility. Due to the reconfigurable hardware, it is easy to adapt the
channel sounder to the purpose of the sounding. Thanks to the SDR platform characteristics,
high speed channel measurements can be done exploiting LTE signal. It allows to support a
large maximal Doppler frequency thanks to an appropriate pilot pattern.
Chapter 4 presented to the MIMO channel sounder developed during this PhD thesis. Based
on SDR platforms and modified standardized LTE signal, it can operate at a center frequency
between 10 MHz and 6 GHz with a bandwidth of 20 MHz. We presented all the bricks of
the channel sounder: the hardware and software considered for the BS and the MS. Then, the
excitation signal based on LTE pilot pattern is specified with the use of the LS estimation
algorithm applied in the frequency domain (CFR) to measure the CFR. We have detailed all
the validation stages using different approaches. Then we have explained how to extract the
different channel parameters thanks to post-processing.
In the last chapter, we described the measurement campaigns performed in indoor and outdoor
scenarios. After a description of each scenario in LOS and NLOS, we exploited the channel
measurements to extract the CFRs, CIRs and PLs of each of the MIMO links of the MIMO
matrix. We detailed some of the technical problems encountered. Nevertheless, we proved that
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the channel sounder and post-processing work correctly. We experienced loss of data in NLOS
scenario with mobility, which is prevented from the extraction of channel .

Perspectives
In this section, we present the perspectives of this PhD work.
The short term immediate perspective of this work is to continue the validation of the system
with additional measurements. First, we will perform a new measurements campaign in a
control environment and also at higher speed taking into account all the lessons learnt from the
measurements described in the last chapter. The aim is to obtain data to be able to enhance
the results exploitation and to be able to model the channel as a TDL or CDL channel model
using a methodology from the literature. After this modeling step, we will be able to integrate
the channel model in channel emulator.
An additional step is also to use the channel sounder with a channel emulator considering a
TDL model and in this way to be able to validate the channel sounder and the post processing.
At the end a measurement campaign would be done in a railway environment and particularly
in tunnel like in Metro de Madrid or in train station. Nevertheless, we have to be careful in the
choice of the scenario because due to our limited bandwidth, the minimal measurable delay is
equal to 55 ns.
Several perspectives can be drawn for what concerns the channel sounder performance
enhancement:

• A first perspective will be to modify the estimation stage of the channel sounder. The LS
estimation algorithm is used in the channel sounder for a real time recording of CFRs. A
perspective is to change the estimation algorithm to increase the precision of the channel
estimation. For example the MMSE algorithm can be implemented in the sounder despite
an increase of the hardware element as the FPGA and complexity of the integrated software
part relative to the algorithm.
In addition, the used pilot pattern allows the antenna definition only in frequency to have
a less complex processing. To increase the estimation accuracy in time and frequency, a
sparse pilot pattern can be implemented. This lead to modifications on the software part
and post-processing part. Not only on the pilot pattern definition at the BS and MS, but
also inside the functional part of the USRPs. Moreover, it will be not possible to use two
software instances at the BS for a MIMO 4x4 due to the pilot pattern that have to be
synchronized between both USRPs.

• An additional perspective concerns the possibility to increase the bandwidth to be able
to measure lower delay. The USRPs allows in theory to exploit a band of 160 MHz. The
modifications to be done to the channel sounder will be quite important. The excitation
signal should be modified in order to use 160 MHz but also all the receiving stage today
based on LTE.

• The channel sounder implementation requires today to use signalling link, and dedicated
antennas, which at the end should be avoided. This would require a change mainly at
software level

• During the outdoor measurement campaign the signal amplification was a tricky part of the
channel characterization. On the one hand we saturated the amplifier at short distances.
On the other hand, we loss some data in high loss conditions, typically in NLOS scenarios.
Further studies and development of Automatic Gain Control would allow to solve this
issue and improve the channel capabilities
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• The channel sounder developed is a 4x4 MIMO channel sounder using USRP 2954. Recent
SDR platforms allow to consider 4 input ports (USRP 2955). With a similar architecture
it could be interesting to analyse the possible evolution towards a 8x8 MIMO channel
sounder. Nevertheless this will increase considerably the channel sounder cost. Such an
evolution should be combine with the use of larger bandwidth.

Besides the development of the sounder, the main perspective in this area is to perform extensive
measurement campaigns to propose railway channel models that are not yet present in the
literature. This activity would require an effort, which goes far beyond a PhD thesis and would
benefit of collaborative frameworks at national and European level, in which the channel sounder
could be exploited.
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