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Abstract

Quantifying human motor act starts with measuring and estimating kinematics and dynamics
variables as accurately as possible. Monitoring human motion has a wide array of appli-
cations in functional rehabilitation, orthopaedics, sports, assistive robotics or industrial
ergonomics. Today’s motion capture systems usually refer to stereophotogrammetric systems
and laboratory-grade force-plate that are accurate but also costly, require expert skills, and
are not portable. Recently, the use of affordable sensors for human motion estimation, such
as Inertial Measurement Unit or RGB-Depth camera(s), has been the subject of numerous
studies. Despite their great potential to be used outside of the laboratory, these systems still
suffer from limited accuracy, mainly due to inherent IMU drift and visual occlusions, and the
joint kinematics and kinetics estimates are still difficult to be estimated. These drawbacks
might explain why such systems are rarely used in common clinical applications or for
in-home rehabilitation programs. In this context, this thesis deals with the development
of a new affordable motion capture system capable of estimating accurately human 3D
joint state. Unlike previous studies based on either visual or inertial sensors, the proposed
approach consists in combining data from newly designed visual-inertial sensors. The system
is also making use of new practical calibration methods, which do not require any external
equipment while remaining very affordable. All sensors data are fused into a constrained
extended Kalman filter that takes advantage of the biomechanics of the human body and of
the investigated tasks to improve significantly joint state estimate. This is done by incorporat-
ing different types of constraints, such as joint limits, rigid-body and soft joint constraints,
as well as modelling the temporal evolution of joint trajectories and/or sensors random bias.
The system’s ability to estimate accurate 3D joint kinematics has been validated through
various case studies of daily life activities for upper-arm and treadmill gait. Two different pro-
totypes with different sensors count and configurations have been investigated. Experiments
conducted with several healthy subjects showed very satisfactory results when compared to
a gold standard motion capture system. Overall, the average RMS difference between the
two systems was below 4deg. This was also the case when a reduced number of sensors
was used for gait analysis. This system was also used for the dynamics identification of a
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lower-limbs human-exoskeleton system. As a result, an error below 6% was observed when
comparing estimated and measured external ground reaction force and moments. Finally,
beyond these validations, a dynamics assessment framework has been proposed with the
aim of selecting an optimal human-exoskeleton dynamic model that is the best trade-off
between the accuracy of kinetic estimation, i.e., joint torque, and simplicity of modelling.
To this end, the proposed framework consists in quantifying the independent contribution of
kinematic and body segments inertial parameters to joint torque estimation, as well as the
effect of wearer-exoskeleton joint axes misalignment. It has been exemplified in the case of
an assistive knee joint orthosis during standardized sitting knee flexion/extension movements.
Results led to a minimal orthosis-wearer model that was able to reconstruct up to 97.5% of
the total knee joint torque estimate.

Keywords: Human motion capture, affordable sensors, adaptive filter, biomechanics, assisted
rehabilitation, exoskeletons, dynamics identification.



Résumé

La quantification des activités motrices humaines nécessite de mesurer et estimer, aussi
précisément que possible, des variables cinématiques et dynamiques. L’analyse du mouve-
ment humain possède une grande variété d’applications dans les domaines de la rééducation
fonctionnelle, l’orthopédie, le sport, la robotique d’assistance, ou l’ergonomie industrielle.
Les systèmes d’analyse de mouvement actuels font généralement référence à des systèmes
stéréophotogrammétriques et à des plateformes de force de laboratoire qui sont précis mais
également coûteux, nécessitant des compétences d’experts et ne sont pas portables. Récem-
ment, l’utilisation de capteurs à bas coût pour l’estimation du mouvement humain, tels que
les centrales inertielles et les caméras RGB, a fait l’objet de nombreuses études. Malgré
leur grand potentiel d’utilisation en dehors du laboratoire, ces systèmes souffrent encore
d’une précision limitée, principalement en raison de la dérive inhérente des centrales in-
ertielles et des occlusions en cas de l’utilisation des caméras, ce qui fait que l’estimation
précise de la cinématique et de la dynamique articulaire est encore difficile à garantir. Ces
restrictions pourraient expliquer pourquoi de tels systèmes sont rarement utilisés dans des
applications cliniques ou pour la rééducation à domicile. Dans ce contexte, cette thèse
a pour objectif le développement d’un nouveau système d’analyse de mouvement à bas
coût permettant l’estimation précise de l’état 3D des articulations humaines. Contrairement
aux études précédentes basées sur des capteurs soient visuels soient inertiels, l’approche
proposée porte sur la combinaison des données de capteurs visuels-inertiels nouvellement
conçus. Le système utilise également de nouvelles méthodes pratiques de calibration ne
nécessitant aucun équipement externe. Les données des capteurs sont combinées dans un
filtre de Kalman étendu contraint prenant en considération la biomécanique du corps humain
ainsi que les tâches réalisées pour améliorer l’estimation de la cinématique. Cela se fait
en incorporant des contraintes de corps rigide, des butées articulaires, et en modélisant
l’évolution temporelle des trajectoires articulaires ou de la dérive des centrales inertielles. La
capacité du système à estimer la cinématique articulaire en 3D a été validée par l’analyse de
plusieurs activités de la vie quotidienne du bras ainsi que l’analyse de la marche sur tapis
roulant. Deux prototypes avec un nombre et des configurations de capteurs différents ont
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été étudiés. Les expériences menées avec plusieurs sujets sains ont montré des résultats
très satisfaisants par rapport à un système stéréophotogrammétrique de référence. Dans
l’ensemble, l’erreur quadratique moyenne obtenue est inférieure à 4 degrés. Ce système a
également été utilisé pour l’identification des paramètres dynamiques des membres inférieurs
d’un système humain-exosquelette. Un système d’évaluation a été proposé dans le but de
sélectionner un modèle dynamique optimal du système humain-exosquelette qui soit le
meilleur compromis entre la précision des couples articulaires estimés et la simplicité du
modèle. Dans ce contexte, le système proposé vise à quantifier la contribution indépendante
des paramètres cinématiques et dynamiques dans l’estimation du couple articulaire, ainsi que
l’effet du mouvement relatif entre les axes articulaires de l’exosquelette et du porteur. Une
évaluation a été réalisée sur une orthèse d’assistance de genou pendant des mouvements de
flexion/extension. Les résultats ont conduit à la proposition d’un modèle minimal du système
humain-orthèse.

Mots clés: Analyse du mouvement humain, capteurs à bas coût, filtre adaptif, biomécanique,
rééducation assistée, exosquelette, identification des paramètres dynamiques.
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Acronyms/Abbreviations

AC Acromion

ADL Activities of Daily Living

AoR Axis of Rotation

AR Augmented Reality

ASIS Antero Superior Illiac Spine

AT Anthropometric Tables

BSIP Body Segment Inertial Parameter

CA Constant Acceleration

CAD Computer Aided Design

CC Pearson Correlation Coefficient

CEKF Constrained Extended Kalman Filter

CLAV Clavicle

CoM Center of Mass

CoR Center of Rotation

DoF Degrees-of-Freedom

EKF Extended Kalman Filter

FS Fourier Series
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GDI Gait Deviation Index

GRFM Ground Reaction Forces and Moments

HJC Hip Joint Center

IMU Inertial Measurement Unit

JSC Joint Soft Constraint

LFE Lateral Femoral Epicondyle

LHE Lateral Humerus Epicondyle

LM Lateral Malleolus

MCS Motion Capture System

MFE Medial Femoral Epicondyle

MFT Modified Frenchay Test

MHE Medial Humerus Epicondyle

MKO Multi-Body Kinematic Optimization

MM Medial Malleolus

NRMSD Normalized Root Mean Square Difference
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QP Quadratic Programming

RMSD Root Mean Square Difference

RoM Range of Motion
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SCoRE Symmetrical Center of Rotation Estimation
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STA Soft Tissue Artifacts
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UKF Unscented Kalman Filter

US Ulnar Styloid

VIMU Visual Inertial Measurement Unit

WBB Wii Balance Board

ZUPT Zero Velocity Update

Kinematic Modelling Notations

Notation Description

R0 Global reference frame
θθθ, θ̇θθ, θ̈θθ, Joint positions, velocities and accelerations vectors
L Segment lengths vector
NJ , NL, NF , NS Number of joints, segments, frames, and sensors
R j

i Rotation matrix of frame Ri w.r.t. frame R j

r j
i position vector connecting both Ri and R j frames origins w.r.t. R j

P j
i = (r j

i ,R
j
i ) 3D pose defining frame Ri w.r.t. R j

p 3D position of a point
P Arbitrary point
J Kinematic Jacobian matrix

aaas
s,ΩΩΩ

s
s

Measured linear acceleration, angular velocity of the sensor expressed
in the sensor’s local frame

q0
s quaternion representing the sensor measured 3D orientation w.r.t. R0

(rl
s,Rl

s) sensor-to-segment local pose
(rm j

mi ,R
m j
mi ) marker i to marker j local pose
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Dynamic Identification Notations

Notation Description

WH ,WE ,WHE ,
Regressor matrices for the human, the exoskeleton, and the human-
exoskeleton systems

ΦΦΦH ,ΦΦΦE ,ΦΦΦHE ,
Standard inertial parameters vectors of the human, the exoskeleton,
and the human-exoskeleton systems

ΓΓΓ, F̄ Joint torques and external wrenches vectors
Mi Mass of a segment i

MS Xi,MS Yi,MS Zi
Components of the first moment of inertia of a segment i along X, Y,
and Z-axes

Ii (3×3) inertia tensor of a segment i

Extended Kalman Filter Notations

Notation Description

f ,h Process and measurement models
x,P State vector and covariance matrix
y,S Measurement vector and covariance matrix
NX,NY State and measurement vectors dimensions
F,H Process and measurement models Jacobian matrices
v Vector of measurement innovation
Q,R Process and measurement noise covariance matrices
K (Kc) Kalman gain (constrained gain)
d Vector of joints feasible RoM constraints
X−,X+ Upper and lower bounds of the state vector
Id Identity matrix
ba (3×1) acceleration bias vector
ai,bi Fourier coefficients referring to the modelling of joint i
NH ,ω Number of harmonics, movement frequency
QFS Process noise covariance matrices in case of a Fourier-series-based model
θisc , θiM Soft constraint and constant mean value associated with θi
θθθS S Joint angles vector calculated based on SS
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Chapter 1

General Introduction

This chapter contains a general introduction to the research work described in this thesis. An
overview of the proposed research motivation and key challenges, as well as the main goals,
contributions, and outline of this thesis, are presented.

1.1 Motivation

Analyzing and understanding human motion has been a challenging and fascinating research
field for decades due to its high interdisciplinary nature and wide range of applications.
Among these applications, those related to the biomedical field appear the most prospective
and promising due to growing population numbers and ages, as well as the increased
prevalence of neurological conditions worldwide. A recent survey from the United Nations
shows that one of six people in the world will be aged 65 and over by 2050, an increase up to
more than double compared to 2019 [1]. Neurological injuries such as stroke, spinal cord
injuries, and musculoskeletal weaknesses are frequent causes of motor disability worldwide,
especially in the elderly population with the highest incidence [2]. Among 795,000 stroke
survivors in the United States in 2015, 26% were disabled in fundamental Activities of Daily
Living (ADL), and 50% experienced reduced mobility due to hemiparesis, thus needing
direct assistance [2].

Assistance and care for such disabilities are usually provided by clinicians and experts
in neurological pathologies, leading to substantial costs especially in case of long-term
rehabilitation processes [2]. Currently, most of the rehabilitation services commonly use
coventional manual hands-on treatment [3]. Moreover, to assess the clinical progress through
the rehabilitation process, patients performances are usually evaluated based on subjective
and momentary metrics, such as timing procedures and clinicians subjective observations.
However, such metrics might be biased and thus, influence the effectiveness and rate of
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patients long-term recovery [4]. The current challenges include the development of new
efficient solutions to optimize existing rehabilitation processes, improve patients quality of
life, while ensuring future sustainability of world healthcare services and/or reduction of
the associated costs. This suggests to be able to measure, monitor, and improve patients
performances, prevent or provide an early disease diagnosis, ensure a certain degree of
patient’s dependency to pursue their recovery at home. Particularly, the use of human motion
analysis technologies for quantitative assessment of patients motion, as well as robotic
assistive devices for motion assistance and rehabilitation, are promising solutions to support
clinical decision-making and lead to a more effective and a faster rehabilitation process.

Laboratory-based optical Motion Capture Systems (MCSs) are traditionally used to
measure human motion. Although being accurate, their relatively high costs, complex
setup, and lack of portability are important limitations that restrict their widespread use,
particularly in daily clinical practice. At the same time, analyzing human motion outside
laboratory-controlled settings may add several further challenges, such as uncertainties about
the environment, as well as limitations of sensors and equipment that can be used. Recent
advances in wearable and vision-based sensing technologies have created new opportunities
for capturing human motion in different challenging settings. Commercial sensors, such as
Inertial Measurement Units (IMUs) and RGB/RGB-D cameras, are nowadays available and
have been tested in several applications [5–9]. Despite their potential benefits, their accuracy,
reliability, and usability remain a challenging aspect. As a consequence, there is still much
room for improving human motion analysis using affordable and portable MCSs.

Recently, robotic assistive devices, such as powered exoskeletons and orthoses, have
witnessed significant development at both software and hardware levels [10]. Exoskeletons
are wearable robots that can be used to assist patients suffering from neurological and age-
related motor impairments in achieving their basic ADL, as well as during rehabilitation
exercise training [10]. Allowing to achieve repetitive, accurate, oriented, and long-intensive
exercises, exoskeleton-assisted training shows several advantages over conventional and
manual training. Indeed, exoskeletons allow improving the performance of rehabilitation
training while reducing considerably the workload of therapists. They also incorporate
wearable sensors that can provide quantitative measurements for an objective and repeatable
diagnosis [3]. During the last decade, various research and commercial prototypes of upper-
and lower-limbs exoskeletons have been developed with great potential to enhance the
wearer’s mobility and rehabilitation performances [10, 11].

Among open challenges of current exoskeleton prototypes, safety and ergonomic features
are of critical concern. Indeed, to not hinder the wearer’s natural pattern and comfort while
moving, exoskeletons must be in complete symbiosis with the body anatomy. At the same
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time, exoskeletons should keep ergonomic features, such as being light-weight, as well
as being comfortable and accepted by the user, e.g., ease of donning and doffing of the
exoskeleton [3]. In practice, however, the human body complex anatomy and its inter- and
intra- wearers variability make challenging to align finely exoskeleton and wearer’s axes
of rotation [12]. As a result, inevitable misalignment occurs between the two axes [13].
Assessing the effect of this misalignment is therefore of crucial importance to improve
robotic-assisted rehabilitation. Moreover, due to the complexity and non-linear nature
of exoskeleton/wearer interactions, model-based controllers, that take into account both
kinematic and dynamic parameters of the wearer/exoskeleton, should be developed to ensure
a smooth control of the exoskeleton [14]. To this end, an accurate and efficient identification
method of human-exoskeleton systems would help toward the development of assistive
exoskeletons.

1.2 Thesis Contributions and Outline

Given the above considerations, the foremost goal of this thesis is to develop and validate an
affordable, portable, user-friendly, and accurate human MCS capable of providing direct 3D
joint kinematics estimates of different ADL movements.

This common goal has been primarily driven by the following scientific premises:

• P1. Accurate joint kinematics are of great importance to support quantitatively clinical
diagnosis. Based on such data, quantitative indicators may be developed and used to
automatically assess patients movement.

• P2. For applications taking place outside of the lab, such as clinical applications, such
data must be measured using cost-effective, transportable, and light-weight sensors.

• P3. To improve the MCS usability, reducing the number of sensors being utilized is of
great interest.

• P4. To ensure a smooth control and a robust performance of an assistive exoskeleton,
accurate exoskeleton-wearer modelling is required, which primarily relies on the
accurate knowledge of the exoskeleton/wearer kinematic and dynamic parameters.

• P5. An optimal exoskeleton-wearer dynamic model, that is the best trade-off between
accuracy and simplicity of modelling, needs to be generated, in particular for real-time
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applications.

Accordingly, the main contributions of this thesis are summarized as follows and have
resulted in a number of scientific publications (see List of Publications):

• C1. Develop an affordable visual-inertial MCS combining the above-mentioned
features and perform its experimental validation for upper-limbs joint kinematics
estimation during daily rehabilitation tasks of the Modified Frenchay test (MFT), i.e.,
clinical index for arm mobility assessment of post-stroke patients (see section 4.1.1)
[15, 16].

• C2. Evaluate the proposed MCS for full gait kinematics estimation using a reduced
number of sensors. [17].

• C3. Perform affordable dynamic identification of a human-exoskeleton system based
on the proposed MCS. [18]

• C4. Develop a new framework for dynamics assessment and optimal model selection
of a human-knee joint orthosis system. It consists in quantifying wearers-orthosis knee
joint axes misalignment along with a sensitivity analysis of kinematic and dynamic
parameters contribution to knee joint torque estimation.
[19].

The remaining of this thesis is outlined as follows:
Chapter 2 reviews the state-of-the-art settling the basis of the research work described in the
following chapters. It overviews various disciplines and applications for analyzing human
motion. It also introduces the fundamental biomechanical concepts and quantities used to de-
scribe a human/robot motion, as well as the latest and common technologies used to measure
these quantities and their limitations. Finally, a brief literature review of various tracking and
identification algorithms used to study human/robot movement based on different sensors
configurations is provided. Limitations of these algorithms and the way they are addressed in
our proposed research are also presented.

Chapter 3 is a brief introduction to the fundamental theoretical foundations used in the
following chapters. It introduces a new MCS framework based on a Constrained Extended
Kalman Filter (CEKF) fusing affordable data from visual and inertial sensors, and on a
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biomechanical model of the human body. A practical calibration method is proposed and
used to calibrate the affordable sensors and the biomechanical model being investigated. A
dynamic identification pipeline for Body Segments Inertial Parameters (BSIPs) estimation is
also developed.

Chapter 4 develops two case studies of the proposed MCS framework under different
implementations. First, upper-limbs joint kinematics are estimated during daily rehabilitation
tasks motivated by those performed in clinical settings.Second, gait kinematics are estimated
using a reduced sensors-count configuration. In both studies, the resulting kinematics are
validated w.r.t. those obtained using a gold standard Stereophotogrammetric System (SS).

In chapter 5, we analyze human-robot calibration and identification in two cases studies.
First, a practical identification pipeline to estimate the dynamics of a human subject wearing a
full lower-limbs exoskeleton is proposed. In a second study, a dynamic assessment framework
is developed based on reference kinematic measurements. It aims at assessing modelling in-
accuracies, including human-robot joint axes misalignment, as well as relevant kinematic and
dynamic parameters, which contribute to the best trade-off between accuracy and simplicity
of the human-robot modelling. The proposed framework has been exemplified in the case of
a human-orthosis system where the wearer performs knee joint flexion/extension movements.

Finally, chapter 6 summarizes the findings of the previous chapters, along with directions
for future research.





Chapter 2

Human Motion Analysis: State of the Art

Understanding the biomechanics, i.e., kinematics and dynamics, through human motion
analysis has been a subject of interest in numerous fields with a wide array of applications.
Within the specific area of biomechanics, examples of various human motion analysis
applications are described in section 2.1.

This chapter explores the state of the art of biomechanical analysis with a focus on
human/robot kinematic analysis and dynamic identification using tools for human body
biomechanical modelling (section 2.2). Input measurements for this analysis can be derived
from data collected by various MCSs that are presented in section 2.3, along with their advan-
tages and limitations. Section 2.4 provides a brief literature review of sensors configurations,
algorithms, as well as their abilities and limitations to measure human body kinematics and
to identify human/robot BSIPs. Finally, human-robot physical interaction, as well as the
disparities between human and robot biomechanics, are discussed in section 2.5.

2.1 Why to Analyze Human Motion ?

Applications for human motion analysis are very diverse and highly interdisciplinary (see
Fig. 2.1). Among these, the current thesis focuses on biomechanical applications in general
and those related to ADL and/or rehabilitation in particular. Biomechanical applications can
be classified under two main objectives that are discussed below [20]: preventing and/or
treating injuries, such as medical and ergonomic applications, and enhancing human motion
performance, such as sports applications.
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Fig. 2.1 Applications of human motion analysis are very diverse and highly interdisciplinary.
(a1, b2, c [21]) Rehabilitation and elderly healthcare, (d4, e5) Robot-assisted rehabilitation,
(f) Surgical training [22], (g6, h7, i8) Industrial ergonomics, (j9, k10) Sports analysis, (l11,
m12, n13, o14) Animation and entertainment.

1A. Sant’Anna & N. Wickström, “Symbolic Approach to Motion Analysis: Framework and Gait Analysis
Case Studies”, 2013

2https://www.tekscan.com/blog/medical/why-gait-analysis-important
4https://fitness-gaming.com/news/health-and-rehab/armeo-power-robotic-training.html
5https://exoskeletonreport.com/2015/04/12-commercial-exoskeletons-in-2015
6https://www.youtube.com/watch?v=lIm8MwFpqvY
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Human motion analysis has great potential in several medical applications, including
diagnosis of movement disorders, therapy assessment, and rehabilitation [23]. By quantifying
individuals’ movements, physical therapists can better characterize normal and pathological
motion [24, 25]. Information such as joint trajectories may be assessed such that they allow
identifying motor impairments, evaluating their degrees, and guiding the best treatment
that addresses a patient’s individual needs. They can also be used to examine subtle and
continuous changes in a patient’s motor state, the consequences of different therapies, thus
develop more effective plans that help patients recover their motor abilities while reducing
the time of the rehabilitation process [26]. For instance, gait analysis has been extensively
studied as one of the most essential ADL for a better quality of life of individuals [27]. Gait
kinematics and kinetics have been assessed in both healthy [28–32] and patients suffering
from motor deficiencies [33–35].

As the motion capture technology has witnessed significant development in terms of cost
and size reduction, simplicity, and artificial intelligence, new medical applications have been
investigated, such as preventive medicine, e.g, sport medicine [36] (see Fig. 2.1.j, k) and
occupational health [37] (see Fig. 2.1.g-i), interactive rehabilitation by means of robotics
and/or virtual reality [38] (see Fig. 2.1.d, e), as well as training of medical professionals
[22] (see Fig. 2.1.f). With the specific aim of preventive interventions, researchers used
motion capture data in machine learning algorithms to detect fall events in elders [39, 40]. A
promising system for detecting and classifying more complex movements such as walking,
running, sitting, and falling using multi-body worn sensors was proposed by Ugolotti et al.
[41]. Other studies have extended early diagnoses to the tracking of patients’ movements at
home and in real life scenarios [8], i.e. home/remote rehabilitation, which allows reducing
the healthcare cost. In this context, affordable and transportable technologies, such as
Kinect and/or wearable IMUs sensors, have emerged and have been widely investigated for
applications of human motion analysis [6–8, 42–46]. To support home rehabilitation, some
studies have further used motion capture data to reconstruct patients’ 3D movements and

7https://www.youtube.com/watch?v=obQCSjYAZok
8https://www.cnet.com/roadshow/news/fords-exoskeleton-could-help-factory-workers-in-a-big-way
9https://www.sporttechie.com/chicago-cubs-leverage-big-data-motion-capture-technology-in-2016-run

10https://www.youtube.com/watch?v=rctWLp8KDgc
11https://www.polygon.com/2017/1/27/14414534/mlb-the-show-17-trailer-griffey-motion-capture
12L. Karreman, “The Motion Capture Imaginary: Digital renderings of dance knowledge”, 2017.
13T. BERG, et al., “Interactive music: Human motion initiated music generation using skeletal tracking by

kinect”, Proc. Conf. Soc. Electro-Acoustic Music, United States, 2012.
14D. Granados, et al., “Dance teaching by a robot: Combining cognitive and physical human–robot

interaction for supporting the skill learning process”, IEEE Robotics and Automation Letters, vol. 2, no 3, p.
1452-1459, 2017.
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provide a visual feedback on how rehabilitation exercises should be correctly performed [47].
The motion capture technology has also supported the development of robotic devices, such
as exoskeletons, for motion assistance and rehabilitation [6]. During the last decades, assistive
exoskeletons have emerged as a powerful tool to help patients recover their motor abilities
and achieve their daily life activities [10]. Based on embedded sensors, e.g., encoders or
IMUs, exoskeletons can estimate the limb movement, thus provide accurate and appropriate
assistance to the wearer [48].

Despite the great advantages and the variety of applications of human motion analysis,
medical applications tend to be limited to research laboratories due to the limited accu-
racy and/or challenges of using the available MCSs in the clinical practice, i.e., expensive,
hardware-complex and/or non-portable systems.

Another human motion analysis application is for industrial ergonomics. Within factories,
employees often have to perform tasks that require complex movements during extended
hours, which may yield long-term musculoskeletal disorders. Assessing employees move-
ments is thus of great importance. Previous methods, such as using visual observations, are
highly subjective and error-prone. Recently, motion capture technology has been introduced
as an accurate tool for quantifying and reconstructing employees’ 3D movements in industrial
ergonomics at the aim of preventing work-related musculoskeletal disorders [49, 50] (see Fig.
2.1.g, h). Based on such information, robotic devices such as occupational exoskeletons have
been developed to assist employees in completing their tasks [51]. For instance, as shown
in Fig. 2.1.i, an upper-limbs exoskeleton has been used at Ford Motor company to support
employees during overhead automotive assembly tasks [52].

Besides rehabilitation and injury prevention, sports analysis is of great advantage in
performance enhancement [36] (see Fig. 2.1.j, k). For instance, Dai et al. [53], studied the
effect of landing techniques on knee load and performance during stop-jump and side-cutting
tasks. Doing so, they figured out that a soft landing with greater knee flexion reduces the
risk of knee injury but at the same time decreases the performance through larger stance time
and mechanical work and reduced jump height and movement speed. Similarly, Sinclair and
Bottom [54] suggested that females present a greater risk of knee injuries during the fencing
lunge. With the aim of competitive performance, several studies have characterized a tennis
optimal serve [55–58]. Further examples of sport analysis applications using motion capture
technology may be found in the survey of Pueo et al. [36]. Nevertheless, an important
challenge in sport analysis is to select the appropriate MCS [59]. Indeed, within sports
applications, accurate measurements must usually be recorded at a relatively high sampling
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rate. Furthermore, some applications may require to be used outdoor. For further details,
MCSs that are currently available in the literature are discussed in section 2.3.

2.2 Biomechanics for Analyzing Human Motion

The term biomechanics refers to bio, indicating life and mechanics, the study of motion and
forces resulting in/from it. It was used during the early 1970s as the science investigating the
mechanical aspects of living organisms, including the human body [60]. In different terms,
biomechanists analyze anatomical and functional aspects of the human body using tools of
mechanics [61].

Biomechanical analysis is divided into kinematics and kinetics. To analyze human
body kinematics is to describe the appearance of the body segments movement, including
considerations of space and time [61]. Kinematics attempt answering questions such as
how far, how fast, and how quickly is a body moving, i.e., distance, displacement, velocity,
acceleration, whereas kinetics study the forces due to which the movement occurred. These
may be assessed either qualitatively or quantitatively along with a biomechanical model
used to describe the human body movement. For this purpose, the human body is usually
simplified as a set of rigid segments, i.e., links, articulated with joints. An example of
biomechanical analysis is to assess human joint kinematics, i.e., knee joint position, velocity,
or acceleration during gait, and kinetics, i.e., knee joint torque (see Fig. 2.2).

The goal of this section is to introduce the biomechanical bases used to quantify human
motion. Section 2.2.1 emphasizes the relevance of human motion quantitative analysis.
Section 2.2.2 details the systematic procedure used to develop a human body biomechanical
model.

2.2.1 Quantitative versus Qualitative Analysis

Analyzing human motion may be either qualitative or quantitative. Qualitative analysis
means non-numerical. It describes the movement as it is visually observed. Whereas,
quantitative analysis involves data measurements obtained using specific tools and equipment.
For example, we might qualitatively state that the patient is unable to fully extend his
elbow, his movement is slow, unsmooth, and insufficient to complete the phases of a given a
task. However, such observations lack objectivity and are largely subject to intra-personal
evaluation. Furthermore, they do not take into consideration subtle changes in the individual’s
motor state, which may vary considerably and continuously with time [4]. On the other hand,
using a motion capture system, the movement may be reconstructed in 3D while providing
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Fig. 2.2 Example of human gait kinematics and kinetics quantitative analysis [28].

measurements related to the patient motion at each instant and phase of the performed task,
i.e., Range of Motion (RoM), timing, position, speed, muscles contribution, joint forces and
moments. Such information would be of crucial importance to help clinicians and trainers
develop their diagnosis.

The quantification of human physical activities may be of significant relevance in several
applications, as discussed in section 2.1. Nevertheless, within quantitative measurements,
careful attention must be given to the quantities to be measured, the appropriate MCSs to be
used, as well as the validity and reliability of the measured data.

In this thesis, we focus on kinematics and kinetics quantitative assessment associated
with a biomechanical model of the human body.

2.2.2 Biomechanical Modelling of the Human Body

The groundwork of human motion quantitative analysis is often a biomechanical model of the
human body. A biomechanical model is used to provide a realistic and straightforward repre-
sentation of the human body skeletal structure. It allows describing the motor coordination
and the functional performance of the human locomotor system [62].

The human body is usually described as a system of multi-bones segments linked with
joints, i.e., multi-body model. Every joint consists of a number of Degrees-of-Freedoms
(DoFs) indicating in how many different directions it can move. In general, the human body
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Fig. 2.3 The major anatomical planes of human motion, and axes of rotation [20].

moves within three anatomical planes that are defined in Fig. 2.3: frontal, sagittal, and
transverse.

It might be very complex to represent the human body skeletal system in practice.
According to Zatsiorsky [63], it is composed of 148 moving bones segments connected
by 147 joints, which suggests a total of 244 DoFs. Thus, it is common in the literature to
simplify the human body skeleton to the most relevant segments and joints. Usually, most of
the biomechanical models describe the human body as a one or several kinematic chains of
rigid bodies, representing bones segments, linked by mechanical joints.

Mechanical joints are either prismatic or revolute, referring to 1 DoF translational or
rotational movement, respectively. Thus, most of the human body joints are described as a
combination of prismatic and revolute joints, i.e., complex joints, with zero-length zero-mass
segments. A complex joint may combine up to six DoFs, i.e., three prismatic and three
revolute joints, describing all the possible relative movements between two adjacent segments.
However, a biomechanical model is usually kinematically constrained to ensure realistic
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Fig. 2.4 The human body biomechanical model composed of multi-rigid segments articulated
with joints.

motions of the human body. An example of kinematic constraints is to assume the knee joint
as a single DoF revolute joint, i.e., hinge joint, performing rotation in the sagittal plane with
a given RoM.

2.2.2.1 Human Body Kinematics Modelling

There are two types of kinematic parameters: global, such as spatio-temporal parameters,
and local, such as joint trajectories. The latter may be assessed in 3D and may be either linear
or angular, i.e., linear/angular position, velocity, and acceleration. An angular position refers
to the orientation of a segment anatomical frame w.r.t. a global reference one. Whereas a
joint angle is the relative orientation between two anatomical frames associated with two con-
secutive segments. In general, human body joint angles describe six basic rotations of body
segments relative to each other. These rotations are generally referred to as flexion/extension,
abduction/adduction, and internal/external, and occur in the sagittal, frontal, and transverse
planes about the mediolateral, anteroposterior, and longitudinal axes, respectively (see Fig.
2.4.a) [64]. Note that flexion, abduction, and internal positive rotations follow the directions
shown in Fig. 2.4.a. In the case of other joints, such as the pelvis, wrist, and ankle, these
rotations may have different names. For instance, the ankle dorsi/plantar flexion and wrist
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supination/pronation also refer to the rotations of these joints about the mediolateral and
longitudinal axes, respectively.

A local anatomical frame, i.e., Cartesian coordinate system, is used to define each body
segment. In the literature there are numerous ways to build a multi-body kinematics model.
A multi-body Forward Kinematics Model (FKM) allows to calculate the Cartesian pose of
segments anatomical frames as a function of joints angles and segment lengths. In contrast, an
Inverse Kinematic Model (IKM) computes the joint angles that provide a particular Cartesian
pose of the segments anatomical frames.

The Modified Denavit-Hartenverg Convention Because modelling of human body is
dealing with rigid bodies and ideal mechanical joints, it is more and more common in the
literature [65] to use robotics modelling tools, that were developed to be efficient in terms
of calculation time for real-time applications, to compute kinematic and kinetic parameters
of the human body. A classical and well-known robotics modelling tool, allowing to obtain
the homogeneous transformation matrix between two consecutive frames, is the Modified
Denavit Hartenberg (MDH) [66]. MDH representation is a systematic procedure with a
minimal representation since it is based only on four descriptive parameters. However, the
model frames require to follow certain rules that are given below:

1. A static global reference frame R0 with axes X0,Y0,Z0 is first assigned randomly.
Usually R0 is defined at the pelvis as a static base of the human body kinematic chain.
However, in practice, the pelvis is a floating base which pose is described w.r.t. R0, i.e.,
static laboratory frame. Thus, six additional DoFs describing the pelvis 3D pose must
be added to the model. All body segments frames are defined w.r.t. R0.

2. A frame Ri with axes Xi,Yi,Zi is assigned to the segment i such that:

(a) Zi is aligned with the motion axis of joint i.

(b) Xi is aligned with the common perpendicular of both Zi and Zi+1, given that i+1
refers to the joint that is subsequent to joint i in the kinematic chain.

(c) Yi is established using the right-hand rule

A (4 × 4) transformation matrix defining the ith segment’s frame Ri relative to its adjacent
Ri−1 can then be calculated as a function of the four parameters given below [67]:

• αi: the angle between Zi−1 and Zi about Xi−1

• di: the distance between Zi−1 and Zi along Xi−1
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• θi: the angle between Xi−1 and Xi about Zi

• ri: the distance between Xi−1 and Xi along Zi

such that:

Ti−1
i =

 Ri−1
i ri−1

i
0 0 0 1

 = TRx(αi) Trx(di) TRz(θi)Trz(ri)

=


cosθi −sinθi 0 di

cosαisinθi cosαicosθi −sinαi −risinαi

sinαisinθi sinαicosθi cosαi ricosαi

0 0 0 1


i = 1, ..,NF

(2.1)

where Ri−1
i (3×3) is the rotation matrix going from frame Ri−1 to frame Ri and ri−1

i (3×
1) is the position vector connecting both frames origins. TRx and TRz are the (4× 4)
transformation matrices corresponding to a rotation about X and Z axes, respectively. Trx

and Trz are the (4×4) transformation matrices corresponding to a translation along X and Z
axes, respectively. The value of joint i is then evaluated as σ̄i θi+σi ri, where σi = 1 in case
of a revolute joint and σi = 0 in case of a prismatic joint. In the following of this thesis, joint
values will be denoted by θ in both cases to simplify notations.

The Forward Kinematics Model Using the MDH, the FKM can be obtained through a
serial multiplication of transformation matrices (Eq. 2.1) starting from the global reference
frame R0 and performed over the entire segments’ frames, as follows:

P0
i = FKM(θθθ,L)

such that T0
i = T0

pTp
i

i = 1, ..,NF

(2.2)

where P0
i is the Cartesian pose, i.e., position and orientation, of frame Ri w.r.t. the global

reference frame R0. It is composed of (3× 1) position vector r0
i and of (3× 3) rotation

matrix R0
i representing the frame 3D orientation in R0. θθθ(NJ ×1) is the vectors of all joints

to be calculated in the next chapters and L(NS × 1) the vector of all segments’ lengths to
be measured. NJ , NS , and NF denote the total number of joints, segments, and frames,
respectively. p denotes the index of the segment that is antecedent to the current segment i in
the kinematic chain being investigated. Notice that within serial chains p = i−1. However,
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in parallel chains, such as the human body, p may be different. For instance, the left foot
previous segment is the pelvis rather than the right foot.

The Cartesian velocity of a segment i expressed in the global reference frame is calculated
using the FKM first derivative, as follows:v0

i
ΩΩΩ0

i

 = J(θθθ)θ̇θθ (2.3)

where [v0
i ΩΩΩ

0
i ]T is composed of (3×1) linear and angular velocity vectors referring to segment

i, respectively. θ̇θθ refers to the (NJ ×1) joints velocities vector and J is the (6×n) kinematic
Jacobian matrix with n the number of DoFs used to describe the movement of segment i
relative to R0. A practical way for calculating J is given by the Eq. 2.4 below [66]:

J(θθθ) =

Jv

JΩ

 = ∑n
j=1[σ jz j+ σ̄ j(z j×L j

n)]∑n
j=1 σ̄ jz j


L j

n = r0
n− r0

j

z j = R0
j z j

j

(2.4)

where Jv and JΩ are the (3 × n) Jacobian matrices referring to linear and angular velocities
respectively. Given Eq. 2.1, L j

n denotes the (3 × 1) position vector going from the origin of
frame R j to the one of frame Rn. z j and z j

j = [0 0 1]T denote the (3 × 1) unit vectors along
the Z-axis of frame R j expressed in R0 and R j, respectively.

2.2.2.2 Human Body Dynamics Modelling

In general, the dynamic equations of motion of a kinematic chain are governed by its base
and body segments kinematics, kinetics, and Body Segment Inertial Parameters (BSIPs).
BSIPs, in 3D, consist of ten parameters to be identified per each body segment (see sections
2.4.3 and 3.3), as follows:

• Mass (1×1)

• Centre of Mass (CoM) 3D position vector (3×1)

• Inertia tensor (3×3): symmetric matrix with 6 independent parameters to be identified

All BSIPs of a segment i can be grouped into a vector ΦΦΦi(10×1) to be identified, and are
referred to as standard inertial parameters [68].
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The inverse dynamic model provides the joint forces and torques as a function of the joint
trajectories. Whereas the forward dynamic model allow to calculate the joint accelerations as
a function of joint positions, velocities, torques, as well as external wrenches [67]. There
are two main methods for representing the dynamic equations of a multi-body system: the
Euler–Lagrange formulation, deriving the system energy as a whole, and the recursive New-
ton–Euler formulations, based on the equilibrium of the forces acting on each body segment.
Although being equivalent, the latter involves no differentiation and is computationally more
efficient so it can be easily implemented both numerically and symbolically.

The Newton-Euler method consists of two recursive calculations, forward and backward,
for propagating the kinematics and dynamics quantities throughout a multi-body system.
Starting from the reference coordinate system, the forward recursion computes the angular
velocity, angular and linear acceleration of each segment based on those of its antecedent.

Thus, given θθθ, θ̇θθ, and θ̈θθ as the (NJ × 1) joint positions, velocities, and accelerations vectors,
respectively, the angular velocity ΩΩΩ j

j associated with a frame R j is that of its antecedent
expressed in R j in addition to the new velocity added by joint j:

ΩΩΩ
j
j = ΩΩΩ

j
j−1 + σ̄ j θ̇θθ j z j

j

ΩΩΩ
j
j−1 = R j

j−1 ΩΩΩ
j−1
j−1

j = 1, ..,NF

(2.5)

Similarly to Eq. 2.5, the linear velocity v j
j can be calculated. By differentiating the

equations of linear and angular velocities w.r.t. time, the angular and linear accelerations
associated with frame R j can be obtained respectively by the Eq. 2.6 and Eq. 2.7 below:

Ω̇ΩΩ
j
j = R j

j−1 Ω̇ΩΩ
j−1
j−1 + σ̄ j

(
θ̈θθ j z j

j + Ω̇ΩΩ
j
j−1 × θ̇θθ j z j

j

)
(2.6)

v̇vv j
j = R j

j−1

[
v̇vv j−1

j−1 + Ω̇ΩΩ
j−1
j−1×L j−1

j +ΩΩΩ
j
j×

(
ΩΩΩ

j
j×L j−1

j

)]
+ σ j

(
θ̈θθ j z j

j + 2ΩΩΩ j
j−1 × θ̇θθ j z j

j

)
(2.7)

In a second step, the backward recursion is performed throughout frames R j=NF to R j=1.
It allows computing the forces and torques required to create a desired acceleration, obtained
above, at a current joint j. First, the forces acting on a segment j are calculated as the
sum of forces exerted on it by segment j+1 expressed in R j as well as the external forces
accelerating it, as follows:
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f j
j = F j

j+ f j
j+1

f j
j+1 = R j

j+1f j+1
j+1

n j
j = N j

j+R j
j+1n j+1

j+1+L j
j+1× f j+1

j+1 +MS j
j×F j

j

ΓΓΓ j = (σ jf j+ σ̄ jn j)T z j

(2.8)

where f j and n j are the forces and moments exerted on segment j by its antecedent segment,
and F j

j and N j
j are the total external forces and moments exerted on segment j, respectively.

MS j is the (3 × 1) position vector defining the CoM of segment j w.r.t. R j.

As a result, the inverse dynamic model of a floating base system is typically given as:Hww Hwc

Hcw Hcc

 θ̈θθw
θ̈θθ

+ bw

bc

 = 0
ΓΓΓ

+ Nc∑
k=1

JT
wk

JT
ck

Fk (2.9)

where the upper part of the equation represents the base link dynamics, and the lower part
accounts for the other chain’s segment dynamics:

• Hww (6× 6) and Hwc (6×NJ) are the base-link inertia matrices; Hcw (NJ × 6), Hcc

(NJ ×NJ) are the chains segments inertia matrices;

• θ̈θθw denotes the (6×1) linear and angular acceleration vector of the base-segment in the
global system of reference;

• θ̈θθ and ΓΓΓ are the (NJ ×1) joint acceleration and torque vectors, respectively;

• bw (6×1) and bc (NJ ×1) are the bias force vectors describing centrifugal, Coriolis,
and gravity forces of the base-link and of the chain segments, respectively;

• Nc is the number of contact points with the environment;

• Jwk and Jck are the Jacobian matrices expressed at contact point k that map exter-

nal wrenches Fk =
[
FXk FYk FZk MXk MYk MZk

]T
to the base-link and chains

segments, respectively.

Software packages have been developed which allows performing symbolic optimization
of these equations. In the current thesis Symoro+ [67] is used for dynamic models calculation.
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2.3 Motion Capture Systems and Technologies

Various systems and technologies can be used to capture the human body movement. The
current section aims at introducing the noninvasive motion capture technologies available in
the literature with a focus on visual and inertial systems It is organized as follows: vision-
based systems (section 2.3.1), IMUs (section 2.3.2), and force plates (section 2.3.3). An
overview of additional sensors that may be used to assess human movement, beyond the
current thesis, is given in section 2.3.4. Finally, section 2.3.5 presents systems based on a
combination of the above sensors, like the one proposed in this thesis, referred to as hybrid
systems.

2.3.1 Vision-Based Systems

Vision-based systems, also known as cameras-based or optical systems, use a number of
cameras to capture information related to the human body movement. For this purpose,
one [69, 70, 42] or multiple [71], static [69, 71] or moving [72] cameras may be used.
Traditional systems track the trajectories of markers placed on the human body using multi-
positioned cameras. More recently, marker-less systems have been alternatively developed
using depth-camera sensors incorporated into devices such as the Microsoft Kinect [8].

2.3.1.1 Marker-Based Systems

Invasive imaging techniques are known as gold standard for analyzing human skeletal
motion. Such techniques, however, are subject to several limitations. Beside being costly and
restricted to a specific clinical environment, these expose the human body to radiation, and
they usually do not allow real-time and full 3D multi-joints tracking because of either a very
limited field of view, i.e., fluoroscopy, or inability to track motor tasks, i.e., X-ray images [62,
73]. Alternatively, optical and marker-based MCSs, also known as Stereophotogrammetric
Systems (SSs), are considered as the non-invasive gold standard in motion capture [59].
Commonly in the literature, the reliability of new MCSs is validated by comparing their
associated result with that obtained using such a system [74, 42, 75].

Stereophotogrammetry dates back to 1800s and is known as the science of quantifying
human motions using measurements from two or multiple photographic images [76]. SSs
often consist of active, i.e., emitting light, or passive, i.e., reflecting the light, markers
placed on the human body to estimate its pose, i.e., position and orientation. Because
of their reflectivity, these markers are synchronously detected from different views using
multiple infrared cameras, which allows reconstructing their 3D position, i.e., time-of-flight
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triangulation [77]. It is beyond the scope of this section to further explain how these 3D
positions are calculated. However, further details may be found in [77]. An example of
a SS is presented in Fig. 2.5.a. For 3D pose calculation, a minimum of three markers is
typically required per each body segment. These are clustered on the skin above bones or
anatomical landmarks surrounding joints of interest [78, 77] (see Fig. 2.5.b). Hereafter,
different inverse kinematic algorithms may be used to compute the human body pose based
on markers trajectories tracked throughout the RoM [62, 79].

.

Fig. 2.5 (a): Motion analysis laboratory equipped with a SS and two force plates embedded
in the floor [80]. (b): Set of reflective markers placed on the human body to estimate its pose.
Lower-limbs anatomical landmarks: right/left Postero-Superior Illiac Spines (PSIS), Antero-
Superior Illiac Spines (ASIS), Lateral and Medial Femoral Epicondyles (LFE and MFE),
Lateral and Medial Malleolus (LM and MM). Upper-limbs anatomical landmarks: Middle
Clavicle (CLAV), right/left Acromions (AC), Lateral and Medial Humerous Epicondyles
(LHE and MHE), Radial and Ulnar Styloids (RS and US)

To record markers data, several commercial SSs are available in the market. These
aim at facilitating the end-users real-time motion capture and visualization through high
sampling rate cameras, retro-reflective markers and their accessories, as well as a processing
software. Some of the world-wide leading manufacturers in SSs are the following [81]: Vicon
(England), Optitrack (United States), Qualisys (Sweden), Motion Analysis (United States),
and NDI (Canada). These systems have been widely used in various applications [82] and
have all proven a sub-millimeter accuracy in tracking markers trajectories [83, 84, 71, 85, 86].
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Among them, Optitrack [83, 82] features ease-of-use and more affordable prices, and is used
in this thesis to measure stereophotogrammetric data.

Although being accurate, SSs sustain significant limitations in human motion analysis.
Like any noninvasive sensors/markers-based MCS, these experience the fact that markers are
skin-mounted and not bones-mounted. Such restriction would jeopardize the accuracy of the
resulting pose estimate due to the so-called Soft-Tissue-Artifacts (STA) [87]. In practice, the
movement and deformation of the underlying tissue (e.g., muscle, adipose) cause inevitable
small displacements of the skin-mounted markers relative to the underlying bones [62]. These
displacements yield a mismatch between the skin-markers and the tracking bone movements,
thus errors in the latter’s estimate, which are commonly referred to as STA [87]. Several
research groups have sought to assess the magnitude of the STA and their effect on joint
kinematics estimation. They primarily used invasive techniques and showed substantial and
varying results based on markers locations and the activity being investigated [88–90]. Other
groups have developed algorithms for reducing the effect of STA on bone pose estimate
[88]. These tackled the problem at both single-body [91, 92] and multi-body [65] levels.
More recently, new studies have been devised to model the displacement, i.e., rotation and
translation, of a cluster of markers as the STA to be compensated for [87]. Among the
algorithms, the Multi-body Kinematic Optimization (MKO) [65] has shown great potential
and is used in the current thesis to compute the human body reference joint kinematics
based on stereophotogrammetric data (see section 3.5). However, a study providing a full
understanding of the problem and/or STA-free measurements remains a challenge [87].

Beside STA, SSs suffer from further limitations that make them inadequate for a large
number of applications and/or users. Indeed, these systems are the most expensive ones
in the 3D motion capture market due to their cutting-edge technology, such as high resolu-
tion/sampling rate cameras, as well as licensed sophisticated software. Prices may hit the bar
of hundreds of thousands of dollars. Moreover, the hardware setup requires a complex and
cumbersome preparation. Multiple cameras and cables need to be appropriately located to
film subjects movement from different views while avoiding markers occlusion. Occlusion
occurs when markers are invisible to the cameras due to a third body, such as obstacles
present in the capture volume, or the subject’s body segments while moving, which results in
gaps within the trajectories of occluded markers. To this end, an increased number of tracking
cameras placed in different positions is usually used in attempting to reduce occlusion, which
require a dedicated large capture volume. Moreover, to compensate for the effect of STA and
to avoid markers drop, markers must be carefully placed on the human body, especially those
attached to the anatomical landmarks. Otherwise, the accuracy of the underlying segment
pose estimate may be compromised, as shown by he works of Cappozzo et al. [88–90].
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This process of markers placement may be time-consuming for end-users, especially when
tracking the whole-body motion.

.

Fig. 2.6 ArUco markers

Recently, MCSs based on Augmented Reality (AR) markers has been developed as a
low-cost alternative to track objects 3D pose [93]. These systems can use only one camera,
although it would restrict the markers capture volume. AR markers, also known as fiducial
(individually identifiable) markers, are planar, easily identifiable markers based on a unique
and binary printed pattern. Once it is detected in the image, this pattern allows extracting
the 3D position and orientation of the object that it is attached to using computer vision
algorithms. Among several fiducial maker systems proposed in the literature, e.g., ARToolKit,
ARToolKit, ARTag, ArUco, we use ArUco markers [94] together with OpenCV library [95]
in this thesis. ArUco markers (see Fig. 2.6) are geometrically square, they consist of a black
border and an inner binary matrix that is used to store a unique binary code of each pattern.
A dictionary of ArUco markers allows identifying the different patterns. This is done in
steps starting from the detection of square markers in the captured image, corners refinement
and perspective distortion correction; then the resulting image is re-sampled into a binary
matrix based on the marker size [95]. This matrix will be searched in the given dictionary
so that it can be validated as ArUco if it matches with the markers or discarded in case of
failure [95]. To make the detection process easier, ArUco dictionaries are designed with an
optimized distance between markers so that they would be distinguishable while minimizing
the chance of misidentifying a marker. After identifying the markers, and providing the
camera calibration (see section 3.1.2), the markers tracked pose can be estimated w.r.t.
the camera local coordinate system based on the markers detected corners, together with
Levenberg-Marquardt optimization [96] [94] [95].

Few studies have assessed the accuracy of ArUco markers pose estimation in the literature
[97, 98]. For instance in [99], AR markers pose was measured statically and compared
to a gold standard SS with Root Mean Square Differences (RMSDs) of 1.4±0.6mm and
1.6±0.3deg, as the best obtained result for position and orientation, respectively. Despite
this very good RMSD, the accuracy of AR markers pose estimate might be considerably
affected by numerous factors in addition to markers occlusion, such as the camera calibration



24 Human Motion Analysis: State of the Art

and settings, i.e., resolution, distortion, focal length, as well as lighting conditions, distance
from the camera, markers sizes, and viewing angle [99, 97]. Nevertheless, the fact of being
extremely low-cost, robust, fast, and easy-to-use makes AR markers an interesting tool that
can be used for pose estimation in several applications. Currently, such systems are mostly
used for AR [100] and robot localization [101, 102]. Very few studies have explored the
potential of using AR markers for the purpose of human motion analysis, which might be
much further challenging [69, 103, 98]. In this context, there is a remaining gap of work to
be done to validate the use of AR markers for applications of human motion analysis.

2.3.1.2 Marker-less Systems

Unlike traditional SSs, marker-less camera-based MCSs do not require physical body markers.
Instead, they usually perceive depth using an infrared light-based pattern. Therefore, no
markers suits need to be worn, and no complicated setup is required, which makes human
motion capture much faster, easier, and more convenient for subjects. Devices based on RGB-
depth sensors, such as the Kinect (Microsoft), with embedded skeleton tracking algorithms,
are nowadays available [42, 8]. Yet, the Kinect was shown relevant for general purpose
applications, where accuracy and speed are less crucial, and is still considered as not reliable
and accurate enough for quantifying human motion (RMSD < 10deg) [104]. More recently,
marker-less MCSs based on an RGB camera and a machine learning algorithm were applied
to much further challenging scenes with multiple persons tracking [105, 106]. However,
these systems are not yet accurate enough to estimate human body biomechanics, such
as joint angles, and thus are not of interest for the clinical community. Moreover, such
algorithms often need to be trained based on large scale datasets, which requires significant
computational power.

2.3.2 Inertial Measurement Units-Based Systems

In the context of using wearable sensors for motor activity assessment, the IMUs have been
widely promoted thanks to the advances in micro-electromechanical systems technology.
Specifically, thanks to the considerable reduction in size (miniaturization), in cost and in
energy consumption, these sensors can be used for ADL assessment in both indoor and
outdoor environment settings without being restricted to a laboratory setup [107]. Moreover,
IMUs-based MCSs, unlike camera-based ones, do not require line-of-sight and do not suffer
from a limited sampling rate of the sensors.

1https://handsontec.com/index.php/product/mpu6050-accelerometer-gyro-sensor-module
2https://www.apdm.com
3https://www.xsens.com
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Fig. 2.7 Examples of commercial IMUs for indoor/outdoor motion tracking. (a): MPU 6050
embedding 3-axis accelerometer and gyroscope1, (b): Opal IMU2, (c): Xsens MTw IMU3,
(d): Motion tracking while running in a natural, outdoor environment3, (e): Motion tracking
during indoor gait3.

An IMU, such as the ones shown in Fig. 2.7, primarily incorporates triaxial accelerometer
and triaxial gyroscope measuring the 3D linear acceleration and the 3D angular velocity of
the body that they are attached to, respectively. They may also include an additional triaxial
magnetometer that measures the surrounding 3D magnetic field. Measurements are provided
w.r.t. the IMU local coordinate system. For instance, one single-axis accelerometer consists
of a mass-spring system to measure the 1D linear acceleration due to motion. Based on both
Hooke’s (F = kx) and Newton’s (F = ma) laws, the displacement of a given mass m causes
the deformation x of a spring with a known stiffness factor k, resulting in a force F that is
linearly related to the acceleration a to be calculated. a is added to a static gravitational
component g, both constituting the output of the sensor.

Commonly, one IMU sensor is assumed to be rigidly attached to each body segment of
interest, and each IMU pose relative to its corresponding body segment needs to be priorly
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calibrated (see section 2.4.1). IMUs can then track body segments poses, and joint trajectories
can be obtained using inverse kinematics [108].

Theoretically, the IMU’s 3D pose can be obtained by integrating and double integrating
the gyroscope and accelerometer data, respectively. However, the accuracy of the IMU’s
pose estimation may be jeopardized due to the presence of non-linear and time-dependant
drift in the sensor data. Moreover, in the vicinity of ferromagnetic materials, magnetic field
may be disturbed resulting in additional drift [109]. For instance, the integration and double
integration of noisy gyroscope and accelerometers data resulted, respectively, in a drift of
10-25deg after one minute [110], and in a position error that grows cubically in time [111].

Studies that have been developed in the literature for IMUs drift correction and IMUs-to-
segments calibration are reviewed in section 2.4.

2.3.3 Force Plates

Fig. 2.8 The Wii Balance Board [112].

Human body kinetics are commonly analyzed in a laboratory equipped with SSs and
force plates (see Fig. 2.5). Force plates or platforms are usually floor-embedded, such as the
ones shown in Fig. 2.5. They are known by their high accuracy in measuring 3D Ground
Reaction Forces and Moments (GRFMs). However, like SSs, these suffer from several
limitations. Such devices are costly and require complicated hardware installation, making
their use restricted to laboratory and inaccessible to the clinical community or for ADL
assessment. Using a force plate for kinetics analysis requires subjects to stand on it while
performing motor activities. The device’s measurement surface, however, is small limiting
the movements to be analyzed. Others have introduced mobile force plates such as the
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AccuGait from AMTI1 or the affordable Wii Balance Board (WBB) [112]. Both do not solve
the issue of small measurement surface, however due to their portability and ease-of-use,
these can be used in different environments with an advantageous trade-off price-accuracy.
Moreover, by using the WBB, only the vertical force can be measured and the moments
along the horizontal axes can be calculated (see Fig. 2.8).

The restrictions above have driven researchers to find alternative solutions to provide
GRFMs measurements. They have shown possible the calculation of GRFMs by combining
body joint kinematics and BSIPs into the dynamic equations of motion (Eq. 2.9) [113].
Accurate joint kinematics, however, are usually computed using SSs, which recall previous
limitations of expensive costs and restriction to dedicated laboratory use, hence, emphasize
the need to develop affordable, portable, and accurate MCSs.

2.3.4 Further Technologies

Beyond this thesis, further technologies have been used to analyze human motion, some of
them being depicted in Fig. 2.9. Mechanical, acoustic, and magnetic systems are examples
of such technologies.

Mechanical systems mainly consist of an articulated series of rigid mechanical pieces,
such as exoskeleton robots worn by the human body. These pieces are linked through electro-
mechanical transducers such as potentiometers or shaft encoders that are positioned about
the joints of interest. The degree of deformation is proportional to the variation in angular
displacement, which is measured during movements and can be conveyed wirelessly to a host
computer. However, these systems are usually cumbersome, not practical, and suffer from
misalignment with the user’s joints, which may result in further errors in the joint angles
estimates.

Acoustic or ultrasonic systems [114], such as the one depicted in Fig. 2.9.c, use high-
frequency ultrasound waves to measure the position of an object. These waves travel through
the air at the known speed of sound, such that the transmitter-receiver distance is determined
based on the Time-of-Flight principle. Acoustic systems are relatively affordable compared
to SSs, but much less accurate. Similarly to vision-based systems, they might be subject
to line-of-sight obstruction between both emitters and receivers. The presence of walls,
floors, and obstacles in the capture volume results in multi-path reflections, thus in additional
noise in the measured distance. The performance of such systems might also be affected by
environmental factors such as temperature, humidity, and wind. For instance, Bischoff et al.
[115] used an ultrasonic system for sport localization and reported an error up to 0.05m.

1https://www.amti.biz
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Fig. 2.9 Further technologies used to analyze human motion. (a) Lower-limbs exoskeleton
E-ROWA [48], (b) The in-shoe F-scan system1, (c) Flexible goniometers [46], (d) The
GAITRite2, (e) Acoustic MCS [114].

Magnetic systems use magnetic sensors placed on the object being tracked. The magnetic
field generated by a magnetic transmitter is measured by these sensors and used to calculate
object pose w.r.t. the transmitter. An example of such a system has been used in [116]
for joint positions estimation. Although magnetic systems are occlusion-free and provide
absolute 3D position measurements, they are subject to several limitations. Most importantly,
they are highly sensitive to ferromagnetic disturbances, which make them poorly suitable to
operate in non-ideal environments.

Other technologies exist for analyzing human motion. For instance, the GAITRite is a
portable tool that is frequently used for gait analysis in clinical settings. It allows measuring
the pressure under each foot as well as quantifying gait spatio-temporal parameters. Among
in-shoe sensors by Tekscan (Boston, MA, USA), the F-scan provides pressure, timing and
force data for gait analysis and the FlexiForce measures foot force distribution for falls
detection. Other systems such as goniometers to measure joint angles and electromyography
(EMG) to measure patients muscles activity while moving can be used [46]

1www.tekscan.com
2www.accesshealth.com
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2.3.5 Hybrid Systems

More recently, hybrid systems have been promoted in motion capture technology. These
consist in the combination of different types of sensors at the aim of providing a more robust
and accurate 3D pose estimate. In this context, acoustic-inertial [117, 118], magnetic-visual
[119], GPS-inertial [120], and visual-inertial systems have been developed. Examples of
visual-inertial MCSs include accelerometers-AR markers [121], IMU-camera [122], IMU-
laser [123], and gyroscope-aided optical flow-based systems [37]. However, such systems
were only validated for object indoor/outdoor localization with limited accuracy exceeding
few centimetres. Within the specific area of biomechanical motion estimation, some studies
have proposed to combine visual and inertial sensors for joint kinematics estimation [70, 124–
127] and are discussed in section 2.4. While such systems have shown their efficiency in
mainly compensating for the IMUs drift, their tracking accuracy and/or expansion to several
joints 3D motion estimation remain a major challenge with a great room for improvement.

Motivated by these studies, a new visual-inertial human MCS has been proposed and
validated in this thesis.

2.4 Available Algorithms for Analyzing Human Motion

This section provides a brief literature review on algorithms related to human motion biome-
chanical analysis. Specifically, those related to the use of visual-inertial sensors for sensors-
to-segments calibration (section 2.4.1), segments pose estimation (section 2.4.2), as well
as algorithms for BSIPs identification (section 2.4.3), which have been investigated in this
thesis, are reviewed along with their main contributions and limitations.

2.4.1 Sensors-to-Segments Calibration

When dealing with a MCS based on physical body sensors such as IMUs, one may consider
the relative motion of the sensor attached at human body segment as the motion of that
segment [128, 129]. In practice, the sensor local coordinate frame is not aligned with the
human joint, which may result in large tracking errors [130, 131]. Moreover, there is a lack of
standards on how to place IMUs sensors on body segments since IMUs do not provide pose
measurements [132]. Thus, a sensor-to-segment calibration is first required to locate each
sensor pose w.r.t. its corresponding body segment anatomical frame. The sensors calibrated
pose is then assumed to be constant and used to track human body joint kinematics based on
the sensors acquired data and an inverse kinematics process.
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Traditionally, calibration techniques rely on a set of predefined specific body pos-
tures/movements [133, 134], such as T-pose and N-pose in Xsens MVN [135, 136] and
upright posture [137], to be performed by the subject. Such calibration techniques, however,
are cumbersome and could result in further errors based on the subjects ability to perform
postures/movements accurately; thus they are not suitable to be used in clinical settings
[132].

Some studies have proposed to use functional calibration methods but with simpler
motions. For instance, a set of simplified movements that could be conducted by children was
specified in [138]. With these movements, the authors aimed at calibrating the orientation
of five IMUs sensors placed on the upper-limbs w.r.t. arbitrarily defined joint functional
frames. Given that each conducted movement involved a single axis of the functional frame,
all sensors data were introduced into an optimization process to estimate the best reliable
axis per each movement. However, this study showed the convergence of the proposed
algorithm without proper validation of joint angles estimation. Other researchers have used
arbitrary functional movements along with kinematic constraints to locate IMUs on their
corresponding body segments [139–142]. By assuming two adjacent segments equipped
with two IMUs sensors and rotating around a fixed joint axis/center, they explored geometric
constraints on angular velocity rotational direction and/or joint center linear acceleration.
The transformation between both IMUs and body segments local frames were then identified
through optimization to satisfy these constraints. These methods consisted of a few number
of DoFs (1 or 2 DoFs) and were implemented for the elbow [141], knee, and ankle joints
[139, 140]. Moreover, they required a relatively sufficient variation of the investigated joint
RoM. However, a study on the types of movements that may lead to the most accurate results
was not provided in these studies [143]. Although in [142], the authors extended the previous
work to 3DoFs joint angle estimation, the proposed calibration method relies on the use of
magnetometer data.

Recently, Chen et al. [130] proposed an online sensors-to-segments calibration method
without using magnetometers data. The method was validated for online tracking of human
treadmill gait using two commercial Xsens IMUs placed at the thigh and shank body segments.
First, the quaternions defining the placement of each IMU w.r.t its corresponding hip/knee
joint anatomical frame were calculated. This was done using the inclination due to the gravity
at an initial, static lower-limbs position, as well as the heading angle optimized to satisfy
the angular velocity constraint of the hinge joint motion located at the knee. In a second
step, the calibrated IMUs-to-segments quaternions, accelerometers and gyroscopes data were
introduced into a gradient descent optimization that estimated the knee flexion angle as well
as the hip flexion and adduction angles. Results were validated using joint encoders of a
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two DoFs robot, as well as w.r.t stereophotogrammetric and IMU-based benchmark tracking
systems, and showed a mean RMSD lower than 4deg. Despite this interesting approach,
results were validated with a single healthy subject and without 3D joint angles estimation.

In this thesis, a practical sensors-to-segments calibration method using a custom AR
markers-based wand is developed (see section 3.2.1). Although the proposed method is
conducted offline, the fact that the sensors 3D poses could be directly measured by the AR
markers makes the calibration of the sensors-to-segments poses straightforward.

2.4.2 Segments Pose Estimation

As stated earlier, IMUs-based MCSs suffer from time-dependent and non-linear integrational
drift, which causes the estimated pose to largely diverge [110, 111]. To deal with long-
term drift, generally, accelerometers and magnetometers data are used. By combining
accelerometer and gyroscope data using a sensor-fusion algorithm such as the Kalman filter,
the drift effect was shown to be considerably mitigated [144]. However, with such approach,
only the IMU 2D orientation can be estimated while the estimation of the orientation about
the gravity axis remains inaccurate [145–147]. For a drift-free 3D orientation estimation, it
has been shown that an additional source of information such as magnetometers or kinematic
constraints must be added [146, 148, 149, 108, 150, 109]. Since magnetometers are sensitive
to ferromagnetic disturbances, they are often used in controlled environments and tend to be
avoided for applications outside of the laboratory [151, 152].

Instead of magnetometers, several studies have proposed to reduce the drift effect by using
a minimum of one IMU sensor per each body segment of interest, together with a multi-body
biomechanical model that allows the straightforward calculation of 3D joint kinematics. For
instance, Lin and Kulić [150] proposed to estimate 3D leg motion in real-time by fusing IMU
data using an EKF and a lower-limbs kinematic model. They achieved an average RMSD of
6.5deg when estimated joint angles were compared with those obtained using a reference SS.
Further constraints were implemented by El Gohary et al. [109] at the aim of achieving better
accuracy of upper-limbs 3D joint kinematics estimates. Using an Unscented Kalman Filter
(UKF) and an upper-limbs kinematic model, they integrated a priori knowledge of joints
physiological constraints to ensure feasible joint angles estimates, IMU random bias model to
reduce the effect of unexpected error growth, as well as the concept of Zero Velocity Update
(ZUPT) to correct the motion velocity. By resetting the motion velocity to zero once it is
under a given threshold, the ZUPT allows cancelling the drift during the static phases of a
motion while reducing the accumulated errors in the estimation of joint angles. However, it is
susceptible to dynamic motion where the threshold values used to detect the different phases
are not constant and have to be tuned as a function of the subject profile and movement. The
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approach proposed by El Gohary et al. [109] showed remarkable results with a mean RMSD
below 3deg except for the shoulder internal/external rotation joint where a larger RMSD
was reported. However, it is important to note that these results were obtained with a 6
DoFs robotic arm, which suggests the absence of errors due to STA and sensors-to-segments
calibration.

In general, two primary adaptive filters are frequently used in the literature for inaccurate
sensors-fusion: the EKF and the UKF. Besides reducing the influence of the sensors’ noise
and generating filtered output signals, such filters-based algorithms allow the real-time
estimation of indirect variables, such as joint angles of the biomechanical model being
investigated and on which the sensors are attached. The Kalman Filter is a least square
error optimizer filter assuming that the system being investigated is linear. In the case of a
non-linear system, the EKF can be used as the first-order or second-order approximating
estimator. In the case of high non-linearity, it is possible to use an UKF. The UKF works
similarly to the EKF, but instead of using a single point to linearize the model, it takes
sigma points and weights for each point to better approximate the system derivative. As
stated by Laviola et al. [153], in an UKF several Runge-Kutta integrations are needed to
propagate the sigma points through time, whereas in an EKF only one integration has to be
performed. This will, obviously, dramatically influence the calculation time. UKF is usually
favoured over EKF when the Jacobian of the model is difficult to be obtained. However,
several studies [153, 109] have shown that when estimating human motion UKF does not
improve significantly the estimation results. In this thesis, an EKF was selected given that
the Jacobian of the models being investigated were computed symbolically. Details of the
EKF formulation may be found in section 3.4.

When using an adaptive filter such as the EKF, significant errors might be due to non-
optimal tuning of the filter parameters, yielding an emphasized influence of the IMU drift
on joint kinematics estimate [154]. A good solution for drift correction is by considering
problem-specific knowledge such as modelling the temporal evolution of joint trajectories
during periodic gait cycle, or by making assumptions about the evolution of the signals being
measured, i.e., angular velocity and linear acceleration [155–157, 154]. The assumption that
joint trajectories may be modelled through a low-order Fourier series during periodic motions
has already been made in the literature through several studies [158–160]. For instance,
Joukov et al. [154] showed the superiority of a Fourier series-based model over a regular
constant acceleration model used to describe joint temporal evolution during gait. A feedback
adaptive frequency phase oscillator served to identify Fourier series coefficients. According
to the authors, the learning rate and parameters tuning of the oscillator were decisive in the
performance of their proposed method. Nevertheless, by performing a grid search, they were
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able to fine-tune the filter parameters and obtain an accurate RMSD of 2.4deg for the hip and
knee joint angles estimates. However, it should be noted that the proposed method could not
estimate ankle angles, required a cumbersome sensor-to-segment calibration process, and
used one IMU per segment configuration.

Some recent works have investigated the possibility of reducing the number of tracking
sensors. A reduced sensors-count configuration allows improving the usability of the tracking
system by simplifying the required setup and promoting subjects comfort. However, sparse
measurements may lead to indetermination of the inverse kinematics problem to be solved
and substantial inaccuracies in the kinematics estimate to be present. In [161], a planar
squat task was analyzed based on a single IMU sensor located at the lower trunk. A lower-
limb planar kinematic model, along with physiological constraints, were used in an offline
optimization process aiming at estimating hip, knee, and ankle flexion/extension angles. The
latter were modelled using a Fourier series expansion and were assessed with a mean RMSD
of 3deg. Later, the authors extended their approach to the tracking of more complicated
lower-limbs 3D rehabilitation motions [159]. Despite that a single IMU mounted at the shank
was used to evaluate 3D joints angles, this method was also offline and confined to very
specific case. More recently, Sy et al. [136] proposed to estimate hip and knee 3D joint angles
using only three IMUs sensors attached to the sacrum, right and left shanks. The proposed
method is based on the use of an EKF, including assumptions and constraints such as rigid
body constraints, ZUPT, assuming flat floor, or making use of the total pelvis height. The
presented results displayed a RMSD greater than 10deg when compared to a gold standard
SS. This relatively large RMSD might be due to the fact that a proper sensor-to-segment
calibration was missing and that a constant acceleration model was used to describe the joint
trajectories evolution, which is intrinsically incorrect in human motion.

Recently, human motion quantification has been greatly promoted in assisted rehabilita-
tion and assessment scales for patients suffering from motor impairments. During robot-aided
rehabilitation therapy, Bertomeu-Motos et al. [162], [163] proposed to use data from magneto-
inertial or accelerometer sensors along with the end-effector pose provided by the robot
to quantify arm joint trajectories. Their algorithm was validated with post-stroke patients
and w.r.t. a SS, showing a very good RMSD of 3.5deg. Nevertheless, these methods rely
on the complementary use of the robot to solve inverse kinematics and do not consider the
misalignment between the sensors and their corresponding anatomical segments. Repnik et
al. [164] used Mihelji’s algorithm [165], based on a Jacobian weighted pseudo-inverse, an
adaptive Kalman gain, and magneto-inertial redundant data, to quantify the arm movements
of post-stroke patients in a clinical environment. They analyzed metrics such as movement
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time, smoothness, trunk stability, and similarity of the hand trajectory during the performed
tasks. Nevertheless, the study lacks a proper quantitative validation of the joint trajectories.

To cope with the shortcomings of IMUs-based and markerless camera-based MCSs, other
researchers have recently proposed to use extremely affordable and drift-free AR markers
as an alternative solution to estimate the human body motion. In [69], gait analysis was
conducted using a set of camera-tracked AR markers, one marker per body segment, which
poses were introduced into a commercial Multi-body Kinematics Optimization (MKO).
Results displayed a RMSD of 2.3cm for the step length and between 2.5deg and 6.7deg for
pelvis, hip, and knee joint angles estimates. However, a large size of markers was used in
this study, which allows to increase the tracking accuracy of the detected markers. Moreover,
the system might be subject to markers occlusions. From an ergonomic perspective, such
large markers might be awkward for patients performing ADL/rehabilitation tasks, and might
be not suitable to track the movement of segments such as the foot or the wrist. Similarly,
very large markers-based tracking was used in [98] to estimate the knee flexion/extension
angle of a transtibial prosthesis, but using a much more expensive camera (2000$). With
a reduced size of AR markers tracked with a single RGB-D camera, Bonnet et al. [103]
proposed an affordable MCS that was able to estimate shoulder and elbow joint angles with
a good accuracy of 3.8deg when compared to a SS. However, the system ran offline, was
sensitive to markers occlusions and dealing with very simple motions.

Finally, in an attempt to compensate for each of the sensors drawbacks, particularly
occlusion, drift, as well as sensors-to-segments calibration, some studies have analyzed the
potential of fusing visual-inertial sensors for human body kinematics estimation [70, 124,
125, 29, 126]. Bleser et al. [70], for example, proposed to combine IMUs sensors and visual
markers tracked with a chest-mounted IMU-camera using an EKF based on an upper-limbs
kinematic model. With the proposed system, the authors intended to track the arm position
while performing a specific task in an industrial environment. However, the system was
not quantitatively validated. Instead, the authors showed the possibility of using the system
as an alternative drift-free solution to IMU-magnetometers based ones in the presence of
magnetic disturbances. The system performance in case of visual markers occlusion was
not investigated as well. Moreover, a classical IMUs-to-segments calibration was performed
based on static postures and magnetometers data. Glonek et al. [124] studied upper-limbs
motion by fusing IMU and Kinect data. The system, using a classical static T-pose-based
calibration, achieved a poor accuracy of the elbow joint angle (ranging from 4 to 15deg) and
of the elbow and wrist joint positions (up to 3cm) estimates. According to the authors, the
relatively large RMSDs might be due to IMU drift, while joint occlusions in some of the
performed motions considered as challenging.
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Motivated by the previous studies, the research presented in this thesis develops a new
affordable, portable, and user-friendly visual-inertial human MCS. The system aims at dealing
with the occlusion, drift and/or calibration issues, and improve the accuracy/robustness of 3D
kinematics estimation. Joint kinematics are estimated by fusing only the accelerometer and
gyroscope data of IMUs, i.e., without using magnetometers, as well as AR markers poses,
into a constrained EKF based on a biomechanical model of the human body. The proposed
algorithm incorporates prior knowledge of different types of constraints, including human
joint feasible RoM, as well as soft joint constraints and rigid body constraints to obtain better
joint kinematics estimates. It also models the IMUs random drift to further mitigate its effect
during long tracking periods. The system calibration is done using a practical method taking
advantage of the AR markers poses. Moreover, different EKF formulations are studied, as
well as the possibility of using a reduced sensors-count configuration to estimate accurate 3D
kinematics. The proposed system, its implementation and validation will be described in the
following chapters.

2.4.3 Estimation of Body Segments Inertial Parameters

Traditionally, BSIPs have been inferred using anthropometric models in the case of humans
and Computer-Aided Design (CAD) models provided by manufacturers in the case of robots.
Based on the survey of Begon et al. [166], there are two types of anthropometric models:
proportional and geometrical. Geometrical models consist in modelling body segments by
means of simple mathematical shapes, i.e., ellipsoids, spheres, cylinders, or cones. BSIPs
are then derived based on the calculated volume of these shapes. Such solutions, however,
hardly represent the real BSIPs of the human since the latter’s body segments are not that
ideal in practice.

On the other hand, proportional models use regression equations, commonly referred to
as Anthropometric Tables (AT), to estimate the human BSIPs as a function of the total body
weight and height. For instance, segments’ masses and lengths are expressed as a percentage
of the total body mass and height, respectively. Similarly, CoM and inertia parameters are
given as a function of segments’ lengths, relative to the latter’s proximal/distal extremity
[167].

Proportional AT are usually based on statistical studies conducted on cadaveric subjects.
Cadavers may be cut into pieces while evaluating each segment parameters [168]. Other
researchers have used photogrammetric [169] and resonance imaging [170] techniques for
this purpose. For instance, Dumas et al. [167] updated their regression AT by expressing
the BSIPs in the local coordinate system of each corresponding segment. Doing so, they
provided in 3D ten parameters per segment, i.e. mass, CoM 3D position, and six parameters
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of the inertia tensor, which are used later in this study. AT, however, are usually based on
a limited population with very specific age and mass configuration. Therefore, AT data
become inaccurate when a non-typical body structure is investigated [171, 172], such as
elders, children, obese, athletes, or hemiplegic.

Within robots, CAD models account for only mechanical segments that compose the robot.
Thus, they do not take into consideration external components such as glued components,
wires, electronics, or the embedded computer, added to the robot when it is used in practice,
as well as the hardware evolution that may occur to the robot’s structure with time [173, 174].
These components may constitute a non-negligible fraction of the total robot’s weight,
resulting in inaccuracies in the mass distribution among segments.

As a result, new identification methods have been developed in the literature for antropo-
metric systems [171, 175]. These methods are inspired by the field of system identification
developed since the 1980s for serial manipulator robots [68, 176–178]. However, for antropo-
morphic systems, i.e. human or humanoid robots, joint torques are not systematically
available at contrary to serial manipulators [175]. Consequently, Venture et al. [171] pro-
posed to use the external wrench, expressed at the base-link level and that can be measured
by a force plate, to perform dynamic identification. The decoupling between joint torques
and external wrench at the base-link level can be observed on the upper part of the general
dynamics equation of a floating base system (see Eq. 2.9).

2.5 Human-Robot Physical Interaction

Robots exhibiting human-like behaviours are envisaged in our future society. Examples
of expected scenarios include helping students in their learning, taking care of elders, and
cooperating with humans in industries and other workplaces [179]. An example of a dance
teaching robot from [180] is depicted in Fig. 2.1.o. Contrary to traditional industrial robots
which follow precise actions programmed a priori, future robots may need to interact, both
cognitively and physically, with the user [181]. Particularly, they need to perceive to a certain
degree the activity they are confronted with, thus select the appropriate action they have to
run in real-time [181].

Among human-robot interaction schemes, powered exoskeletons have attracted increasing
interest in the last two decades for applications in performance enhancement [182], motion
assistance and rehabilitation [10]. In rehabilitation, exoskeletons allow the execution of
repetitive, accurate, and long-intensive exercises, leading to a more efficient and a faster
rehabilitation process, as well as a considerable reduction in the workload of therapists
[3, 11]. In general, exoskeletons are designed to be worn by the user and to replicate his
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natural movement. With joint kinematics seemingly resembling those of the wearer, they
allow specific-joint assistance by transferring a desired supportive torque to the wearer’s
impaired joints [3, 183].

As the exoskeletons operate in close interaction with the wearer, a primary function is to
provide appropriate assistance without hindering the safety, comfort, and natural movement of
the wearer. In general, physical properties such as size, weight, joint kinematics and dynamics,
as well as the level of injury, may considerably vary between wearers. Therefore, there is an
emerging need to develop subject-specific and model-based exoskeletons controllers, which
account for these variations and provide a true assistance-as-needed to the wearer [182], [10],
[48].

For controllers that are expected to predict the dynamic behaviour of the human-exoskeleton,
an accurate model, which relies in part on a good estimation of the BSIPs, is of great im-
portance. Moreover, an accurate dynamic model also allows inferring the wearer’s motion
intention through the calculation of human joint torques [184]. As a result, accurate and
efficient BSIPs identification of human-exoskeleton systems would largely contribute to the
development of exoskeletons robots.

Exoskeletons-assisted rehabilitation is still subject to several open challenges. One of
the most difficult to tackle is the inevitable kinematic incompatibility between the wearer
and the exoskeleton models. Indeed, to fully assist the wearer’s joint, a correct alignment
between both the exoskeleton and the wearer joint axes is required [183]. However, in
practice, misalignment occurs between the two axes for two main reasons. First, the human
instantaneous joint centers/axes are very difficult to be identified unless using invasive
imaging techniques. For instance, the knee joint combines two rolling and sliding movements
between the femur and tibia, resulting in the displacement of its joint axis pose along with
its movement [12]. Second, the kinematic model of the exoskeleton robot usually consists
of rigid mechanical segments articulated with pure rotational joints. The resulting human-
exoskeleton joint misalignment may lead to undesired interaction forces that may load the
wearer’s joint during movement and results in an uncomfortable and unsafe human-robot
interaction in case of large forces/torques interaction [185].

Attempts to deal with human-exoskeleton joints axes misalignment usually result in bulky
and complex designs of exoskeletons [13]. Most of the exoskeletons prototypes seek the
best trade-off between an accurate and a mechanically simple design of the exoskeleton [12].
Thus, there is still much room for improving the physical interaction between the human and
the exoskeleton [12].
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2.6 Summary

This chapter has reviewed the state of the art for human motion biomechanical analysis,
specifically, for joint kinematics and BSIPs estimation. Human motion quantitative analysis
is of great interest in various applications such as rehabilitation, medicine, sport, and er-
gonomics. For such analysis, several motion capture systems and technologies are available
in the literature. Among these, SSs are the most mature representing the gold standard
reference non-invasive technology currently available. Although SSs allow measuring the
trajectories of retro-reflective markers with an excellent accuracy below 0.1mm, they are
subject to several limitations. Most importantly, they are costly and requires a relatively
complex hardware installation, which restricts their use to laboratory settings.

In general, for applications taking place outside of the laboratory and particularly for
clinical applications, a human motion capture system needs to be transportable, affordable,
easy-to-use, and of small dimensions to not hamper the user’s motion while being accurate.
There are two primary technologies that fulfill several of these criteria: IMUs-based and
RGB/RGB-D cameras-based motion capture systems. Such systems have attracted increasing
interest in the last years through plenty of research studies that have been developed in at-
tempting to obtain accurate human joint kinematics estimation, some of them were discussed
in section 2.4.2.

However, using IMUs to obtain accurate joint angles estimates remains a challenging
problem. Nonlinear integrational drift and IMU-to-segments calibration issues might drasti-
cally affect the accuracy of the joint angle estimate and must be taken into account in any
IMUs-based joint angle estimation solution. As it regards camera-based systems, there is
a general consensus to say that marker-based systems are subject to occlusions and that
marker-less ones are considered as relatively inaccurate for quantifying human motion,
especially for clinical applications. As a result, researchers have considered the use of
complementary information from either drift-free sensors or additional kinematic constraints
together with IMU data. For instance, few studies have proposed to fuse visual and inertial
data using adaptive filters such as the Extended Kalman Filter to compensate for each of the
occlusion and drift drawbacks. Nevertheless, accuracy, reliability, and usability remain major
challenges of the proposed alternative motion capture systems available in the literature.

Motivated by the previous studies, a new very low-cost, portable, and user-friendly
motion capture system is proposed in this thesis. It aims at overcoming previous limitations
related to human motion analysis based on affordable and portable tools. Particularly, it aims
at improving robustness/accuracy of human 3D joint kinematics estimates while handling
inaccuracies due to IMU drift and visual markers occlusion.



Chapter 3

Affordable Multi-Modal Motion Capture
System Framework

Fig. 3.1 An overview of the chapter 3 workflow.

Given the state-of-the-art presented in the previous chapter, this chapter aims at developing
a new affordable MCS framework for kinematics quantitative assessment. Particularly, it
presents the fundamental theoretical foundations for the following chapters. An overview
of the chapter workflow is depicted in Fig.3.1. The proposed framework consists of both
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kinematic and dynamometric measurements collected using affordable visual-inertial and
WBB sensors, respectively. Each of these sensors requires a prior and unique calibration
procedure that is described in section 3.1. Then, a subject-specific calibration (section 3.2) is
used to determine joint centers positions, body segments lengths, as well as sensors placement
on body segments. To compensate for the affordable sensors inaccuracies, measured data are
lastly fused using both a CEKF and the biomechanical model being investigated for joint
kinematics estimation (section 3.4). The resulting joint trajectories are validated using a gold
standard SS (section 3.5) and introduced as inputs for the dynamic identification pipeline
developed in section 3.3.

3.1 Affordable Sensors and Measurements

The proposed system is based on the simultaneous use of affordable IMUs, and a set of AR
markers tracked with an affordable RGB camera. Thus, a new prototype of visual-inertial
sensor has been developed in this thesis and is depicted in Fig.3.2. A Visual IMU (VIMU)
consists of an IMU sensor and a minimum of one AR marker located on its top, providing
synchronous measurements of the 3D pose, 3D linear acceleration, and 3D angular velocity
of the body that it is attached to. Prior to data collection, each IMU (section 3.1.1), RGB
camera (section 3.1.2), and the IMU-to-AR marker 3D rigid transformation (section 3.1.3)
need to be calibrated. This calibration process is required to link all measurements to the
same global reference as well as to obtain reliable input data.

On the other hand, dynamometric measurements are collected using an affordable WBB.
Calibration of the WBB is relatively easily done by applying different known weights at the
center point of the board surface, as described in [186]. The WBB amplifiers outputs are
then calibrated as a function of the vertical force input.

3.1.1 Inertial Measurement Units Calibration

Due to imperfect manufacturing and physical characteristics, IMUs raw data usually suffer
from systematic inaccuracies as well as random noise. Particularly, an IMU might be subject
to inaccurate scaling factors, non-orthogonal sensor’s local frame, and non-zero biases. The
process of identifying and compensating these inaccuracies is known as IMU calibration.

Commercial IMU sensors are usually factory calibrated using specific external equipment.
The latter provide known reference values that are compared with the IMU raw measurements
to determine its inaccuracies parameters. However, this is not the case for the affordable
IMUs, such as the ones used in this study. Thanks to the approach proposed by Tedaldi et
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Fig. 3.2 A VIMU first prototype composed of an affordable IMU sensor and a minimum of
one AR marker located on its top. The marker-to-IMU 3D rigid transformation (rS

m, RS
m) that

must be compensated from calibration due to mounting inaccuracies is also described.

al. [187], the calibration of extremely affordable accelerometers and gyroscopes sensors is
possible without the aid of any external equipment. It consists of a sensor multi-position
scheme to identify the inaccuracies that could affect the sensor based on gravity sensing.

In this context, the independent contribution of each of the above-mentioned inaccuracies
is used to derive a mathematical calibration model of the sensor relating its both raw and
calibrated outputs. Ideally, both accelerometer and gyroscope share a single 3D frame with
perfect orthogonal axes, defining the IMU local frame. Otherwise, they would measure
inconsistent linear acceleration and angular velocity about two different axes, that both do not
represent the real movement, i.e., rotation or translation, axis of the IMU. In practice however,
each accelerometer and gyroscope axis is deviated by a relatively small angle yielding two
distinct non-orthogonal frames of both sensors. Let assume RM the rotation matrix linking
the real misaligned frame of the sensor to a desired ideal frame. According to Tedaldi et al.
[187], RM is given as:

RM =


1 −αyz αzy

0 1 −αzx

0 0 1

 (3.1)

where αyz, αzy, and αzx represent the non-orthogonality misalignment errors to be identified,
such that αi j denotes the rotation of the sensor ith axis around the jth axis of the new assumed
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orthogonal frame. Using RM, the sensor’s frame may be orthogonalized and its corresponding
deviated output due to misalignment, may be corrected.

On the other hand, scaling factors are constant scalars that allow converting the current
sensor’s output in terms of physical quantities, that is to say acceleration or velocity mea-
surements. A bias error is a non-zero constant offset added to the sensor’s output although it
is not undergoing any movement. Let the matrix S and the vector b, given below, denoting
scaling and bias errors, respectively:

S =


S s

x 0 0
0 S s

y 0
0 0 S s

z

 b =


bs

x

bs
y

bs
z

 (3.2)

with S s
i and bs

i , i = x,y,z, are the scaling and bias factors along the ith axis, respectively.

As a result, the error model of an IMU sensor, particularly of an accelerometer sensor,
may be formulated as follows:

as
sc = RM S (as

s+b) (3.3)

where as
sc is the calibrated acceleration that is function of the sensor raw acceleration as

s and
the vector Vacc =

[
αyz αzy αzx S s

x S s
y S s

z bs
x bs

y bs
z

]
gathering the different inaccu-

racies to be identified.

In the current study, the approach proposed by Tedaldi et al. [187] is used to calibrate
accelerometers sensors. Doing so, Vacc is identified based on the fact that the acceleration’s
magnitude measured in static position corresponds to gravity. Thus, all parameters are
computed by minimizing the cost function given by Eq. 3.4 over a set of NP ≃ 50 different
static poses of the sensor.

f (Vacc) =min
Vacc

NP∑
k=1

(∥g∥2−∥as
sc∥

2)2 (3.4)

where ∥g∥ represents the norm of the gravity vector. The optimization problem was solved
using the standard Levenberg-Marquardt algorithm [96].

Regarding the gyroscope sensor, a simple subtraction of the mean bias occurred after
one minute of static recording was sufficient to show data consistency. Once obtained, the
calibration parameters are kept constant whenever we use the same sensors.
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3.1.2 RGB Cameras Calibration

To detect AR markers 3D poses from 2D images, camera(s) calibration is first required. Both
single (section 3.1.2.1) and stereo cameras calibration (section 3.1.2.2), considered in the
current thesis, are concisely explained below.

3.1.2.1 Single Camera Calibration

In general, camera calibration refers to identify the camera intrinsic and extrinsic parameters.
Extrinsic parameters describe the pose of a camera w.r.t. a second one or to the global system
of reference. They allow expressing 3D world coordinate points in the camera’s coordinate
system and vice-versa. Whenever a camera is moved or re-oriented, its extrinsic parameters
change, thus need to be re-calibrated.

On the other hand, intrinsic parameters refer to a camera’s individual characteristics,
such as focal length and distortion coefficients. By having such parameters, a mathematical
camera model that allows the conversion from 3D to 2D image coordinate points can be
defined. For instance, the pinhole model is commonly used in the literature and OpenCV
library [95].

Fig. 3.3 ChArUco board.

To calibrate the camera model unknown parameters, we need to measure external 3D
coordinate points from the scene covering the camera’s field of view. A calibration pattern
is commonly used to obtain easily interpretable and more accurate measurements of 3D
world coordinate points. For better accuracy, it must be captured through a minimum of 10
images taken from different poses [95]. Calibration is then based on detecting corners of the
calibration pattern and their corresponding 2D coordinate points where they appear in the
image. Hereafter, the required unknown parameters are usually estimated by minimizing
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the reprojection error between the projected, i.e., model-derived, and the measured image
coordinate points in a least-squares mode.

Among calibration patterns that can be used, the so-called ChArUco board (Fig. 3.3),
together with open-source ArUco [94] (see section 2.3.1.1) and OpenCV [188] libraries, is
used in this thesis. It consists of a chessboard where the white squares are filled with ArUco
markers. Given that a unique ID identifies each marker, the chArUco board allows defining
an ID for each detected corner on the board. This would be useful in several situations such
as in pose estimation or when the calibration board is not entirely detected in front of the
camera.

3.1.2.2 Global Reference Frame and Stereo Calibration

Fig. 3.4 The global system of reference R0 is assigned using a dedicated AR marker. For
stereo calibration, each camera 3D pose is derived w.r.t. R0.

As discussed in the previous section, camera intrinsic parameters are calibrated using a
ChArUco board. As a result, an AR marker 3D pose is detected w.r.t. the camera’s local
coordinate system using open-source ArUco library [94] (see section 2.3.1.1). This pose,
however, is not easy to be interpreted neither to be derived using a kinematic model for
example. Thus, the camera’s 3D pose, i.e., extrinsic parameters, is derived w.r.t. a global
reference frame R0 that is defined using an independent AR marker. As a result, all markers
poses can be expressed in R0, as given by the Eq. 3.5 below:
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r0
m = r0

c +R0
c rc

m

R0
m = R0

c Rc
m

(3.5)

where (r0
c (3 × 1), R0

c (3 × 3)) and (r0
m (3 × 1), R0

m (3 × 3)) refer, respectively, to the 3D pose
of the tracking camera and a random AR marker w.r.t. R0. Whereas rc

m (3 × 1) and Rc
m (3 ×

3) denote the marker’s 3D pose detected in the camera’s local coordinate system.
In the case of two or multiple cameras, it is important to further align the different local

coordinate systems w.r.t. R0. For instance, the stereo calibration, carried out in this thesis,
refers to further identify the 3D transformation between two cameras whose relative pose
is fixed (see Fig. 3.4). Each camera’s pose is derived relatively to R0 and used to align the
cameras corresponding local frames as follows:

rc1
c2 = (R0

c1
)T (−r0

c1
+ r0

c2
)

Rc1
c2 = (R0

c1
)T R0

c2

(3.6)

with (rc1
c2 (3 × 1), Rc1

c2 (3 × 3)) denoting the required 3D pose of camera 2 local frame w.r.t.
camera 1 local frame, as shown in Fig. 3.4.

3.1.3 Visual Inertial Measurement Unit (VIMU) Calibration

Once both IMUs (section 3.1.1) and RGB camera(s) (section 3.1.2) are calibrated, VIMU
calibration is the last sensor-dependent calibration that needs to be done prior to data
collection. Due to mounting imperfections, a calibration process of the VIMU is needed,
which corresponds to the identification of the 3D rigid transformation between its embedded
IMU sensor and the center of each AR marker located on its top (see Fig. 3.2). Indeed, the
IMU measurements are provided in their sensor local frame, whereas, the 3D pose at the
center of an AR marker can be expressed w.r.t. the global reference frame R0 (see the previous
section). To link all measurements to the global reference frame, the IMU-marker relative
transformation must be known. Otherwise, the position and orientation offsets between IMU
and marker will result in inconsistent input data for joint kinematics estimation.

In the literature, standard hand-eye and Kalman-filter based approaches have been usually
used for camera-IMU calibration [189]. In this study, the pose information provided by
the AR marker can be used. A two-fold calibration process is conducted in this context.
First, the rotation matrix Rs

m (3×3), from the IMU local frame to the one of the AR marker,
is determined by collecting data over NP different static pose of the sensor in front of the
camera. For each static pose i, both marker rotation matrix R0

mi
(3×3) and the IMU linear

acceleration as
sci

(3×1) are measured. The marker acceleration statically expressed in its



46 Affordable Multi-Modal Motion Capture System Framework

corresponding local frame is thus given by projecting the gravity vector g, expressed in R0,
as follows:

am
mi
= (R0

mi
)T g i = 1, ...,NP (3.7)

The required Rs
m can be computed as shown in Eq. 3.8, through the Moore-Penrose pseudo-

inverse of the vector am
m (3×NP) gathering all markers accelerations expressed in the marker’s

local frame. as
sc (3×NP) refers to the vector of all IMU accelerations measured in the IMU

local frame.

Rs
m = as

sc (am
m)+ (3.8)

Once the IMU-to-marker 3D orientation differences have been estimated, the second step
consists in calculating the marker 3D position in the IMU frame. Thanks to Rs

m from Eq.3.8,
both IMU and marker will rotate with known angular velocities. In other terms, when the
sensor is rotating, it is possible to infer the marker angular velocity from the IMU’s one using
Rs

m. Regarding the acceleration, the change in the sensor’s motion direction will result in an
additional centripetal acceleration that is function of the perpendicular distance toward the
center of rotation. Thus, the relation between IMU and marker linear accelerations can be
calculated based on the following equation [189]:

am
m = Rs

m [as
s−as

c]+am
c (3.9)

where as
c and am

c represent the centripetal accelerations of the IMU and the markers in their
associated coordinate system, respectively. The centripetal acceleration of a body B at a
point P is given by [189]:

aB
c = ΩΩΩ

B
B× (ΩΩΩB

B× rB
P) (3.10)

with rB
P is the translation vector connecting the point P to the center of rotation and ΩB

B
is the angular velocity of the body B in its associated frame. Based on the marker’s 3D
pose, linear regression is used to identify the center of rotation. Furthermore, the marker
linear acceleration is numerically computed as the filtered second derivative of its measured
position. Thus, by applying these equations, the unknown translation vector rs

m linking the
marker to the IMU w.r.t. the IMU local frame can be estimated.

3.2 Biomechanical model Kinematics Calibration

Once VIMUs are calibrated, a biomechanical model (refer to section 2.4) is used to relate the
VIMUs measurements with the human body joint kinematics to be calculated. Commonly, a
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Fig. 3.5 The sensor local pose w.r.t. its segment anatomical frame (rl
s,Rl

s) exemplified for
the shoulder.

minimum of one VIMU sensor is assumed to be rigidly attached to each body segment and
used to track its kinematic parameters. A sensor-to-segment 3D rigid transformation therefore
exists between each VIMU frame and its corresponding body segment anatomical frame (see
Fig. 3.5). This transformation, as well as segments lengths, have to be accurately estimated
so that sensors data allow calculating consistent joint angles using inverse kinematics. To this
end, a prior biomechanical model calibration is required. It consists, first, of an anatomical
calibration that allows defining the poses of the body segments anatomical frames, i.e., joint
centers/axes, w.r.t. the global reference frame R0. Using these poses, segments lengths can
be calculated as the distance between each two consecutive joint center positions. Second, a
sensor-to-segment 3D constant relative pose, i.e., (rl

s, Rl
s) in Fig. 3.5, is calculated and used

to align the sensors data in their corresponding segments anatomical frames. This suggests
both sensors and anatomical poses to be collected simultaneously w.r.t. R0. Calibration
outcomes are then used as inputs to the dynamic equations of motion for both kinematics
and dynamics estimation (see Fig. 3.1 and Eq. 2.9).

In this study, anatomical calibration has been conducted using a new practical method that
is proposed in section 3.2.1 based on AR markers detected poses and a custom calibration
wand. Section 3.2.2 presents functional method used from the literature for our reference
joint centers/axes estimation.
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3.2.1 Affordable Static Wand-Based Calibration

Fig. 3.6 Affordable wand-based calibration. (a): The proposed calibration wand of well-
known dimensions. (b): Pin-pointing anatomical landmarks of interest using the calibration
wand is exemplified for the ankle.

Since it is difficult to access anatomical joint centers positions, a custom calibration wand
(Fig. 3.6), of known dimensions, has been designed. It is composed of a dedicated AR
marker on one side and of a stick on the other side making it easy to pin-point anatomical
landmarks of interest. Once the AR marker is detected in front of the camera, its 3D pose is
obtained w.r.t. the global reference frame R0 and is used to estimate the pin-pointed position
at the wand’s extremity, as follows:

r0
E = r0

M +R0
M r (3.11)

where r0
E (3 ×1) is the 3D position of the wand’s extremity point E to be calculated w.r.t. R0

and r (3 ×1) is the known position vector connecting E to the center of the AR marker. r0
M

(3 ×1) and R0
M (3 ×3) denote the 3D pose at the center of the AR marker expressed in R0.

The estimation of joint center positions is then based on simple linear regressions pC

=
pm+pl

2 with pC representing the 3D position of the joint center and pm, pl the medial and
lateral positions of anatomical landmarks, respectively. For instance, Fig. 3.6.b exemplifies
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the ankle joint center as the middle point between pin-pointed lateral and medial malleolus.
Similarly, the pelvis joint center position is computed as the mid-point between left and right
PSIS and ASIS landmarks ( see Fig. 2.5.b for the definition of anatomical landmarks). The
regression proposed by Bell [190] is used to predict the Hip Joint Center (HJC) position
based on the distance between the left and right ASIS, as given by the Eq. 3.12 below:

pPEL
RHJC = pPEL

RAS IS +d
[
0.19 −0.30 −0.14

]T
pPEL

LHJC = pPEL
LAS IS +d

[
0.19 −0.30 0.14

]T (3.12)

where pPEL
RHJC , pPEL

LHJC and pPEL
RAS IS , pPEL

LAS IS represent respectively the 3D positions of right and
left HJC and ASIS expressed in the pelvis anatomical frame defined according to Bell [190],
and d denotes the LASIS-RASIS distance.

Pin-pointing anatomical landmarks is performed simultaneously while recording VIMUs
data statically, such that each sensor’s local pose can be calculated w.r.t. its corresponding
segment anatomical frame.

3.2.2 Symmetrical Center and Axis of Rotation Estimation

Fig. 3.7 SCoRE and SARA notations exemplified for the knee.
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In this thesis, the method proposed and validated by Ehrig et al. [191, 192] has been
considered for anatomical calibration. Unlike the wand-based static calibration, this method
requires functional movements that would sufficiently excite the joints centers/axes to be
identified. Particularly, joint centers are located using the Symmetrical Center of Rotation
Estimation (SCoRE) method [191]. Whereas, the Symmetrical Axis of Rotation Approach
(SARA) allows estimating joint axes [192]. Both SCoRE and SARA rely on the assumption
that the moving Center/Axis of Rotation (CoR/AoR) of a target joint is stationary w.r.t. the
two adjacent segments it connects. For the sake of clarity, let’s consider these methods
to estimate the knee joint CoR and AoR. Two local coordinate systems are required to be
defined at the thigh and shank segments (see Fig. 3.7). Let pt and ps be the 3D positions of a
point P expressed in the thigh and shank local frames, respectively. P represents the required
CoR, or an arbitrary point located on the target AoR (see Fig. 3.7). Since both pt and ps refer
to the same point P, they must therefore coincide throughout the movement when converted
into the global reference frame. This yields the following cost function:

f (pt,ps) =
n∑

j=1

|| (R0
T, j pt+ r0

T, j)− (R0
S , j ps+ r0

S , j) ||
2 (3.13)

where (R0
T ,r0

T ) and (R0
S ,r0

S ) are the transformations, i.e., rotation matrix and translation vector,
that define the thigh and shank local frames in the global system of reference, respectively
and n denotes the number of samples. Based on Eq. 3.13, the required CoR/AoR may be
assessed by solving the linear least-square problem given below:

Yp̂ = z

such as: 
R0

T, j=1 −R0
S , j=1

...
...

R0
T, j=n −R0

S , j=n


p̂t

p̂s

 =

r0

S , j=1 −r0
T, j=1

...
...

r0
S , j=n −r0

T, j=n


(3.14)

with p̂(6×1) =
[
p̂t p̂s

]T
consists of the local coordinates of P that satisfy Eq. 3.13. When

p̂ represents the knee CoR, it can be calculated using the Moore Pseudo-inverse Y+ from
Eq. 3.14. In the case of AoR estimation, p̂ referring to an arbitrary point located on the
knee AoR, as well as its unit vector, can be obtained using the singular value decomposition
Y = USVT as follows [192]:

p̂ =
5∑

c=1

uT
c zvc

σc
c = 1, ...,6 (3.15)
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dt =
v6(1 : 3)
|| v6(1 : 3) ||

ds =
v6(4 : 6)
|| v6(4 : 6) ||

(3.16)

where uc and vc are the column vectors of index c of the U and V matrices, respectively. σc

is the cth singular value of the S matrix. dt and ds are the normalized direction vectors of the
AoR relative to the thigh and shank local frames given by the last column of V. Note that p̂t

and p̂s must be orthogonalized w.r.t. dt and ds respectively in order to obtain a unique global
and local representation of the required knee AoR in this case.

3.3 Biomechanical Model Identification

A biomechanical model requires the identification of its dynamic parameters (BSIPs) defined
in section 2.2.2.2. How these parameters have been obtained in the literature were previously
discussed in section 2.4.3. Following the works of Venture et al. [171, 113, 178, 175],
an identification method has been developed in the current study using the linear property
of the dynamic model w.r.t. the BSIPs to be identified. It requires joint kinematics and
contact force measurements collected throughout exciting movements of the body segments
of interest. The main aspects of this method are detailed hereafter. Section 3.3.1 reformulates
the dynamic equations of motion into a linear identification model. Section 3.3.2 defines a
minimal set of only identifiable parameters characterizing the dynamic model. Finally, the
required full set of BSIPs is derived in section 3.3.3.

3.3.1 Linear Identification Model

Eq. 2.9, that expresses the inverse dynamics model of a floating base-system, may be
represented as a linear function of the BSIPs to be identified [113], such as:Ww

Wc

Φ = 0
ΓΓΓ

+ Nc∑
k=1

JT
wk

JT
ck

Fk (3.17)

where Ww (6×10NL) and Wc (NJ×10NL) are known as the observation or regressor matrices
of the base segment and of the NL segments of the kinematic chains constituting the whole
investigated system, respectively [113]. The vector of all standard inertial parameters Φ
(10NL × 1) gathers for each segment i the mass Mi, the 3D vector of the first moment of
inertia [MS Xi MS Y i MS Zi] and the six components of the 3x3 inertia tensor I=[XXi YY i

ZZi XY i XZi YZi], respectively such that:
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Φi =
[
Mi MS Xi MS Y i MS Zi XXi YY i ZZi XY i XZi YZi

]T
Φ =
[
ΦT

0 ΦT
1 . . . ΦT

NL

]T (3.18)

In the absence of joint torques measurements, such as in the case of the human body,
only the upper part of Eq. 3.17, reformulated in Eq. 3.19, is considered in the identification
process. Thus, the dynamometric measurements in Eq. 3.19 are the external wrenches
Fk =

[
FXk FYk FZk MXk MYk MZk

]T
measured at the contact points with the environment, of

the model being investigated, and mapped into its base segment, as explained in Eq. 2.9,
such as:

W(θθθw, θ̇θθw, θ̈θθw, θθθ, θ̇θθ, θ̈θθ,L)Φ =
Nc∑

k=1

JT
wk

(θθθ)Fk (3.19)

The regressor matrix W is a non-linear function of the base and joint kinematics as well
as geometrical parameters such as segments lengths. It can be obtained through the partial
derivatives of the dynamometric measurements vector w.r.t. the standard inertial parameters
vector. For each of the n measurements samples, W ((NF = 6n) × 10NL) consists of six lines
referring to the 3D measured forces and moments along the X, Y, and Z axes, respectively,
as well as a column per each parameter of Φ. For instance, Wi j indicates how much the
parameter j contributes to the dynamometric measurement i, such that:

W =



∂FX0 (1)
∂M1

∂FX0 (1)
∂MX1

· · ·
∂FX0 (1)
∂Φ j=10NL

...
...

∂FX0 (n)
∂M1

∂FX0 (n)
∂MX1

· · ·
∂FX0 (n)
∂Φ j=10NL

...
...

∂MZ0 (1)
∂M1

∂MZ0 (1)
∂MX1

· · ·
∂MZ0 (1)
∂Φ j=10NL

...
...

∂MZ0 (n)
∂M1

∂MZ0 (n)
∂MX1

· · ·
∂MZ0 (n)
∂Φ j=10NL



(3.20)

In the current thesis, W is derived using Symoro+ (SYmbolic MOdelling of RObots)
[67].
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3.3.2 Minimal Base Parameters

Theoretically, for a full rank regressor matrix W, Eq. 3.19 may be solved using a linear
regression such as the least-square optimization. However, the dependencies of parameters in
human/robot dynamic equations yield a defected rank of W. This suggests some null columns
and others that are linearly inter-dependent corresponding to standard inertial parameters
with no or proportional effect on the dynamics, respectively. Even with using sufficiently
exciting trajectories, not all of the 10NL BSIPs gathered in Φ contribute to the dynamics and
consequently, not all of these parameters are identifiable using a simple least-square method
[178]. To cope with this issue, a minimal set of linearly independent parameters, also known
as base parameters, is derived from standard ones by eliminating those with no effect and by
regrouping the other dependent ones. These are therefore the only identifiable parameters
required to fully describe the dynamic model.

Particularly, base parameters are calculated by regrouping the linearly dependent columns
of W, which may be done numerically using a QR or a Singular Value Decomposition (SVD).
Thus, Eq. 3.19 may be rewritten as follows:

[
Wb Wd

] Φb

Φd

 = Nc∑
k=1

JT
wk

(q)Fk

Wd =Wb C

(3.21)

where Wb shows the regressor matrix formed by the linearly independent columns of W and
Wd is formed by the remaining null and dependent ones, given that the sum of both matrices
ranks is equal to the rank of W. Similarly, the vectorsΦb (NB × 1) andΦd ((10NL−NB) × 1)
include standard parameters reordered according to the columns of Wb and Wd, respectively.
The combination of both vectors yields all standard parametersΦ (10NL × 1) to be identified
at the end of the identification process. Given that Wb columns form a linearly independent
base, Wd can be expressed linearly w.r.t. such base through a constant matrix C. Thus, by
replacing Wd in Eq. 3.21, a minimal identification model is obtained and is given by the Eq.
3.22 below. In the following, the vector of dynamometric measurements expressed in the
base frame is denoted by F̄ (NF × 1), such that:

F̄ =WbΦB+ρ

ΦB =Φb+CΦd
(3.22)

withΦB (NB × 1) is the vector of base parameters regrouping linearly the standard parameters
and ρ (NF × 1) is an error vector gathering the measurement noise and modelling errors.
Note that Wb, Wd, and C matrices are not unique.
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Assuming that the performed movements excite sufficiently all base parameters to be iden-
tified and yield a full rank regressor matrix Wb, Eq. 3.22 may be solved using a standard
least-square based method, such as:

FindΦB
∗ = argmin

ΦB
|| F̄−WbΦB ||

2
2 (3.23)

However, due to ρ, the solution given by Eq. 3.27 might be biased. As shown by Gautier
et al. [178], the quality of the base parameters estimation may be assessed through the
calculation of the relative standard deviation for each identified parameter. Considering Wb

to be deterministic and ρ to be a zero-mean Gaussian noise, the unbiased estimate of the
standard deviation σρ may be obtained as:

σ2
ρ =
|| F̄−WbΦB ||

2

NF −NB
(3.24)

and the variance-covariance matrix of the least square estimation error is given by:

CΦB = σ
2
ρ (WT

b Wb)−1 (3.25)

Thus, the standard deviation σΦBi of the ith base parameter as well as its relative standard
deviation σΦBi% are calculated as follows:

σΦBi =
√

CΦB(i, i)

σΦBi% = 100
σΦBi

| ΦBi |
for | ΦBi | , 0

(3.26)

Only identified parameters with a relative standard deviation lower than 10% are con-
sidered to be accurate enough. Since the external wrenches are expressed in different units
and with different order of magnitude, it is recommended to use a weighted least-square
method to improve the parameters estimation [178, 175]. A square weight matrix M is thus
created by assigning to each component of F̄ a confidence factor inversely proportional to
the associated standard deviation of the error calculated using Eq. 3.24. Doing so, ΦB may
be calculated using a weighted Moore-Penrose pseudo-inverse, given as:

ΦB =W+b F̄

with

W+b = (WT
b MWb)−1MWT

b

(3.27)
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3.3.3 Standard Parameters Identification

Not only the base parameters are required to be identified, but also the full vector of standard
BSIPs Φ that is needed to compute the forward dynamics as well as joint torques (see the
lower parts of Eq. 2.9 and Eq. 3.17). However, some parameters fall in the null-space
of the regressor matrix, which makes their identification not straightforward. Yet, several
approaches have been proposed in the literature using a priori information as an initial guess
to find parameters in the null-space, and to ensure their physical consistency [178, 193].
Indeed, due to either measurement noises or modelling errors, the identification methods
may result in physically unfeasible solutions. BSIPs, however, represent physical quantities,
which must always have meaningful values.

Fig. 3.8 Visual representation of a robot mechanical model with for each segment a specific
oriented bounding box defined in its local frame, and the CoM position expressed in the
global system of reference.

In this context, a constrained Quadratic Programming (QP) method together with a
hybrid cost function allow a trade-off between the least-square fitting of the dynamometric
measurements, and a feasible solution w.r.t. a user-supplied initial guess. In our case, the
initial guess parameters are obtained from Dumas et al. [167] Anthropometric Tables (AT)
for human and from the manufacturer Computer Aided Design (CAD) data for robot. The
QP is thus formulated as:
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FindΦ∗ ∈ min
Φ
|| F̄−W̄Φ ||22 + ||ΦCAD−Φ ||

2
2

subject to

Mi ≥ 0

CoM−i j ≤CoMi j ≤CoM+i j

vT
j Ii v j ≥ ϵ

with i = 1, ...,NL j = x,y,z

(3.28)

where ΦREF (10NS ×1) refers to the BSIPs values obtained from CAD or AT. This QP also
guarantees the physical consistency of the identified BSIPs through additional constraints.
Three primary constraints are implemented: segments masses to have positive values (Mi ≥ 0),
CoM to be inside realistic body segments volume, and segments inertia matrices Ii to be
positive defined. The latter is used from [155, 175, 194], which results in the linear inequality
given below:

[
v2

x j 2vx jvy j 2vx jvz j v2
y j 2vy jvz j v2

z j

]


XX
XY
XZ
YY
YZ
ZZ


≥ ϵ (3.29)

where v j=[vx j vy j vz j]T is a random vector supposed uniformly distributed over the unit
sphere and ϵ is a positive tolerance set to 10−3. To constrain the position of body segments
CoMs inside a realistic given volume, CoM−i j and CoM+i j are derived based on AT/CAD data
and are assumed as the lower and upper bounds of a specific oriented bounding box attached
to the ith segment and defined in its local corresponding frame, respectively (see Fig. 3.8).

3.4 Joint Kinematics Estimation Using Affordable Sensors

For BSIPs identification, as well as for a wide range of applications (see section 2.1), the
joint kinematics need to be estimated accurately. Despite the fact that the proposed system
is affordable, light wight, easy to use and portable, several limitations should be taken into
account. Although the AR markers data are drift-free and provide pose measurements that
can be used to calibrate IMU sensors locations on body segments, these markers are sensitive
to image blur and occlusion. Moreover, their accuracy might be affected by numerous
factors such as marker’s size, distance from the camera, camera calibration and properties,
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i.e., brightness, exposure, etc. On the other hand, IMUs do not suffer from occlusion but
have some limitations related to non-linear integrational drift and IMU-to-body calibration
issues in the absence of pose data, but do not suffer from occlusion. To test the effect of
IMU drift, data from one IMU sensor (MPU 6050) was statically recorded for a period of
t = 23s. Fig. 3.9 depicts the sensor 3D pose, obtained by integrating and double integrating
the measured angular velocities and linear accelerations, respectively. Within 23s only, the
sensor’s orientation and position highly drifted to -1.5rad around the Y-axis and 40cm along
the X and Y-axes, respectively.

Fig. 3.9 Drifting orientations and drifting positions, when integrating the measurements of
an IMU sensor placed in a static pose.

When dealing with such affordable sensors, adaptive filters, such as EKF and UKF, have
shown in the literature their efficiency in reducing the sensor’s noise influence (section 2.4.2).
As mentioned in [153], UKF performs slightly better than EKF for human motion estimation
application but at a large computational cost. Fusing all VIMUs redundant data using a
CEKF, a biomechanical model of the human body, together with the appropriate tuning of the
CEKF parameters referring to each measurement, will allow improving the tracking accuracy
of the proposed system while estimating directly the required joint kinematics. Providing the
sensors-specific (see section 3.1) and the subject-specific biomechanical model (see section
3.2) calibrations, the sensors calibrated data, body segments lengths, as well as the local pose
of each sensor w.r.t. its corresponding segment anatomical frame, are required as inputs to
the CEKF (see Fig. 3.1). Section 3.4.1 provides a brief theoretical insight into the CEKF
formulation, whereas, the implementation referring to the different case studies is presented
in the following chapters.
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3.4.1 Constrained Extended Kalman Filter

In light of the above, a CEKF is used to estimate the human body joint kinematics. The CEKF
is able to handle efficiently uncertainties in input measurements through an appropriate fusion
of VIMUs data. It is worthy noting also that the CEKF has a relatively low computational
cost, which makes it suitable for real-time applications. For a proper performance, the
CEKF requires the input sensors to have a Gaussian noise distribution. It is the case of the
IMU noise when the sensor is stationary, as demonstrated in several studies [195, 196]. For
instance, the random noise of the retained IMU in this thesis, i.e., MPU 6050, has been
shown to be a white Gaussian noise in [195, 197]. Although, further errors, not necessarily
Gaussian distributed as assumed by the CEKF, may appear during dynamic motion [198],
several studies have successfully tracked pose while approximating the IMU noise as white
Gaussian [135, 199]. This section along with Fig. 3.10 highlight the flow of the proposed
CEKF algorithm that has been used in this thesis.

3.4.1.1 The Filter Algorithm

Fig. 3.10 The CEKF framework.
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The EKF is a common recursive sensor fusion algorithm used to estimate a non-linear
system’s state given noisy measurements, where the noise is still assumed as zero-mean
Gaussian. The non-linear system models are approximated through a first-order Taylor-series
expansion that is evaluated at each time-step around the current state estimate. This suggests
the system models to be differentiable or to be represented using a discrete approximation.

The goal of the EKF is to ensure the best estimate of the system’s state that fits the
measured data in a least-square sense. In this thesis, human motion kinematic analysis
suggests the knowledge of state variables for each joint, including the position, velocity, and
acceleration of each segment. The measurement vector is composed of all VIMUs data.

The current state xk (NX ×1) and the measurement vector yk (NY ×1), at time-step k, are
governed by two prediction and update steps given by the following equations:

xk = f (xk−1)+wk−1

yk = h(xk)+vk
(3.30)

where f and h denote the non-linear process and measurement models, respectively. w and v
represent the process and measurement noise, assumed as zero-mean Gaussian with known
covariance matrices Qk (NX×NX) and Rk (NY ×NY ), respectively. In the following, a discrete
formalization of the EKF recursion is presented.

Prediction Phase The process model f , also known as the dynamic or evolution model,
describes recursively the evolution of state dynamics. It allows predicting the state mean
x̂k|k−1 and error covariance matrix Pk|k−1 at the current time step k from their previous
estimates at time step k−1, such as:

x̂k|k−1 = f(x̂k−1|k−1)

Pk|k−1 = Fk−1Pk−1|k−1FT
k−1+Qk−1

(3.31)

where F is the process model Jacobian calculated symbolically relatively to the state vector.

Measurement Update h provides the measurement vector as a function of the state vector.
Fusing all VIMUs data suggests that all measured quantities contribute to the state variables,
i.e., joint trajectories, to be estimated. Given the predicted state, at each time step, a new
measurement yk can be used to calculate a weighted difference vk between the measurement
vector and the predicted one through the measurement model. The Kalman gain Kk and the
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state vector are then updated at each time step as in Fig. 3.10 and Eq. 3.32, respectively:

vk = yk −h(x̂k|k−1,vk−1)

Sk =HkPk|k−1HT
k +Rk

Kk = Pk|k−1Hk

x̂k|k = x̂k|k−1+Kkvk

(3.32)

where S is the measurement covariance matrix, and H is the measurement model Jacobian
calculated symbolically relatively to the state vector.

Satisfying Biomechanical Constraints Following the EKF prediction and measurement
update steps, above, the body joints may have become dislocated, or joint angles expand
beyond their feasible range [136]. In an attempt to reduce the drift effect and estimate
accurate and realistic joint trajectories, biomechanical constraints are explicitly considered
within the EKF.

First, the use of a kinematic model consisting in multiple rigid body segments of fixed
lengths and joints constraints, i.e., hinge, spherical, allows to avoid joint dislocations that
may considerably affect the joint angle estimates, as well as to reduce the influence of
STA. For instance, a knee hinge joint with a single flexion/extension DoF prevents the drift
from occurring along its 3D position, as well as about unfeasible abduction/adduction and
internal/external rotation.

To further ensure a biomechanically-realistic RoM of human body joints, a method similar
to the one presented by Gupta et al. [200] allows implementing the following constraints:

Ax̂k = d (3.33)

where A (s×NX) is a constant known matrix (i.e., identity matrix), s ≤ NX is the number of
given constraints, and d (s×NX) is the constraints vector, i.e., upper or lower-limbs feasible
RoM constraints, which must be satisfied by the updated state vector. At each time step, a
Kalman gain and state update are computed based on Eq. 3.32. The elements of the updated
state vector are checked to be within their constraint limits. Then, if one element of the
state vector is not within its limits, a vector of constraints d is created by replacing the
corresponding state variable with its appropriate upper or lower bound. Using the constraints
vector and the updated state vector, a new optimal Kalman gain is then computed according
to Eq. 3.34 [200]:

Kc
k =Kk −AT (AAT )−1(Ax̂k|k −d)(vT

k S−1
k vk)−1vT

k S−1
k (3.34)
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Finally, the new updated state estimate is re-calculated using the new Kalman gain and Eq.
3.32, such that it lies within its constrained range.

3.4.1.2 The CEKF Parameters Tuning

The use of CEKF requires optimal parameters tuning of the process noise covariance matrix Q,
the measurement noise covariance matrix R, and the initial condition of the state covariance
matrix P to ensure an appropriate fusion of the sensors data while maximizing stability and
convergence rates over a given trial. The tuning of these matrices, however, is sensitive. In
general, a large value indicates a lack of trust, whereas a small value indicates a good trust in
the process or measurement parameter. For instance, a too small measurement noise suggests
that the measurement model cannot adequately account for the amount of noise that is in
the sensor data, causing integrational drift. If it is too large, motion data may be lost as it is
being discarded by the CEKF as noise.

In general, the initial P is set to the identity matrix to give the same influence to all joints
to be estimated. Whereas, R can be adjusted based on the error model of each sensor, i.e.,
IMU and AR markers. However, the process model is not directly observable and there is no
real consensus in the literature on how to adjust the parameters of its noise covariance matrix
Q.

In this study, the CEKF parameters tuning has been conducted either empirically (section
4.1) or automatically using an optimization process (section 4.2). Once adjusted, these
parameters are kept constant throughout the studied application.

3.5 Reference Joint Kinematics Estimation

To validate the proposed affordable VIMUs-based system, the CEKF-based joint angles,
derived based on the previous section, are compared with those obtained using a gold standard
SS. The reference joint trajectories are calculated using stereophotogrammetric data together
with a state-of-the-art MKO [65, 79].

MKO is an inverse kinematic solution targeting an optimal pose of a multi-body model
that best fits the motion capture data. It requires a predefined kinematic model of the human
body so that it simultaneously calculates all body segments poses while satisfying multi-joints
constraints in a unique least-square optimization aiming at compensating for STA. Usually, a
minimum of three retro-reflective markers is used to define the 3D pose of each body segment,
although it was shown possible to reduce markers sets per segment [79]. MKO is then based
on the minimization of the sum of squared distances between measured and model-derived
skin-markers trajectories which are governed by some rigid body and kinematic constraints
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[79]. Providing the body segments lengths and the local pose of each marker relative to its
segment anatomical frame, joint angles may be calculated using a non-linear constrained
optimization, such as the sequential quadratic programming algorithm [201].

3.6 Conclusion

This chapter introduces the fundamental bases used in the following chapters. It presents
a new affordable, portable, and user-friendly MCS together with a dynamic identification
pipeline for human/robot joint kinematics and BSIPs estimation, respectively. The kinematic
data are collected using new VIMUs sensors measuring inertial data from IMUs sensors
as well as visual information from AR markers and an affordable RGB camera. All data
are fused into a CEKF taking into account the kinematic model of the human body and its
limitation to estimate feasible and straightforward joint kinematics while reducing the effect
of each sensor inaccuracies. The system is also making use of a new practical calibration
method, which does not require any external equipment while remaining very affordable.
The system detailed implementation and validation are described in the following chapters.



Chapter 4

Human Body Kinematics Assessment
during Activities of Daily Living

Stroke, spinal cord injury, or age-related neurological deficiencies may considerably impair
patients/elders active Range of Motion (RoM), thus restrict their mobility to perform Ac-
tivities of Daily Living (ADL). Assessing human motion during ADL is therefore of great
interest to characterize movement disorders. For instance, gait is considered as the most
common ADL used in this context.

The Motion Capture System (MCS) framework introduced in chapter 3 is experimentally
validated in this chapter. Two different prototypes of a VIMUs-based MCS have been devel-
oped and used to track upper and lower-limbs movements of multiple subjects performing
several ADL movements. Experimental validation is then conducted by comparison of the
obtained joint kinematics w.r.t. those obtained using a gold standard Stereophotogrammetric
System (SS).

More specifically, the study developed in section 4.1 aims at quantifying upper-limbs
joint kinematics using a setup similar to the one used during the clinical evaluation of post-
stroke patients performing ADL [202]. Results of this study were recently published in the
IEEE Transactions on Automation Science and Engineering [15]. Section 4.2 studies the
possibility of tracking accurately full lower-limbs gait kinematics using a reduced sensors-
count configuration [17].
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Fig. 4.1 An overview of the proposed system’s framework used to estimate upper/lower-limbs
joint kinematics with indexes 1 and 2, respectively.

4.1 Upper-Limbs Kinematics Estimation: Application to
Rehabilitation Exercises

Upper-limbs physical and functional impairments following a stroke may directly affect
patients’ quality of life due to their inability to achieve primary ADL, such as eating, dressing
and other tasks [3]. Upper-limbs mobility can be improved through repetitive rehabilitation
exercises of the patients’ affected limbs [203], [4]. To quantify the clinical progress during
a rehabilitation program, a functional mobility assessment is usually conducted under the
supervision of a therapist.

Several functional mobility assessment indexes, such as the Modified Frenchay Test
(MFT) [202] (see section 4.1.1), have been proposed in the literature. They are usually
targetting several ADL, which are visually observed and rated by one or more clinicians
[202]. However, such assessment remains qualitative (refer to section 2.2.1), so that inter-
and intra-clinician variability can be large and reproducibility can be challenging to achieve
[4]. To this end, a MCS, such as the VIMUs-based system proposed in chapter 3, would
help supporting clinicians diagnosis through a quantitative and objective assessment of the
patients’ motion [4].
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Fig. 4.2 The MFT scale from [202].
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In this section, we propose:

• The development of a new and very affordable VIMUs-based MCS that estimates
seven upper-limbs joint angles: shoulder/wrist flexion/extension, abduction/adduction,
internal/external rotation, and elbow flexion/extension. It is based on the framework
developed in chapter 3, including a practical and time-efficient system’s calibration.

• The system’s validation using a gold standard SS while tracking arm motions of nine
healthy subjects during six daily rehabilitation tasks based on the MFT.

4.1.1 The Modified Frenchay Test

The MFT [202] is a modified version of the original Frenchay Arm Test [204] used to assess
active upper-limbs function in hemiparetic patients. It consists in videotaping patients while
performing ten upper-limbs ADL, such as opening and closing a jam jar, picking up a fork
and a knife and mimicking cutting (see Fig. 4.2). Each task is visually rated from 0, i.e., no
movement, to 10, i.e., normal movement, by one or more independent clinicians. Whereas
rate 5 corresponds to a task that was barely achieved by the patient.

4.1.2 Upper-limbs Joint Kinematics Estimation Framework

This section uses the framework developed in chapter 3 and described in Fig. 4.1 for upper-
limbs joint kinematics estimation. Prior to data recording, an independent and sensor-specific
calibration is performed offline and only once for each of the affordable sensors (RGB camera,
IMU sensors, and IMU-to-AR marker rigid transformation (VIMU calibration)). Then for
each subject, a static wand-based calibration is conducted to locate each VIMU sensor
on its corresponding segment. To compensate for each sensor inaccuracies, all measured
data are fused using a CEKF and an upper-limbs mechanical model. This allows obtaining
physiologically constrained estimates of the upper-limbs joint angles while improving the
system’s robustness w.r.t. drift.

4.1.2.1 Upper-Limbs Mechanical Model

The mechanical model, depicted in Fig. 4.3, relates the output of three VIMU sensors to
the arm joint kinematics through the calculation of the Forward Kinematics Model (FKM).
It consists of NL = 2 rigid segments articulated with NJ = 7 revolute joints describing the
shoulder (ball joint), the wrist (ball joint) and the elbow (hinge joint) motion. The FKM (Eq.
2.2), which is a function of the NJ joint angles, of the NL segment lengths, and of each VIMU
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Fig. 4.3 Upper-limbs mechanical model composed of NL = 2 segments and NJ = 7 DoFs.

local pose in its corresponding segment, is calculated using the Modified Denavit Hartenberg
(MDH) convention (see section 2.2.2.1) [67]. It is used to estimate NJ joint angles simultane-
ously, making use of the intrinsic constraints of the retained upper-limbs kinematics structure.

Three local frames are used to represent the three VIMUs sensors assumed rigidly
attached to the upper arm, forearm, and hand segments. The FKM allows obtaining the
transformation matrices between the global system of reference R0, expressed at the trunk
level, and each of these frames. The VIMUs measured 3D poses expressed in R0, P0

s , can
thus be calculated based on these transformation matrices (see Eq. 2.1 and 2.2). P0

s is
composed of (3× 1) position vector r0

s and of (3× 3) rotation matrix R0
s representing the

VIMUs tracked orientation in the global reference frame. To avoid gimbal lock and to use
an efficient compact representation of 3D orientation, the matrices R0

s are converted into
the (4× 1) quaternion vectors q0

s . For details on how to convert between rotation matrix
and quaternion representations, the reader can refer to [205]. On the other hand, the FKM
first (see Eq. 2.3) and second derivatives are calculated such that the VIMUs 3D angular
velocities Ωs

s and 3D linear accelerations as
s, measured in the sensors local frames, can be

estimated:
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P0
s = FKM(θθθ)

q0
s = fct(R0

s)vs
s

ΩΩΩs
s

 = (R0
s)T J(θθθ)θ̇θθas

s

Ω̇ΩΩ
s
s

 = (R0
s)T (J(θθθ)θ̈θθ+ J̇(θθθ)θ̇θθ)+

 ba

03x1


(4.1)

where θθθ, θ̇θθ, θ̈θθ refer to the (NJ × 1) joints positions, velocities and accelerations vectors,
respectively. J (see Eq.) is the (6× j) Jacobian matrix with j ∈ {3,4,7} for shoulder, elbow
and wrist sensors, respectively. [vs

s ΩΩΩ
s
s]

T is composed of (3×1) linear and angular velocity
vectors and [as

s Ω̇ΩΩ
s
s]

T is composed of (3×1) linear and angular acceleration vectors referring
to each VIMU sensor. ba denotes a (3×1) acceleration bias vector (see section 4.1.2.3). Eq.
4.1, providing all VIMUs measured data as a function of the joint kinematics to be estimated,
is then used as the CEKF measurement model in section 4.1.2.3.

4.1.2.2 Pre-Calibration

The proposed framework requires two types of calibrations:

• Calibration of the sensors, which needs to be performed once. First, the IMUs and the
camera are calibrated according to sections 3.1.1 and 3.1.2, respectively. Then, the
marker-to-IMU rigid transformation, within each VIMU, is estimated from section
3.1.3.

• The local poses of all three upper arm, forearm, and hand sensors are calibrated w.r.t.
their corresponding segments anatomical frames. This calibration is required to relate
the sensors’ measurements to the joint kinematics to be estimated. This calibration
process is subject-specific and has to be performed once for each subject.

The latter was performed using the static wand-based method developed in section
3.2.1. Note that if the VIMUs sensors locations on their respective segments are modified,
this calibration process has to be repeated. Starting from any upper-limbs static posture,
anatomical landmarks were pin-pointed using the dedicated marker-based calibration wand
(see section 3.2.1 and Fig. 4.4). Seven anatomical landmarks were pin-pointed: right and left
AC, middle CLAV, MHE, LHE, US, and RS (see Fig. 2.5 for the definition of anatomical
landmarks). The first three landmarks were used to compute the initial trunk’s pose. Since
no sensor was used to track its free movement, the trunk was assumed as a fixed reference
segment during the rest of the experiment. The elbow and wrist joint centers positions were
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determined using linear regression equations (see section 3.2.1). The shoulder joint center
is supposed located vertically under the AC by an offset [206]. This offset is estimated as a
percentage of the segment’s length formed by the left and right AC positions [206]. Then,
arm (L1) and forearm (L2) segment lengths were computed as the distance between the
shoulder-elbow and the elbow-wrist joint centers positions, respectively. Based on these
positions, the initial arm joint configuration could be calculated analytically from the inverse
geometric model [67]. Meanwhile, the absolute 3D pose of each VIMU sensor was tracked
synchronously in the global system of reference. Thus, its local pose w.r.t. its corresponding
segment’s frame could be computed.

All measurements were collected in the global system of reference R0 defined by a
dedicated AR marker (see section 3.1.2.1 and Fig. 4.5).

Fig. 4.4 Static wand-based calibration method consisting in pin-pointing seven anatomical
landmarks of the upper-limbs.

4.1.2.3 Constrained Extended Kalman Filter

Once collected, all VIMUs data were fused using the CEKF framework described in section
3.4, along with the upper-limbs mechanical model described in section 4.1.2.1. As previously
stated, the goal of the CEKF is to provide the best estimate of the state vector xk, at each
time step k, by minimizing the least-square difference between VIMUs measurements and
their model-based estimate. In the case of this study, xk ((NX = 3NJ +3NS )×1) gathers the
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unknown position θ, velocity θ̇, and acceleration θ̈ of each joint i (see Eq. 4.2). ba (3NS ×1) =
[bix biy biz]T , i = 1, ..,NS , refers to a vector of IMU random acceleration bias added to the
measured accelerations (see Eq. 4.1) and NS is the number of VIMUs sensors. The use
of constant acceleration bias was shown to reduce the effect of drift and to increase the
tracking accuracy [109]. We should note that the gyroscopes random drift was neglected due
to the fact that in this particular case, it simply increased the state vector dimension without
improving the accuracy of joint angle estimates.

xi,k = [θi,k θ̇i,k θ̈i,k ba,k]T

with i = 1, ...,NJ
(4.2)

Process Model The process model f , introduced by Eq. 3.30, describes the evolution of
each state variable. Theoretically, for the best performance of the CEKF, it is important to
have an accurate and realistic model of the evolution of each state variable. Since it is not
straightforward to model the evolution of upper-limbs joints accurately, f was assumed as a
regular constant acceleration model, which is commonly used in the literature [207]. The
joint positions and velocities are therefore assumed to be evolving linearly while the joint
acceleration and the other parameters remain constant, such as:

xk =




1 ∆t ∆t2

2
0 1 ∆t
0 0 1


3NJ×3NJ

03NJ×3NS

03NS×3NS Id3NS×3NS

xk−1 (4.3)

where ∆t is the sampling time, 0 and Id are the null and identity matrices, respectively.

Measurement Model The measurement model h, introduced by Eq. 3.30, is calculated
symbolically based on Eq. [67]. It allows estimating the measurement vector yk (NY ×1)
given the state vector value. When all of the sensors are included, the measurement vector at
each time step k gathers the VIMUs 3D positions, linear accelerations, angular velocities, as
well as quaternions, such as:

yk = [r0
s as

s Ωs
s q0

s]T (4.4)

with NY = (3+3+3+4)×NS .

Parameters Tuning According to section 3.4.1.2, the proposed CEKF requires the tuning
of the following elements: the initial state vector value x̂0, as well as the initial estimation of
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the error covariance matrix P0, the process noise covariance matrix Q and the measurement
noise covariance matrix R. The values of x̂0 and P0 have been shown to mainly affect the
initial part of the estimation [208]. Thus, x̂0 was set with the result of the inverse geometric
model calculated from the AR markers data collected at the first sample of time. P0 was set
equal to the identity matrix giving the same influence to all joints.

The parameters of the measurement noise covariance matrix R can be adjusted based on
the error model of each sensor. The proposed CEKF is multi-modal, thus multiple measure-
ment noise parameters are to be adjusted using each of the AR marker and IMU sensor’s
noise. Regarding IMU data, R parameters were set based on the standard deviation obtained
when the sensor was in a static position for several minutes. For the AR markers, a dedicated
test was conducted to compare the accuracy of AR markers w.r.t. retro-reflective markers
poses. Thus, the accuracy of the 3D pose estimate of an AR marker located on the hand
was assessed using a SS while performing the investigated tasks in this study (see Fig. 4.7).
Three retro-reflective markers were placed on the side of the VIMU sensor to create a frame.
To be able to compare this frame pose with the one provided by the AR marker, both systems
global reference frames were first aligned by solving a least square problem as shown in
[209]. A comparison of the estimated 3D position and orientation showed average RMSDs
of 7±1.8mm and 2.8±1.5deg, respectively. Thus, the corresponding noise parameters in R
were set with values of the same order of magnitude.

On the other hand, the tuning of Q is more challenging. As stated earlier, the process
model is assumed as a constant acceleration model that is intrinsically inaccurate in human
motion. The unmodelled changes in the joint velocities and accelerations would lead to
estimation errors that are taken into account through the process noise. These errors are
expected to be more significant at higher speeds. However, rehabilitation tasks are usually
performed at slow to average speeds. Moreover, the method proposed by Cerveri et al. [207]
was used, which consists in tuning the process noise as a function of the main frequency
content of the human movement. In the particular case of the investigated tasks, the maximum
frequency of the performed motion was arbitrarily set. As a result, and similarly to Cerveri
et al. [207], Q elements related to the joint velocities and accelerations evolution were set
constant to 103 for all joints. These values were selected to be large enough to indicate a lack
of trust in the estimation of these variables due to the use of the linear assumption model.

Finally, the resulting parameters were held constant for all subjects and tasks.
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4.1.3 Experimental Setup

Optitrack Flex 13 camera 

IMU-MK sensor

USB RGB camera

Retro-reflective
marker

Notebook

Bottle

Fork & knife

Jar

Arduino base-board

AR reference marker

Fig. 4.5 Experimental setup used for the proposed system validation.

4.1.3.1 System Hardware Design

Fig. 4.6 A VIMU sensor first prototype.

The first prototype of VIMU-based MCS was designed to be compact, easy-to-use, and
genuinely affordable with an overall price around 40e. It consists of three VIMUs sensors
wired to each other, and to a master microcontroller that sends all three sensors inertial data
to a host computer at a maximum rate of 150Hz. The proposed VIMU is based on one
MPU-6050 (0.9e, Invensense) IMU embedding a 3D gyroscope and a 3D accelerometer.
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Each IMU was associated with a microcontroller (Atmel ATmega328, 2.4e) collecting and
transferring its data to the master one.

Besides, a 4x4cm square AR marker was fixed on the top of the 3D printed IMU enclosure,
measuring 4x4x2cm and weighing 37g (see Fig. 4.6). AR markers data were detected using a
standard 60Hz high-definition RGB USB camera (30e, ELP, USBFHD01) set up on a tripod
to visualize the whole motion scene (see Fig. 4.5).

All VIMUs data were collected and recorded at a frequency of 54Hz using a custom
software developed in C++.

4.1.3.2 Experiments

The proposed affordable system was validated w.r.t. a gold standard SS (7 flex 13 cameras,
Optitrack). Three VIMUs sensors were attached to the upper arm, the forearm, and the hand
segments, respectively (see Fig. 4.5). The estimation of upper-limbs joint kinematics was
investigated in two cases: first, using all three VIMUs data; and second, using the data of
the hand VIMU only (see Table. 4.1). On the other hand, nine retro-reflective markers were
located on the upper-limbs at the following locations: right and left AC, middle CLAV, upper
arm, MHE, LHE, forearm, RS, US, and hand (see Fig. 4.4 and Fig. 4.5, as well as Fig. 2.5
for the definition of anatomical landmarks points), and tracked at a frequency of 120Hz.
Both systems were synchronized using a trigger signal generated by the Optitrack system.
Stereophotogrammetric data were then re-sampled off-line to match the sampling rate of the
VIMUs-based system.

Nine male subjects (age 29±4years, height 178±5cm and weight 72±12kg) participated
in the experiments. First, the subjects were asked to place their left arm on the table in a
static comfortable position that they could choose, provided that the AR markers need to
be detected by the RGB camera. The static posture was maintained for less than a minute
to pin-point the arm’s anatomical landmarks of interest. The pin-pointed positions were
recorded using both Optitrack and the wand-based calibration systems. From these positions,
joint center locations, segment lengths, as well as VIMUs local positions, required as inputs
to the upper-limbs FKM, were determined. Afterwards, a series of six daily rehabilitation
tasks were performed by all subjects based on the MFT [202] (see section 4.1.1 and Fig. 4.7):

• Task 1: Pick up, move and release a small bottle.

• Task 2: Pick up an object using the left arm, move it at three different positions and
release it.
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Fig. 4.7 Snapshot of the AR markers tracking taken during six MFT tasks. Task 1: Grasp,
move and release a small bottle. Task 2: Pick and place an object between 3 points. Task 3:
Pick up a fork and a knife and mimic cutting on the table. Task 4: Draw a line on a notebook.
Task 5: Open and close a jam. Task 6: Pick up a toothbrush and mimic teeth brushing.

• Task 3: Pick up a fork and knife using both hands and mimic cutting on the table.

• Task 4: Pick up a pen and a ruler and draw a line using both hands.

• Task 5: Pick up a jam jar, open it and close it using both hands.

• Task 6: Pick up a toothbrush and mimic teeth brushing.
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Three consecutive repetitions were performed for each task at comfortable speed. Based
on the stereophotogrammetric data, the mechanical model described in Fig. 4.3, and the
MKO [65] (see section 3.5), upper-limbs reference joint angles were estimated and used to
validate the proposed system.

4.1.4 Results and Discussion

4.1.4.1 Validation of the IMU and VIMU Calibration

The validation of the proposed sensors calibration was performed twofold. First, the norm
of the IMU measured accelerations was computed for static trials that were not included in
Eq. 3.3. In general, the residue was very small with a value of 19e−3m.s−2. Second, the
calibrated accelerations were compared with those obtained during movement using the
double derivation of the associated AR markers poses expressed in the IMU frame. Fig. 4.8
provides a comparison of both 3D accelerations of the forearm VIMU for one random trial
with an average RMSD of 0.77m.s−2 before calibration, and of 0.22m.s−2 after calibration
of the marker-to-IMU rigid transformation from section 3.1.3. This comparison was also
performed over 45 trials with an average RMSD of 0.27m.s−2.

Time [s]

-4

16
0

6

-8

0

6

9

IMU
AR markers/calibrated

AR markers/not calibrated

Fig. 4.8 Comparison of 3D linear acceleration obtained with both forearm IMU sensor (black)
and double derivation of AR marker’s position before (gray) and after (red) calibration of the
marker-to-IMU rigid transformation during a randomly selected task.
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4.1.4.2 Validation of the Static Wand-Based Calibration

The proposed wand-based calibration was indirectly validated w.r.t. stereophotogrammetric-
based calibration. For this purpose, body segment lengths were calculated from joint center
positions using both stereophotogrammetric and wand-based static calibration data. An
excellent average RMSD of 2.9mm was observed between both systems for the upper arm
and forearm segments lengths of all nine subjects. Obviously, another intrinsic and indirect
validation of the calibration process lies in the validation of the joint kinematics estimates as
discussed in the following.

Fig. 4.9 Comparison between the sensors measured (red) and the CEKF estimated (black) 3D
position, 3D linear acceleration, 3D angular velocity and quaternions for the VIMU attached
to the hand while drawing three lines (task 4).

4.1.4.3 CEKF-Based vs Optitrack-Based Joint Angles Estimates

The VIMUs calibrated data were introduced as inputs to the CEKF. Fig. 4.9 shows the
input data collected from the hand VIMU while drawing three lines, i.e., task 4, and their
tracking using the proposed CEKF. The tracking of all measured data was very satisfactory
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with average RMSDs of 18mm, 0.017m.s−2, 0.029rad.s−1, and 2.2e−2 for 3D positions, 3D
accelerations, 3D velocities and 4D quaternions, respectively.
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Fig. 4.10 Representative comparison of arm joint angles estimated using the proposed
affordable (red) and the stereophotogrammetric (black) systems. The blue-dashed line
represents the estimate of the same joint angles obtained when the hand’s AR marker was
occluded. The occlusion area is highlighted in gray.

The ability of the proposed VIMUs-based system to accurately estimate upper-limbs joint
angles was assessed through a direct comparison with those obtained from the reference SS
and Multi-body Kinematics Optimization (MKO) [65]. The VIMUs sensors were mounted
in the middle of each segment, whereas the retro-reflective markers were placed on the body
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anatomical landmarks following the literature recommendations [78]. This was done to
minimize the influence of the Soft Tissue Artifacts (STA) on the calculated reference joint
angles. Furthermore, by placing retro-reflective markers on the human body, i.e., rather than
on the sensors, both affordable and reference systems were under comparable effects of the
STA. It means that the influence of the relative STA on the joint angles difference from both
systems was not compensated throughout the movement. As previously stated in section
2.3.1.1, fluoroscopic systems are generally used to assess the influence of STA. However,
these are costly, usually limited to a single joint, and they may induce radiation to the patient,
this is why they are rarely used to validate other MCSs.

Table 4.1 Results of the comparison between the joint angles obtained using the proposed
affordable system and the stereophotogrammetric system. Results have been reported as
mean ± SD over all the analyzed trials.

θ1 θ2 θ3 θ4 θ5 θ6 θ7

RMSD [deg] 1.1±0.3 2.2±1.0 4.7±2.2 2.3±0.9 3.5±1.2 3.3±1.3 4.9±1.4
Task1

CC 0.98±0.01 0.82±0.20 0.67±0.30 0.98±0.02 0.90±0.07 0.73±0.26 0.88±0.15

RMSD [deg] 1.3±0.6 2.0±0.8 4.2±2.0 2.0±1.3 2.3±1.4 3.1±1.6 4.4±2.2
Task2

CC 0.97±0.02 0.93±0.07 0.87±0.12 0.98±0.02 0.72±0.27 0.74±0.22 0.73±0.28

RMSD [deg] 1.3±1.1 1.5±0.6 2.5±1.6 1.8±1.6 3.2±1.9 2.6±2.0 3.3±1.5
Task3

CC 0.91±0.11 0.89±0.09 0.81±0.13 0.96±0.06 0.83±0.28 0.92±0.10 0.77±0.24

RMSD [deg] 0.9±0.3 1.6±0.8 3.0±1.2 1.3±0.3 2.2±0.9 2.6±1.7 3.6±1.7
Task4

CC 0.92±0.12 0.97±0.01 0.97±0.03 0.905±0.16 0.88±0.10 0.89±0.12 0.84±0.25

RMSD [deg] 1.3±0.9 1.8±1.0 3.2±1.9 3.0±2.5 3.5±1.4 4.8±3.0 5.4±2.6
Task5

CC 0.89±0.13 0.74±0.30 0.92±0.06 0.97±0.02 0.96±0.02 0.85±0.27 0.71±0.23

RMSD [deg] 0.7±0.2 1.8±1.1 2.5±1.1 3.1±1.7 2.9±2.1 3.0±1.4 3.0±2.0
Task6

CC 0.98±0.02 0.90±0.11 0.95±0.06 0.97±0.07 0.87±0.26 0.98±0.01 0.97±0.02

RMSD [deg] 1.1±0.2 1.8±0.3 3.3±0.9 2.2±0.7 2.9±0.6 3.2±0.8 4.1±1.0
Mean

CC 0.94±0.04 0.87±0.08 0.86±0.11 0.96±0.03 0.86±0.08 0.85±0.09 0.81±0.09

Single VIMU Assessment

RMSD [deg] 1.8±0.9 2.7±0.8 8.3±1.5 6.9±2.8 6.9±1.1 6.1±1.1 10.8±1.7
Mean

CC 0.70±0.13 0.85±0.08 0.50±0.08 0.77±0.16 0.40±0.20 0.52±0.15 0.50±0.19

Seven joints of the model defined in section 4.1.2.1 were estimated using both affordable
and reference systems. Average RMSD and the Pearson Correlation Coefficient (CC) were
calculated for each joint during all trials. Fig. 4.10 shows a representative comparison
of the joint angles evolution for a randomly chosen subject while performing task 4. The



4.1 Upper-Limbs Kinematics Estimation: Application to Rehabilitation Exercises 79

corresponding average RMSD and CC were of 2deg and 0.96, respectively. Results are
reported separately for each task in Table 4.1. For all observed tasks, shoulder and wrist
flexion/extension, abduction/adduction and internal/external rotation together with elbow
flexion/extension were estimated with average RMSD and CC of 2.7deg and 0.87, respectively.
Note that Fig. 3.9 shows the drift error in pose estimate obtained statically when integrating
the IMU data over a similar period of time as the performed tasks in this study. This
emphasizes how the proposed system tackles both IMU integrational drift and AR markers
occlusion.

Interestingly, the best estimate was reported for the shoulder flexion/extension and
abduction/adduction, and for the elbow joint with a mean RMSD lower than 2deg and a
mean CC greater than 0.9. This result overcomes shoulder and elbow joint angles estimation
accuracy based on either IMU or visual tracking-based systems. For instance in [103], a
visual tracker based on only RGB camera and custom markers showed an average RMSD of
3.9deg for the considered angles but for much simpler tasks. The elbow flexion/extension
was measured while mimicking invasive surgical tasks in [210] using an IMU-based system
with an error up to 8.2deg when compared to a gold standard SS. El Gohary et al. [109],
using solely IMU sensors, reported an average RMSD within the same range as the proposed
VIMUs-based system for both shoulder and elbow flexion/extension angles. However, the
validation was performed with an industrial arm robot, i.e. without STA and with a perfect
model definition.

The shoulder internal/external rotation angle estimate was less accurate but remains
within the range of a SS ability to estimate shoulder joint angle. The shoulder is a complex
joint, with the internal/external rotation being highly sensitive to STA [211]. This might
explain why the accuracy of θ3 varied largely with the different motion situations. A recent
study of the typical errors for the model derived glenohumeral rotations [79] showed that
errors for internal/external rotation can be superior to 20deg, which is largely more significant
than the one obtained in this study (maximal RMSD of 4.7deg). The larger differences were
reported for wrist joints and more particularly for the internal/external rotation angle where a
mean RMSD of 4.1deg and a mean CC of 0.81 were observed. This is due to the fact that
the wrist exhibits large motions, in particular θ7 for tasks 1, 2 and 5. Moreover, the wrist is
the last joint of the kinematic chain where the influence of all estimation errors, including
STA and calibration errors, may accumulate. We should note that all joint angles, including
those represented in Fig. 4.10, were estimated within the feasible range of motion of the arm
model being investigated.

Finally, since the subject’s comfort is a major concern, a preliminary investigation shows
that when only the hand VIMU is used, it is possible to estimate all the seven joint angles
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of the human arm with an accuracy of 6.2deg. This is 2.3 times larger than when taking
into account all three VIMUs sensors into the EKF. However, having a single sensor could
obviously be of great advantage for the ease of donning and doffing. Using a single sensor is
possible thanks to the prior sensor-to-body calibration and to the use of the AR marker 3D
pose in the CEKF. Interestingly, despite the fact that the retained mechanical model has seven
DoFs, making the system redundant, it was possible for the investigated tasks to estimate
all joint angles with just a slight decrease in accuracy. In theory, for a redundant system,
there is an infinite number of joint configurations for a given hand pose. In this study, the
CEKF takes into account the history of the system (i.e. the previous joint configuration).
This somehow acts like a weighed inverse kinematics process choosing the closest solution
from the previous one among an infinity while satisfying joints constraints. However, it is
important to note that the investigated tasks take place far from singular configurations, and
this might also explain why no joint reconfiguration was observed.

Robustness to Occlusion Analysis As previously stated, the AR markers are subject to
occlusion. In particular, the time and occurrences of AR markers occlusions may differ
according to the task that is performed by the subject. To test the robustness of the proposed
method to occlusions, we proposed to virtually impose a long occlusion on the AR marker of
the hand. This assumption was investigated during an extended period of time of 9.25s (46%
of the total task duration). When an occlusion is detected, the corresponding parameters in
the measurement noise covariance matrix R, were given a large value (> 1e3), indicating
a lack of trust in these measurements. Thus, IMU data were considered to be much more
reliable by the EKF. The gray area of Fig. 4.10 shows the relatively satisfactory estimation
of arm joint angles when the hand-marker data have been ignored. When relying only on
IMU data, the average RMSD and CC were of 2.56deg and 0.93, respectively. Although θ5
and θ6 estimation makes this result slightly worse than the one obtained with no occlusion,
the EKF was able to accurately reconstruct the arm joint trajectories.

4.2 Affordable Full Lower-Limbs Gait Analysis Using a
Reduced Sensors-Count Configuration

3D gait analysis provides quantitative information about joints kinematics and spatio-
temporal parameters (e.g., speed, stride length), which constitute valuable clinical observa-
tions in the case of several pathologies. Among comprehensive clinical measures of gait
performance, the Gait Deviation Index (GDI) has been recently developed [212] as a single
parameter used to quantify the gait pattern. It is computed by using nine kinematic parameters



4.2 Affordable Full Lower-Limbs Gait Analysis Using a Reduced Sensors-Count
Configuration 81

collected from patients (pelvis and hip joints angles in three planes, knee flexion/extension,
ankle dorsi/plantarflexion, and foot progression), and comparing them to a healthy control
group. The absolute distance between healthy strides and patient’s strides is then calculated,
providing a measure with good statistical properties from which the degree of gait pathology
can be estimated.

To estimate lower-limbs gait kinematics, a new prototype of a VIMUs-based MCS has
been developed in this study with a dedicated design aiming at compensating for markers
occlusion. The new system is wireless and consists of a reduced number of sensors, such
that it can be used in daily routine while ensuring the user comfort and reducing the setup
time and cost. Reducing the number of sensors, however, intrinsically reduces the available
kinematic information used to for the inverse kinematics process [136].

4.2.1 Lower-Limbs Joint Kinematics Estimation Framework

This section makes use of two variations of the calibration processes presented in section
4.1: IMU and VIMU calibration, which is performed once with a given set of sensors; and
VIMU-to-body calibration, which should be performed once for each new subject. The
new VIMUs sensors proposed in this study require an additional marker-to-marker rigid
transformation calibration relating all three AR markers local frames within the same VIMU.
The relative pose between each two markers is introduced as a rigid body constraint in the
CEKF. It is also used to reconstruct markers poses in the case of occlusion. Besides, the
lower-limbs mechanical model and the novelty in the CEKF implementation for full gait
kinematics estimation are also presented.

4.2.1.1 Lower-Limbs Mechanical Model

A mechanical model was used to estimate the lower-limbs joint kinematics from the output
of only three VIMUs sensors attached to the sacrum, left, and right heels segments (see
Fig. 4.11.a). It consists of NL = 7 segments connected through NJ = 18 DoFs, including
twelve revolute joints describing the hip (three DoFs), knee (one DoF), and ankle (two DoFs)
motion, respectively. The model floating base is described through three revolute and three
prismatic joints w.r.t. the global system of reference R0.

The new VIMU sensor prototype is composed of a single IMU covered at its top with
three AR markers mounted in a bracelet form (see Fig. 4.11.b and Fig. 4.12). It provides
the absolute 3D pose of each AR marker w.r.t. R0, as well as the 3D linear acceleration as

s

and 3D angular velocity Ωs
s w.r.t. the sensor local frame. Three local frames were used to
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represent the VIMU (see Fig. 4.12).a: a local frame corresponding to both IMU and central
AR marker, as well as two others representing the left and right markers. Note that the IMU
frame could be assumed aligned with that of the central marker thanks to the pre-calibration
of the marker-to-IMU rigid transformation from section 3.1.3.

Fig. 4.11 (a) Lower-limbs mechanical model composed of NL = 7 segments, and of NJ = 18
DoFs. (b) Set up of three affordable VIMUs attached to the sacrum, left, and right heels in a
bracelet form. (Rl

v,rl
v) with v = ml,mr, s are the relative poses of the local frames associated

with the left and right AR markers, and the (IMU sensor-central AR marker) of each VIMU
module w.r.t. its corresponding segment anatomical frame, respectively.

4.2.1.2 Pre-Calibration

Besides the IMU and marker-to-IMU calibration from sections 3.1.1 and 3.1.3, the new
VIMU sensors present another rigid transformation to be calibrated, for only once, between
each two AR markers. Once calibrated, this transformation is constant for each sensor.
Indeed, the sensors design, shown in Fig. 4.12, is intended to reduce the problem of AR
markers occlusion. This suggests that at least one of the three markers appears in front of the
camera during movements that include complex rotations. Based on this marker detected
pose, the occluded markers poses may be reconstructed since all three markers local frames
are linked together using the follwoing Eq. 4.5:
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Fig. 4.12 (a) Representative description of a VIMU calibration. The IMU sensor, left, and
right AR markers local frames are all aligned w.r.t. the one of the central marker, given that
s,ml,mc, and mr refer to the IMU sensor, left, central, and right markers, respectively. (b)
The VIMUs new sensors prototype with four different configurations.
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m ji
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mci
)

with j = l,r i = 1, ...,NP

(4.5)

where (Rmci
m ji

(3×3), rmci
m ji

(3×1)), with j = l,r, is the relative pose from the local frame of
the VIMU central marker to the ones located at the left and right, respectively and i is the
static pose of the sensor. Note that the rotation matrices were converted into quaternions qmci

m ji

(4×1). Both relative poses, i.e., central-left and central-right, were then normalized over
NP ≃ 50 static poses of the sensor (see Fig. 4.13) and used as additional constraints into the
CEKF (see section 4.2.1.3 ).

Once the VIMUs were fully calibrated, their locations on their corresponding lower-
limbs segments were calibrated using the wand-based method (see section 4.1.2.2). Fig.
4.11 exemplifies for the right ankle the local pose (Rl

s,rl
s) describing the VIMU pose in

its corresponding segment. For all three coordinate frames, there are three local poses
to be determined for each sensor. Eleven lower-limbs anatomical landmarks were pin-
pointed in this context: midpoint between the right and left PSIS, and ASIS, LFE, MFE,
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LM, and MM of both left and right sides (see Fig. 2.5 for the definition of anatomical
landmarks). Subsequently, joint centers positions, NL segment lengths, initial lower-limbs
joint configuration, as well as VIMUs-to-body segment’s local poses were calculated and
used as inputs in the FKM-based measurement model of the CEKF.

Fig. 4.13 VIMUs sensors are pre-calibrated only once over NP different static poses.

4.2.1.3 Constrained Extended Kalman Filter

Similarly to the study developed in section 4.1, a CEKF was developed to fuse the VIMUs
calibrated data. Besides, IMU bias, lower-limbs kinematic model, as well as physiological
joint limitations, Joint Soft Constraints (JSCs), and VIMUs rigid-body constraints were
implemented within the CEKF to improve the accuracy and ensure the feasibility of the
output joint kinematics estimates.

Process Model Two formulations of the process model f were investigated in this study.
First, a regular constant acceleration model was used similarly to Eq. 4.3. Second, lower-
limbs joint trajectories were modelled using a Fourier series expansion, taking advantage of
the gait periodic motion. In the following, both formulations are denoted as CEKF-CA and
CEKF-FS, respectively.

Thus, within the CEKF-FS, joints trajectories are modelled as:

θi(t) = ai0+

NH∑
n=1

(aincos(nωt)+binsin(nωt)) (4.6)

where i = 1, ..,NJ is the number of joint, ω is the main frequency of the movement, and n =
1, ..,NH is the number of harmonics selected as a trade-off between accuracy and computation
time. θ̇θθi(t) and θ̈θθi(t) are obtained through the differentiation of Eq. 4.6 w.r.t. the time. The
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state vector defined in Eq. 4.2 is hence modified by substituting the joint trajectories with
their associated Fourier coefficients, as follows:

xi,k(FS ) = [ai0 ain bin ba,k]T

with i = 1, ...,NJ

n = 1, ...,NH

(4.7)

such that the new state vector dimension becomes NX(FS ) = ((1+2NH)NJ +3NS )×1). Also,
the new process model was set as a simple identity model to represent the new state vector
evolution, such as:

xk+1 = IdNX (FS ) xk (4.8)

This was assumed as the Fourier series coefficients are expected to converge towards constant
values. Despite that, note that any change in xk would be taken into account in the process
noise covariance matrix denoted as QFS (NX(FS )×NX(FS )).

Measurement Model The measurement model is primarily based on Eq. 4.1, and is cal-
culated together with its Jacobian using CasADi an open-source automatic-differentiation
library in C++ [213]. Given the sacrum, left, and right back-feet VIMUs, the new measure-
ment vector dimension is NY = (3×3+3+3+4×3)× (NS = 3), including the absolute 3D
pose and the (4×1) quaternions of three AR markers, as well as the 3D linear acceleration
and 3D angular velocity of each sensor.

In addition to the fusion of both markers and IMU redundant measurements, two types of
constraints were introduced as virtual measurements into the CEKF to further mitigate the
effect of IMU drift. First, hip, knee, and ankle JSCs were enforced using the Eq. 4.9 below:

θi sc = (θi − θiM)2

with i = 7, ...,NJ
(4.9)

where θi, with i = 7, ..,NJ , is the joint angle of the hip, knee, or ankle to be estimated by the
CEKF (see Fig. 4.11), θi sc is the soft constraint referring to joint θi, and θiM is a constant
mean value assigned to θi. Since the VIMUs count is reduced, multiple kinematics solutions
may exist and lead to the same VIMUs measurements in the Cartesian space. To constrain the
solution space, we proposed to push the joint solution toward the average joint angle value,
θM, reported for walking in the literature: 13deg, 8deg, 11deg, 16deg, 1deg, 6deg for θ7, θ8,
θ9, θ10, θ11, θ12 angles of the left leg and, symmetrically for the right leg, respectively. In the
context of the CEKF, this was done by adding NJ pseudo-measurements in the measurement
model h aiming at minimizing the squared difference with θM at each sample of time by
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setting the corresponding measurements in y to zero. Second, rigid-body constraints between
the three AR markers of the same VIMU were incorporated into the measurement vector as
accurate pseudo-measurements. Therefore, the pose of the right and left AR markers w.r.t.
the central AR maker should match their values obtained during the VIMU calibration from
section 4.2.1.2.

As a result, all three Eq. 4.1, 4.5, and 4.9 formed the CEKF measurement model used
to estimate lower-limbs gait kinematics. Moreover, the new measurement vector dimension
becomes NY = (3×3+3+3+4×3)× (NS = 3)+ (3+4)×2× (NS = 3)+NJC , further including
the (3×1) position and the (4×1) quaternion of both central-left and central-right markers
rigid transformations of each sensor, whereas NJC is the number of joints with implemented
soft constraints.

Parameters Tuning Two different tunings of both CEKF-CA and CEKF-FS parameters,
i.e., the process and the measurement noise covariance matrices, were investigated. Partic-
ularly, the CEKF-CA parameters were adjusted using optimization, whereas those of the
CEKF-FS were set empirically taking advantage of the gait quasi-periodicity. This was
considered as the latter includes larger dimensions of both state and measurement vectors,
which suggests an increased computational cost. Furthermore, optimization might have
to be re-conducted in the case of different motions or settings, which may be challenging
and time-consuming for end-users. With such tuning we intended to achieve an acceptable
accuracy within both CEKF formulations. Also we aimed to prove better, or at least similar,
accuracy when using the CEKF-FS even without using any cumbersome optimization.

Optimization was done using COBYLA algorithm [214] in C++ as provided by the
open source library NLopt [215]. It aimed at minimizing the squared difference between the
reference and the CEKF-CA-based joint angles obtained throughout the entire movement
of a given trial subject. Overall, thirteen parameters were optimized and are gathered in the
vector V = [Qθ Qθ̇ Qθ̇ Rp Rq Ra RΩ Rθ]T (13×1). V includes three parameters Qθ, Qθ̇,
Qθ̈ in Q matrix referring respectively to the joint angles, velocities, and accelerations, and
ten others associated with the VIMUs measurements and the JSCs in R matrix, i.e., positions
Rp, accelerations Ra, velocities RΩ, quaternions Rq, as well as six parameters referring to the
soft constraints of the six joints Rθ = Rθi with i = 7...NJ (assuming left and right symmetry).
The problem of V optimal tuning can then be formulated as follows:

Find V∗ ∈ min
V∈R13

NJC∑
j=1

N∑
k=1

(θS S jk − θ jk)2

subject to V− ≤ V ≤ V+
(4.10)
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where N is the number of samples of the trial test being considered. V− and V+ represent
the upper and lower boundaries, respectively. θS S (18×1) is the vector of the reference joint
angles estimated using the SS and MKO (see section 3.5).

In the case of CEKF-FS, it is important to determine the number of harmonics NH

required to accurately estimate the joint trajectories. This was done by solving a priori the
following fitting problem for different values of NH:

Find a∗,b∗,ω∗ ∈ min
a∗,b∗,ω∗∈R2NH+NJ+1

NJ∑
j=1

N∑
k=1

(θS S jk − θ jk)2

s.t. 0 ≤ ω

(4.11)

Based on Eq. 4.11, NH was selected as a trade-off between the number of parameters
being used and the accuracy of the joint trajectories estimates. The parameters tuning is
then based on a priori knowledge of the biomechanics of the task being investigated. Thus,
the diagonal elements in Q were set to a small value (0.01) to enforce their convergence
to pseudo-constant values [216]. The elements of R related to the measurements were
empirically set based on section 4.1.2.3. Whereas, those related to the JSCs obtained as the
difference between estimated and average joint angles, were set accordingly to the joint angle
amplitude tipically observed in gait such that Rθ = [1 1 1 10 1 10].

Regarding the tuning of the VIMUs rigid body constraints parameters in R matrix, it
was the same for both CEKF formulations. These were set to a small value (1e−3) reflecting
relatively accurate pseudo-measurements. Thanks to the VIMU bracelet design and to the use
of VIMU rigid body constraints, AR markers occlusions was greatly limited. Despite that,
AR markers remain sensitive to occlusions based on the motion phase. Fortunately, these
occlusions are easily detectable. Thus, if the loss of all three markers data was detected, the
corresponding elements of the measurement noise covariance matrix R will be automatically
updated to reflect the new state of input data. Consequently, two R matrices were considered:
the one corresponding to the whole markers trajectories when no occlusion of at least one
marker has occurred and another one when all AR markers were occluded. In the second
case, the missing markers poses were replaced by their previous values and their associated
R elements were given a large value (1e3) indicating a lack of trust in these measurements.

4.2.2 Experimental Setup

4.2.2.1 System Hardware Design

The price of the new system proposed in the present study was also considered in any aspect
of its conception. Compared to the first VIMU prototype (see Fig. 4.6), the new proposed



88 Human Body Kinematics Assessment during Activities of Daily Living

sensor, shown in Fig. 4.12, is able to communicate wireless IMU data using an HC-06
Bluetooth module. Once connected, the data recording may last for eight consecutive hours
thanks to a lithium battery. Instead of a single AR marker, three markers were mounted on the
top of the IMU enclosure with three different configurations. Several markers configurations
were considered in a 3D printed bracelet form that fits multiple subjects/segments (see Fig.
4.12.b). The markers poses were tracked using two RGB cameras visualizing the whole
scene from two different positions (see Fig. 4.14). The data recording program was also
updated in C++ to record all connected VIMUs data synchronously at a frequency of 60Hz.

4.2.2.2 Experiments

Fig. 4.14 Side and back views of the experimental setup used during treadmill gait motion.

The proposed system accuracy was assessed w.r.t. the Optitrack SS. Twenty-two retro-
reflective markers were located on lower-limbs anatomical landmarks, and tracked at 100Hz
using five Prime cameras [83]. On the other hand, three VIMUs sensors were attached to the
sacrum and to the heels (see Fig. 4.14). Their pose was tracked using two RGB cameras set
up on tripods to capture the entire subject’s movement (see Fig. 4.14).

Five young, healthy male volunteers (age 23.6±3.7years old, weight 64.0±3.9Kg, height
1.7±0.03m) participated in the experiments. Prior to data collection, each subject received
a brief explanation of the study and gave their informed consent. Both wand-based and
stereophotogrammetric-based calibrations were performed synchronously with the subject
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standing still for less than 1min at a self-selected comfortable posture that allows detecting
AR markers with the RGB cameras. After the calibration trial, subjects performed treadmill
walking, first for a familiarization time of a few seconds, and then for a recording time
between 30 and 120s at 0.5Km/h.

4.2.3 Results and Discussion

Fig. 4.15 Mean RMSD between the joint positions, velocities and accelerations estimated
using Fourier series expansion and those obtained using the SS as a function of the number
of harmonics NH .

Fig. 4.15 depicts the mean RMSDs of the joint positions, velocities and accelerations cal-
culated using Fourier series representation and those obtained using the SS as a function of
the number of harmonics NH for a randomly selected subject. Accordingly, the number of
harmonics was set to NH = 4 to minimize the RMSD of the joint trajectories.

Based on section 4.2.1.3, besides the VIMUs calibrated data, the two vectors composed
of the VIMUs rigid body constraints, calibrated in section 4.2.1.2, and of the JSCs, set to zero
(see Eq. 4.9), were constant for all subjects and introduced as input pseudo-measurements
into the CEKF. Fig. 4.16 displays the input data from the left back-heel VIMU of a randomly
selected subject, including the JSCs and the VIMU position, as well as their CEKF-based
tracking while walking on the treadmill. The large peaks that can be observed in Fig. 4.16.a
were due to the fact that depending on the motion phases, the complete occlusion of all
three AR markers could not be entirely avoided. More specifically, the AR markers were
not detected just after toe-off phases where all three markers of the VIMUs attached to the
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Fig. 4.16 Comparison between the input raw data (red) and those estimated by the CEKF
(black) exemplified for (a) the VIMU 3D position attached to the left back-shoe and (b) the
left hip, knee, and ankle JSCs during treadmill gait.

back-heels could be positioned nearly perpendicularly to the cameras. This is shown in the
zoomed capture of Fig. 4.16.a where one can note that the CEKF is not tracking inconsistent
visual data. Yet, the CEKF was able to cope with such occlusion and to estimate accurately
the lower-limbs joint angles by relying more on IMU data thanks to the online update of the
measurement covariance matrix R with the appropriate parameters tuning. Moreover, the
JSCs integrated in the CEKF measurement model have the effects of joint springs pushing the
joint angles toward mean values. This was motivated by the fact that a reduced sensors-count
configuration was used, which may lead to different joint configurations, possibly within the
joint limits, even for the same VIMU tracking data.

The eighteen joints of the model described in Fig. 4.11 were estimated using both VIMUs-
based and Optitrack systems. These were the 3D position of the pelvis base segment, θ1, θ2,
and θ3 along the Y, X, and Z-axes respectively, as well as the angles of the pelvic tilt (θ4),
obliquity (θ5), and rotation (θ6), the hips flexion/extension (θ7 and θ13), abduction/adduction
(θ8 and θ14), internal/external rotation (θ9 and θ15), the knees flexion/extension (θ10 and θ16),
the ankles dorsi/plantarflexion (θ11 and θ17), and inversion/eversion (θ12 and θ18), of both
right and left sides, respectively. For both CEKF-CA and CEKF-FS state vector formulations,
Fig. 4.17 presents a representative comparison of all joints estimates of a randomly selected
subject. Accordingly, the pelvis motion was accurately estimated with mean RMSDs and
CCs of (0.4±0.0cm, 0.86±0.2) and (0.4±0.0cm, 0.80±0.3) for 3D position estimates, and of
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Fig. 4.17 Representative comparison of (a) the pelvis joint trajectories and (b) of the left leg
joint angles obtained for a random selected subject while walking on a treadmill using the
SS (black) and the proposed approach based either on a constant acceleration model (red) or
on Fourier series expansion (dashed blue).

(1.6±0.94deg, 0.76±0.16) and (2.17±0.76deg, 0.66±0.25) for joint angles estimates when
using the EKF-CA and EKF-FS, respectively. The corresponding lower-limbs joint angles,
normalized between the left and right sides, were estimated with mean RMSDs and CCs
of 3.7±1.5deg and 0.76±0.26 using the CEKF-CA and of 3.6±1.2deg and 0.76±0.20 using
the CEKF-FS, respectively. Table. 4.2 summarizes the comparison results for all joints and
subjects. In general, results were comparable between both CEKF formulations with mean
RMSDs lower than 0.7cm, 2.1deg, and 4.2deg and mean CCs greater than 0.80, 0.60, and 0.71
for the estimates of the pelvis 3D position, the pelvis joint angles, and the lower-limbs joint
angles, respectively. In the sagittal plane, average RMSD and CC of 3.4deg and 0.70 were
reported for the pelvic tilt and the hip, knee, and ankle flexion/extension angles. Especially,
the hip and knee joint angles in the sagittal plane had very good accuracy with a mean RMSD
lower than 4.4deg and a mean CC greater than 0.91. In contrast, the pelvic obliquity and
rotation and the ankle dorsi/plantar flexion estimates had the poorest CCs of 0.56 and 0.4 but
with satisfactory RMSDs of 3.3deg and 1.4deg, respectively. This might be expounded by
the small RoM of these joints while walking on the treadmill. Note that the tracking error is
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not equitably distributed between all joint trajectories due to JSCs and to different parameters
values in the covariance matrix R. When compared to reference invasive kinematics (bone
pins or fluoroscopy), a systematic review reported errors between 1 and 22deg of the knee
joint estimate tracked using retro-reflective markers placed on both thigh and shank segments
[79]. The proposed method outperforms related studies dealing with a reduced sensors-count
configuration [136], or using solely IMU sensors [154], or very large occlusion-prone AR
markers [69, 98] located on each segment, while relying on magnetometer data or on a
tedious set of calibration postures/movements [136, 217], as well as w.r.t. qualitative visual
observation (RMSD 9deg [154]), which is currently often used by clinicians. We should also
note that in both CEKF formulations, including the study developed in section 4.1 and using
the CEKF-CA formulation, further reasons to the difference in joint angles estimates might
be due to the constant body segment lengths, computed statically as the distance between
consecutive joint centre positions, as well as to the VIMUs-to-segments translational and
rotational offsets. These latter may occur due to uncertainties in AR markers measurements
at initial static calibration, the assumption of sensors-to-segments rigid connection, and
STA. In such case, both segments lengths and VIMUs local poses could be modelled in the
CEKF but at the cost of increasing the state vector dimensions. Moreover, stride lengths
and GDI results were calculated based on the methods proposed in [218], [219], [212], and
are gathered in Table. 4.3. Stride lengths were calculated using VIMUs raw data, as well
as both CEKF-CA and CEKF-FS estimated data, and were compared w.r.t. the SS. To do
so, the occurrences of heel strikes and toe-offs were first determined [218] while walking
on the treadmill, and then used to estimate the corresponding step lengths based on the
estimated pelvis and feet positions [219]. In general, the use of the CEKF led to mean RMSD
lower than 1.5cm or 2.3% when normalized by the total stride length, which improved the
stride length estimate by up to 50% compared to when using the raw data (RMSD = 2.8cm,
NRMSD = 4.3). This result is of the same order of magnitude compared to previous studies
[220]. For instance, [221] reported an accuracy up to 3% for step length estimate. Despite its
ease-of-use, their approach is limited to normal walking due to signal features dependency.
Indeed, it relies directly on the IMU signal to detect heel strikes and assumes a support leg
in full extension. Recently, [222] compares different spatio-temporal parameters in normal
and pathological gait and reported average stride length up to 1.05m and 1.24m in healthy
and amputee patients, respectively. This difference is significantly greater than the proposed
system accuracy, which could easily distinguish between the different walking modes.
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Table 4.2 Results of the comparison between eighteen lower-limbs joint trajectories obtained
using the proposed affordable system and the SS. Results have been reported as mean ± SD
over all subjects. Hip, knee, and ankle joints have been normalized between left and right
sides.

CEKF-CA CEKF-FS

Pelvic
Translations

RMSD
[cm]

CC
RMSD

[cm]
CC

Translation Y
θ1

0.7±0.2 0.96±0.03 0.8±0.3 0.94±0.06

Translation X
θ2

0.8±0.2 0.96±0.02 0.7±0.2 0.96±0.02

Translation Z
θ3

0.4±0.2 0.64±0.17 0.6±0.2 0.47±0.34

Mean 0.6±0.2 0.85±0.08 0.7±0.1 0.79±0.27

Joint Angles
RMSD
[deg]

CC
RMSD
[deg]

CC

Pelvic
Tilt

1.4±0.6 0.56±0.26 2.1±0.5 0.52±0.22

Pelvic
Obliquity

1.9±0.8 0.56±0.17 1.7±0.5 0.71±0.16

Pelvic
Rotation

2.3±0.7 0.67±0.08 2.4±1.0 0.54±0.35

Hip
Flex/Extension

3.6±1.1 0.94±0.03 4.0±1.0 0.92±0.03

Hip
Abd/Adduction

2.9±1.4 0.63±0.15 2.5±1.1 0.66±0.27

Hip Int/External
Rotation

4.4±1.4 0.78±0.24 3.9±1.0 0.67±0.30

Knee
Flex/Extension

5.3±1.2 0.89±0.07 4.6±0.8 0.92±0.05

Ankle Dorsi/
Plantarflexion

3.3±0.4 0.40±0.26 2.9±1.1 0.50±0.19

Ankle
Inv/Eversion

5.5±1.8 0.66±0.27 4.6±1.5 0.60±0.32

Mean 3.4±1.4 0.68±0.17 3.2±1.1 0.67±0.16
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Table 4.3 Comparison between the stride lengths and Gait Deviation Index (GDI) obtained
using the affordable raw data and the ones estimated by the CEKF over all subjects and
strides.

Raw data CEKF-CA CEKF-FS

RMSD
[cm]

NRMSD
[%]

RMSD
[cm]

NRMSD
[%]

RMSD
[cm]

NRMSD
[%]

Right 2.8±1.4 4.3±2.2 1.5±0.1 2.3±0.5 1.3±0.1 1.9±0.2
Left 2.8±1.2 4.2±2.1 1.4±0.3 2.1±0.6 1.3±0.2 1.9±0.4

SS Data CEKF-CA CEKF-FS

GDI 102.56 117.77 116.02

Subsequently, the GDI [212] was calculated using the estimated stride lengths and joint
angles, and compared with the ones obtained using the reference SS data. Although the
results presented in Table. 4.3 show some differences between the GDIs obtained from SS
and CEKF, but it is important to note that all the GDIs (the reference and the estimated
ones) were greater than 100. By definition, a GDI ≥ 100 indicates that the strides being
investigated are close enough to healthy strides so they can be classified as normal ones.
Thus, the obtained GDIs suggest that the joint angles and step lengths estimated using the
proposed approach have the potential to provide clinically useful indicators.

4.3 Conclusion

This chapter has conducted the experimental validation of the MCS framework proposed in
chapter 3 w.r.t. a gold standard SS. For this purpose, two prototypes of affordable, portable,
and user-friendly VIMUs-based MCSs have been developed and used to estimate upper
and lower-limbs 3D joint kinematics of several healthy subjects performing different ADL
movements.

In a first study, upper-limbs joint kinematics were estimated using a wired VIMUs-based
MCS prototype and a one sensor per segment configuration during daily rehabilitation
tasks based on the MFT. Prior to the joint kinematics estimation, two types of affordable
and practical calibrations were used: a sensor-specific VIMUs calibration without using
any external equipment, and a subject-specific VIMUs-to-segments local poses calibration
taking advantage of the AR markers poses with no need to a predefined set of calibration
postures/movements. The calibrated data were fused using a CEKF taking into account the
physiological RoM of the joints to be estimated, which allows handling the inaccuracies due
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to affordable sensors, particularly the IMUs drift and AR markers occlusion. The accuracy of
the proposed affordable MCS obtained for seven upper-limbs joint angles estimates showed a
low average RMSD below 3deg along with a high CC greater than 0.87. Results also showed
the robustness of the proposed system to extended AR markers occlusion.

To improve the usability of the proposed MCS, the objective of the second study was
to estimate gait kinematics based on a reduced count of newly designed wireless VIMUs
sensors. Thanks to the VIMUs three-markers-bracelet design, AR markers occlusion was
greatly limited. Besides, new constraints were implemented into the CEKF. Among these,
VIMUs rigid body constraints were used as accurate and constant pseudo-measurements in
the CEKF, which allows reconstructing a marker loss based on its non-occluded partners
within the same VIMU. This was possible as the rigid transformation between each two
VIMU markers was priory calibrated. To solve kinematics indetermination due to the
reduced sensors-count configuration while further reducing the effect of IMU drift, joint
soft constraints were also incorporated into the CEKF. Moreover, two formulations of the
proposed state vector were studied and compared: a classical constant acceleration model
associated with an optimal tuning process of the CEKF parameters, and a model based on
a Fourier series expansion, which allows a simple tuning of the CEKF parameters based
on a priori knowledge. Eighteen lower-limbs joint kinematics, as well as stride lengths and
GDI, were estimated and compared to the SS. Results showed the ability of the proposed
affordable VIMUs-based MCS to provide relevant kinematic information that might be of
great benefit to the clinical community.

Final validation of the proposed system has to be performed with patients in a clinical
environment. Final validation of the proposed system has to be performed with patients in a
clinical environment. Moreover, given that the proposed calibration method is off-line, an
automatic VIMUs-to-segments calibration would be of great interest to estimate online joint
kinematics while compensating the effect of STA.





Chapter 5

Kinematics and Kinetics Assessment of a
Human Augmented Motion

Exoskeletons are redundant structures inspired from human morphology and often require
model-based controllers to assist the wearers achieving daily live activites. Physical in-
teraction between the robot and the human should be transparent and smooth. Hence, an
accurate human-exoskeleton model, which relies in part on an accurate knowledge of both
kinematic and BSIPs, is of great importance to ensure reliable and robust performances of
such controllers. It is also required to estimate human joint torques, which are widely used
to infer the wearer’s motion intention, and/or to calculate the needed assistive torques that
should be provided by the exoskeleton to correctly achieve a given task.

As stated in section 2.5, human-robot joint misalignment is among the open challenges
hindering a complete kinematic symbiosis between the exoskeleton and the wearer. Being
inevitable in practice, this misalignment is often not taken into account in the literature,
which may cause partial loss of the input assistive torque that could be transferred to the
wearer’s joints, and even in some cases such joint misalignment could result in undesired
generated torques that could hinder the wearer’s movement. [185].

In this context, this chapter investigates two different aspects of a human-robot interaction
scheme. Section 5.1 presents a further experimental validation of the previous Motion
Capture System (MCS) for BSIPs identification of the human body wearing a full lower-
limbs exoskeleton robot. This study was published in the IEEE International Conference on
Robotics and Automation (ICRA) 2018 [18]. Whereas, section 5.2 proposes an assessment
framework of the kinematic and dynamic inaccuracies within a human-orthosis dynamic
model for knee joint flexion/extension movements. The goal of such a framework is to provide
the best trade-off between accuracy and simplicity of modelling of the human-orthosis system.



98 Kinematics and Kinetics Assessment of a Human Augmented Motion

This study was published in the IEEE International Conference for Biomedical Robotics and
Biomechatronics (BioRob) 2020 [19].

5.1 Human-Exoskeleton System Dynamics Identification Us-
ing Affordable Sensors

Within the same context of using affordable and portable sensors, this study presents the
experimental results of affordable dynamic identification obtained with a subject wearing
the Exoskeletal Robotic Orthotics for Walking Assistance (E-ROWA) exoskeleton that has
been developed in the LISSI lab of the University of Paris-Est Créteil. In the following, we
will present the human-exoskeleton mechanical and identification models, as well as joint
kinematics estimation based on AR markers only. We will present as well the experimental
setup and the corresponding results.

5.1.1 Method

Fig. 5.1 System overview including both motion capture and identification pipelines.

The proposed method (Fig. 5.1) aims at identifying the BSIPs of the human-exoskeleton
lower-limbs system using affordable sensors. Both base and joint kinematics were first
estimated based on AR markers 3D Cartesian positions, tracked with a single affordable
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RGB camera, together with the CEKF framework described in section 3.4 and based on the
lower-limbs kinematic model. Kinematic data, together with the Ground Reaction forces and
Moments (GRFM) data recorded using an affordable Wii Balance Board (WBB), were then
introduced into a linear identification pipeline based on section 3.3. All data were collected
for exciting motions performed in two cases: by the human alone and while wearing the
exoskeleton.

5.1.1.1 Human-Exoskeleton Lower-Limbs Mechanical Models

Two models, of the E-ROWA exoskeleton (Fig. 5.2.a) and of the human lower-limbs (Fig.
5.2.b), were devised. They consist of NJ = 20 DoFs, and of NLE = 11 and NLH = 7 rigid
segments, respectively. The E-ROWA is largely non-actuated with sixteen out of the twenty
DoFs, i.e., except for both hips and knees flexion/extension, being passive. As it regards
the human model, the head, arms, and trunk considred as one single segment for sake of
simplicity as the upper body limbs were not assisted by the robot. The Modified Denavit
Hartenberg notation was used to calculate the Forward Kinematic Model (FKM) (Eq. 2.2)
and dynamic model (Eq. 2.9) [67]. The FKM allowed calculating the 3D pose of five frames
attached to the model and used to represent the measured AR markers poses (see Fig. 5.2
and section 5.1.2).

Fig. 5.2 Mechanical models of (a) the E-ROWA exoskeleton (NJ = 20, NLE = 11) and (b) the
human lower-limbs (NJ = 20, NLH = 7).
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5.1.1.2 Human-Exoskeleton Identification Model

Based on Eq. 3.19, the inverse dynamic model of a floating base system can be represented
as a linear function of the BSIPs to be identified. In the case of this study, two different sets
of dynamics equations for both human body and exoskeleton could be separately formulated,
as follows:

WHΦH =

Nc∑
k=1

JT
Hwk

Fk (5.1)

WEΦE =

Nc∑
k=1

JT
Ewk

Fk (5.2)

where the indexes H and E denote the human and the exoskeleton, respectively. Unlike the
human body, the E-ROWA exoskeleton could not support its own weight to perform exciting
motions. As a result, the identification of its full set of standard BSIPs ΦE cannot be done
alone. To cope with this issue, an augmented regressor matrix was proposed to identify the
BSIPs of the whole system consisting in the human wearing the exoskeleton, and is given
below:

WHEΦHE =

WH 0
WH WE

ΦHE =

Nc∑
k=1

JT
HEwk

Fk (5.3)

where WHE and JHE = [JH [JHJE]] are the human-exoskeleton regressor and Jacobian
matrices, respectively. ΦHE = [ΦH ΦE] includes all ((10NLE+10NLH)×1) standard BSIPs
of both human and exoskeleton models.

Since WHE is not of full rank, ΦHE was identified using the constrained Quadratic
Programming (QP) method based on Eq. 3.28 [155]. Note that ΦREF ((10NLE +10NLH)×1)
in this study refers to the BSIPs values obtained from Dumas et al. [167] Anthropometric
Tables (AT) for human and from the manufacturer Computer Aided Design (CAD) data for
the E-ROWA exoskeleton. The exoskeleton CAD files, however, were not fully provided
with only partial information available. This emphasized that the reference CAD data from
the exoskeleton suffered from inaccuracies and they should not be trusted in practice.

5.1.1.3 Lower-Limbs Kinematics Estimation

The identification process requires as inputs the kinematics of the base segment and the
joint kinematics of both human and exoskeleton models. One AR marker per segment
configuration (see Fig. 5.3) was therefore used to estimate these measures, provided that
each marker’s 3D pose was tracked using a single RGB camera together with the ArUco
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algorithm [94]. Note that the exoskeleton’s and the wearer’s body segments were considered
rigidly connected. The movement of the human-exoskeleton system was therefore measured
by tracking the pose of the markers associated to the wearer’s body.

Prior to data collection, the lower-limbs mechanical model was first calibrated. Thus, the
static wand-based calibration was used to estimate the position of the human joint centers, in
the global system of reference, the segments lengths, and the local position of AR markers
in their corresponding segment frames. These parameters were also used to estimate joint
angles and in the calculation of the regressor matrix.

Based on the measured 3D positions of AR markers and the lower-limbs mechanical
model, a CEKF was implemented as shown in section 4.1. Thus, the state vector provided
the required lower-limbs joint trajectories to be estimated, whereas the measurement vector
consisted in AR markers 3D positions, as follows:

xi,k = [θi,k θ̇i,k θ̈i,k]T

yk = [r0
s]

with i = 1, ...,NJ

(5.4)

The FKM-based measurement model provided the position of each marker as a function of
the state vector, while the process model was assumed as a constant acceleration model as
shown in Eq. 4.3. Lower-limbs joint constraints were incorporated into the CEKF, and tuning
of Q and R parameters tuning was empirically conducted.

5.1.2 Experimental Protocol

The proposed framework, depicted in Fig. 5.1, was used to identify the BSIPs of a subject
(weight=51Kg, height=1.65m) wearing the E-ROWA exoskeleton.

The accuracy of a WBB, used to collect dynamometric data, has been analyzed and
shows an RMS error of 10N [186], which is relatively small compared to the weight of the
subject-exoskeleton system (inferior to 1.5% of the total weight). However, as mentioned
previously (see section 2.3.3), a WBB measures only the vertical ground reaction force.
Thus, only the vertical force and two moments of force are provided, such that the vector of
dynamometric measurements becomes Fk = [FZk MXk MYk]T .

As it regards the kinematics, five (8cm×8cm) AR markers were attached to the waist,
and to the right and left thigh and shank segments, as shown in Fig. 5.3. Their 3D poses
were obtained from ArUco library [94] in the camera frame, and transformed into the global
system of reference frame using the estimated pose from another AR marker located between
the subject feet (see Fig. 5.3). The two feet were assumed to be fixed to the ground, such
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Fig. 5.3 Typical excitation motions performed first without and then with the exoskeleton.

that their positions in the global system of reference were supposed known and constant
throughout the experiments. This was motivated by the fact that it was challenging to perform
exciting motions on the reduced base of support created by the WBB. Note that the static feet
assumption suggests that their inertias would not be identifiable. Nevertheless, Futamure et
al. [223] showed that the feet inertial parameters have insignificant influence during walking.

The calibration phase was first conducted by pin-pointing each of the lower-limbs joints
anatomical landmarks. The kinematics and dynamometric data were then collected syn-
chronously at a sampling frequency of 27Hz and used to perform the identification of the
subject first and then, of the subject wearing the E-ROWA exoskeleton. The subject was
trained to conduct a set of specific motions that sufficiently excite the required BSIPs. These
are displayed in Fig. 5.3 and consisted in a series of squats, CoM shifting under each foot,
and postural and trunk oscillations. During each motion, the subject was asked to keep her
arms around her chest, since the arms were not taken into account in the model. Such motions
were inspired from the previous work of Bonnet et al. [175] on the generation of optimal
exciting motions and showed good ability of providing rich kinematic information for the
BSIPs estimation.
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5.1.3 Results and Discussion

Fig. 5.4 Comparison between the estimated mass, CoM 3D position and inertia matrix
elements for each segment of both human and exoskeleton models with their corresponding
reference values from either AT or CAD data.
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Fig. 5.5 shows the comparison between the measured GRFM collected during both exper-
iments carried out with the human only (left side) and with the human-exoskeleton (right
side), and their estimate using the identified model. Since the measured GRFM were used
in the least-square based identification process (see Eq. 3.28), the fitting is expected to be
satisfactory. The fitting accuracy was assessed by calculating the RMSD, the Normalized
RMSD (NRMSD) and the CC between measured and estimated GRFM. The obtained results
are summarized in Table 5.1 for both human and human-exoskeleton systems. Given the
WBB accuracy of 10N, these estimates can be considered as satisfactory. The corresponding
BSIPs, obtained based on Eq. 3.28, are depicted in Fig. 5.4 for both models and compared
with their corresponding reference ones form either AT or CAD data. The subject estimated
parameters and AT-based parameters were relatively close to each other as shown in Fig. 5.4
with the same order of magnitude. However, as it regards the exoskeleton, the CAD values
could not be sufficiently trusted due to their inaccuracy. For instance, a very large difference
up to 58% of the first segment’s mass was reported. Similarly, most of the CoM, i.e., first
moment of inertia, along X and Y-axes were associated with significant differences since
they were not provided by the manufacturer.

Fig. 5.5 Vertical ground reaction force and moments measured (black) during the identifica-
tion motion and their estimate (red) from the identified model.

To evaluate the performance of the identified model, a cross validation, including motions
that were not used during the identification process of the human-exoskeleton system, was
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Fig. 5.6 Cross validation of the external vertical force and moments estimation involving
additional motions not performed during the identification process of the human-exoskeleton
system.

done. As shown in Fig. 5.6, the identified model was able to provide reliable estimates
of the GRFM. The corresponding RMSD and NRMSD values, summarized in table 5.2,
present relatively larger differences along FZ (11.2N, 2.2%) and MX (7.9N.m). However,
considering the WBB accuracy, this difference remains reasonable. A similar comparison
was not conducted w.r.t. the CAD data because of the incomplete set provided by the
manufacturer. We note that the average NRMSD was only of 5.7% with the most significant
difference observed for the moment around the X-axis (11.2%).

Table 5.1 Comparison between the measured and estimated GRFM collected during the
identification motions.

Human Human-Exoskeleton

RMSD
NRMSD

% CC RMSD
NRMSD

% CC

Fz 2.2 N 0.43 0.88 5.4 N 0.8 0.49
Mx 3.3 N.m 3.1 0.92 4.2 N.m 18.3 0.91
My 2.1 N.m 2.5 0.95 3.1 N.m 5.6 0.88

As a result, both the visual tracker system as well as the proposed identification method
were experimentally validated to identify the full set of the human-exoskeleton BSIPs.
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Table 5.2 Comparison between the measured and estimated GRFM collected during cross
validation motions.

Human-Exoskeleton

RMSD
NRMSD

(%) CC

Fz 11.2 N 2.2 0.94
Mx 7.9 N.m 11.2 0.88
My 4.2 N.m 3.9 0.92

5.2 Dynamics Assessment and Minimal Model of an Orthosis-
Assisted Knee Motion

In the previous study, both exoskeleton and wearer’s limbs were assumed rigidly connected
for BSIPs identification, which is commonly used in the literature [48]. For further simplifica-
tion, human joint torque is usually investigated based on a planar model of the human-robot
system [14, 224, 225]. The goal of the present study is to analyze how such assumptions
may affect the accuracy of joint torque estimation.

In this context, an assessment framework has been proposed, and preliminary exemplified
in the case of a knee joint orthosis during movement of flexion/extension. It aims at selecting
the minimal dynamic model, while allowing relative accurate joint torque estimation, of an
orthosis-assisted motion through:

• quantification of the human-orthosis misalignment during the motion,

• quantification of misalignment influence over joint torque estimate,

• selection of the best trade-off between accuracy and simplicity of the dynamic model.

The methodology used to answer to these questions may be generalized to any orthosis
or exoskeleton robot. However, the present study focuses on knee joint misalignment and
torque. In the following, we present the proposed analysis method, including human/orthosis
mechanical models, joint axes misalignment, and the influence of both kinematic and dynamic
parameters inaccuracies. Experimental results are presented as well and discussed.
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5.2.1 Method

Fig. 5.7 Overview of the proposed framework including kinematic and dynamic sensitivity
analyses.

The overall principle of the proposed framework is summarized in Fig. 5.7. It consists
of a two-fold assessment study aiming at quantifying the sources of inaccuracies that may
affect joint torque estimation. First, a kinematic analysis aims at quantifying the human-
orthosis joint axes misalignment during a knee flexion/extension motion. The effect of
this misalignment, as well as the independent contribution of both kinematic and dynamic
parameters to joint torque estimate, are then assessed through a two-step dynamic sensitivity
analysis. Finally, a dynamic model resulting from the best trade-off between accuracy and
simplicity can be selected.

5.2.1.1 Human/Orthosis Lower-Limbs Mechanical Models

The proposed framework was exemplified using the knee joint orthosis EICOSI (Exoskeleton
Intelligently COmmunicating and Sensitive to Intention designed at the LISSI lab of the
University of Paris-Est Créteil.), and two different models of the human lower-limbs perform-
ing sitting knee flexion/extension motion. The EICOSI orthosis consists of two segments,
attached at the thigh and at the shank levels, articulated with one active DoF at the knee joint
level. It is connected to the wearer’s limb through braces, and it weighs about 3Kg (see Fig.
5.8.a).

Two mechanical models were used to represent the human-orthosis system: (1) a planar
model with NJ = 1 DoF describing the flexion/extension movement of the shank segment
(NL = 1) w.r.t. a fixed base frame located at the knee (see Fig. 5.8.b). (2) A 3D reference
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Fig. 5.8 (a) Mechanical model of the EICOSI knee joint orthosis. (b) Lower-limb 2D
model composed of NL = 1 shank-foot segment and NJ = 1 knee flexion/extension joint. (c)
Lower-limbs 3D reference model with NL = 4 segments and NJ = 7 joint angles.

model describing the entire lower-limb motion, and composed of NL = 4 rigid segments,
i.e., pelvis, thigh, shank, and foot, connected through NJ = 7 DoFs, i.e., two spherical joints
at the hip and ankle joints and one hinge joint at the knee joint level (see Fig. 5.8.c). The
Modified Denavit Hartenberg notation, together with SYMORO+ software [67], were used
to calculate the dynamic equations of motion. The human BSIPs were set using AT [167].

The resulting system corresponds to a standard serial robotic chain composed of NL rigid
segments and NJ joints and thus its inverse dynamics is typically given as [67]:

Γ =M(θθθ)θ̈θθ+C(θθθ, θ̇θθ)θ̇θθ+G(θθθ) (5.5)

where M(θθθ) is the (NJ ×NJ) chain segments inertia matrix; C(θθθ, θ̇θθ) is the (NJ ×NJ) matrix of
Coriolis and centrifugal torques; and G(θθθ) is the (NJ ×1) vector of gravitational torques. As
it regards the planar model, the gravity vector was assumed constant and vertical throughout
the movement, whereas for the 3D model, it was projected according to the moving base
frame located at the pelvis. The kinematic misalignment between the wearer and the orthosis
joints will be evaluated in the next section.

5.2.1.2 Kinematic Analysis Method

The kinematic analysis in this study aims at quantifying the joint axes misalignment that
might be observed despite a careful initial adjustment between the orthosis and the body
of the subject. Thus, both orthosis and wearer knee joint AoR were individually estimated
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using SARA [192] (see section 3.2.2), together with the stereophotogrammetric data used as
reference system and recorded during knee flexion/extension movement.

Knee Joint Axes Misalignment Using SARA, the direction vectors of the AoR of the
human (d0

H) and of the orthosis (d0
O) can be estimated and expressed in the global coordinate

system (see Eq. 3.15). The orthosis-wearer joint misalignment can therefore be evaluated as
the rotation matrix that aligns these two vectors, such as:

d0
H = RO

H d0
O (5.6)

where RO
H is the rotation matrix going from d0

O to d0
H as shown in Fig. 5.9. RO

H has infinite
solutions, though one possible solution may be calculated as [162]:

RO
H = Id + E + E2 (1− d0

O . d
0
H)

|| d0
O × d0

H ||
2

(5.7)

with E referring to the skew matrix corresponding to the cross product of both d0
O and d0

H
vectors.
To better understand the misalignment effect, the above analysis was performed as a function
of the knee active RoM.

Fig. 5.9 Representation of the misalignment between the direction vectors of both orthosis
and wearer AoR expressed in the global coordinate system through the rotation matrix RO

H .
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5.2.1.3 Dynamic Analysis Method

Misalignment Effect Considering the rotation matrix RO
H , representing the misalignment

between the wearer and the orthosis AoR, the effect of this misalignment may be straightfor-
wardly assessed. This can be done by computing the residual torques, that are supposed to
represent the components of the assisted torques that are not aligned with the wearer AoR, as
follows:

ΓH = RO
H


0
0
τA

 (5.8)

where ΓH is the vector of residual torques, i.e, about the X (internal/external rotation) and Y
(adduction/abduction rotation) axes projected according to RO

H, and τA is an input assistive
torque generated about the orthosis joint axis.

Sensitivity Analysis and Model Reduction The goal of this section is to analyze how
each of the joint kinematics and BSIPs contribute to the 3D knee joint torque estimate. To this
end, a two-step sensitivity analysis was conducted, such that the minimal set of parameters
required to ensure the best trade-off between an accurate and minimal dynamic model can be
selected. First, the influence of each element of the joints angles vector θθθ (see Fig. 5.8.c) was
individually assessed. Particularly, those associated with hip and ankle motion were forced
to zero. Then for each case, the corresponding knee joint torque was compared with the one
obtained from the 3D computation without any alteration of the human-orthosis model. In a
second step, the contribution of each BSIP Φi to the joint torque estimation was evaluated,
thanks to the linear property of the dynamic model w.r.t. these parameters (see Eq. 3.19),
such as:

WΦi = Γi i = 1, ..,10×NL (5.9)

As shown in [223], Eq. 5.9 yields a normalized sensitivity index, given as:

S Γi =
∑ |WΦi |

| Γ |
i = 1, ..,10×NL (5.10)

5.2.2 Experimental Protocol

Experiments were carried out to assess the proposed framework in the case of the human-
orthosis model while performing standardized sitting knee flexion/extension movements.
Throughout the experiments, the EICOSI knee joint orthosis operated in passive mode, i.e.,
no assistive torque was transferred to the wearer’s knee joint. The orthosis and wearers
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t=3.0s t=3.5s t=4.0s

Fig. 5.10 Knee flexion/extension while wearing the knee joint orthosis EICOSI. Retro-
reflective markers are placed on both orthosis and subject left lower-limbs.

motions were captured at a frequency rate of 120Hz using a standard SS (7 Flex 13 cameras,
Optitrack). A total of twenty-four retro-reflective markers, i.e., with at least three markers
per segment, were used to define each segment’s 3D position of both orthosis and wearers
left leg (see Fig. 5.10). The pelvis pose was calculated from markers placed on the right-left
ASIS and PSIS anatomical points (see Fig. 2.5.b). The Hip Joint Center (HJC) position was
priorly estimated using the SCoRE method [191] from section 3.2.2, together with star-arc
motions [226]. The knee and ankle joint centers were considered as the mid-points between
LFE-MFE and LM-MM (see Fig. 2.5.b), respectively. From these positions, the average
segment lengths were calculated over the whole motion.

Eight healthy male subjects (age 24.6±5years, weight 67.6±4Kg and height 1.74±0.4m)
participated in the study. The orthosis was carefully attached to the subjects left leg through
adjustable straps without hindering their comfort throughout the knee joint flexion/extension
movements. First, both orthosis and the wearers knee joint centers positions were manually
aligned. Then, subjects were asked to perform ten standard knee flexion/extension movements
while sitting. For each subject, two trials were recorded at slow and natural (1Hz) speeds.

Both orthosis and the wearers knee AoR were estimated using SARA with the 3D
positions of the thigh and shank markers considered as inputs (see Eq. 3.14). In other terms,
these segments transformation matrices, used in Eq. 3.14, were computed based on the three
markers placed on each segment. This was done over the slow movement trials with the aim
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to reduce the Soft Tissue Artifact (STA) effect due to muscle contractions. The STA due to
skin stretching, however, is inevitable in practice and cannot be entirely avoided.

Afterwards, the human lower-limbs and the orthosis joint angles, describing the biome-
chanical models depicted in Fig. 5.8, were estimated using MKO [65] (section 3.5).

5.2.3 Results and Discussion

5.2.3.1 Human-Orthosis Knee Joint Misalignment

First, the AoR estimation was tested with the orthosis alone, i.e., without being worn by a sub-
ject. The EICOSI orthosis was therefore firmly attached to a table and the flexion/extension
movements were executed. As a result, the mean variation of the AoR orientation estimate
was very small (< 0.5deg), which is expected since the orthosis AoR, unlike the human one,
does not vary while moving.

Fig. 5.11 Mean AoR of both knee (continuous arrow) and orthosis (dotted arrow) joints
determined using the SARA as a function of the knee RoM of a random selected subject.
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All subjects’ knee movement ranged between -85 and 0deg, with 0 being the fully
extended position (Fig. 5.8.b). The misalignment between each wearer’s knee and the
orthosis joint was evaluated over sub-intervals of 20% of their RoM. The 20% division was
selected as a trade-off to sufficiently excite the SARA’s estimate (Eq. 3.14), on the one hand,
and to better understand the misalignment variation and effect throughout the movement,
on the other hand. Fig. 5.11 displays a typical estimate of both knee and orthosis AoR
through all sub-intervals (0% to 100%). As expected, variations in the AoR orientation were
observed. The mean 3D deviations reported for all subjects in each sub-interval are presented
in Fig. 5.12.a. In general, the AoR misalignment increased with the percentage of RoM.
This is consistent with the literature where an increase up to 15deg of the knee AoR was
reported using in vivo imaging techniques [227], [228]. The maximal deviation angle was
of 11.43±2.9deg in the sub-interval 60 to 100%. As stated previously, the orthosis AoR,
theoretically, remains invariant. Therefore, the variations in the orientation of the wearers
AoR might be due to both the fact that the human knee is not a pure hinge joint, and to
the fact that the relative movement of the skin and muscles may induce a motion of the
orthosis w.r.t. the wearer’s skeleton limb. Although the estimated AoR of both orthosis and
the wearers were not aligned, the similar variation in the AoR orientation, with and without
orthosis, suggests that the orthosis had limited effect on the subjects’ natural motion pattern.

Besides the rotational misalignment, above, the misalignment translational component
was also assessed by computing the relative mean distance between subjects’ HJC and the
Orthosis Joint Center (OJC) for each 20% sub-interval of the whole RoM, as shown in Fig.
5.12.b. These points were selected as they were assumed to be less sensitive to STA. The
HJC-OJC distance was normalized w.r.t. its average value obtained statically. In general,
it decreased from 101.1±1.9 to 100.6±1.3%, referring to a small displacement between
4.2±7.5mm and 2.5±5.2mm. This emphasizes that the orthosis was carefully attached to
the subjects’ limbs, such that the misalignment translational component due to STA could be
compensated. In the literature, this component was assessed as the translation of a cluster
of markers located at the thigh during different motor activities [229]. For instance, the
translation due to STA was evaluated to 5−21mm [230] with a high correlation with the
knee flexion/extension angle during treadmill walking [229]. Despite the small-displacement
values observed in the current study, it has been shown that undesired forces could arise at the
thigh and shank attachment levels. Akiyama et al. [185] reported a force up to 30N beneath
the thigh attachments for a relative longitudinal displacement of 20mm during sitting motions.
With these measurements, they identified a "spring-damper and attitude" model to predict
the interaction forces as a function of the robot-wearer relative displacement, as well as the
knee flexion/extension angle. Based on their model, for a maximal current displacement of
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Fig. 5.12 (a) 3D deviation angle between both knee and the orthosis mean AoR as a function
of the knee RoM for all eight subjects. (b) Mean distance variation from the wearer HJC to
the robotic knee joint center as a function of the knee RoM.

11.7mm, corresponding to this study, we might expect a maximal force up to 20N along the
thigh attachment point. Such forces, even if below any pain threshold, have been shown to
have direct impact on the human skin morphology, especially in aged skin, when applied for
an extended period of time [231].

To illustrate the effect of rotational AoR misalignment on knee joint torque estimate, a
simulated assistive torque τA was assumed generated by the orthosis. Based on Eq. 5.6, Eq.
5.8, and the angular deviations depicted in Fig. 5.12.a, the residual torques about the X and
Y-axes were estimated. The resulting torques are normalized and presented in Fig. 5.13 as
functions of the percentage of knee RoM.

As expected, residual torques increased with the subject-orthosis AoR deviation. Al-
though, 98±0.01% of the input assistive torque was transferred about the Z-axis, i.e., the
knee joint axis, residual and undesired torques up to 6±0.03% and 17±0.04% were generated
about the X and Y-axes, respectively. This suggests that for an assistive torque of 10N.m
generated about the orthosis joint axis, undesired residual torque up to 1.7N.m might be
expected the Y-axis (abduction/adduction rotation) of the wearer’s joint.
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Fig. 5.13 Mean 3D residual torques expressed at the subjects knee joint as a function of the
RoM.

In fact, the residual torques, together with the resultant interaction forces, assist in
inferring the wearer’s true intention, i.e., set of forces and torques that the wearer receives
and generates, for a given motion. Hassani et al. [232] have shown the relevance of using
such residual torques in generating a desired trajectory, instead of applying a predefined
one, within an impedance-based control law. The latter aims at ensuring an adaptation to
the orthosis-wearer interaction, and at the same time guaranteeing the system stability and
robustness w.r.t. external disturbances and model uncertainties. Recently, Huo et al. [14]
have modelled the residual error between both orthosis and wearer’s joints positions. They
used this error in an impedance reduction control scheme aiming at reducing the wearer
interaction effort through active impedance assistance. However, the visco-elastic properties
of each wearer’s soft tissues would have to be priory calibrated based on force sensors
measurements.

Thus, the orthosis-wearer time-varying rotational misalignment results in an inaccu-
rate joint torque estimate during knee joint flexion/extension movements. Due to STA, it
should be noted that the true knee flexion/extension axis could not be identified based on
stereophotogrammetric data, thus remains unknown in this study. As shown in Fig. 5.12, the
orthosis-wearer misalignment increased with the knee extension angle. These observations
could be generalized to fit a polynomial-like model able to predict misalignment in a general
model-based controller. Although being linear, such model has been proposed in the literature
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[233], [234] to compensate for the effect of STA on thigh or shank skin marker positions, or
the knee joint kinematics.

5.2.3.2 Kinematics and Dynamics Sensitivity Analyses for Model Reduction

This section presents the results of the sensitivity analysis studying the influence of both
kinematics and dynamics parameters on the knee joint torque estimate. First, the independent
contribution of the ankle and hip joint angles was assessed. Particularly, the variables θ5, θ6,
and θ7, referring to the ankle joints (see Fig. 5.8.c), were held to their initial values while
comparing the value of the resulting torque estimate to the 3D reference one (see Fig. 5.14).
Doing so, their influence was negligible as they alter the knee joint torque only by 0.01N.m.
This suggests that these variables and their derivatives may be eliminated from Eq. 5.5 in the
case of the sitting flexion/extension movements.

0 4Time [s]
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Fig. 5.14 (a) Comparison (b) Error torque between the knee joint 3D reference torque (black),
the 3D torque without considering any ankle motion (dotted green), the 2D torques with
(dashed red) and without (blue) gravity projection according to the thigh motion.

The hip joints influence was assessed by estimating the knee joint torque using the 2D
lower-limb model (see Fig. 5.8.b) in two cases: without any motion of the hip and by
projecting the gravity vector according to the hip motion. Fig. 5.14 provides a typical
comparison between the resulting torques. Indeed, the influence of the thigh orientation was
highly significant with a large RMSD of 6.1N.m between the reference knee joint torque and
the 2D torque computed based on a constant and vertical gravity vector. When the gravity
was projected according to the hip motion, a RMSD of only 0.12N.m was reported. For all
subjects, RMSDs were of 0.10±0.01N.m and 6.15±0.73N.m, with and without considering
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the hip motion, respectively. This yields the following findings: First, a lower-limb planar
model can be used to obtain an accurate estimate of the knee joint torque. Second, the thigh
absolute orientation must be measured and used to project the gravity vector accordingly.

Fig. 5.15 (a) Mean contribution of each of the BSIPs to the knee joint torque estimate. (b)
Reconstruction of the knee joint torque of a randomly selected subject based on the influential
BSIPs of the combined shank-foot segment: MX (red), MY (yellow), and ZZ (blue).

In summary, for the investigated task, there is no need to use retro-reflective markers or
any motion sensor at the ankle level. The markers associated with the pelvis can also be
removed. On the other hand, the thigh orientation needs to be measured and used to project
the gravity vector correctly. This can be achieved by adding three markers at the thigh in
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addition to those placed at the shank. Also, low-cost sensors such as IMUs, AR markers, or a
fusion of the two sensors presented in the previous chapter could be used.

In a second step, each BSIP influence was examined to further reduce the model’s
dimension. As the ankle motion was shown insignificant, the shank and foot segments were
assumed as a single rigid segment. The BSIPs contributions to the knee joint torque estimate
are depicted in Fig.2 for this segment. Note that the sum of the different joint torques shown
in Fig.5.15.b is equivalent to the 3D reference torque represented by the black line.

Fig. 5.15.a presents the mean sensitivity index of each BSIP computed based on Eq. 5.10.
Accordingly, the first moment of inertia in the sagittal plane and the moment of inertia about
the knee AoR were the only parameters used to reconstruct the knee torque. As expected,
most of the torque was due to the first moment of inertia, i.e., gravity-based parameters, with
a total contribution of 75.5±2.7%. This confirms the large influence of the gravity projection
demonstrated above. Among this contribution, the first moment of inertia along the X-axis
constitutes 73±2.6%. Therefore, the moment along the Y-axis may also be neglected. Based
on Fig. 5.15, it is therefore possible to state that the planar model hypothesis is valid in this
particular case of flexion/extension movements without interaction with the ground. and that
most of the BSIPs have a little influence on the joint torque estimate. Solely two out of forty
parameters are sufficient to estimate 97.5% of the total knee torque.

Consequently, the 3D reference model (see Fig. 5.8.c), consisting in a total number of
parameters of 3×NJ = 7 for joint trajectories, i.e., joint angles, velocities, and accelerations,
respectively, and of 10×NL = 4 for BSIPs, may be minimized to 3×NJ = 1 and 2×NL = 1
parameters only. This minimal model, leading to the following equation, can reproduce
97.5% of the total knee joint torque estimate:

Γ = ZZ θ̈+MX gp (5.11)

with Γ is the torque about the knee AoR. MX and ZZ are the first moment of inertia along
the longitudinal axis of the shank-foot segment and the inertia moment about the knee AoR,
respectively, and gp is the projected gravity according to the thigh 3D orientation.

5.3 Conclusion

In this chapter, two different case studies of a human-robot motion have been conducted.
First, a practical identification method has been presented and experimentally validated to
identify the BSIPs of a human-exoskeleton system using affordable and easy-to-use sensors.
Particularly, it uses kinematic and dynamometric data from a visual tracker system, that
consists of camera-tracked AR markers, CEKF, and an affordable WBB. The fact of using
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low-cost sensors does not jeopardize the accuracy of the identification process and the
resultant inverse dynamics estimation. Indeed, the GRFM were estimated with less than
6% of difference when compared to the WBB’s measurements. Although the resulting
joint kinematics must be compared with those obtained using a reference laboratory SS, the
consistent results obtained with inverse dynamics suggests that the proposed visual motion
capture system shows satisfactory accuracy. Nevertheless, further validations need to be
conducted with more subjects and patients. Moreover, the VIMUs-based MCS, presented
in chapter 4, could be used to improve kinematics estimation while handling AR markers
eventual occlusion in the case of more complex motions. Instead of the fixed feet assumption,
the subject’s base of support may also be modified by using forces sensors, such as FSR
embedded in the shoes insoles.

In a second study, we have analyzed the possibility of reducing the human-robot dynamic
model without considerably affecting the accuracy of the resulting joint torque estimate
during knee joint flexion/extension movements. An assessment framework has been therefore
developed to quantify human-robot joint axes misalignment during motion, as well as the
independent contribution of kinematics and BSIPs to joint torque estimation. The proposed
framework has been preliminarily exemplified in the case of healthy subjects wearing
the EICOSI knee joint orthosis and performing standard sitting knee flexion/extension
movements. According to the results, the wearer-orthosis joint axes misalignment increased
with the knee RoM and reached an average maximal value up to 12deg at large extension
angles. Also, a minimal dynamic model, of only two parameters, was sufficient to reconstruct
97.5% of the reference knee joint torque, computed based on the 3D reference model. Thus,
to estimate and control the knee joint torque for flexion/extension movements with the best
trade-off between accuracy and simplicity, we propose the following:

• Model the orthosis-wearer system as a single shank-foot segment moving through a
single DoF at the knee joint level.

• Monitor the shank’s 3D orientation based on the thigh 3D orientation measured in the
global system of reference.

• Consider the first moment of inertia along the longitudinal axis of the shank-foot
segment as well as the inertia moment about the knee AoR for knee joint torque
estimation.





Chapter 6

General Conclusion

Quantifying and monitoring human motion is of crucial importance in numerous applica-
tions such as functional rehabilitation, orthopaedics, sports, assistive robotics or industrial
ergonomics. For a rehabilitation process, in particular, measurements ensuring the correct
execution of a prescribed exercise and quantifying the progress toward the patient recovery
would be a great benefit for developing new tailored patient-specific treatment. Human
motion can be characterized thanks to kinematics and kinetics measurements that are usually
used together with a biomechanical model of the human body. The reference equipment
commonly used to collect these quantities consist of expensive and complex Stereopho-
togrammetric Systems (SSs) and laboratory-grade force-plates. These are hardly usable
outside of the laboratory. For widespread of human motion analysis, wearable and/or portable
sensors have recently been the target of substantial research efforts. Despite their increased
accessibility, thanks to their mass-market production motivated by the entertainment industry,
these sensors suffer from limited accuracy, reliability, and usability. For instance, IMUs
and RGB/RGB-D cameras-based MCSs have been widely used in the last years for human
kinematics estimation. However, IMUs drift or cameras occlusion reduce significantly the
accuracy of the kinematics estimate built from these sensors outputs. As developed in chapter
2 of this thesis, that presented the state of the art in human motion analysis, recent works in
vision- and/or IMUs-based MCSs have considered to improve the accuracy of such systems
through model-based and/or multi-sensors fusion approaches. This was the starting point of
this work. Moreover, the challenge of developing truly affordable, user-friendly, and accurate
MCSs that can be used out-side of the laboratory is yet to be achieved.

In light of the above considerations, we proposed in chapter 3 a new affordable, portable,
and simple-to-use Visual Inertial Measurement Units-based MCS, capable of providing hu-
man 3D joint kinematics estimates. The proposed system consists of a new design of low-cost,
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portable, and light-weight VIMUs sensors, including visual AR markers, tracked using an
affordable RGB camera(s) and off-the-shelf open-source libraries, as well as affordable IMUs
incorporating 3D accelerometers and 3D gyroscopes sensors. They provide synchronous 3D
pose, 3D linear acceleration, and 3D angular velocity measurements. Being low-cost, VIMUs
raw data are very inaccurate. New methods to cope with these inaccuracies are proposed.
First a practical and equipment-free calibration method,that have to be performed only once,
is proposed. Second, since each VIMU is assumed rigidly attached to the body segment it is
monitoring, a practical sensors-to-segments calibration method has been developed. This
is done by simply pin-pointing subjects anatomical landmarks of interest using a custom
calibration wand. Doing so, no specific calibration movements, that might be challenging for
a patient to perform, are required.

Then, to estimate physically-consistent 3D joint kinematics based on VIMUs data a new
Constrained Extended Kalman Filter (CEKF) was developed. It makes use of the inherent
constraints of a mechanical model of the human body to filter out physiologically unfeasible
solutions. The sensor fusion in the CEKF also reduces the effect of each sensor’s inaccuracies,
especially allowing to handle markers occlusions and IMUs drift.

In chapter 4, two prototypes of the proposed VIMUs-based system were presented. The
two systems were validated in two different studies for upper/lower-limbs kinematics estima-
tion during daily rehabilitation tasks of the Modified Frenchay Test (MFT) and treadmill gait.
The CEKF included a new measurement model based on the upper/lower-limbs forward kine-
matics and its derivatives to estimate each body segment VIMU measured data. Moreover,
the IMUs random bias, physiological, soft, and/or rigid constraints were incorporated into
the estimation process to ensure feasible joint angles estimation while further reducing the
effect of the IMUs drift. Overall the accuracy of joint angles estimates was below 4deg when
compared to a gold standard SS. This was also the case when a reduced number of VIMUs
sensors was used. These results are very promising and, as discussed in chapter 4, are better
than the current state-of-the art [136, 124, 109, 210].

Based on the excellent kinematics estimates provided by the proposed system, chapter
5 investigated, first, a practical method for Body Segments Inertial Parameters (BSIPs)
identification of a human-exoskeleton system. In other words, the estimated joint and base
kinematics were used in a dynamic identification pipeline together with the Ground Reaction
Forces and Moments (GRFM) collected with an affordable force-plate. Beside the use of
affordable sensors, the novelty here lies with the so-called augmented regressor matrix. It
allows identifying separately each segment BSIPs of both human and exoskeleton. The
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proposed method was experimentally validated with a subject wearing a full lower-limbs
exoskeleton and was able to accurately estimate GRFM during a cross validation trial. In
a second study, a new dynamics assessment framework has been developed to identify the
best trade-off between an accurate and minimal human-exoskeleton dynamic model for joint
torque estimation. It quantifies the contribution of kinematics and of BSIPs to the joint
torque estimate, as well as the human-robot joint axes misalignment during motion. With
this analysis, we proposed a reduced model of an orthosis-wearer system during standardized
sitting knee/flexion movements. It was shown that using only two BSIPs for this model,
namely the first moment of inertia along the longitudinal shank-foot segment axis and the
inertia moment about the knee joint axis, was sufficient to estimate 97.5% of the total knee
joint torque. At contrary, it was crucial to monitor the thigh 3D orientation to correctly
project the gravity on the shank. Also, despite inter- and intra- subjects variability, knee
joint axes misalignment was shown increasing with the knee RoM, in compliance with the
knee joint anatomy, and reached a maximal average value up to 12deg at large extension an-
gles. This will have implications for the future development of the control law for the orthosis.

According to McGinley et al. [235], in most common clinical situations, a RMSD up
to 2deg may be considered excellent, and between 2 and 5deg is acceptable. Given that
statement and the presented results, it is clear that the proposed motion capture system is very
promising for the assessment of human motion outside of the laboratory. Because it is truly
affordable and portable, we believe that its use can spread trough the clinical community.
However, before commercialisation, several points would have to be improved. First of all,
the system’s ability to estimate human motion will have to be validated with patients with
neurological pathologies in a real clinical environment. In hospital or in-home, the time
available for donning and doffing the sensors is very limited. Thus, wearability, i.e., the
mechanical design and attachment system, of the proposed VIMUs sensors will have to be
improved. For the same reason, it would be a great improvement if the segment-to-sensor
calibration could be done as the subject is moving for few seconds. For this, a modification
of the methods proposed in [140, 142, 130] using kinematics constraints between multi
body segments along with an online optimization process could be used. We believe that
it would be possible to select only the collected samples that are meaning-full to identify
the local VIMU pose. To do so methods, inspired from robotics calibration field based on a
criterion related to the excitability of these parameters such as the condition number [236]
could be used. Moreover, the fixed trunk condition assumed in chapter 4 might not be valid
with patients. Indeed, hemiparetic patients might attempt to compensate their reduced arm
mobility with trunk’s motions to achieve a specific task. An additional VIMU, mounted at the
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chest level, could track the patient’s trunk movement. Adding sensors is always possible but
comes at the cost of reducing the ease-of-use. Fortunately, we have shown that the proposed
method is able to estimate accurately joint kinematics even with a reduced set of VIMUs
sensors. The kinematics indeterminations coming from a sparse set of data were tackled
by implementing knowledge models, constraints, state vector evolution model, etc, of the
biomechanics of the task directly into the CEKF. This has been done before using a sparse set
of retro-reflective markers and a MKO approach [79] but not in real-time. To further reduce
the number of sensors and to be in line with the so-called minimum-input-measurement
model [237], aiming at alleviating the experimental apparatus while maximizing the output
information, a new trend is to use non-linear biomechanical cost functions and constraints to
cope with sensors limitations/lack of information. Usually this is formulated as an optimal
control problem aiming at tracking the available sensors data while minimizing a given
physiological cost function [30]. This is a new field of research and so far it has been used
only with relatively simple planar model. However, it is very promising and fascinating as it
proposes to measure motion but also analyze and understand the neuro-muscular behavior of
human.

The real-time capabilities of the CEKF implementation allows us to imagine using the
joint kinematics estimates with a visual biofeedback system that could guide the patient in
performing the investigated task in the most normal way. The normal way could be motion
re-scaled from non-pathological subjects or could be predicted using a biomechanical cost
function.

Real-time human joint kinematics estimates together with the joint misalignment results
presented in chapter 5 could also help for the control of exoskeleton/orthosis. Indeed, a
clear trend depending on the joint amplitude was observed and thus it could be modelled to
predict misalignment between the orthosis and the wearer in a future model-based controller.
However, before developing a new controller one would like also to investigate the interaction
wrenches by instrumenting the contact between the orthosis and the wearer. Of course, it
would also be interesting to extend the proposed dynamics assessment framework of chapter
5 to the full lower-limbs exoskeleton in both active and passive modes.

Having a correct estimation of joint kinematics and kinetics quantities pave the way to
quantitatively build clinical score for the Modified Frenchay Test and develop a method for
interpreting its numerical outcomes. This needs to be done with real patients and clinicians
by comparing their qualitative analysis with the the proposed method output.

Moreover, being affordable, light-weight and simple-to-use, the proposed system allows
targeting numerous applications, including sport, industrial ergonomics or further rehabilita-
tion exercises. For industrial ergonomics, the fact that a VIMU does not rely on magnetometer
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would be a real advantage to quantify a worker’s motion directly on the factory floor. For the
same reasons, the proposed VIMUs could be positioned on the human body and on a robotic
assistive device

Finally, further developments of the existing system using additional types of sensors,
such as force sensors embedded in the shoe, infrared, or RGB-D sensors to improve the
tracking accuracy, may be investigated.
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