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Abstract

The complexity of the problems of traceability, isomerism, monitoring and fate of a set of ill-defined

molecules involved in a chemical reaction often makes it difficult to use experimental characterisation tech-

niques. These techniques, which are sometimes risky or even hazardous, need to be calibrated, which requires

the use of complementary techniques or the support of predictive modelling. Among the available experi-

mental techniques, infrared spectroscopy is still one of the most appreciated characterisation techniques due

to its speed of acquisition and its ability to identify functional groups. It is therefore the approach of choice

for analysing and studying highly reactive and/or short-lived compounds. The modelling of electronic and

spectroscopic properties via quantum chemical methods turns out to be complementary to the experimental

data and offers a precious help to the identification of the measured infrared bands. Nevertheless, if recent

methodological developments, coupled with technological advances in computation, allow to provide accurate

support for small systems (between 3 and 10 atoms), the theoretical chemist is very quickly limited when

dealing with larger systems. Perturbation theory is one of the most widely used solutions to avoid these

difficulties. Its implementation in all commercial computational chemistry software is in itself proof of its

effectiveness and reliability. Although the ”perturbation method” is extremely simple to implement at order

2, its use remains limited since it is strictly limited to the calculation of the lowest frequencies of a spectrum,

i.e. in a domain where the density of vibrational states is low. This limitation of the perturbation theory

is due to the phenomenon of resonance and the truncation of the method at order 2 in the modelling com-

puter programs. The development of the perturbation method initiated by Rayleigh and Schrödinger

and known as ”many-body perturbation theory” (MBPT) was developed in the first chapter of this work

up to order 6. The second part of this thesis was devoted to the study of reaction paths and in particular

to the investigation of reaction intermediates on unusual valence molecules. These molecules are generally

very reactive and specific characterisation methods are needed by the experimenters to generate and detect

them - let’s mention in particular flash vacuum pyrolysis, matrix trapping of reaction products at cryogenic

temperatures, photochemistry, and of course spectrometry. Once again, infrared spectroscopy is one of the

most suitable techniques for identifying reaction intermediates, so that the use of predictive modelling can

provide experimenters with confidence in the nature of the reaction paths taken during their syntheses. Two

studies have been carried out and published in the second part of this work. The first one focuses on the

rearrangement of nitrile oxides and nitrile ylides, while the second one is devoted to solving the rearrangement

of benzotriazole and triazoloquinone molecules to carbazoles, benzazirines, azepinediones and fulvenimines

products. In both works, all possible synthesis paths were investigated. The multi-determinant properties

of the intermediates studied (in particular the nitrenes) constrained us to carry out our calculations using a

multi-determinant approach of the CASSCF (Complete Active Space) type, corrected, once again, using an

MBPT perturbation method developed to order 2 (CASPT2).

Keywords: VPTn method, infrared spectroscopy, computational chemistry, isomerism, brocken symmetry,

multiconfigurational, density functional theory, CASPT2
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Résumé

La complexité des problèmes de traçabilité, d’isomérie, de suivi et de devenir d’un ensemble de molécules

mal définies intervenant lors d’une réaction chimique rend souvent délicate l’utilisation des techniques de

caractérisation expérimentales. Ces dernières, parfois risquées sinon hasardeuses, nécessitent d’être cal-

ibrées, ce qui impose de recourir à l’emploi de techniques complémentaires ou au support de la modélisation

prédictive. Parmi les techniques expérimentales disponibles, la spectroscopie infrarouge demeure encore à

l’heure actuelle l’une des techniques de caractérisation les plus appréciées de par sa rapidité d’acquisition

et sa capacité d’identification de groupes fonctionnels. C’est donc une approche de choix pour analyser et

étudier des composés très réactifs et/ou de courte durée de vie. La modélisation des propriétés électroniques

et spectroscopiques par le biais des méthodes de la chimie quantique s’avère complémentaire des données

expérimentales et offre une aide précieuse à l’identification des bandes infrarouges mesurées. Néanmoins, si

les développements méthodologiques récents, couplés aux avancées technologiques en matière de calcul, per-

mettent d’apporter un support précis pour de petits systèmes (entre 3 et 10 atomes), le chimiste théoricien

se retrouve très vite limité lorsqu’il doit faire face à des systèmes de plus grandes dimensions. La théorie

de perturbation est une des solutions les plus utilisées pour contourner ces difficultés. Son implémentation

dans tous les logiciels commerciaux de chimie calculatoire est à elle seule la preuve de son efficacité et de

sa fiabilité. Si la ”méthode de perturbation” est extrêmement simple à mettre en œuvre à l’ordre 2, il n’en

demeure pas moins que son utilisation reste limitée puisqu’elle s’adresse en toute rigueur uniquement au

calcul des fréquences les plus basses d’un spectre, soit dans un domaine où la densité d’états vibrationnels

est peu élevée. Cette limitation de la théorie de perturbation est due au phénomène de résonance et à la

troncature de la méthode à l’ordre 2 dans les programmes informatiques de modélisation. Le développement

de la méthode de perturbation initiée par Rayleigh et Schrödinger et connue sous le nom de ”théorie

des perturbations à plusieurs corps” (MBPT) a été développée dans le premier chapitre de ce travail jusqu’à

l’ordre 6. La seconde partie de ce travail de thèse a été consacrée à l’étude de chemins de réaction et tout

particulièrement à la recherche d’intermédiaires réactionnels sur des molécules de valences non usuelles. Ces

molécules sont généralement très réactives et des méthodes de caractérisation spécifiques sont nécessaires

aux expérimentateurs pour les générer et les détecter - citons notamment la thermolyse sous vide flash, le

piégeage en matrice des produits de réaction à des températures cryogéniques, la photochimie, et bien en-

tendu les spectrométries. Ainsi et une fois encore, la spectroscopie infrarouge figure parmi les techniques

les plus adaptées à l’identification des intermédiaires réactionnels, de sorte que le recours à la modélisation

prédictive permet de conforter les expérimentateurs sur la nature des chemins réactionnels empruntés lors de

leurs synthèses. Deux études ont été menées et publiées dans la seconde partie de ce travail. La première

s’intéresse au réarrangement d’oxydes de nitriles et d’ylures de nitriles tandis que la seconde s’attache à

résoudre le réarrangement de molécules de benzotriazoles et de triazoloquinones en produits de carbazoles,

de benzazirines, d’azepinediones et de fulvenimines. Pour ces deux travaux, toutes les voies de synthèse

envisageables ont été étudiées. Le caractère multi-déterminental des espèces intermédiaires étudiées (en par-

ticulier les nitrènes) nous a contraint à réaliser nos calculs au moyen d’une approche pluri-déterminentale de

type CASSCF (Complete Active Space) corrigée, une nouvelle fois, à l’aide d’une méthode de perturbation

MBPT développée à l’ordre 2 (CASPT2).

Mots clefs: méthode VPTn, spectroscopie infrarouge, chimie computationnelle, isomérie, symétrie brisée,

multi-configurationnelle, théorie de la fonctionnelle de la densité, CASPT2
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1 Introduction

In itself, the theme of identifying and characterising molecules in a given chemical environment

is not new. Indeed, for many decades, chemists in all fields have been looking for this ”grail”

with varying degrees of success. Among the experimental techniques commonly used to answer

this problem, vibrational spectroscopy (infrared, Raman, . . . ) is undoubtedly the one that has

allowed the greatest number of advances in fields as varied as biochemistry, agri-food, interstellar

chemistry and materials chemistry.

Recent developments in infrared spectroscopy (improvement in the resolution of lasers and

detectors, use of cavity ring dow systems, photoacoustics) have made it possible to improve the

detection, traceability and quantification of molecules in their ambient environment. IR spectra

are veritable fingerprints of molecules, allowing these systems to be identified irrevocably by

comparison with reference spectra available on pure compounds (when they exist).

The use of these spectroscopic studies lies in the fact that the molecules constituting the

environment studied (solvent and solute) are known a minima. The complexity of the problems

of traceability, isomerism, monitoring and fate of a set of poorly defined molecules makes the use

of experimental techniques delicate, sometimes risky and needing to be calibrated, so that it is

essential to use complementary techniques or to resort to the support of predictive modelling.
[1]

It is undeniable that the joint progress of modelling techniques and computer resources now

makes this tool an indispensable and effective tool for the identification of increasingly varied

molecular systems. Moreover, the increasing power of computers and the regular development

of computational methods and software make it possible to accurately process the electronic

structure with ab initio quantum computations.

The advantage of modelling in the field of vibrational spectroscopy is that it allows us to work

on a given, well-defined system in a controlled environment. In addition to this, the development

of modelling has made dazzling progress over the last twenty years. Not a single year has passed

without the computational limits and accuracies reached by these simulations being pushed back,

thanks to the development of methods adapted and developed within the context of precise and

controlled mathematical assumptions (which we will detail below). Nevertheless, in the field

of vibrational spectroscopy, it is not yet possible to produce results of such precision that the

comparison between experiment and theory is free of uncertainty.
[2]

This is the objective of our

research group, which we have set up between IPREM and the HiePACS project-team of Inria

Bordeaux Sud-Ouest. This consortium, which brings together partners from different disciplines,

makes it possible to bring together a range of complementary expertise. Every day, it strives to

remove the technological and conceptual obstacles to the development of calculation codes for

spectral assignment.

The work presented in this first part of the manuscript (chapter 2, 3 and 4) is therefore part

of these mathematical developments for the identification of complex chemical systems. The

calculations that we are developing are carried out within the framework of the Resolution of the

Schrodinger Vibrational Equation (RSVE), under the dual hypothesis of electrical and mechan-
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ical anharmonic approximations allowing the determination of the intensities and frequencies of

all the vibration modes intrinsic to a given chemical system, in a given environment. It is still

commonly accepted that a calculation conducted in a simpler hypothesis, the so-called harmonic

hypothesis, is sufficient to get a good deep insight of the molecular architecture. In reality, the

fundamental reasons why researchers prefer the harmonic approximation are both related to

the problem of computational cost and the lack of implementation of anharmonic approaches

in large commercial codes. In the strategy that we are developing, our calculations differ from

studies in the field in that they are placed precisely in the anharmonic hypothesis. Nevertheless,

it is important to know that a calculation carried out in the harmonic hypothesis generates an

error that the computational chemist usually ”controls” by an adapted corrective factor that he

applies to its results according to the calculation conditions used in the RSVE. Unfortunately,

this method of calculation, which has been used for some fifty years and which has made vibra-

tional spectroscopy modelling a somewhat empirical method in the minds of experimentalists,

is still subject to doubt concerning the accuracy of the identification of vibrators, since it is

fundamentally inconceivable that the error committed on each mode is the same for all and that

the proposed correction is universally applicable to all the systems studied, whatever the envi-

ronments in which they are found. Moreover, the calculations developed with this assumption

do not allow the identification of other vibrators than the fundamental modes since no coupling

between modes is taken into account.

The methods developed in our team are therefore based on theoretical infrared spectra, re-

quiring the calculation of vibrational properties (positions and intensities), beyond the harmonic

approximations usually used in standard theoretical chemistry software. If it is now possible to

solve the vibrational problem under these conditions in the mid-infrared range
[3]
, we still have

to continue to develop our approaches for the treatment of targeted spectral windows, of smaller

dimensions and which can be extended to the near-IR spectral zone in which active bands of

the harmonic type and/or combination bands develop (only accessible within the context of the

mathematical approximations that we propose in our so-called ’anharmonic’ approach).
[4]

Some theoretical background to these modelling approaches is given in Chapter 2. The

characterisation of the HCNO system and of the Formylnitrene, Cyanic, Isocyanic, Fulminic

and Isofulminic acids that can be formed chemically from HCNO will be presented after these

reminders as an illustration of the problems that such modelling generates. As of now, and

even before going into the details of the calculations that will have to be performed in order

to carry out such a study, it is important to remember from the beginning that the results of

the modelling for vibrational spectroscopy depend mainly on two parameters, i.e. the quality of

the potential energy surface (PES) and the mathematical method used to solve the Schrödinger

Vibrational Equation. In addition, it is also accepted that variational or VCC (Vibrational

Coupled Cluster)
[5]

approaches are the most capable of taking into account all the couplings

between all the vibration modes of a given system and give the most accurate theoretical results.

However, the recent upturn in the literature for perturbational approaches has led us to propose

15



in the last part of this chapter the development of the equations of the VPTn approaches (n=4

and 6) and to study the feasibility of their implementation with respect to the CVPT (Cannonical

Van Vleck Perturbational Theory) perturbation approaches, which are recognised as being the

reference approaches in the perturbational domain.

In a second part of this thesis, in chapter 5, we introduce some multi-determinant methods

that allow an approach applying a multi-configurational description of the system and taking into

account the correlation (static and dynamic). We therefore deemed it suitable to use the CASSCF

method.
[6]

This method takes into account both of the dynamic and static correlation energy.

However, the CASSCF method is mainly static electron correlation. So, in order to recover the

important part of the missed dynamic electron correlation, a multireference post-CASSCF as

multireference perturbation theory (MRPT) can be used. Meanwhile the CASSCF calculations

includes mostly the nondynamical (static) electron correlation, the post-CASSCF multireference

perturbation theory (MRPT) bring the part of dynamical electron configuration, that explain the

very good accuracy of this method. Several method are available and in this report, we decided to

work with CASPT2 (Complete active space perturbation theory at second order) method because

it is applicable to the CASSCF wavefunction.
[7,8]

But the major drawback of CASSCF is that

the number of configuration statefunction scales factorially with the number of active orbitals.

CASSCF calculations with a CAS larger than 16 electrons in 16 orbitals are currently not feasible.

One solution to this problem is the BS (Broken-Symmetry) method. This latter allows the study

of higher dimensional systems and is among the most widely used to ”estimate” the energy of

multi-configuration states in Kohn-Sham DFT. Thus, these computational methods, described

above, have enabled a study which was carried out on the reaction paths and more specifically

on the transition states and the reaction intermediates determination allowing the knowledge of

the path followed during the synthesis.

The first study concerns the rearrangement of nitrile oxides and nitrile ylides. Nitrile oxides

and nitrile ylides are really interesting 1,3-dipoles and often used in various cycloaddition re-

actions to produce five-membered heterocyclic compounds. There are six fundamental valence

tautomers named 1,3-dipolar, reverse 1,3-dipolar, 1,3-diradical, propargylic, allenic and carbenic.

The three last forms are predominant. It is also important to note that the energies of all differ-

ent structures are highly susbtituent-dependant. We will use computational methods to examine

the rearrangements of nitrile oxides and nitrile ylides under unimolecular reaction conditions,

as obtained for example in gas phase pyrolyses (flash vacuum pyrolysis, FVP) or noble gas

matrix photolyses. Then, the second study focuses on the analysis of the rearrangements to car-

bazoles, benzazirines, azepinediones and fulvenimines from benzotriazole and triazoloquinones.

Thanks to the calculation of the energy profiles, we will look at possible competitions between

Graebe-Ullmann-type cyclizations, benzazirine formation and Wolff-type ring contraction to ful-

venimines. Benzotriazoles are of interest in many synthetic reactions, in particular due to their

capacities to act as leaving groups, electron donors, electron withdrawers and radical or carbanion

precursors.
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2 Theoretical background of vibrational survey

The main objective of this section is to define the vocabulary and the fundamental notions

that we will use later, as the detailed development of the classical treatment of vibration can be

found in numerous works
[1,2]

and repeated in several thesis.
[3,4]

In summary, all vibrational spectroscopy modelling, whether developed in the harmonic or

anharmonic hypothesis, is directly dependent on the quality of the electronic molecular wave

function, i.e. on the consideration of the electronic correlation. Even though it is now common

to carry out RSVE for small systems, this criterion becomes almost prohibitive when it comes

to solving these same problems in the anharmonic hypothesis on larger systems.

2.1 Separation of rotational and vibrational movements

In an additional 0th order approximation to the Born-Oppenheimer approximation, nuclear

motions can be separated into two classes: rotational motions and vibrational motions. To do

this, it is necessary to explain the expression of the kinetic energy of the nuclei in the classical

sense and to localize the molecule in a reference frame respecting the Eckart conditions.
[5]

Let us consider, in this space a mobile reference frame oxyz, linked to the molecule, and a

fixed reference frame OXY Z, defining the translational and rotational movements of the mobile

reference frame. The motion of the mobile trihedron with respect to the fixed trihedron is

defined by the distance R and the instantaneous angular velocity α. The motion of the molecule

is defined by the mobile trihedron representing at each moment the position
→
rα of the nuclei α

with respect to their equilibrium position
→
aα. Let us be:

→
ρα=

→
rα − →

aα (2.1)

The velocity
→
vα of the αieme nucleus is therefore :

→
vα=

→
ṙα=

→
ρ̇α since by definition,

→
aα is

constant over time.

Thus, in the fixed reference frame, the velocity of this core is written:

→
Vα=

→
Ṙ +

(→
ω ∧ →

rα

)
+

→
vα (2.2)
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The total kinetic energy of the nuclei can be easily deduced from this expression:

2T = Ṙ2
∑
α

mα

(→
ω ∧ →

rα

)2
+
∑
α

mαv
2
α

+ 2
→
Ṙ
∑
α

mα
→
vα

+ 2

(→
Ṙ ∧ →

ω

)∑
α

mα
→
rα

+ 2
→
ω
∑
α

mα

(
→
rα ∧ →

vα

)
(2.3)

If we assume that the nuclei have no translational motion in the mobile system and that the

origin of the mobile system is the center of gravity of the molecule, then:

∑
α

mα
→
vα= 0 (2.4)

and ∑
α

mα
→
rα= 0 (2.5)

If, in addition, we consider that in the mobile trihedron the molecule has no rotational motion,

we can write:

∑
α

mα

(
→
aα ∧ →

vα

)
= 0 (2.6)

and thus ∑
α

mα

(
→
rα ∧ →

vα

)
=
∑
α

mα

(
→
ρα ∧ →

vα

)
(2.7)

The two conditions above are called Eckart conditions and simplify the expression (2.3):

2T = Ṙ2
∑
α

mα +
∑
α

mα

(→
ω ∧ →

rα

)2
+
∑
α

mαv
2
α + 2

→
ω
∑
α

mα

(
→
rα ∧ →

vα

)
(2.8)

The first term corresponds to the translational kinetic energy of the molecule. It does not

contribute to the quantification of the energy. The second term is the rotational kinetic energy.

The third term is the molecular vibrational energy. The last term is called the Coriolis term. It

is related to the interaction between rotation and vibration, and can be neglected if we consider

that the vibrational motions are of small amplitude:
→
rα≈

→
aα. This approximation, called the

Casimir condition
[6]
, is generally verified for elongation vibrations, as opposed to the very soft

torsional modes, which often remain poorly translated in this framework.

Consequently, the kinetic energy of nuclei can be written, to a first approximation, as the

sum of a rotational term and a vibrational term:

2Tn = 2TR + 2TV assuming that 2TV R = 0 (2.9)
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From a quantum point of view, the above considerations lead to separate the rotational and

vibrational motions of the nuclear equation into two distinct equations:

ψn
Rα

= ψR
Rα

• ψV
Rα

(2.10)

En = EV + ER (2.11)

with ψR
Rα

: rotational wave function,

ψV
Rα

: vibrational wave function,

ER : energy corresponding to the rotational wave function,

EV : energy corresponding to the vibrational wave function.

This gives the Schrödinger equation for vibrational motion:

(
T̂V + V̂V

)
ψV
Rα

= EV ψ
V
Rα

(2.12)

and the Schrödinger equation describing rotational motion, assuming that interatomic bonds do

not elongate during rotation (rigid rotator hypothesis):

TRψ
R
Rα

= ERψ
R
Rα

(2.13)

2.2 Kinetic energy of vibration

The kinetic energy of vibration of a molecule composed of n atoms in the Eckart frame is

written:

2TV =

n∑
α

mα

(
ẋ2α + ẏ2α + ż2α

)
(2.14)

with ẋα, ẏα, żα : components of the velocity
→
ρ̇α of the atom α.

By expressing this energy in the Cartesian coordinate system weighted by the masses (qx =

m
1/2
α xα, qy = m

1/2
α yα and qz = m

1/2
α zα), and without labelling the Cartesian axes, we obtain a

simplified expression, an explicit function of 3n coordinates:

2TV =

3n∑
i

q̇2i (2.15)

Matrix-wise, the above equation takes the form:

2TV = [q̇]
t
[q̇] (2.16)
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with q̇i : derivative of qi as a function of time

(
dqi
dt

)
,

[q̇]
t
: transpose matrix of [q̇].

Note that, in the space of unweighted Cartesian coordinates, we have:

2TV = [ẋ]
t
[Mα] [ẋ] (2.17)

2.3 Harmonic potential energy

The potential function is generally written as a Taylor series expansion in the region of

the equilibrium position. In the above coordinate space, it takes the form of a characteristic

polynomial of order n, whose development we restrict to order 2 under the harmonic assumption:

V = Veq +

3n∑
i

(
∂V

∂qi

)
eq

qi +
1

2!

3n,3n∑
i≤j

(
∂2V

∂qi∂qj

)
eq

qiqj (2.18)

The coefficients of this polynomial represent the nth derivatives of the potential function at

the geometric equilibrium structure. For this equilibrium configuration, V is equal to Veq; this

term of order 0 can be taken as a reference. Moreover, if the electronic state is a stable state, the

first derivatives
(

∂V
∂qi

)
eq

are zero. The coefficients of order 2 are called quadratic or harmonic

force constants (denoted f
(q)
ij in this space) and constitute the harmonic force field. Thus, the

harmonic potential function is written:

2V =

3n,3n∑
i≤j

f
(q)
ij qiqj (2.19)

or, in its matrix form:

2V = [q]
t
[fq] [q] (2.20)

2.4 Equations of Lagrange

2.4.1 Mass-weighted Cartesian coordinate space

The determination of the 3n vibrational motions and their frequency is done by solving the

3n Lagrange equations from the knowledge of the two fundamental functions of mechanics,

expressed in the two previous sub-parts:

d

dt

(
∂T

∂q̇i

)
+
∂V

∂qi
= 0 (2.21)
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i.e.:

q̈i +

3n∑
j

f
(q)
ij qj (2.22)

The solutions are of the form qi = qři cosλ
1/2t, where qři is the maximum amplitude of

the i-mode and λ1/2 is related to its vibration frequency. To determine the value of the 3n

frequencies, we inject these particular solutions into the 3n equations. Matrix-wise, this is

equivalent to diagonalizing the matrix [fq]. We obtain 6 zero eigenvalues corresponding to

the three translational and three rotational motions of the molecule (two rotational motions

if the molecule is linear) and 3n − 6 non-zero eigenvalues (5 in the case of a linear molecule),

corresponding to the vibrational motions of the molecule. From these eigenvalues we deduce the

wave numbers ϖ (expressed in cm−1) and the vibration frequencies ω (in Hz) by the relation :

λ1/2 = 2πcϖ = 2πω (2.23)

with c : celerity of light in vacuum.

When some eigenvalues are identical, corresponding to two or three different vibrational

motions of the same frequency, these modes are said to be doubly or triply degenerate. The

eigenvectors represent the motion of the atoms in mass-weighted Cartesian coordinates, induced

by the 3n−6 (or 3n−5) vibrations. These motions, specific to each vibration, are called ”normal

modes of vibration”. This new space, represented by an orthonormal reference frame where each

dimension corresponds to a harmonic vibrational motion of the molecule, constitutes a basis for

the construction of the vibrational Hamiltonian in quantum treatment.

2.4.2 Internal coordinate space: resolution by the method of Wilson

The choice of this space allows to reduce the dimension of the equations to be treated by

eliminating the zero eigenvalues corresponding to the translational and rotational motions of

the molecule. This is possible if we choose a reference frame that obeys the Eckart conditions.

Moreover, the molecular vibrations are studied in terms of variations in bond lengths and angular

deformations, which allows to assign a physical meaning to the force constants calculated in this

space.

Here, the expression of the kinetic energy is more complex, because it is necessary to define

a passage matrix of dimension (3n − 6) × 3n (noted [B]) between the Cartesian coordinates of

displacements x and the coordinates of displacement r: [r] = [B] [x]. According to the equation

(2.17), and assuming a transformation with constant coefficients, valid for small movements, the

kinetic energy is written:

2T = [ṙ]
t [
G−1

]
[ṙ] (2.24)

Hence : [
G−1

]
=
[
B−1

]t
[Mα]

[
B−1

]
(2.25)
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The potential energy is written as a function of the harmonic force constants expressed in

the internal coordinate basis:

2V = [r]
t
[
f (r)

]
[r] (2.26)

The resolution of the 3n − 6 equations of Lagrange amounts to diagonalizing the matrix

product [G]
[
f (r)

]
:

[G]
[
f (r)

]
[L] = [λ] [L] (2.27)

where [L] is the eigenvector matrix.

2.4.3 Internal symmetry coordinate space

An internal symmetry coordinate (denoted si) is a linear combination of internal coordinates

and can be a local mode of vibration. A mode of vibration can in turn be a linear combination

of several local modes with the same symmetry. This property is extremely important since, in

this space, it is possible to determine f
(s)
ij -zero harmonic force constants by simply applying the

direct product calculation rules from group theory. The matrices
[
G(s)

]
and

[
f (s)

]
have here the

property of being block-symmetric. An interesting study was carried out by Pulay
[7]

on the

construction of this space according to the different functional groups of organic compounds.

2.5 Quantum processing of vibration

Whether the classical approach is carried out in the space of Cartesian, internal or internal

symmetry coordinates, the aim is to express the normal coordinates, which are the only ones

capable of leading to the quantum treatment of the vibrational equation. In this space, the two

energies are expressed in quadratic form:

2T =

3n−6(5)∑
i=1

Q̇2
i =

[
Q̇
]t [

Q̇
]

(2.28)

2V =

3n−6(5)∑
i=1

λiQ
2
i = [Q]

t
[λ] [Q] (2.29)

and the corresponding Hamiltonian is written:

Ĥ = T̂ + V̂ =
1

2

3n−6(5)∑
i=1

(
Q̇2

i + λiQ
2
i

)
(2.30)

By associating these quantities with their corresponding operator,
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Q̂ = Q (2.31)

ˆ̇Q = P̂ = −iℏ ∂

∂Q
(2.32)

we obtain the vibrational Schrödinger equation:

3n−6(5)∑
i=1

∂2Ψ

∂Q2
i

+
2

ℏ2

E − 1

2

3n−6(5)∑
i=1

λiQ
2
i

Ψ = 0 (2.33)

Case of the non-degenerate oscillator: consider the following separations of variables,

Ψ(Q1, Q2, . . . , Q3n−6) = Ψ1(Q1)Ψ2(Q2) . . .Ψ3n−6(Q3n−6) (2.34)

E = E1 + E2 + . . .+ E3n−6 (2.35)

The equation (2.33) is therefore equivalent to solving (3n− 6) equations with only one variable:

d2Ψi(Qi)

dQ2
i

+
2

ℏ2

(
E − λi

2
Q2

i

)
Ψi (Qi) = 0 (2.36)

Usually, the normal coordinates Qi are replaced by the dimensionless normal coordinates

qi (not to be confused with the mass-weighted Cartesian coordinates defined in part 2.4.1) via

applying the relation:

Qi =

(
ℏ2

λi

)1/4

qi (2.37)

In this coordinate system, the one-dimensional vibrational Schrödinger equation takes the

well-known form:

d2Ψi(qi)

dq2i
+

(
2Ei

ℏλ1/2i

− q2i

)
Ψi (qi) = 0 (2.38)

There are infinitely many pairs (Ei,Ψi) solution of this equation, whose characteristics in the

dimensionless normal coordinate space are as follows:

Ψi (qi) = NviHvi (qi) e
− q2i

2 (2.39)

Ei =

∫
ΨiHiΨidqi = hcϖi

(
vi +

1

2

)
(2.40)
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with vi : vibrational quantum number of the coordinate qi, positive integer,

Nvi : normalisation factor for vibrational state functions (2.41),

Hvi(qi) : a polynomial of Hermite (2.42).

Nvi =
(
2vivi!

√
π
)−1/2

(2.41)

Hvi(qi) = (−1)υieq
2
i
dυi

dqυi
i

(
e−q2i

)
(2.42)

Note further that according to the part 2.4.1, these state functions are expressed in terms

of the normal coordinates and are therefore, in fact, orthogonal. This treatment is the most

general and can of course be applied when some eigenvalues are degenerate. In this case, we do

not explicitly discern a multiple degenerate mode but multiple single degenerate modes of the

same eigenvalue. We will call this type of treatment ”implicit degeneracy treatment” as opposed

to ”explicit degeneracy treatment” which we discuss in the next sub-section.

2.6 The anharmonic potential function

The concept of a normal mode of vibration is based on the assumption of infinitesimal

displacements around the equilibrium position. In reality, excited vibrational states or soft

modes correspond to large amplitude motions. In fact, the expression of the potential developed

in the part 2.3 is no longer sufficient, and terms of orders higher than 2 of the potential function

must be taken into account to model more accurately the vibrational spectrum of the molecule

studied. In the space of curvilinear internal coordinates of si symmetry1, the analytical form of

this function becomes:

Vv = Veq +

3n−6∑
i

(
∂V

∂si

)
eq

si +
1

2

3n−6∑
i≤j

(
∂2V

∂si∂sj

)
eq

sisj

+
1

3

3n−6∑
i≤j≤k

(
∂3V

∂si∂sj∂sk

)
eq

sisjsk

+
1

4

3n−6∑
i≤j≤k≤l

(
∂4V

∂si∂sj∂sk∂sl

)
eq

sisjsksl

+ . . . (2.43)

The derivatives of order 2, 3 and 4 are called quadratic, cubic and quartic force constants

respectively. The fourth-order truncation of the potential expression is, according to Maslen
[9]
,

sufficient to properly study highly excited stretching modes up to 10,000 cm−1. The different force

constants are determined, either classically by ab initio calculation (or DFT) of the molecular

1In the case of strongly anharmonic oscillators, coordinates of the type Simons-Parr-Finlan or coordinates

of the type Morse
[8]

can also be used
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energy for several nuclear configurations around the equilibrium position, or by a finite difference

procedure of the second or first derivatives of the electronic energy with respect to the nuclear

coordinates. The potential function is then expressed in the dimensionless normal mode space,

so that the Hamiltonian can be constructed in this basis. It then takes the form :

Vv
hc

=
1

2!

∑
i

ϖiq
2
i +

1

3!

∑
i,j,k

ϕijkqiqjqk +
1

4!

∑
i,j,k,l

ϕijklqiqjqkql (2.44)

where ϕijk and ϕijkl are, respectively, the cubic and quartic force constants, expressed in cm−1.

The relations between the third- and fourth-order derivatives of the equation (2.43) and the

ϕ, which are obtained by the terms of the [L] transition matrix, are detailed in reference.
[10]

When it is necessary to explain the degeneracy of the coordinates, we will use the notation of

Nielsen
[11]

in the dimensionless normal mode basis:

Vpot =

3n−6∑
i

ωi

2
q2i +

S∑
||S||1=3

KS

3n−6∏
i=1

qSi
i (2.45)

with ωi harmonic frequency (in cm−1) associated with the coordinate qi, ||S||1 the sum of the

elements of the multi-index S=(S1, S2, . . . , S3n−6) and S the maximum degree of the SEP.

The numerical values of the force constants can be determined in several ways. It is important

to note beforehand that the number of coefficients of the PES is a function of the number of

vibrators and the order of its expansion (although some terms can be determined simply by taking

into account molecular symmetry). There are three main families of methods for determining

force constants:

– Analytical methods: these consist of finding the analytical expression of the second,

third and fourth derivatives of the energy and calculating these derivatives at the

equilibrium configuration.

– Numerical methods: here, the value of the potential is calculated for different geomet-

ric structures of the system studied, and then an analytical function is fitted to the

grid of points thus obtained. The expression of this function is determined by linear

regression procedures. This approach is the most commonly used, because it leads to

results of satisfactory accuracy on the condition that there is a suitable redundancy

of information and a correct arrangement of the points on the field of calculation.

On the other hand, the computational effort becomes very quickly gigantic, forcing

the user to ”degrade” the quality of the method of calculating the molecular wave

function in order to be able to carry out the PES acquisition.

– Analytical-numerical methods: these approaches, proposed by Peter Pulay
[12]

, repre-

sent a compromise between the two previous derivation procedures. Here, a force field

of order n is constructed by finite differences using the available analytical derivatives

of order n − x. This method requires less computational efforts than the previous
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approach, but is numerically very sensitive, sometimes leading to results that are dif-

ficult to use when one wants to know the analytical form of a fourth-order potential

for large systems. Thus, a molecule of 10 atoms leads to 20475 ab initio calculations,

a number that is generally doubled to ensure the convergence of the results.

Independently of the family of methods used for the determination of the force constants, it is

important to underline the fact that the dimension of the problem increases in a very significant

way with the number of atoms of the system to be studied. It is sufficient to recall that the

study of a molecule of 12 atoms leads to 46376 ab initio calculations, i.e. more than double the

number of calculations necessary to treat the system of 10 atoms mentioned above. Moreover, it

is also important to recall that each of the terms (force constants) that constitute the analytical

expression of the PES does not contribute with the same intensity to the description of the

couplings between all modes.

Two approaches are currently being developed. The first is to remove from the PES the third

and fourth order monomials below a force constant predetermined by the user. The second is

to take into account the notion of ”energetic proximity” in order to eliminate from the PES the

third and fourth order monomials that couple the most energetically distant vibrational states.

Both of these criteria are intimately linked to the energy formulas resulting from the standard

perturbation method known as Rayleigh-Schrödinger, which we will develop hereafter and

which makes it possible to evaluate the energy correction brought by each vibrational state

to the energy of a given state through the mechanical ahnarmonicity. The first criterion is

directly correlated to the numerical value of the force constants Ks considered (present in the

numerator of the perturbation formulae), while the second criterion is directly correlated to the

energy difference of the modes coupled by this constant (term present in the denominator of the

perturbation formulae). This observation should allow us, in the near future, to have an efficient

and less ”arbitrary” control tool to effectively reduce the size of the PES useful for RSVE.

2.7 Matrix representation of the Hamiltonian, calculation of integrals

The first term of the equation (2.45) represents the Hamiltonian of order 0. This term is

diagonal. Therefore, the j (j ∈ [1, N ]) normalised eigenfunctions ψ
(0)
j,v , products of harmonic

oscillators Θ
(0)
j,v(qk) resulting from the treatment of the vibrational equation of order 0 form a

complete orthogonal system:

ψ
(0)
j,v =

nv∏
k=1

Θ
(0)
j,v(qk) with

〈
Θ

(0)
j,v

∣∣∣Θ(0)
j,v⟩ = δvkvk′ (2.46)

This system constitutes a basis of development of the i (i ∈ [1, Ns ]) (Ns ≤ N ) vibrational

wave functions sought |v ⟩i, constructed as linear combinations of eigenfunctions of order 0:

|v ⟩i = |v1, v2, . . . , vnv ⟩i =
∑
j

Cjψ
(0)
j,v (2.47)
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In the case of doubly degenerate modes, we will note the vibrational wave function associated

with the degenerate oscillator i: | v, l⟩i. It is then a question of solving the anharmonic vibrational

Schrödinger equation:

Ĥv,l | v, l⟩i = Ev,l | v, l⟩i (2.48)

This is usually done using perturbation or variation methods, or combined variation-

perturbation methods. For solving systems of equations such as (2.48), the computer tool be-

comes very valuable. Therefore, it is convenient to solve the problem in its algebraic form, i.e. to

represent it matrix-wise. For this purpose, we define the matrix representation of the Hamilto-

nian by projecting it into its basis of non-degenerate and doubly degenerate harmonic functions.

The matrix elements H(v,l)(v′,l′) are defined by the relation:

H(v,l)(v′,l′) =

∫
Ψ

(0)
(v,l)ĤΨ

(0)
(v′,l′)dq(i,j,...,nv) (2.49)

=
〈
(v, l)(0)

∣∣∣ Ĥ ∣∣∣(v′, l′)(0)〉 (2.50)

in which Ĥ is partitioned as follows:

Ĥ = Ĥ0 + Ĥ1 + Ĥ2 (2.51)

where Ĥ0 refers to the harmonic Hamiltonian, Ĥ1 and Ĥ2 translate the anharmonicity and

involve respectively the operators q3 and q4, these last ones being able to be decomposed in a

product of operators q
[13]

: q3 =

3∏
i,j,k

qiqjqk , q4 =

4∏
i,j,k,l

qiqjqkql. Since the variables are separable,

each matrix term decomposes into a product of single-mode integrals.

Case of non-degenerate modes: let the integral ⟨vα |q| v′α⟩, the monomode functions being in

this case characterized by Hermite polynomials, noted here H, the integral is written:

⟨v |q| v′⟩ = NvNv′

∫
e−q2HvqHv′dq (2.52)

It can be shown that there are recurrence relations between the polynomials, which leads

to:
[2]

⟨v |q| v′⟩ = NvNv′

∫
e−q2Hv′

(
vHv−1 +

1

2
Hv+1

)
dq (2.53)
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Because these polynomials are orthogonal, this integral is non-zero if v′ = v ± 1 and we obtain:

⟨v |q| v + 1⟩ = ⟨v + 1 |q| v⟩ =
√
v + 1

2
(2.54)

⟨v |q| v − 1⟩ = ⟨v − 1 |q| v⟩ =
√
v

2
(2.55)

As the limited expansion of the potential function is truncated to order 6 in our study, the

operators in the Hamiltonian are of type q, q2, q3, q4, q5 and q6. The result of the corresponding

integrals is tabulated.
[14]

2.8 Perturbation methods

There are two methods of perturbation calculation, namely the method known as the ”con-

tact transformation”, which originates from the work of Van Vleck
[15,16]

, and the standard

method known as Rayleigh-Schrödinger.
[17]

The last one is relatively simple to set up and

leads to the well known expressions of the energy :

ETot
(v,l) = E

(0)
(v,l) +H

(2)
(v,l),(v,l) +

∑
v ̸=v′

(H
(1)
(v,l),(v′,l′))

2

E
(0)
(v,l) − E

(0)
(v′,l′)

(2.56)

E
(0)
v et E

(0)
v′ being respectively the harmonic energies of the v and v′ states. The development

of the wave function is usually deduced from a perturbation treatment of order 1:

|v, l⟩(1) = |v, l⟩(0) +
∑
v ̸=v′

H(v,l),(v′,l′)

E
(0)
(v,l) − E

(0)
(v′,l′)

∗ |v′, l′⟩(0) (2.57)

Whatever the approach, the perturbational expression of the total vibration energy can be

formulated as follows:

E(v,l) =
∑
s

ωs

(
vs +

1

2

)
+
∑
t

ωt (vt + 1) +
∑
s≥s′

xss′

(
vs +

1

2

)(
vs′ +

1

2

)
(2.58)

+
∑
s,t

xst

(
vs +

1

2

)
(vt + 1) +

∑
t≥t′

(vt + 1) (vt′ + 1) +
∑
t≥t′

gtt′ ltlt′ + . . .

Fort practical reasons: q± = qx ± iqy.
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E(v,l) =
∑
s

ωs ⟨vs| q2s |vs⟩+
∑
t

ωt

∑
l

⟨vt, l| q2t |vt, l⟩

+
∑
s̸=s′

ksss′s′ ⟨vs| q2s |vs⟩ ⟨vs′ | q2s′ |vs′⟩+
∑
s=s′

kssss ⟨vs| q4s |vs⟩

+
∑
s,t

ksstt ⟨vs| q2s |vs⟩

(∑
l

⟨vt, l| qt+qt− |vt, l⟩

)

+
∑
t̸=t′

kttt′t′

(∑
l

⟨vt, l| qt+qt− |vt, l⟩

)(∑
l′

⟨vt′ , l′| qt′+qt′− |vt′ , l′⟩

)

+
∑
t=t′

ktttt

(∑
l

⟨vt, l| q2t+q
2
t− |vt, l⟩

)

− 1

2

∑
t=t′

kttttl
2
t +Θ(q3) (2.59)

where the indexes s and t refer respectively to the non- and doubly degenerate states, x and

g respectively anharmonicity constants depending on the cubic and quartic terms. While the

perturbation method is easy to program, and despite the fact that it is one of the most widely

used techniques for calculating an anharmonic spectrum
[18]

, its use remains limited since it is,

strictly speaking, only intended for calculating the lowest frequencies of a spectrum, a spectral

region where the density of vibrational states is low. This limitation of the perturbation theory

is due to the resonance phenomena (type Fermi
[19]

or Darling-Dennison
[20]) and to the fact

that, by truncating the function to order 4 ((semi) diagonal terms), it is not possible to take into

account all the interaction terms indispensable for the treatment of hot and combination bands.

Solutions to this problem have been developed over the last decade. We can cite, for exam-

ple, the contact transform vibrational Hamiltonian method, coupled with an automated proce-

dure for setting up and solving the relevant resonances specific to the systems of Martin and

Taylor
[21]

, the canonical high-order perturbation theory of Van Vleck
[11]

, or the Vibrational

Self-Consistent Field (VSCF) approximation which includes corrections concerning the correla-

tion between modes by the perturbation theory developed by Jung, Gerber and Norris. It is

called CC-VSCF for ”Correlation Corrected VSCF”.
[22–24]

2.9 Variational methods

The approximate solution of the vibrational Schrödinger equation by the variational method

consists in developing the eigenstates of Hv in the basis of the known eigenfunctions of the Hamil-

tonian of order 0, H
(0)
v , and then to diagonalise the matrix representation of this Hamiltonian.

Thus the problem amounts to computing the coefficients Cj of the eigenfunctions |v, l⟩i solutions
of the vibrational Hamiltonian Hv, so that:
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– |v, l⟩ be normalised :

⟨v, l| v, l⟩ =
N∑
j

C2
j (2.60)

– vibrational energy :

Ev,l = ⟨v, l |Hv,l| v, l⟩ =
N∑
j

C2
j

〈
ψ
(0)
j,v |Hv,l| ψ(0)

j,v

〉
+

N∑
j

N∑
k ̸=j

CjCk

〈
ψ
(0)
j,v |Hv,l| ψ(0)

j,v

〉
(2.61)

Ev,l =

N∑
j

C2
jHjj + 2

N∑
j

N∑
k ̸=j

CjCkHjk (2.62)

be minimal in view of the normalisation condition.

– the variation in energy leads to an extremum:

dEv,l =

N∑
j=1

∂Ev,l

∂Cj
dCj = 0 (2.63)

where

∂Ev,l

∂Cj
dCj = 2CjHjj + 2

N∑
k ̸=j

CkHjk (2.64)

The variations (∂Cj) are not independent of each other since they must simultaneously verify

the normalisation condition. The method of Lagrange multipliers makes it possible to take these

conditions into account. The application of the variation theorem thus leads to the calculation

of the unitary transformation (C) which diagonalizes the representation of the Hamiltonian (H):

(H)(C) = E(C) (2.65)

in the basis of the eigenfunctions of the unperturbed Hamiltonian in order to obtain the cor-

responding eigenvalues, energies of the vibrational levels, eigenvectors, vibrational states. The

vibrational solutions will be all the closer to the exact solutions as the (N) basis of development

tends towards infinity. As this last one is always finite and limited, the problem then is based

on the choice of the configurations of the space to be diagonalized. The selection strategies are

numerous
[25–30]

and very close to those practised in quantum chemistry for the methods allowing

to reach the electronic correlation energy.

2.9.1 Choice of the space to be diagonalized

The choice of the space to be diagonalized (Ns) has a great influence on the precision and

the speed of convergence of variational methods. The truncation of the complete space (N) is

a delicate problem that needs to be discussed as it is at the origin of the singularities of the
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different approaches.

For a better interpretation of a resonant vibrational spectrum, it is therefore preferable to

use a variational method, even if this type of method leads to known pitfalls. Indeed, the set

of data extracted from the potential function V grows rapidly with the size of the molecule, i.e.

proportionally to the number of vibrators and to the term g which represents the number of

non-zero terms of the PES. It is possible to show that this growth behaves like O(gN). However,

the accuracy of the method is entirely dependent on the quality of V and the obligation to take

into account a maximum of N vibrational configurations in the variational active space. The

solution sought will be all the closer to the exact solution as the N basis tends towards infinity;

however, this last being necessarily finite and limited, the problem thus lies in the choice of

the Ns configurations to be diagonalized. This point is crucial because the precision and the

convergence speed of the variational method depend greatly on this choice. The truncation made

on the N space has become a major axis of research, which has led to different methods, each

with its own specificities.

These selection methods are very similar to those used for the calculation of electronic cor-

relation energy in quantum chemistry. There are almost as many selective strategies as there

are programs based on configuration interaction (CI). In agreement with the two algorithms of

wyatt et al
[31]

, a method called P MWCI (Parallel Multiple Windows CI) based on the iterative

and parallelized construction (γ cycles) of ⟨Hv⟩ of the configuration space has been implemented.

The details are reported in reference.
[32]

More recently, a more efficient method, called A-VCI

(Adaptive Variational CI) has been developed in the laboratory to select, no longer the complete

matrix of the problem, but a sub-matrix sufficiently representative of the problem to allow us

to be able to compute the first eigenvalues of interest for our analyses (without ever having to

diagonalize the global matrix of the variational problem). Our analysis is based on a hierarchical

method similar to the variational Rayleigh-Ritz method using a new way to write the residual

error committed between two iterations. This adaptive algorithm was therefore developed in

order to correlate three conditions simultaneously, namely: a suitable starting space that has

no energy ”holes”, a controlled convergence criterion and a reasoned active space enrichment

procedure. The use of the residual allows us to control the most relevant direction(s), in which

it is necessary to enrich the active working space.

These methods are not unique, however, and among the various variational methods devel-

oped, we can cite as an example the innovative work of Bowman and Gerber on the VSCF

approach
[33–36]

, to the development of the MULTIMODE
[37]

and to the very efficient VCC (”Vi-

brational Coupled Cluster”) approach recently developed by Christiansen.
[38]

More recently,

an extension of the VSCF by introducing the Quasi-Degenerate Perturbation Theory (QDPT)

has been developed, in order to improve the description of the vibrational resonance in the case

of polyatomic molecules.
[39]

It is however important to recall here that the current average ac-

curacy of variational calculations on small organic systems is 1 to 15 cm−1, depending on the

nature of the motions studied. This is dependent on both the quality and the analytical form
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chosen to describe the force field. Finally, it should be noted that these approaches, which are

currently being developed, are only intended for the study of systems with less than 10 atoms in

total.

2.9.2 Variation-perturbation methods

In front of the impossibility of solving the high-dimensional secular problem associated

with a complete configuration interaction (CI), we have chosen in this work to use a variation-

perturbation method similar to the one developed in the field of CIPSI electron spectroscopy
[40]

,

which the ECP team has specialised in for over 20 years. In this method, the representation

of the vibrational Hamiltonian will be diagonalized in an iteratively constructed basis, and the

space of functions generated from an initial subspace S0 will have the information it contains

treated in a more approximate way by a Rayleigh-Schrödinger type perturbation method at

order 2 (on the energy).

The iterative process for the enrichment of the database is carried out with respect to the

coefficients of the generated functions that will be tested in the correction of the zero-order wave

function to the first order of perturbation. Only the functions that have a significant weight

(Cjj)
2, defined by the user, will be included in the database for the next iteration. This choice is

based on the fact that we try to describe as well as possible the wave functions associated with the

studied states. The description of the wave function is therefore improved by adding a correction

that takes into account the excitations of the wave function, using a second order Rayleigh-

Schrödinger perturbation method. For each state, the norm of the correction applied to the initial

function is calculated. This norm makes it possible to follow the importance of the correction and

to judge if the choice of the basis (the generator space) is judicious. The choice of the starting

base S0 therefore determines the quality of the calculation. It is necessary to include all the

vibrational functions (product functions of harmonic oscillators) that are considered important

for describing the states under study. In practice, the dimension of the basis can be of the order

of two hundred while the total space generated can be several thousands or tens of thousands.

A more precise detail of the variation-perturbation method is given below. The aim of the

algorithm is to construct a basis of vibrational functions (the ψ(0) eigenfunctions of H(0)) on

which to develop the eigenstates of H (H = H(0) +H ′)

H(0)ψ
(0)
i = E

(0)
i ψ

(0)
i (2.66)

with

ψ
(0)
i =

nv∏
k=1

Θ(0)
vk

(qk) with vk = 0, 1, 2, ... (2.67)
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At each iteration, the process of generating ψ(0) functions from the functions in S is as follows:

〈
ψ
(0)
i

∣∣∣H ′
∣∣∣ψ(0)

k

〉
with ψ

(0)
k /∈ S0 (2.68)

Let (S
(n)
m , ψ

(n)
0m , η

(n)
m , ψ

(n)
1m , E

(n)
0m , E

(n)
m ) represent the subspace S , the zeroth-order wave

function, the selection threshold, the 1-order wave function, the zeroth-order energy and the (n)-

corrected energy, respectively. The diagonalization of the Hamiltonian in the subspace S
(n)
m allows

us to obtain the wave function ψ
(n)
0m associated to the studied state, with associated eigenvalues

E
(n)
0m :

ψ
(n)
0m =

∑
i∈S

(n)
m

Ciψ
(0)
i (2.69)

〈
ψ
(n)
0m

∣∣∣H ∣∣∣ψ(n)
0m

〉
(2.70)

At iteration n, the energy associated with the studied state will be:

E(n)
m = E

(n)
0m + ϵ(n)m (2.71)

ϵ(n)m =
∑

j /∈S
(n)
m

∣∣∣〈ψ(0)
i

∣∣∣H ′
∣∣∣ψ(0)

j

〉∣∣∣2
E

(0)
(i) − E

(0)
(j)

(2.72)

ϵ
(n)
m is the correction due to the perturbation of the state m, described by the wave function ψ

(n)
0m

by all the functions generated from the functions of S
(n)
m . This leads to the function :

∣∣∣ψ(n)
1m

〉
=
∣∣∣ψ(n)

0m

〉
+
∑

j /∈S
(n)
m

|
〈
ψ
(0)
i

∣∣∣H ′
∣∣∣ψ(0)

j

〉
|

E
(0)
i − E

(0)
j

∣∣∣ψ(0)
j

〉
=
∣∣∣ψ(n)

0m

〉
+
∑

j /∈S
(n)
m

C
(n)
ij

∣∣∣ψ(0)
j

〉
(2.73)

Only the functions generated
∣∣∣ψ(0)

j

〉
whose coefficients of the development satisfy the condi-

tion : ∣∣∣C(n)
ij

∣∣∣ > η(n)m (2.74)

will contribute to the first order correction of the vibrational wave function. The subspace

S
(n)
m will be enhanced by the functions which have a significant weight (C

(n)
ij )2 (higher than a

threshold chosen by the user) thus serving to define the subspace S
(n+1)
m which will allow us, by

diagonalization, to generate the function ψ
(n+1)
0m and to restart a cycle, until we obtain a stable

result. Let us specify however that this notion of ”stable result” remains delicate to define, as

proved by our recent developments concerning the notion of residue.
[41]

Nevertheless, in general,

the vibrational wave function improves during the iterations, this improvement being obtained
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by decreasing the selection threshold (η
(n)
m ) as well as the weight (C

(n)
ij )2) of the chosen functions.

At the end of the iterative process, we will have :

– a carefully chosen subspace S, which will be treated by a variational method. The

eigenfunctions obtained are good approximations to the true solutions for the lower

energy states.

– a generated subspace, whose contribution to the vibrational energy will be evaluated

by summing the contributions to the second-order perturbation correction of each

of its constituent functions. The functions of the generated subspace must interact

weakly with those of the complementary space, so that the wave function ψ
(n)
1m is

normalised, which corresponds to :

∑
j /∈S

(n)
m

∣∣∣C(n)
ij

∣∣∣2 ∼= 0 (2.75)
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3 Application to a small system : HCNO – Formylnitrene,

Cyanic, Isocyanic, Fulminic and Isofulminic Acids and

their Interrelationships at DFT and CASPT2 Levels of

Theory.

The four acids, fulminic EQ1 (HCNO), isocyanic EQ2 (HNCO), cyanic EQ9 (HOCN), and

isofulminic EQ 5 (HONC) and their salts and esters are fundamental entities in chemistry. Silver

Fulminate (AgCNO) and Silver Cyanate (AgOCN) played a crucial role in the formulation of

the concept of Isomerism. Liebig had analyzed the elemental composition of silver fulminate,

AgCNO.
[1]

Wöhler analyzed silver cyanate in 1824, and formulated it as a salt of then unknown

cyanic acid, HOCN.
[2]

Since the two analyses were identical, Liebig concluded that Wöhler’s

analysis must be wrong, and Liebig’s own analysis of (impure) silver cyanate actually showed

that it contained less oxygen than the silver fulminate (71% AgO).
[3]

However, after conferring

with Wöhler, Liebig analyzed a sample of pure silver cyanate himself and confirmed Wöhler’s

composition (75.5% AgO).
[4,5]

The two became life-long friends and collaborators. The realiza-

tion that AgCNO and AgNCO have the same elemental composition contributed to Berzelius’

formulation of the concept of isomerism.
[6–9]

Examples cited by Berzelius were cyanic and ful-

minic acids, tartaric and the racemic tartaric acids, ammonium cyanate and urea, and the stannic

acids (then believed to be two different acids, α and β, but now understood to be SnO2 with

different particle sizes and colloidal properties).

Fulminic acid EQ1 has the structure HCNO,
[10,11]

i.e. it is formonitrile oxide. The dan-

gerously explosive, shock sensitive mercury and silver fulminates were prepared by Kunckel von

Löwenstern,
[12]

and more recently by the Englishman Edward Howard
[13]

and the Italian Luigi

Brugnatelli
[14–16]

. Howard isolated mercury fulminate as a grey powder by treating red mer-

curic oxide with nitric acid and ethanol and discovered that it exploded violently by addition

of sulfuric acid. He was severely injured in the process. Hg(CNO)2 has been used widely as

a detonator, or blasting cap, to initiate the explosion of dynamite (nitroglycerin absorbed in

diatomaceous earth). Fulminic acid EQ1 is obtained by acidification of a metal fulminate, but

this is a dangerous process. It is safely and easily prepared by FVP of 4-oximinoisoxazol-5(4H)-

ones.
[17]

Fulminic acid undergoes partial isomerization to isocyanic acid, EQ2 HNCO, at high

temperature.
[18]

Gas phase photolysis results in dissociation reactions with only a low yield of

HNCO formed.
[18]

Cyanic acid, EQ9 HOCN, rearranges very easily to isocyanic acid, EQ2 HNCO, for example

due to wall collisions when it is generated in FVP experiments, but it has been characterized

by matrix IR and gas phase microwave spectroscopies.
[19,20]

Isofulminic acid, EQ5 HONC, was

elusive until a few years ago, when it was characterized by pulsed microwave spectroscopy.
[21]

A fifth isomer, formylnitrene EQ3 H-C(O)-N is a potential link between the four acids and

the simplest member of the acylnitrenes, which are potential intermediate in the preparatively
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and industrially important Curtius rearrangement
[22]

of acyl acides to isocyanates (Eq.3.1).
[23]

Photolysis of formyl azide, HCON3, yields EQ2 HNCO quantitatively (Eq.3.1, R = H).
[24]

(3.1)

The thermal Curtius rearrangement is usually concerted, but it may be either concerted or

stepwise in photolyses.
[25]

In addition to phenyl isocyanate (PhNCO) a very small amount of

phenyl cyanate (PhOCN) were formed in the matrix photolysis of benzoyl azide.
[26]

Autrey and Schuster suggested a closed-shell singlet ground state for aroylnitrene on chemical

grounds and because they were not observable by ESR spectroscopy.
[27]

The singlet ground

state arises due to partial bond formation between the acyl oxygen and the nitrene nitrogen,

with the result that the singlets can be described as resonance hybrids of distorted closed-shell

singlet nitrenes CSS(a) and oxazirines CSS(b) (Eq.3.1). This is the case for cyanoformylnitrene,

NC-CO-N
[28]

, acetylnitrene
[29]

and the aroylnitrenes.
[27,30–33]

The corresponding triplets T and

the higher-lying open-shell singlets OSS retain true nitrene structures. When the S-T gap is

small enough, an equilibrium between a closed-shell singlet acylnitrene/oxazirine and a triplet

acylnitrene may obtain, i.e. such nitrenes may become bistable.
[23,34]

Calculations on the EQ1 HCNO isomers were performed at the STO-3G and 4-31G levels

by Poppinger, Radom and Pople.
[35]

Neither formylnitrene nor the oxaziridine were found to be

stable species at these levels.

Fueno et al.
[36]

described the oxazirine structure EQ3 (CSS(b)) of HC(O)N with a long N-O

bond and an NCO angle of 94.1°. This was the ground state (1A’) with the triplet (3A”) and the

OSS (1A”) lying ∼2 Kcal/mol and 20 Kcal/mol higher, respectively, both with a normal nitrene-

type NCO angle of ∼121° at the CASSCF(4,4) level. A very small barrier of 2.9 Kcal/mol was

found for the isomerization of the oxazirine to HNCO and a 16.5 Kcal/mol higher barrier for the

isomerization to HOCN. The barriers for isomerization to HCNO and HONC were 81 and 71

Kcal/mol, respectively, but the latter value was higher than the energy required for dissociation

of HONC into HO + NC.

Calculations by Mebel et al.
[37]

at the B3LYP/6-311G(d,p) did not locate a transition state

(TS) for rearrangement to HNCO, but a TS for rearrangement to HOCN was located just 0.7

Kcal/mol above the oxazirine CSS(b).

Shapley and Backskay located the TS for the rearrangement of the oxazirine EQ3 CSS(b)

to EQ2 HNCO 30 Kcal/mol above the oxazirine at the G2 level, but a direct path from EQ3

H(CO)N to EQ9 HOCN was not located. The singlet triplet splitting was calculated as -2.5

Kcal/mol, i.e. the CSS is the ground state.
[38]
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Pritchina et al.
[31,32]

found the nitrene singlet-triplet splitting (EQ3) to be positive at B3LYP

and CCSD levels but -0.13 Kcal/mol at the CCSD(T)/cc-pVQZ//CCSD(T)/cc-pVTZ level, and

this was further lowered to -0.72 Kcal/mol with complete basis set extrapolation.

DFT calculations at the PBE/TZ2P level gave an activation energy of 20.9 Kcal/mol for

rearrangement of the singlet formylnitrene EQ3 to EQ2 HNCO, and a singlet-triplet splitting

of -1 Kcal/mol was derived. The barrier was found to be significantly lower for MeC(O)N and

PhC(O)N.
[39]

Schaefer and al. calculated the heats of formation of the four acids and the NCO radical at

the CCSD(T) level of theory.
[40]

Recently, global reaction route mapping consisting of anharmonic downward distortion fol-

lowing and multi-component artificial force induced reaction methods was employed with the

ωB97-XD functional combined with the 6-311G(d,p) basis set to map the relationships between

the HCNO isomers.
[41]

The nitrene HC(O)N EQ3 and oxazirine EQ6 HCON were considered

as separate entities with a large energy separation (52 Kcal/mol), the oxazirine being of the

lowest energy, and a high barrier between them (114 Kcal/mol from the nitrene), but the nitrene

calculated this way was not the CSS.

In order to help the experimenters to identify the HCNO compounds present in their exper-

iments, we started by determining the various reaction paths linking all the species potentially

present in the experiments as recalled in the brief state of the art reported above. This study

was carried out at the B3LYP/6-31+G** and CASPT2(10,10)/6-311G** levels (Figure 3.1 and

Figure 3.2 respectively), taking into account the multi-determinant character of certain species

present in the reaction paths. Our calculations show first of all that the number of reaction

intermediates, canonical intersections and stable molecules in their singlet and triplet electronic

states (for which it will be necessary to study the spectral signatures one by one) is very large and

requires that we be able to provide very precise theoretical results (due to the presence of com-

mon chemical functions present for several species potentially present). The precise theoretical

study of these spectral signatures requires that one be able to solve, a minima, the vibrational

Schrödinger equation under the assumption of mechanical anharmonicity on each of the situ-

ations. This implies, for each system, dealing with two real challenges to these resolutions:

the construction of the Potential Energy Surface (PES) and the resolution of the Vibrational

Schrödinger Equation (RSVE)
[2,9]

in order to obtain the energy levels and consequently the

fundamental harmonic and anharmonic wave numbers describing the vibrational spectra (fre-

quencies).
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Figure 3.1: Reaction paths linking all the species potentially present in the experiments of the
four acids, fulminic EQ1 (HCNO), isocyanic EQ2 (HNCO), cyanic EQ9 (HOCN), and isofulminic
EQ5 (HONC) calculated at the DFT B3LYP/6-31+G** level. All energies are in Kcal/mol.
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Figure 3.2: Reaction paths linking all the species potentially present in the experiments of the
four acids, fulminic EQ1 (HCNO), isocyanic EQ2 (HNCO), cyanic EQ9 (HOCN), and isofulminic
EQ5 (HONC) calculated at the CASPT2(10,10)/6-311G** level. All energies are in Kcal/mol.
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The work that we must undertake for such a problem consists first of all in questioning the

precision that we seek to obtain on the final calculation (and thus on the PES) especially as the

systems that we are studying (as a reminder - chemical systems made up of only 4 atoms i.e. H, C,

N and O) will all generate, one by one, a size of PES such that for each system several hundreds

of thousands of terms could be necessary to determine. The search for an optimal analytical

expression of the PES is an ongoing discussion within the theoretical chemistry community.

Among the existing solutions, the determination of the analytical form of the PES by means

of a Taylor series extension using curvilinear displacement coordinates remains one of the most

legitimate (2.43). In practice these series are truncated to fourth order. The quadratic, cubic,

quartic force constants from these functions are obtained by fitting electronic energy data for

various nuclear configurations close to their optimised geometry.

Another major problem related to the determination of the PES, and important to men-

tion here, concerns the construction of functions that best describe the whole working space

(of dimension 3N-6 with N representing the number of atoms present in the system studied).

Unfortunately, in practice, and whatever the analytical function that is supposed to fit the PES,

certain portions of the space (in general as far as possible from the equilibrium state under

study) present areas that are poorly or not at all described electronically. The study of these

’holes’ (loss of convexity, saddle point . . . ) is a problem that very few researchers have yet ad-

dressed. The absence of holes would allow us to ensure that we obtain a PES adapted to each

chemical system without creating numerical limitations as is often the case in studies reported

in the literature (in an insidious way and often ignored by most researchers in the field). In

the absence of holes, the quality and accuracy of our results would be guaranteed. In practice,

we are never sure that the truncated series at fourth order do not generate holes. One of the

solutions currently recommended to avoid these holes is, failing to fill them efficiently, to push

them back ’a little further’. This consists in using a truncation of the Taylor series beyond the

fourth order. Another advantage of such a development is that it allows the force constants be-

yond fourth order to be obtained numerically - terms which are precisely necessary to implement

a perturbation approach beyond the conventional VPT2 type approach and whose convergence

can be very much questioned in some of the cases studied.

The second barrier to be removed is therefore the RSVE. As mentioned in the previous

chapters, the perturbative approach is probably the simplest to implement and has long been the

most widely used. The zero-order Hamiltonian (eq. 4.1) is in general the vibrational Hamiltonian

in the harmonic approximation. Indeed, in this case, the Schrödinger equation admits an exact

solution. All coupling terms between modes and anharmonicity are considered as perturbations

(see chapter 4). In the case where the second order perturbation treatment is no longer restricted,

the energy of the calculated vibrational states is then expressed as polynomial functions of the

vibrational quantum numbers ν̄. This form is the same as the one used by experimenters to fit

spectra, which therefore allows a simple comparison between experiment and theory.

This approach is, in principle, the simplest available. It is also ideal for the study of large
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systems for which a variational approach is not feasible. However, it is necessary to be aware

that such an approach:

– is less accurate for obtaining the wave function (than it is for obtaining the frequen-

cies). Indeed, if we obtain the energy at order n from the perturbation theory, this

corresponds, at the same time, to obtaining the wave function at order n-1,

– does not (or hardly) allow to deal with strongly coupled systems (the partition given

by the equation 4.2 to 4.8 is not adapted anymore),

– It is difficult to treat systems with a high degree of anharmonicity,

– and finally, becomes deficient when approaching near-degenerate problems.

In order to get around most of the problems mentioned above, the natural solution is to

develop the perturbation approach at higher orders of the perturbation theory. To our knowledge,

only two approaches have begun these developments. Firstly, the work of Stanton et al
[42]

in

2018, from which we have mainly drawn inspiration in this work (since their approach uses

the standard Rayleigh-Schrödinger perturbation theory (RSPT) in the context of the Watson

Hamiltonian in rectilinear normal coordinates). The equations for the perturbation corrections

reported hereafter (chapter 4) and which are derived from our developments have been extended

to order 6 (Stanton having stopped his development at order 4). The main purpose of these

developments is to provide computer developers with all potentially programmable terms.

The other method that starts these difficulties is the one recently updated by S. Kras-

noshcheko, used since the 1950s by Nielsen and essentially developed by Sibert et al in the

1990s. The basic idea of the Canonical Van Vleck Perturbation Theory approach is to transform

the Hamiltonian of an initial complex representation
[43]

into a final representation in which the

physical properties of interest are not modified. These properties can then be obtained simply by

diagonalization in a basis of size restricted to the initial size. Formally, this amounts to finding

change-of-base matrices (using the matrix T = exp(iλS)) that allow the physical information to

be reconcentrated in blocks that are much simpler to diagonalise. This approach has allowed, to

this day, to study the vibrational and rovibrational spectra of many tetraatomic and pentaatomic

systems. Its development in the form of an operator gives it a very high speed of calculation

and requires very little memory space. The method has been successfully reviewed by Kras-

noshcheko et al. on systems of up to eight atoms (diborane molecule) using a PES of order 6

and for which the results are in very good agreement (over 98% of the problem) with the most

accurate variational results that can be achieved (at the same PES) using the AVCI (Adaptive

Variational CI) approach
[44–46]

, method developed in the framework of our collaboration with

INRIA researchers.

The study of the spectral signatures of the formaldehyde molecule is a representative illustra-

tion of the current performance of these perturbative VPTn approaches with respect to the most

accurate variational calculations available. The potential energy surface used in the calculations

reported in Table 1 is obviously common to each calculation and has been constructed on a grid
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of 5000 points of electronic energies calculated at the CCSD(T) level in ANO1 basis. Similar

calculations will have to be carried out on fulminic (HCNO), isocyanic (HNCO), cyanic (HOCN)

and isofulminic (HONC) acids from a PES determined to order 8 (in collaboration with S. Kras-

noshcheko and al) even if the example of the formaldehyde molecule leads us to believe that the

correction of order 6 (VPT6) is certainly very weak with regard to the computer developments

that its implementation will engender.

Table 1: Fundamental and overtones levels of formaldehyde molecule obtained at the
CCSD(T)/ANO1 level of theory.

Level Harmonic VPT2 VPT4 Variational

ν1 3835.96 3659.07 3660.65 3660.33

ν2 1658.56 1605.56 1605.90 1605.36

ν3 3947.71 3756.68 3758.50 3758.33

2ν1 7671.92 7232.57 7208.67 7207.98

2ν2 3317.13 3176.35 3177.21 3174.46

2ν3 7895.42 7415.41 7450.75 7449.89

ν1 + ν2 5494.53 5248.11 5251.06 5249.12

ν1 + ν3 7783.67 7249.60 7256.51 7255.51

ν2 + ν3 5606.28 5342.25 5244.97 5344.09

The aim of this last part of this chapter is the comparison of the variational and perturbational

approaches for the resolution of the vibrational Hamiltonian on an example equivalent to the

four acids, fulminic EQ1 (HCNO), isocyanic EQ2 (HNCO), cyanic EQ9 (HOCN), and isofulminic

EQ5 (HONC) on the H2CO molecule, see below Figure 3.3. More precisely, the goal is to provide

an analysis in order to compare the variational (A-VCI) and perturbational (VPT2, CVPT2 and

CVPT4) approaches to compute a vibrational spectrum (see Figure 3.3 and Table 2). In all

the following cases, the same sextic force field (PES), Coriolis coefficients and dipole moment

coefficients are used in all methods. Moreover, codes give the same results for integral evaluation,

Hamiltonian matrix coefficients and ”raw” AVCI(4) calculation. Thus, the only differences that

we can observe come from the way of solving the vibrational equation, with specific features for

each method:

– The A-VCI method takes into consideration relevant highly excited wavefunctions

to build the Hamiltonian matrix, without removing couplings. Eigen-pairs are then

directly computed in this (often large) basis without any post-treatment.

– The CVPT method starts with the VCI(4) basis of wavefunctions, and uses unitary

matrices to transform the Hamiltonian matrix into a quasi-diagonal form. This elim-

inates couplings except in the case of explicitly processed Fermi and Darlin-Dennison
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resonances. Then, perturbative formulae are applied on the eigenvalues of this quasi-

diagonal Hamiltonian.

– The VPT2 approach uses quadratic, all relevant cubic and quartic force constants to

create a quartic force field.

It is important, at this level, to give final details on the force field used in this work. Dur-

ing the last decade, several anharmonic force fields of molecular systems consisting of three to

twelve atoms were calculated with methods that were recognized as providing good vibrational

predictions with wavenumbers being less than 10cm−1 in agreement with the experimental data.

Among those methods, MRCI (multireference CI) and CCSD(T)
[47]

were shown to provide very

good spectroscopic predictions when the basis set used are of triple zeta quality or higher. When

the size of the system becomes large, the anharmonic force field can be calculated by a Møller-

Plesset perturbative method or by the popular DFT (Density Functional Theory) method. These

last two methods have shown their ability to correctly account, at lower cost, the anharmonic

constants in the study of organic systems.
[48–50]

These observations make it reasonable to ex-

pect that a new combined way of determining the hybrid force fields
[51–54]

, where the structural

parameters and the harmonic constants are calculated by using CCSD(T) method, whereas the

cubic, quartic, quintic and sextic force constants expressed in the basis of the normal CCSD(T)

modes are determined by a MP2 or a DFT method, to be an adapted process for the treatment

of large-scale molecular systems. The quadratic force constants which allow the calculation of

the harmonic frequencies were determined at the CCSD(T)/cc-pVQZ level of theory. The cubic,

quartic, quintic and sextic force constants were determined at the MP2/aug-cc-pVTZ level of

theory.
[55]
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Figure 3.3: H2CO: Comparison between experimental data, CVPT(4)-VCI(4) computation and
A-VCI computation using ϵ = 0.0001.
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Table 2: H2CO: Comparison between experimental data, CVPT(4)-VCI(4) CVPT(2)-VCI(4),
VPT2 computation and A-VCI computation using ϵ = 0.0001.
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4 Development of the vibrational perturbation theory at

order n (VPTn)

4.1 Development at the second, fourth and sixth order (VPT2, VPT4,

VPT6)

The vibrational perturbation theory (VPT) method and the variational method are the two

theoretical methods for establishing an infrared spectrum. The major advantage and disadvan-

tage of these methods is that the variational method is a very accurate but expensive and slow

method while the vibrational perturbation theory method is fast but less accurate. However, it is

important to note that the VPT method is only developed to order 2 which means that there is a

lack of information to describe the systems. Indeed, for small or simple systems, the second-order

vibrational perturbation theory (VPT2) method is sufficient but when we have more complex

systems and take into account physico-chemical effects, VPT2 is limited. Therefore, the devel-

opment of the method to higher orders (4 and 6) would allow the addition of information and

thus increase the accuracy of the method for an acceptable time and calculation cost.

4.1.1 Hamiltonian operator and wave function: starting point

We took the harmonic solutions of systems as solutions to the zero order. For the harmonic

solutions, the eigenfunctions and eigenvalues are well known and the Schrodinger’s equation is

the following:

H0Ψv = E(0)
v Ψv (4.1)

with E
(0)
v the energy at the zero-order of the system, H the Hamiltonian operator and Ψ the

wave function of the system.

In perturbation, for system with an infinite number of non-degenerate levels, we add some

terms of perturbations and the wave function, the Hamiltonian and the energy become:

H = H(0) + λH(1) + λ2H(2) + ...

Ev = E(0)
v + λE(1)

v + λ2E(2)
v + ...

Ψ = Ψ(0)
v + λΨ(1)

v + λ2Ψ(2)
v + ...

Let’s note that λ is an arbitrary parameter.

We reintroduce in the (4.1) and we make the decision to take up to sixth-order. We treat, in

a first time the left part and then the right part.
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The left part corresponds to:

HΨv = (H(0) + λH(1) + λ2H(2) + λ3H(3) + λ4H(4) + λ5H(5) + λ6H(6))(Ψ(0)
v + λΨ(1)

v + λ2Ψ(2)
v

+ λ3Ψ(3)
v + λ4Ψ(4)

v + λ5Ψ(5)
v + λ6Ψ(6)

v )

= H(0)Ψ(0)
v + λH(0)Ψ(1)

v + λ2H(0)Ψ(2)
v + λH(1)Ψ(0)

v + λ2H(1)Ψ(1)
v + λ3H(1)Ψ(2)

v + λ2H(2)Ψ(0)
v

+ λ3H(2)Ψ(1)
v + λ4H(2)Ψ(2)

v + λ3H(0)Ψ(3)
v + λ4H(0)Ψ(4)

v + λ4H(1)Ψ(3)
v + λ5H(1)Ψ(4)

v

+ λ5H(2)Ψ(3)
v + λ6H(2)Ψ(4)

v + λ3H(3)Ψ(0)
v + λ4H(3)Ψ(1)

v + λ5H(3)Ψ(2)
v + λ6H(3)Ψ(3)

v

+ λ7H(3)Ψ(4)
v + λ4H(4)Ψ(0)

v + λ5H(4)Ψ(1)
v + λ6H(4)Ψ(2)

v + λ7H(4)Ψ(3)
v + λ8H(4)Ψ(4)

v

+ λ5H(0)Ψ(5)
v + λ6H(1)Ψ(5)

v + λ7H(2)Ψ(5)
v + λ8H(3)Ψ(5)

v + λ9H(4)Ψ(5)
v + λ10H(5)Ψ(5)

v

+ λ11H(6)Ψ(5)
v + λ6H(0)Ψ(6)

v + λ7H(1)Ψ(6)
v + λ8H(2)Ψ(6)

v + λ9H(3)Ψ(6)
v + λ10H(4)Ψ(6)

v

+ λ11H(5)Ψ(6)
v + λ12H(6)Ψ(6)

v + λ5H(5)Ψ(0)
v + λ6H(5)Ψ(1)

v + λ7H(5)Ψ(2)
v + λ8H(5)Ψ(3)

v

+ λ9H(5)Ψ(4)
v + λ6H(6)Ψ(0)

v + λ7H(6)Ψ(1)
v + λ8H(6)Ψ(2)

v + λ9H(6)Ψ(3)
v + λ10H(6)Ψ(4)

v

= H(0)Ψ(0)
v + λH(0)Ψ(1)

v + λ2H(0)Ψ(2)
v + λH(1)Ψ(0)

v + λ2H(1)Ψ(1)
v + λ2H(2)Ψ(0)

v

+ λ3H(1)Ψ(2)
v + λ3H(2)Ψ(1)

v + λ3H(0)Ψ(3)
v + λ3H(3)Ψ(0)

v + λ4H(0)Ψ(4)
v + λ4H(1)Ψ(3)

v

+ λ4H(3)Ψ(1)
v + λ4H(4)Ψ(0)

v + λ4H(2)Ψ(2)
v + λ5H(0)Ψ(5)

v + λ5H(1)Ψ(4)
v + λ5H(2)Ψ(3)

v

+ λ5H(3)Ψ(2)
v + λ5H(4)Ψ(1)

v + λ5H(5)Ψ(0)
v + λ6H(0)Ψ(6)

v + λ6H(1)Ψ(5)
v + λ6H(2)Ψ(4)

v

+ λ6H(3)Ψ(3)
v + λ6H(4)Ψ(2)

v + λ6H(5)Ψ(1)
v + λ6H(6)Ψ(0)

v

We do exactly the same with the right part:

EvΨv = (E(0)
v + λE(1)

v + λ2E(2)
v + λ3E(3)

v + λ4E(4)
v + λ5E(5)

v + λ6E(6)
v )(Ψ(0)

v + λΨ(1)
v + λ2Ψ(2)

v

+ λ3Ψ(3)
v + λ4Ψ(4)

v + λ5Ψ(5)
v + λ6Ψ(6)

v )

= E(0)
v Ψ(0)

v + λE(0)
v Ψ(1)

v + λ2E(0)
v Ψ(2)

v + λE(1)
v Ψ(0)

v + λ2E(1)
v Ψ(1)

v + λ3E(1)
v Ψ(2)

v + λ2E(2)
v Ψ(0)

v

+ λ3E(2)
v Ψ(1)

v + λ4E(2)
v Ψ(2)

v + λ3E(0)
v Ψ(3)

v + λ4E(0)
v Ψ(4)

v + λ4E(1)
v Ψ(3)

v + λ5E(1)
v Ψ(4)

v

+ λ5E(2)
v Ψ(3)

v + λ6E(2)
v Ψ(4)

v + λ3E(3)
v Ψ(0)

v + λ4E(3)
v Ψ(1)

v + λ5E(3)
v Ψ(2)

v + λ6E(3)
v Ψ(3)

v

+ λ7E(3)
v Ψ(4)

v + λ4E(4)
v Ψ(0)

v + λ5E(4)
v Ψ(1)

v + λ6E(4)
v Ψ(2)

v + λ7E(4)
v Ψ(3)

v + λ8E(4)
v Ψ(4)

v

+ λ5E(0)
v Ψ(5)

v + λ6E(1)
v Ψ(5)

v + λ7E(2)
v Ψ(5)

v + λ8E(3)
v Ψ(5)

v + λ9E(4)
v Ψ(5)

v + λ10E(5)
v Ψ(5)

v

+ λ11E(6)
v Ψ(5)

v + λ6E(0)
v Ψ(6)

v + λ7E(1)
v Ψ(6)

v + λ8E(2)
v Ψ(6)

v + λ9E(3)
v Ψ(6)

v + λ10E(4)
v Ψ(6)

v

+ λ11E(5)
v Ψ(6)

v + λ12E(6)
v Ψ(6)

v + λ5E(5)
v Ψ(0)

v + λ6E(5)
v Ψ(1)

v + λ7E(5)
v Ψ(2)

v + λ8E(5)
v Ψ(3)

v

+ λ9E(5)
v Ψ(4)

v + λ6E(6)
v Ψ(0)

v + λ7E(6)
v Ψ(1)

v + λ8E(6)
v Ψ(2)

v + λ9E(6)
v Ψ(3)

v + λ10E(6)
v Ψ(4)

v

= E(0)
v Ψ(0)

v + λE(0)
v Ψ(1)

v + λ2E(0)
v Ψ(2)

v + λE(1)
v Ψ(0)

v + λ2E(1)
v Ψ(1)

v + λ2E(2)
v Ψ(0)

v

+ λ3E(1)
v Ψ(2)

v + λ3E(2)
v Ψ(1)

v + λ3E(0)
v Ψ(3)

v + λ3E(3)
v Ψ(0)

v + λ4E(0)
v Ψ(4)

v + λ4E(1)
v Ψ(3)

v

+ λ4E(3)
v Ψ(1)

v + λ4E(4)
v Ψ(0)

v + λ4E(2)
v Ψ(2)

v + λ5E(0)
v Ψ(5)

v + λ5E(1)
v Ψ(4)

v + λ5E(2)
v Ψ(3)

v

+ λ5E(3)
v Ψ(2)

v + λ5E(4)
v Ψ(1)

v + λ5E(5)
v Ψ(0)

v + λ6E(0)
v Ψ(6)

v + λ6E(1)
v Ψ(5)

v + λ6E(2)
v Ψ(4)

v

+ λ6E(3)
v Ψ(3)

v + λ6E(4)
v Ψ(2)

v + λ6E(5)
v Ψ(1)

v + λ6E(6)
v Ψ(0)

v
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In order to simplify the resolution, we split the equation for each order.

λ0 →H(0)Ψ(0)
v = E(0)Ψ(0)

v (4.2)

λ1 →H(0)Ψ(1)
v +H(1)Ψ(0)

v = E(0)
v Ψ(1)

v + E(1)
v Ψ(0)

v (4.3)

λ2 →H(0)Ψ(2)
v +H(1)Ψ(1)

v +H(2)Ψ(0)
v = E(0)

v Ψ(2)
v + E(1)

v Ψ(1)
v + E(2)

v Ψ(0)
v (4.4)

λ3 →H(0)Ψ(3)
v +H(1)Ψ(2)

v +H(2)Ψ(1)
v +H(3)Ψ(0)

v = E(0)
v Ψ(3)

v + E(1)
v Ψ(2)

v + E(2)
v Ψ(1)

v + E(3)
v Ψ(0)

v

(4.5)

λ4 →H(0)Ψ(4)
v +H(1)Ψ(3)

v +H(3)Ψ(1)
v +H(4)Ψ(0)

v +H(2)Ψ(2)
v = E(0)

v Ψ(4)
v + E(1)

v Ψ(3)
v + E(3)

v Ψ(1)
v

+ E(4)
v Ψ(0)

v + E(2)
v Ψ(2)

v (4.6)

λ5 →H(0)Ψ(5)
v +H(1)Ψ(4)

v +H(2)Ψ(3)
v +H(3)Ψ(2)

v +H(4)Ψ(1)
v +H(5)Ψ(0)

v = E(0)
v Ψ(5)

v + E(1)
v Ψ(4)

v

+ E(2)
v Ψ(3)

v + E(3)
v Ψ(2)

v + E(4)
v Ψ(1)

v + E(5)
v Ψ(0)

v (4.7)

λ6 →H(0)Ψ(6)
v +H(1)Ψ(5)

v +H(2)Ψ(4)
v +H(3)Ψ(3)

v +H(4)Ψ(2)
v +H(5)Ψ(1)

v +H(6)Ψ(0)
v = E(0)

v Ψ(6)
v

+ E(1)
v Ψ(5)

v + E(2)
v Ψ(4)

v + E(3)
v Ψ(3)

v + E(4)
v Ψ(2)

v + E(5)
v Ψ(1)

v + E(6)
v Ψ(0)

v (4.8)

For the sake of clarity, we will write Ψ
(0)
v , Ψ

(0)
k , Ψ

(0)
l , Ψ

(0)
m , Ψ

(0)
n , Ψ

(0)
p and Ψ

(0)
q like |v⟩, |k⟩,

|l⟩, |m⟩, |n⟩, |p⟩, |q⟩ respectively. We will also shorten E
(0)
v in v and E

(0)
k in k and so one.

4.1.2 The zero-order to the energy

In equation (4.2), we project on ⟨v|:

⟨v|H(0) |v⟩ = ⟨v|E(0)
v |v⟩

= E(0)
v ⟨v|v⟩

Let’s remember that δij is the Kronecker symbol and the property of orthonormality:

⟨i|j⟩ = δij

if i=j δij = 1

if i̸=j δij = 0

So, we obtain:

E(0)
v = ⟨v|H(0) |v⟩ (4.9)

We just recall that we choose to take the harmonic solutions like solutions of the zeroth order.
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4.1.3 The first-order correction to the energy and to the wave function

By solving the equation above (4.3), we determine the correction at the first-order. Before

to do the development, it is very important to mention the fact that in quantum mechanic, all

linear combinations of solutions is also solution. Therefore, we can write the following equality:

Ψ(1)
v =

∑
k ̸=v

αkΨ
(0)
k (4.10)

Let’s take the equation (4.3):

H(0)Ψ(1)
v +H(1)Ψ(0)

v = E(0)
v Ψ(1)

v + E(1)
v Ψ(0)

v

(H(0) − E(0)
v )Ψ(1)

v = (E(1)
v −H(1))Ψ(0)

v (4.11)

Knowing the solution at the zeroth order and according to the knowledge of linear combina-

tions, we have:

H(0)Ψ(1)
v = H(0)

∑
k ̸=v

αkΨ
(0)
k

=
∑
k ̸=v

αkE
(0)
k Ψ

(0)
k

Hence, we can write by substituting in equation (4.11):

∑
k ̸=v

αk(k − v) |k⟩ = (E(1)
v −H(1)) |v⟩ with

∑
k ̸=v

αk(k − v) = constant (4.12)

As in the part 4.1.2, we project on ⟨v|, in order to research the energy correction to the first

order

⟨v|
∑
k ̸=v

αk(k − v)) |k⟩ = ⟨v| (E(1)
v −H(1)) |v⟩

∑
k ̸=v

αk(k − v) ⟨v|k⟩ = ⟨v| (E(1)
v −H(1)) |v⟩

∑
k ̸=v

αk(k − v) ⟨v|k⟩ = ⟨v|E(1)
v |v⟩ − ⟨v|H(1) |v⟩

with ⟨v|k⟩ = 0

and ⟨v|E(1)
v |v⟩ = E(1)

v ⟨v|v⟩ = E(1)
v

E(1)
v − ⟨v|H(1) |v⟩ = 0

E(1)
v = ⟨v|H(1) |v⟩ (4.13)
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As we can see, the first-order correction to the energy is equal to the mean value of the

perturbed Hamiltonian operator when the system is in non-perturbed state. Let’s move on the

first-order correction to the wave function. To find it, we need to come back to the equation

(4.12). This time, let’s project on another wave function ⟨j| with j ̸=v and having the same

property than the wave function ⟨v|.∑
k ̸=v

αk(k − v) |k⟩ = (E(1)
v −H(1)) |v⟩

⟨j|
∑
k ̸=v

αk(k − v) |k⟩ = ⟨j| (E(1)
v −H(1)) |v⟩ (4.14)

If we focus on the left term:

⟨j|
∑
k ̸=v

αk(k − v) |k⟩ = ⟨j|
∑
k ̸=v

α1(E
(0)
1 − E(0)

v ) |Ψ(0)
1 ⟩+ ⟨j|

∑
k ̸=v

α2(E
(0)
2 − E(0)

v ) |Ψ(0)
2 ⟩+ . . .

+ ⟨j|
∑
k ̸=v

αj−1(E
(0)
j−1 − E(0)

v ) |j − 1⟩+ ⟨j|
∑
k ̸=v

αj(j − v) |j⟩+ . . . (4.15)

We have ⟨j|k⟩ = 0 for all the term except when k = j, where we have ⟨j|j⟩ = 1. So this gives

us:

⟨j|
∑
k ̸=v

αk(k − v) |k⟩ = ⟨j|
∑
k ̸=v

αj(j − v) |j⟩ = αj(j − v)

We obtain the following equation:

αj(j − v) = ⟨j| (E(1)
v −H(1)) |v⟩

αj(j − v) = ⟨j| (E(1)
v |v⟩ − ⟨j|H(1)) |v⟩ ⟨j| (E(1)

v ) |v⟩ = 0

αj(j − v) = −⟨j|H(1)) |v⟩

αj(v − j) = ⟨j|H(1)) |v⟩

αj =
⟨j|H(1) |v⟩
v − j

(4.16)

Now that we know the value of the constant α, we just have to replace in the formula of the

linear combination:

Ψ(1)
v =

∑
k ̸=v

αkΨ
(0)
k

Ψ(1)
v =

∑
k ̸=v

⟨k|H(1) |v⟩
(v − k)

Ψ
(0)
k (4.17)

The equation (4.17) is the final result that correspond to the first-order correction to the

wave function.
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4.1.4 The second-order correction to the energy and to the wave function

Now, we look for the second-order correction using the same technique. We introduce the

wave function Ψ
(2)
v as the following linear combination:

Ψ(2)
v =

∑
l ̸=v

αlΨ
(0)
l (4.18)

We start from equation (4.4) and we separate the second-order terms from the zero-order

terms and from the first-order terms.

H(0)Ψ(2)
v +H(1)Ψ(1)

v +H(2)Ψ(0)
v = E(0)

v Ψ(2)
v + E(1)

v Ψ(1)
v + E(2)

v Ψ(0)
v

(H(0) − E(0)
v )Ψ(2)

v = (E(1)
v −H(1))Ψ(1)

v + (E(2)
v −H(2))Ψ(0)

v (4.19)

Thus, by replacing the Ψ
(2)
v (see equation ??) by its value in H(0)Ψ

(2)
v , we have:

H(0)
∑
l ̸=v

αlΨ
(0)
l =

∑
l ̸=v

αlE
(0)
l Ψ

(0)
l

So, the equation (4.19) becomes (also note that we replace Ψ
(1)
v , see equation 4.10):

∑
l ̸=v

αl(l − v) |l⟩ =
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ (E(2)

v −H(2)) |v⟩ (4.20)

Then, we multiply by the wavefunction ⟨v|,

⟨v|
∑
l ̸=v

αl(l − v) |l⟩ = ⟨v|
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ ⟨v| (E(2)

v −H(2)) |v⟩

∑
l ̸=v

αl(l − v) ⟨v|l⟩ = ⟨v|
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ E(2)

v ⟨v|v⟩ − ⟨v|H(2)) |v⟩

⟨v|l⟩ = 0 and ⟨v|v⟩ = 1

⟨v|
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ E(2)

v − ⟨v|H(2) |v⟩ = 0

⟨v|
∑
k ̸=v

αkE
(1)
v |k⟩ − ⟨v|

∑
k ̸=v

αkH
(1)
v |k⟩+ E(2)

v − ⟨v|H(2) |v⟩ = 0

−⟨v|
∑
k ̸=v

αkH
(1)
v |k⟩+ E(2)

v − ⟨v|H(2) |v⟩ = 0

⟨v|H(2) |v⟩+
∑
k ̸=v

αk ⟨v|H(1)
v |k⟩ = E(2)

v
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Knowing αk (equation 4.16), we can deduce:

E(2)
v = ⟨v|H(2) |v⟩+

∑
k ̸=v

⟨k|H(1)) |v⟩
(v − k)

⟨v|H(1)
v |k⟩

E(2)
v = ⟨v|H(2) |v⟩+

∑
k ̸=v

(⟨k|H(1)) |v⟩)2

v − k
(4.21)

As previously, we are looking for the second order correction of the wave function following

the same approach used to determine the first order correction of the wave function, i.e. by

projection of the wave function ⟨j| into the equation (4.20).

∑
l ̸=v

αl(l − v) |l⟩ =
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ (E(2)

v −H(2)) |v⟩

∑
l ̸=v

αl(l − v) ⟨j|l⟩ = ⟨j|
∑
k ̸=v

αk(E
(1)
v −H(1)) |k⟩+ ⟨j| (E(2)

v −H(2)) |v⟩

αj(j − v) =
∑
k ̸=v

αkE
(1)
v ⟨j|k⟩ −

∑
k ̸=v

αk ⟨j|H(1) |k⟩+ E(2)
v ⟨j|v⟩ − ⟨j|H(2) |v⟩

withj ̸= k, ⟨j|k⟩ = 0 ⟨j|v⟩ = 0

αj(j − v) = −
∑
k ̸=v

αk ⟨j|H(1) |k⟩ − ⟨j|H(2) |v⟩

αj(v − j) =
∑
k ̸=v

αk ⟨j|H(1) |k⟩+ ⟨j|H(2) |v⟩

αj =
∑
k ̸=v

αk ⟨j|H(1) |k⟩
(v − j)

+
⟨j|H(2) |v⟩
(v − j)

Let’s remember that αk is equal to the following equation: αk = ⟨k|H(1)|v⟩
(v−k) . So we can

determine αj ,

αj =
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(1) |k⟩
(v − k)(v − j)

+
⟨j|H(2) |v⟩
(v − j)

(4.22)

We deduce the correction of the wave function to the second order by replacing in equation

4.18,

Ψ(2)
v =

∑
l ̸=v

[
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩
(v − k)(v − l)

+
⟨l|H(2) |v⟩
(v − l)

]Ψ
(0)
l (4.23)
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4.1.5 The third-order correction to the energy and to the wave function

After the second-order correction, we seek the third order correction using the same method

of resolution. We introduce the wave function Ψ
(3)
v as the following linear combination:

Ψ(3)
v =

∑
m ̸=v

αmΨ(0)
m (4.24)

Let’s solve the equation (4.5),

H(0)Ψ(3)
v +H(1)Ψ(2)

v +H(2)Ψ(1)
v +H(3)Ψ(0)

v = E(0)
v Ψ(3)

v + E(1)
v Ψ(2)

v + E(2)
v Ψ(1)

v + E(3)
v Ψ(0)

v

(H(0) − E(0)
v )Ψ(3)

v = (E(1)
v −H(1))Ψ(2)

v + (E(2)
v −H(2))Ψ(1)

v + (E(3)
v −H(3))Ψ(0)

v (4.25)

We begin by replacing the wavefunction Ψ
(3)
v by its value (see equation 4.24):

H(0)
∑
m̸=v

αmΨ(0)
m =

∑
m̸=v

αmE
(0)
m Ψ(0)

m

Let’s replace also Ψ
(2)
v and Ψ

(1)
v by

∑
l ̸=v

αlΨ
(0)
l and

∑
k ̸=v

αkΨ
(0)
k respectively. So, the equation

(4.25) becomes:

∑
m̸=v

αm(m− v) |m⟩ =
∑
l ̸=v

αl(E
(1)
v −H(1)) |l⟩+

∑
k ̸=v

αk(E
(2)
v −H(2)) |k⟩+ (E(3)

v −H(3)) |v⟩

(4.26)

By decomposition and projection on the wavefunction ⟨v|, we write:

∑
m̸=v

αm(m− v) ⟨v|m⟩ =
∑
l ̸=v

αlE
(1)
v ⟨v|l⟩ −

∑
l ̸=v

αl ⟨v|H(1) |l⟩+
∑
k ̸=v

αkE
(2)
v ⟨v|k⟩

−
∑
k ̸=v

αk ⟨v|H(2) |k⟩+ E(3)
v ⟨v|v⟩ − ⟨v|H(3) |v⟩

If we look at the left side (i.e. to the the left of the equal),

∑
m̸=v

αm(m− v) ⟨v|m⟩ = 0 like ⟨v|m⟩ = 0

Knowing that ⟨v|l⟩ and ⟨v|k⟩ are equal to zero and ⟨v|v⟩ = 1 , the right side can be simplify

and we obtain the following equation,
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−
∑
l ̸=v

αl ⟨v|H(1) |l⟩ −
∑
k ̸=v

αk ⟨v|H(2) |k⟩+ E(3)
v − ⟨v|H(3) |v⟩ = 0

E(3)
v =

∑
l ̸=v

αl ⟨v|H(1) |l⟩+
∑
k ̸=v

αk ⟨v|H(2) |k⟩+ ⟨v|H(3) |v⟩

We just have now to substitute αk and αl (see eq.(4.16) and eq.(4.22)),

E(3)
v = ⟨v|H(3) |v⟩+

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |k⟩
(v − k)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨v|H(1) |l⟩
(v − k)(v − j)

+
∑
l ̸=v

⟨j|H(2) |v⟩ ⟨v|H(1) |l⟩
(v − j)

E(3)
v = ⟨v|H(3) |v⟩+ 2

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |k⟩
(v − k)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨v|H(1) |l⟩
(v − k)(v − j)

(4.27)

Let’s take the equation (4.26) to found the third-order correction of the wave function. We

decompose and then we multiply by ⟨j| with j ̸= v:

∑
m ̸=v

αm(m− v) ⟨j|m⟩ =
∑
l ̸=v

αlE
(1)
v ⟨j|l⟩ −

∑
l ̸=v

αl ⟨j|H(1) |l⟩+
∑
k ̸=v

αkE
(2)
v ⟨j|k⟩

−
∑
k ̸=v

αk ⟨j|H(2) |k⟩ − ⟨j|H(3) |v⟩+ E(3)
v ⟨j|v⟩

Because of j ̸= v, only the last term is equal to zero, using the same principle than the

equation (4.15), we have:

αj(j − v) =
∑
l ̸=v

α
′′

jE
(1)
v −

∑
l ̸=v

αl ⟨j|H(1) |l⟩+
∑
k ̸=v

α
′

jE
(2)
v

−
∑
k ̸=v

αk ⟨j|H(2) |k⟩ − ⟨j|H(3) |v⟩

αj(v − j) = −
∑
l ̸=v

α
′′

jE
(1)
v +

∑
l ̸=v

αl ⟨j|H(1) |l⟩ −
∑
k ̸=v

α
′

jE
(2)
v

+
∑
k ̸=v

αk ⟨j|H(2) |k⟩+ ⟨j|H(3) |v⟩
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Let’s recall that:

E(1)
v = ⟨v|H(1) |v⟩

E(2)
v = ⟨v|H(2) |v⟩+

∑
k ̸=v

(⟨k|H(1)) |v⟩)2

v − k

According to a rule on integrals that shows the following relationships:

⟨Ψi|H(1) |Ψi±1⟩ ≠ 0 else = 0

⟨Ψi|H(2) |Ψi⟩ ≠ 0 else = 0

⟨Ψi|H(2) |Ψi±2⟩ ≠ 0 else = 0

We can substitute and remove the term equal to zero,

αj(v − j) =
∑
l ̸=v

αl ⟨j|H(1) |l⟩ − α
′

j ⟨v|H(2) |v⟩ −
∑
k ̸=v

α
′

j

(⟨k|H(1)) |v⟩)2

v − k

+
∑
k ̸=v

αk ⟨j|H(2) |k⟩+ ⟨j|H(3) |v⟩

αj =
⟨j|H(3) |v⟩
(v − j)

+
∑
l ̸=v

αl
⟨j|H(1) |l⟩
(v − j)

+
∑
k ̸=v

αk
⟨j|H(2) |k⟩
(v − j)

− α
′

j

⟨v|H(2) |v⟩
(v − j)

−
∑
k ̸=v

α
′

j

(⟨k|H(1)) |v⟩)2

(v − k)(v − j)

αj =
⟨j|H(3) |v⟩
(v − j)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨j|H(1) |l⟩
(v − k)(v − l)(v − j)

+
∑
l ̸=v

⟨j|H(1) |l⟩ ⟨l|H(2) |v⟩
(v − l)(v − j)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(2) |k⟩
(v − k)(v − j)

− ⟨j|H(1) |v⟩ ⟨v|H(2) |v⟩
(v − j)2

−
∑
k ̸=v

⟨j|H(1) |v⟩ (⟨k|H(1)) |v⟩)2

(v − k)(v − j)2
(4.28)

with α
′

j is αk with the index j, so α
′

j = ⟨j|H(1)|v⟩
(v−j) . We re-inject in the equation of the wave

function that is give the third-order correction of the wave function,

Ψ(3)
v =

∑
m ̸=v

[
⟨m|H(3) |v⟩
(v −m)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩
(v − k)(v − l)(v −m)

+
∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩
(v − l)(v −m)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩
(v − k)(v −m)

− ⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩
(v −m)2

−
∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1)) |v⟩)2

(v − k)(v −m)2
]Ψ(0)

m (4.29)
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4.1.6 The fourth-order correction to the energy and to the wave function

First of all, we introduce the wave function Ψ
(4)
v as the following linear combination:

Ψ(4)
v =

∑
n ̸=v

αnΨ
(0)
n (4.30)

We solve the equation (4.6) like previously for the lower order in order to obtain the correction

for the energy as well the wave function. The first step is to rearrange the equation in order to

isolate the term relating to the wavefunction at the fourth order.

H(0)Ψ(4)
v +H(1)Ψ(3)

v +H(3)Ψ(1)
v +H(4)Ψ(0)

v +H(2)Ψ(2)
v = E(0)

v Ψ(4)
v + E(1)

v Ψ(3)
v + E(3)

v Ψ(1)
v

+ E(4)
v Ψ(0)

v + E(2)
v Ψ(2)

v

(H(0) − E(0)
v )Ψ(4)

v =(E(1)
v −H(1))Ψ(3)

v + (E(2)
v −H(2))Ψ(2)

v + (E(3)
v −H(3))Ψ(1)

v

+ (E(4)
v −H(4))Ψ(0)

v (4.31)

As before for the lower orders, we use our introduction of the wavefunction Ψ
(4)
v by its value

H(0)Ψ
(4)
v which results in:

H(0)
∑
n ̸=v

αnΨ
(0)
n =

∑
n ̸=v

αnE
(0)
n Ψ(0)

n

Let’s substitue also Ψ
(3)
v , Ψ

(2)
v and Ψ

(1)
v , the equation (4.31) becomes,∑

n ̸=v

αn(n− v) |n⟩ =
∑
m̸=v

αm(E(1)
v −H(1)) |m⟩+

∑
l ̸=v

αl(E
(2)
v −H(2)) |l⟩

+
∑
k ̸=v

αk(E
(3)
v −H(3)) |k⟩+ (E(4)

v −H(4)) |v⟩ (4.32)

If we multiply by the wavefunction ⟨v|, this leads to the corresponding:∑
n ̸=v

αn(n− v) ⟨v|n⟩ =
∑
m ̸=v

αm ⟨v| (E(1)
v −H(1)) |m⟩+

∑
l ̸=v

αl ⟨v| (E(2)
v −H(2)) |l⟩

+
∑
k ̸=v

αk ⟨v| (E(3)
v −H(3)) |k⟩+ ⟨v| (E(4)

v −H(4)) |v⟩

∑
n ̸=v

αn(n− v) ⟨v|n⟩ =
∑
m ̸=v

αmE
(1)
v ⟨v|m⟩ −

∑
m̸=v

αm ⟨v|H(1) |m⟩+
∑
l ̸=v

αlE
(2)
v ⟨v|l⟩

−
∑
l ̸=v

αl ⟨v|H(2) |l⟩+
∑
k ̸=v

αkE
(3)
v ⟨v|k⟩ −

∑
k ̸=v

αk ⟨v|H(3)) |k⟩

+ E(4)
v ⟨v|v⟩ − ⟨v|H(4)) |v⟩ (4.33)
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Firstly, we just work on the left term,∑
n ̸=v

αn(n− v) ⟨v|n⟩ = 0 like ⟨v|n⟩ = 0

Secondly, knowing that ⟨v|m⟩, ⟨v|l⟩ and ⟨v|k⟩ are equal to zero and ⟨v|v⟩ = 1, we can deter-

mine the right side and it can be simplify like this,

0 = −
∑
m̸=v

αm ⟨v|H(1) |m⟩ −
∑
l ̸=v

αl ⟨v|H(2) |l⟩

−
∑
k ̸=v

αk ⟨v|H(3)) |k⟩+ E(4)
v − ⟨v|H(4)) |v⟩

E(4)
v =

∑
m̸=v

αm ⟨v|H(1) |m⟩+
∑
l ̸=v

αl ⟨v|H(2) |l⟩

+
∑
k ̸=v

αk ⟨v|H(3)) |k⟩+ ⟨v|H(4)) |v⟩

E(4)
v = ⟨v|H(4)) |v⟩+ 2

∑
m ̸=v

⟨m|H(3) |v⟩ ⟨v|H(1) |m⟩
(v −m)

+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(1) |m⟩
(v − k)(v − l)(v −m)

+ 2
∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |k⟩ ⟨k|H(2) |v⟩ ⟨v|H(1) |l⟩
(v − l)(v − k)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(1) |m⟩
(v − k)(v −m)

−
∑
m̸=v

(⟨m|H(1) |v⟩)2 ⟨v|H(2) |v⟩
(v −m)2

−
∑
m̸=v

∑
k ̸=v

(⟨m|H(1) |v⟩)2(⟨k|H(1)) |v⟩)2

(v − k)(v −m)2
+
∑
l ̸=v

⟨l|H(2) |v⟩2

(v − l)
(4.34)

It’s mandatory to determine the fourth-order correction of the wavefunction, if we want to

go further and notably to the fifth- and sixth-order of the development. So, we go back to the

equation (4.32), we are projecting on wavefunction ⟨j| and apply the method seen in equation

(4.15) to simplify the following equation:

∑
n ̸=v

αn(n− v) ⟨j|n⟩ =
∑
m̸=v

αmE
(1)
v ⟨j|m⟩ −

∑
m̸=v

αm ⟨j|H(1) |m⟩+
∑
l ̸=v

αlE
(2)
v ⟨j|l⟩

−
∑
l ̸=v

αl ⟨j|H(2) |l⟩+
∑
k ̸=v

αkE
(3)
v ⟨j|k⟩ −

∑
k ̸=v

αk ⟨Ψ0
j |H(3) |k⟩

+ E(4)
v ⟨j|v⟩ − ⟨j|H(4) |v⟩
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αj(j − v) = −
∑
m ̸=v

αm ⟨j|H(1) |m⟩+ α
′

jE
(2)
v −

∑
l ̸=v

αl ⟨j|H(2) |l⟩

−
∑
k ̸=v

αk ⟨Ψ0
j |H(3) |k⟩ − ⟨j|H(4) |v⟩

αj(v − j) =
∑
m̸=v

αm ⟨j|H(1) |m⟩ − α
′

jE
(2)
v +

∑
l ̸=v

αl ⟨j|H(2) |l⟩

+
∑
k ̸=v

αk ⟨Ψ0
j |H(3) |k⟩+ ⟨j|H(4) |v⟩

αj =
∑
m̸=v

αm
⟨j|H(1) |m⟩

(v − j)
−
α

′

jE
(2)
v

(v − j)
+
∑
l ̸=v

αl
⟨j|H(2) |l⟩
(v − j)

+
∑
k ̸=v

αk

⟨Ψ0
j |H(3) |k⟩
(v − j)

+
⟨j|H(4) |v⟩
(v − j)

(4.35)

And in order to get the value of the constant αj , we reinject each term found previously: αm,

α
′

j , αl, and αk.

αj =
∑
m ̸=v

⟨m|H(3) |v⟩ ⟨j|H(1) |m⟩
(v −m)(v − j)

+
∑
m ̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨j|H(1) |m⟩
(v − l)(v −m)(v − j)

+
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨j|H(1) |m⟩
(v − k)(v − l)(v −m)(v − j)

+
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨j|H(1) |m⟩
(v − k)(v −m)(v − j)

−
∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨j|H(1) |m⟩
(v −m)2(v − j)

−
∑
m ̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨j|H(1) |m⟩
(v − k)(v −m)2(v − j)

−
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨j|H(1) |k⟩
(v − k)(v − j)2

−
∑
l ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨j|H(1) |l⟩ ⟨l|H(1) |v⟩
(v − k)(v − l)(v − j)2

− ⟨j|H(2) |v⟩ ⟨v|H(2) |v⟩
(v − j)2

−
∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨j|H(2) |v⟩
(v − k)(v − j)2

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(2) |l⟩ ⟨l|H(1) |k⟩
(v − k)(v − l)(v − j)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨j|H(2) |l⟩
(v − l)(v − j)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(3) |k⟩
(v − k)(v − j)

+
⟨j|H(4) |v⟩
(v − j)

(4.36)
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From now on, we can deduce the fourth-order correction of the wave function,

Ψ(4)
v =

∑
n ̸=v

[
∑
m ̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩
(v −m)(v − n)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩
(v − l)(v −m)(v − n)

+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩
(v − k)(v − l)(v −m)(v − n)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩
(v − k)(v −m)(v − n)

−
∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩
(v −m)2(v − n)

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩
(v − k)(v −m)2(v − n)

−
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩
(v − k)(v − n)2

−
∑
l ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(1) |l⟩ ⟨l|H(1) |v⟩
(v − k)(v − l)(v − n)2

− ⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩
(v − n)2

−
∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩
(v − k)(v − n)2

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩
(v − k)(v − l)(v − n)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩
(v − l)(v − n)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩
(v − k)(v − n)

+
⟨n|H(4) |v⟩
(v − n)

]Ψ(0)
n (4.37)
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4.1.7 The fifth-order correction to the energy and to the wave function

We consider the wave function Ψ
(5)
v as the following linear combination:

Ψ(5)
v =

∑
p ̸=v

αpΨ
(0)
p (4.38)

In a first step, we look for the energy correction at order 5. Starting from the equation (4.7)

and by the fact that we are posed just above as Ψ
(5)
v =

∑
p ̸=v

αpΨ
(0)
p , the equation can be expressed

∑
p ̸=v

αp(p− v) |p⟩ =
∑
n ̸=v

αn(E
(1)
v −H(1)) |n⟩+

∑
m ̸=v

αm(E(2)
v −H(2)) |m⟩+

∑
l ̸=v

αl(E
(3)
v −H(3)) |l⟩

+
∑
k ̸=v

αk(E
(4)
v −H(4)) |k⟩+ (E(5)

v −H(5)) |v⟩ (4.39)

Note that Ψ
(4)
v , Ψ

(3)
v , Ψ

(2)
v and Ψ

(1)
v have also been replaced by equations 4.30, 4.24, 4.18 and

4.10, respectively.

In order to produce the expression for the energy correction the wave function ⟨v| is inserted
as follows:

∑
p ̸=v

αp(p− v) ⟨v|p⟩ =
∑
n ̸=v

αn ⟨v| (E(1)
v −H(1)) |n⟩+

∑
m ̸=v

αm ⟨v| (E(2)
v −H(2)) |m⟩

+
∑
l ̸=v

αl ⟨v| (E(3)
v −H(3)) |l⟩+

∑
k ̸=v

αk ⟨v| (E(4)
v −H(4)) |k⟩

+ ⟨v| (E(5)
v −H(5)) |v⟩∑

p ̸=v

αp(p− v) ⟨v|p⟩ =
∑
n ̸=v

αnE
(1)
v ⟨v|n⟩ −

∑
n ̸=v

αn ⟨v|H(1) |n⟩+
∑
m ̸=v

αmE
(2)
v ⟨v|m⟩

−
∑
m ̸=v

αm ⟨v|H(2) |m⟩+
∑
l ̸=v

αlE
(3)
v ⟨v|l⟩ −

∑
l ̸=v

αl ⟨v|H(3) |l⟩

+
∑
k ̸=v

αkE
(4)
v ⟨v|k⟩ −

∑
k ̸=v

αk ⟨v|H(4) |k⟩+ E(5)
v ⟨v|v⟩

− ⟨v|H(5) |v⟩ (4.40)

70



Using the properties of orhtonormality i.e. ⟨v|n⟩, ⟨v|m⟩, ⟨v|l⟩ and ⟨v|k⟩ are equal to zero and

⟨v|v⟩ = 1, the equation (4.40) becomes,

0 = −
∑
n ̸=v

αn ⟨v|H(1) |n⟩ −
∑
m ̸=v

αm ⟨v|H(2) |m⟩ −
∑
l ̸=v

αl ⟨v|H(3) |l⟩

−
∑
k ̸=v

αk ⟨v|H(4) |k⟩+ E(5)
v − ⟨v|H(5) |v⟩

E(5)
v =

∑
n ̸=v

αn ⟨v|H(1) |n⟩+
∑
m ̸=v

αm ⟨v|H(2) |m⟩+
∑
l ̸=v

αl ⟨v|H(3) |l⟩

+
∑
k ̸=v

αk ⟨v|H(4) |k⟩+ ⟨v|H(5) |v⟩

Let’s recall each term αk, αl, αm, αn, αn:

αk =
⟨k|H(1) |v⟩
v − k

αl =
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩
(v − k)(v − l)

+
⟨l|H(2) |v⟩
(v − l)

αm =
⟨m|H(3) |v⟩
(v −m)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩
(v − k)(v − l)(v −m)

+
∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩
(v − l)(v −m)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩
(v − k)(v −m)

− ⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩
(v −m)2

−
∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1)) |v⟩)2

(v − k)(v −m)2

αn =
∑
m̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩
(v −m)(v − n)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩
(v − l)(v −m)(v − n)

+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩
(v − k)(v − l)(v −m)(v − n)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩
(v − k)(v −m)(v − n)

−
∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩
(v −m)2(v − n)

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩
(v − k)(v −m)2(v − n)

−
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩
(v − k)(v − n)2

−
∑
l ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(1) |l⟩ ⟨l|H(1) |v⟩
(v − k)(v − l)(v − n)2

− ⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩
(v − n)2

−
∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩
(v − k)(v − n)2

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩
(v − k)(v − l)(v − n)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩
(v − l)(v − n)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩
(v − k)(v − n)

+
⟨n|H(4) |v⟩
(v − n)
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E(5)
v = ⟨v|H(5) |v⟩+

∑
n ̸=v

∑
m̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v − l)(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v − k)(v − l)(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v − k)(v −m)(v − n)

−
∑
n ̸=v

∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v −m)2(v − n)

−
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩ ⟨v|H(1) |n⟩
(v − k)(v −m)2(v − n)

−
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩ ⟨v|H(1) |n⟩
(v − k)(v − n)2

−
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |v⟩ ⟨n|H(1) |l⟩ (⟨k|H(1) |v⟩)2 ⟨v|H(1) |n⟩
(v − k)(v − l)(v − n)2

−
∑
n ̸=v

⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩ ⟨v|H(1) |n⟩
(v − n)2

−
∑
n ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩ ⟨v|H(1) |n⟩
(v − k)(v − n)2

+
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩ ⟨v|H(1) |n⟩
(v − k)(v − l)(v − n)

+
∑
n ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩ ⟨v|H(1) |n⟩
(v − n)(v − l)

+
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩ ⟨v|H(1) |n⟩
(v − k)(v − n)

+
∑
n ̸=v

⟨n|H(4) |v⟩ ⟨v|H(1) |n⟩
(v − n)
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+
∑
m̸=v

⟨m|H(3) |v⟩ ⟨v|H(2) |m⟩
(v −m)

+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(2) |m⟩
(v − k)(v − l)(v −m)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨v|H(2) |m⟩
(v − l)(v −m)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(2) |m⟩
(v − k)(v −m)

−
∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨v|H(2) |m⟩
(v −m)2

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨v|H(2) |m⟩
(v − k)(v −m)2

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨v|H(3) |l⟩
(v − k)(v − l)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨v|H(3) |l⟩
(v − l)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(4) |k⟩
(v − k)

(4.41)

First we seek the value of the constant αj to deduce the expression for the correction of the

wavefunction. So we pick up the equation (4.40) on which we integrate the wavefunction ⟨j| and
solve by the same procedure as used to solve the previous wave function corrections,

∑
p ̸=v

αp(p− v) ⟨j|p⟩ =
∑
n ̸=v

αnE
(1)
v ⟨j|n⟩ −

∑
n ̸=v

αn ⟨Ψ0
j |H(1) |n⟩+

∑
m̸=v

αmE
(2)
v ⟨j|m⟩

−
∑
m̸=v

αm ⟨j|H(2) |m⟩+
∑
l ̸=v

αlE
(3)
v ⟨j|l⟩ −

∑
l ̸=v

αl ⟨j|H(3) |l⟩

+
∑
k ̸=v

αkE
(4)
v ⟨j|k⟩ −

∑
k ̸=v

αk ⟨j|H(4) |k⟩+ E(5)
v ⟨j|v⟩

− ⟨j|H(5)) |v⟩
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αj(j − v) =−
∑
n ̸=v

αn ⟨j|H(1) |n⟩+ α
′

jE
(2)
v −

∑
m̸=v

αm ⟨j|H(2) |m⟩

−
∑
l ̸=v

αl ⟨j|H(3) |l⟩+ α
′′

jE
(4)
v −

∑
k ̸=v

αk ⟨j|H(4) |k⟩

− ⟨j|H(5)) |v⟩

αj =
∑
n ̸=v

αn
⟨j|H(1) |n⟩
(v − j)

−
α

′

jE
(2)
v

(v − j)
+
∑
m ̸=v

αm
⟨j|H(2) |m⟩

(v − j)

+
∑
l ̸=v

αl
⟨j|H(3) |l⟩
(v − j)

−
α

′′

jE
(4)
v

(v − j)
+
∑
k ̸=v

αk
⟨j|H(4) |k⟩
(v − j)

+
⟨j|H(5) |v⟩
(v − j)

(4.42)

We can define αj by replacing αn, αm, α
′

j , αl, α
′′

j and αk by their values,

αj =
⟨j|H(5) |v⟩
(v − j)

+
∑
n ̸=v

∑
m̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v −m)(v − n)(v − j)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v − l)(v −m)(v − n)(v − j)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v − k)(v − l)(v −m)(v − n)(v − j)

+
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v − k)(v −m)(v − n)(v − j)

−
∑
n ̸=v

∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v −m)2(v − n)(v − j)

−
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩ ⟨j|H(1) |n⟩
(v − k)(v −m)2(v − n)(v − j)

−
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩ ⟨j|H(1) |n⟩
(v − k)(v − n)2(v − j)

−
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |v⟩ ⟨n|H(1) |l⟩ (⟨k|H(1) |v⟩)2 ⟨j|H(1) |n⟩
(v − k)(v − l)(v − n)2(v − j)

−
∑
n ̸=v

⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩ ⟨j|H(1) |n⟩
(v − n)2(v − j)

−
∑
n ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩ ⟨j|H(1) |n⟩
(v − k)(v − n)2(v − j)
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+
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩ ⟨j|H(1) |n⟩
(v − k)(v − l)(v − n)(v − j)

+
∑
n ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩ ⟨j|H(1) |n⟩
(v − n)(v − l)(v − j)

+
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩ ⟨j|H(1) |n⟩
(v − k)(v − n)(v − j)

+
∑
n ̸=v

⟨n|H(4) |v⟩ ⟨j|H(1) |n⟩
(v − n)(v − j)

+
∑
m̸=v

⟨m|H(3) |v⟩ ⟨j|H(2) |m⟩
(v −m)(v − j)

+
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨j|H(2) |m⟩
(v − k)(v − l)(v −m)(v − j)

+
∑
m ̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨j|H(2) |m⟩
(v − l)(v −m)(v − j)

+
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨j|H(2) |m⟩
(v − k)(v −m)(v − j)

−
∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨j|H(2) |m⟩
(v −m)2(v − j)

−
∑
m ̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨j|H(2) |m⟩
(v − k)(v −m)2(v − j)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨j|H(3) |l⟩
(v − k)(v − l)(v − j)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨j|H(3) |l⟩
(v − l)(v − j)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(4) |k⟩
(v − k)(v − j)

− ⟨j|H(3) |v⟩ ⟨v|H(2) |v⟩
(v − j)2

−
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨j|H(1) |l⟩ ⟨v|H(2) |v⟩
(v − k)(v − l)(v − j)2

−
∑
l ̸=v

⟨j|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨v|H(2) |v⟩
(v − l)(v − j)2

−
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(2) |k⟩ ⟨v|H(2) |v⟩
(v − k)(v − j)2

+
⟨j|H(1) |v⟩ ⟨v|H(2) |v⟩2

(v − j)3

+
∑
k ̸=v

⟨j|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨v|H(2) |v⟩
(v − k)(v − j)3

−
∑
m ̸=v

⟨j|H(3) |v⟩ (⟨m|H(1) |v⟩)2

(v − j)2(v −m)

−
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨j|H(1) |l⟩ (⟨m|H(1) |v⟩)2

(v − k)(v − l)(v − j)2(v −m)

−
∑
m ̸=v

∑
l ̸=v

⟨j|H(1) |l⟩ ⟨l|H(2) |v⟩ (⟨m|H(1) |v⟩)2

(v − l)(v − j)2(v −m)
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−
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨j|H(2) |k⟩ (⟨m|H(1) |v⟩)2

(v − k)(v − j)2(v −m)

+
∑
m ̸=v

⟨j|H(1) |v⟩ ⟨v|H(2) |v⟩ (⟨m|H(1) |v⟩)2

(v −m)(v − j)3

+
∑
m ̸=v

∑
k ̸=v

⟨j|H(1) |v⟩ (⟨k|H(1) |v⟩)2(⟨m|H(1) |v⟩)2

(v −m)(v − k)(v − j)3

− ⟨v|H(4) |v⟩ ⟨j|H(1) |v⟩
(v − j)2

− 2
∑
m ̸=v

⟨m|H(3) |v⟩ ⟨v|H(1) |m⟩ ⟨j|H(1) |v⟩
(v −m)(v − j)2

−
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(1) |m⟩ ⟨j|H(1) |v⟩
(v − k)(v − l)(v −m)(v − j)2

− 2
∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |k⟩ ⟨k|H(2) |v⟩ ⟨v|H(1) |l⟩ ⟨j|H(1) |v⟩
(v − l)(v − k)(v − j)2

−
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(1) |m⟩ ⟨j|H(1) |v⟩
(v − k)(v −m)(v − j)2

+
∑
m ̸=v

(⟨m|H(1) |v⟩)2 ⟨v|H(2) |v⟩ ⟨j|H(1) |v⟩
(v −m)2(v − j)2

+
∑
m ̸=v

∑
k ̸=v

(⟨m|H(1) |v⟩)2(⟨k|H(1) |v⟩)2 ⟨j|H(1) |v⟩
(v − k)(v −m)2(v − j)2

−
∑
l ̸=v

(⟨l|H(2) |v⟩)2 ⟨j|H(1) |v⟩
(v − l)(v − j)2

(4.43)

We conclude the correction of the wave function to the fifth-order,

Ψ(5)
v =

∑
p ̸=v

[
⟨p|H(5) |v⟩
(v − p)

+
∑
n̸=v

∑
m ̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v −m)(v − n)(v − p)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v − l)(v −m)(v − n)(v − p)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v − k)(v − l)(v −m)(v − n)(v − p)

+
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v − k)(v −m)(v − n)(v − p)
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−
∑
n̸=v

∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v −m)2(v − n)(v − p)

−
∑
n̸=v

∑
m ̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩
(v − k)(v −m)2(v − n)(v − p)

−
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩ ⟨p|H(1) |n⟩
(v − k)(v − n)2(v − p)

−
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |v⟩ ⟨n|H(1) |l⟩ (⟨k|H(1) |v⟩)2 ⟨p|H(1) |n⟩
(v − k)(v − l)(v − n)2(v − p)

−
∑
n ̸=v

⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩ ⟨p|H(1) |n⟩
(v − n)2(v − p)

−
∑
n̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩ ⟨p|H(1) |n⟩
(v − k)(v − n)2(v − p)

+
∑
n̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |n⟩
(v − k)(v − l)(v − n)(v − p)

+
∑
n ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩ ⟨p|H(1) |n⟩
(v − n)(v − l)(v − p)

+
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩ ⟨p|H(1) |n⟩
(v − k)(v − n)(v − p)

+
∑
n ̸=v

⟨n|H(4) |v⟩ ⟨p|H(1) |n⟩
(v − n)(v − p)

+
∑
m̸=v

⟨m|H(3) |v⟩ ⟨p|H(2) |m⟩
(v −m)(v − p)

+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨p|H(2) |m⟩
(v − k)(v − l)(v −m)(v − p)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨p|H(2) |m⟩
(v − l)(v −m)(v − p)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨p|H(2) |m⟩
(v − k)(v −m)(v − p)

−
∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨p|H(2) |m⟩
(v −m)2(v − p)

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨p|H(2) |m⟩
(v − k)(v −m)2(v − p)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(3) |l⟩
(v − k)(v − l)(v − p)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨p|H(3) |l⟩
(v − l)(v − p)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(4) |k⟩
(v − k)(v − p)

− ⟨p|H(3) |v⟩ ⟨v|H(2) |v⟩
(v − p)2
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+
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨p|H(2) |m⟩
(v − k)(v − l)(v −m)(v − p)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨p|H(2) |m⟩
(v − l)(v −m)(v − p)

+
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨p|H(2) |m⟩
(v − k)(v −m)(v − p)

−
∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨p|H(2) |m⟩
(v −m)2(v − p)

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨p|H(2) |m⟩
(v − k)(v −m)2(v − p)

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(3) |l⟩
(v − k)(v − l)(v − p)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨p|H(3) |l⟩
(v − l)(v − p)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(4) |k⟩
(v − k)(v − p)

− ⟨p|H(3) |v⟩ ⟨v|H(2) |v⟩
(v − p)2

−
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |l⟩ ⟨v|H(2) |v⟩
(v − k)(v − l)(v − p)2

−
∑
l ̸=v

⟨p|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨v|H(2) |v⟩
(v − l)(v − p)2

−
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(2) |k⟩ ⟨v|H(2) |v⟩
(v − k)(v − p)2

+
⟨p|H(1) |v⟩ ⟨v|H(2) |v⟩2

(v − p)3

+
∑
k ̸=v

⟨p|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨v|H(2) |v⟩
(v − k)(v − p)3

−
∑
m ̸=v

⟨p|H(3) |v⟩ (⟨m|H(1) |v⟩)2

(v − p)2(v −m)

−
∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |l⟩ (⟨m|H(1) |v⟩)2

(v − k)(v − l)(v − p)2(v −m)

−
∑
m̸=v

∑
l ̸=v

⟨p|H(1) |l⟩ ⟨l|H(2) |v⟩ (⟨m|H(1) |v⟩)2

(v − l)(v − p)2(v −m)

−
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(2) |k⟩ (⟨m|H(1) |v⟩)2

(v − k)(v − p)2(v −m)

−
∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(2) |k⟩ (⟨m|H(1) |v⟩)2

(v − k)(v − p)2(v −m)

+
∑
m̸=v

⟨p|H(1) |v⟩ ⟨v|H(2) |v⟩ (⟨m|H(1) |v⟩)2

(v −m)(v − p)3

+
∑
m̸=v

∑
k ̸=v

⟨p|H(1) |v⟩ (⟨k|H(1) |v⟩)2(⟨m|H(1) |v⟩)2

(v −m)(v − k)(v − p)3
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− ⟨v|H(4) |v⟩ ⟨p|H(1) |v⟩
(v − p)2

− 2
∑
m̸=v

⟨m|H(3) |v⟩ ⟨v|H(1) |m⟩ ⟨p|H(1) |v⟩
(v −m)(v − p)2

−
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(1) |m⟩ ⟨p|H(1) |v⟩
(v − k)(v − l)(v −m)(v − p)2

− 2
∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |k⟩ ⟨k|H(2) |v⟩ ⟨v|H(1) |l⟩ ⟨p|H(1) |v⟩
(v − l)(v − k)(v − p)2

−
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(1) |m⟩ ⟨p|H(1) |v⟩
(v − k)(v −m)(v − p)2

+
∑
m ̸=v

(⟨m|H(1) |v⟩)2 ⟨v|H(2) |v⟩ ⟨p|H(1) |v⟩
(v −m)2(v − p)2

+
∑
m ̸=v

∑
k ̸=v

(⟨m|H(1) |v⟩)2(⟨k|H(1) |v⟩)2 ⟨p|H(1) |v⟩
(v − k)(v −m)2(v − p)2

−
∑
l ̸=v

(⟨l|H(2) |v⟩)2 ⟨p|H(1) |v⟩
(v − l)(v − p)2

]Ψ(0)
p (4.44)

4.1.8 The sixth-order correction to the energy and to the wave function

We start by define the wave function Ψ
(6)
v as the following linear combination:

Ψ(6)
v =

∑
q ̸=v

αqΨ
(0)
q (4.45)

Before to solve the correction energy to the sixth-order, we just note that the Wigner’s 2n+1

rule stipulates that the 2n+1st energy derivatives can be determined when knowing the energy

up to nth-order. So, in our case we just didn’t need to seek the sixth-order correction of the

wavefunction. In this last part of the development, only the energy correction will be exposed.

Using equation 4.8 and putting equation 4.45 in the latter as well as 4.17, 4.23, 4.29, 4.37 and

4.44, we obtain:

∑
q ̸=v

αq(q − v) |q⟩ =
∑
p ̸=v

αp(E
(1)
p −H(1)) |p⟩+

∑
n ̸=v

αn(E
(2)
v −H(2)) |n⟩

+
∑
m ̸=v

αm(E(3)
v −H(3)) |m⟩+

∑
l ̸=v

αl(E
(4)
v −H(4)) |l⟩

+
∑
k ̸=v

αk(E
(5)
v −H(5)) |k⟩+ (E(6)

v −H(6)) |v⟩ (4.46)
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Now, we just have to allocate the wavefunction ⟨v| to equation (4.46),

∑
q ̸=v

αq(q − v) ⟨v|q⟩ =
∑
p ̸=v

αp ⟨v| (E(1)
v −H(1)) |p⟩+

∑
n ̸=v

αn ⟨v| (E(2)
v −H(2)) |n⟩

+
∑
m ̸=v

αm ⟨v| (E(3)
v −H(3)) |m⟩+

∑
l ̸=v

αl ⟨v| (E(4)
v −H(4)) |l⟩

+
∑
k ̸=v

αk ⟨v| (E(5)
v −H(5)) |k⟩+ ⟨v| (E(6)

v −H(6)) |v⟩

∑
q ̸=v

αq(q − v) ⟨v|q⟩ =
∑
p ̸=v

αpE
(1)
v ⟨v|p⟩ −

∑
p ̸=v

αp ⟨v|H(1) |p⟩+
∑
n ̸=v

αnE
(2)
v ⟨v|n⟩

−
∑
n ̸=v

αn ⟨v|H(2) |n⟩+
∑
m ̸=v

αmE
(3)
v ⟨v|m⟩ −

∑
m ̸=v

αm ⟨v|H(3) |m⟩

+
∑
l ̸=v

αlE
(4)
v ⟨v|l⟩ −

∑
l ̸=v

αl ⟨v|H(4) |l⟩+
∑
k ̸=v

αkE
(5)
v ⟨v|k⟩

−
∑
k ̸=v

αk ⟨v|H(5) |k⟩+ E(6)
v ⟨v|v⟩ − ⟨v|H(6) |v⟩ (4.47)

Let’s reduce the equation thanks with the following equalities: ⟨v|p⟩, ⟨v|n⟩, ⟨v|m⟩, ⟨v|l⟩ and
⟨v|k⟩ are equal to zero and ⟨v|v⟩ = 1, the simplification lead to,

0 = −
∑
p ̸=v

αp ⟨v|H(1) |p⟩ −
∑
n ̸=v

αn ⟨v|H(2) |n⟩ −
∑
m ̸=v

αm ⟨v|H(3) |m⟩

−
∑
l ̸=v

αl ⟨v|H(4) |l⟩ −
∑
k ̸=v

αk ⟨v|H(5) |k⟩+ E(6)
v − ⟨v|H(6) |v⟩

E(6)
v =

∑
p ̸=v

αp ⟨v|H(1) |p⟩+
∑
n ̸=v

αn ⟨v|H(2) |n⟩+
∑
m ̸=v

αm ⟨v|H(3) |m⟩

+
∑
l ̸=v

αl ⟨v|H(4) |l⟩+
∑
k ̸=v

αk ⟨v|H(5) |k⟩+ ⟨v|H(6) |v⟩

Moreover, thanks to the knowledge of all constants, we finally get the result of the sixth-order

correction of the energy,
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E(6)
v = ⟨v|H(6) |v⟩+

∑
p ̸=v

⟨p|H(5) |v⟩ ⟨v|H(1) |p⟩
(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v −m)(v − n)(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − l)(v −m)(v − n)(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v −m)(v − n)(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v −m)(v − n)(v − p)

−
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v −m)2(v − n)(v − p)

−
∑
p ̸=v

∑
n ̸=v

∑
m ̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v −m)2(v − n)(v − p)

−
∑
p ̸=v

∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − n)2(v − p)

−
∑
p ̸=v

∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |v⟩ ⟨n|H(1) |l⟩ (⟨k|H(1) |v⟩)2 ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v − n)2(v − p)

−
∑
p ̸=v

∑
n ̸=v

⟨n|H(2) |v⟩ ⟨v|H(2) |v⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − n)2(v − p)

−
∑
p ̸=v

∑
n ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(2) |v⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − n)2(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v − n)(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − n)(v − l)(v − p)

+
∑
p ̸=v

∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − k)(v − n)(v − p)

+
∑
p ̸=v

∑
n ̸=v

⟨n|H(4) |v⟩ ⟨p|H(1) |n⟩ ⟨v|H(1) |p⟩
(v − n)(v − p)

+
∑
p ̸=v

∑
m̸=v

⟨m|H(3) |v⟩ ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v −m)(v − p)
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+
∑
p ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v −m)(v − p)

+
∑
p ̸=v

∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v − l)(v −m)(v − p)

+
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v − k)(v −m)(v − p)

−
∑
p ̸=v

∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v −m)2(v − p)

−
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨p|H(2) |m⟩ ⟨v|H(1) |p⟩
(v − k)(v −m)2(v − p)

+
∑
p ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(3) |l⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v − p)

+
∑
p ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨p|H(3) |l⟩ ⟨v|H(1) |p⟩
(v − l)(v − p)

+
∑
p ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(4) |k⟩ ⟨v|H(1) |p⟩
(v − k)(v − p)

−
∑
p ̸=v

⟨p|H(3) |v⟩ ⟨v|H(2) |v⟩ ⟨v|H(1) |p⟩
(v − p)2

−
∑
p ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |l⟩ ⟨v|H(2) |v⟩ ⟨v|H(1) |p⟩
(v − k)(v − l)(v − p)2

−
∑
p ̸=v

∑
l ̸=v

⟨p|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨v|H(2) |v⟩ ⟨v|H(1) |p⟩
(v − l)(v − p)2

−
∑
p ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(2) |k⟩ ⟨v|H(2) |v⟩ ⟨v|H(1) |p⟩
(v − k)(v − p)2

+
∑
p ̸=v

(⟨p|H(1) |v⟩)2(⟨v|H(2) |v⟩)2

(v − p)3

+
∑
p ̸=v

∑
k ̸=v

(⟨p|H(1) |v⟩)2(⟨k|H(1) |v⟩)2 ⟨v|H(2) |v⟩
(v − k)(v − p)3

−
∑
p ̸=v

∑
m̸=v

⟨p|H(3) |v⟩ (⟨m|H(1) |v⟩)2 ⟨v|H(1) |p⟩
(v − p)2(v −m)

−
∑
p ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨p|H(1) |l⟩ (⟨m|H(1) |v⟩)2 ⟨v|H(1) |p⟩
(v − k)(v − l)(v − p)2(v −m)

−
∑
p ̸=v

∑
m̸=v

∑
l ̸=v

⟨p|H(1) |l⟩ ⟨l|H(2) |v⟩ (⟨m|H(1) |v⟩)2 ⟨v|H(1) |p⟩
(v − l)(v − p)2(v −m)
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−
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨p|H(2) |k⟩ (⟨m|H(1) |v⟩)2 ⟨v|H(1) |p⟩
(v − k)(v − p)2(v −m)

+
∑
p ̸=v

∑
m̸=v

(⟨p|H(1) |v⟩)2 ⟨v|H(2) |v⟩ (⟨m|H(1) |v⟩)2

(v −m)(v − p)3

+
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

(⟨p|H(1) |v⟩)2(⟨k|H(1) |v⟩)2(⟨m|H(1) |v⟩)2

(v −m)(v − k)(v − p)3

−
∑
p ̸=v

⟨v|H(4) |v⟩ (⟨v|H(1) |p⟩)2

(v − p)2

− 2
∑
p ̸=v

∑
m ̸=v

⟨m|H(3) |v⟩ ⟨v|H(1) |m⟩ (⟨v|H(1) |p⟩)2

(v −m)(v − p)2

−
∑
p ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(1) |m⟩ (⟨v|H(1) |p⟩)2

(v − k)(v − l)(v −m)(v − p)2

− 2
∑
p ̸=v

∑
l ̸=v

∑
k ̸=v

⟨l|H(1) |k⟩ ⟨k|H(2) |v⟩ ⟨v|H(1) |l⟩ (⟨v|H(1) |p⟩)2

(v − l)(v − k)(v − p)2

−
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(1) |m⟩ (⟨v|H(1) |p⟩)2

(v − k)(v −m)(v − p)2

+
∑
p ̸=v

∑
m̸=v

(⟨m|H(1) |v⟩)2 ⟨v|H(2) |v⟩ (⟨v|H(1) |p⟩)2

(v −m)2(v − p)2

+
∑
p ̸=v

∑
m̸=v

∑
k ̸=v

(⟨m|H(1) |v⟩)2(⟨k|H(1)) |v⟩)2(⟨v|H(1) |p⟩)2

(v − k)(v −m)2(v − p)2

−
∑
p ̸=v

∑
l ̸=v

(⟨l|H(2) |v⟩)2(⟨p|H(1) |v⟩)2

(v − l)(v − p)2

+
∑
n ̸=v

∑
m̸=v

⟨m|H(3) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v − l)(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v − k)(v − l)(v −m)(v − n)

+
∑
n ̸=v

∑
m̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v − k)(v −m)(v − n)

−
∑
n ̸=v

∑
m̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v −m)2(v − n)
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−
∑
n ̸=v

∑
m ̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨n|H(1) |m⟩ ⟨v|H(2) |n⟩
(v − k)(v −m)2(v − n)

−
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨n|H(1) |k⟩ ⟨v|H(2) |n⟩
(v − k)(v − n)2

−
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2 ⟨n|H(1) |l⟩ ⟨l|H(1) |v⟩ ⟨v|H(2) |n⟩
(v − k)(v − l)(v − n)2

−
∑
n ̸=v

(⟨n|H(2) |v⟩)2 ⟨v|H(2) |v⟩
(v − n)2

−
∑
n ̸=v

∑
k ̸=v

(⟨k|H(1) |v⟩)2(⟨n|H(2) |v⟩)2

(v − k)(v − n)2

+
∑
n ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(2) |l⟩ ⟨l|H(1) |k⟩ ⟨v|H(2) |n⟩
(v − k)(v − l)(v − n)

+
∑
n ̸=v

∑
l ̸=v

⟨l|H(2) |v⟩ ⟨n|H(2) |l⟩ ⟨v|H(2) |n⟩
(v − l)(v − n)

+
∑
n ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨n|H(3) |k⟩ ⟨v|H(2) |n⟩
(v − k)(v − n)

+
∑
n ̸=v

⟨n|H(4) |v⟩ ⟨v|H(2) |n⟩
(v − n)

+
∑
m ̸=v

(⟨m|H(3) |v⟩)2

(v −m)

+
∑
m ̸=v

∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨m|H(1) |l⟩ ⟨v|H(3) |m⟩
(v − k)(v − l)(v −m)

+
∑
m̸=v

∑
l ̸=v

⟨m|H(1) |l⟩ ⟨l|H(2) |v⟩ ⟨v|H(3) |m⟩
(v − l)(v −m)

+
∑
m ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨m|H(2) |k⟩ ⟨v|H(3) |m⟩
(v − k)(v −m)

−
∑
m ̸=v

⟨m|H(1) |v⟩ ⟨v|H(2) |v⟩ ⟨v|H(3) |m⟩
(v −m)2

−
∑
m̸=v

∑
k ̸=v

⟨m|H(1) |v⟩ (⟨k|H(1) |v⟩)2 ⟨v|H(3) |m⟩
(v − k)(v −m)2

+
∑
l ̸=v

∑
k ̸=v

⟨k|H(1) |v⟩ ⟨l|H(1) |k⟩ ⟨v|H(4) |l⟩
(v − k)(v − l)

+
∑
l ̸=v

⟨l|H(2) |v⟩ ⟨v|H(4) |l⟩
(v − l)

+
∑
k ̸=v

⟨k|H(1) |v⟩ ⟨v|H(5) |k⟩
(v − k)

(4.48)
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5 Applications

5.1 Introduction

The study of the electronic structures of molecules requires the knowledge of the solutions

of the Schrödinger equation at stationary states. The impossibility of reaching the analytical

solutions of this integrodifferential equation has led theoretical chemists to develop a strategy and

a set of methods that allow the main observables to be reached and calculated with a precision

that continues to increase with the development of computational tools.

In the Born-Oppenheimer approximation, the fundamental assumption is the independent

particle model, which proposes to write an eigenfunction of the adiabatic electronic Hamiltonian

(stationary state) at zero order as a product of functions depending on only one electronic variable

(spin-orbit). This hypothesis completed, on the one hand, by the necessity to antisymmetrize

the simple product of spin-orbitals, and on the other hand, by the adoption of the model of the

double occupation of space functions, is the foundation of the SCF model whose objective is the

determination of molecular orbitals.

In particular, the context of the RHF (Restricted Hartree Fock) methods makes it possible

to account for multi-electron interactions by a model which stipulates that each electron is in an

average field of the others (independent particle model) and this always within the context of

the hypothesis of the double occupation of the molecular orbitals.

From these approximations results an error on the evaluation of the electronic energy which,

while being small (a few percent of the total electronic energy) has disastrous consequences on

the calculation of values such as the electronic energy, the binding energy, the description of the

vibrational properties of the electronic states...

This deficiency of the monodeterminent approximation can be simply highlighted through the

formalism of the density matrices directly involved in the HF expression of the total electronic

energy (annex 7.1). In particular, the physical interpretation of the second order density function

leads to the following conclusions:

– The probability of two simultaneous events is equal to the product of the isolated

events: the events are not correlated

– In the context of the approximation imposing the double occupation of molecular

orbitals, this result has serious consequences, i.e. the probability of finding two elec-

trons with antiparallel spins in an element with a limited volume is not zero because

the two electrons are not correlated (Coulomb hole): this possibility is, of course,

impossible. This explains why the double occupancy hypothesis and the independent

particle model have obvious defects. The correct description of the correlation effects,

mentioned above, is one of the main obstacles in theoretical chemistry.
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As opposed to the Restricted Hartree-Fock (RHF) solution which corresponds, as we have

just recalled, to the description of a Slater determinant made up of N/2 doubly occupied orbitals

(the other orbitals being empty), the exact solution that we are trying to describe by taking into

account the correlation is in fact made up of an infinite number of configurations that can be

seen as excitations with respect to the N-electron RHF determinant in an infinitely large basis.

Obviously, it is impossible to work in a complete or infinite basis. Various methods are then

proposed by theoretical chemists to evaluate this correlation as accurately as possible. Three

types of approach are used:

– Methods that aim to solve the Schrödinger eigenstate equation variationally using a

Slater determinant or configuration basis. These are Configuration Interaction (C.I.)

approaches,

– Perturbational methods require the definition of a minimal basis and a partition of

the Hamiltonian operator adapted to ensure the convergence of the perturbational

series in a Rayleigh-Schrodinger type approach (a method we will discuss in chapter

4),

– The pairing methods, which consist of evaluating the correlation energy of electron

pairs assumed to be without interactions (Independent Electron Pair Approximation

- IEPA) or interacting (Coupled Pair Theory).

All these approaches have in common that they build the basis for the development of the

searched function from single-electron functions optimised at the Hartree-Fock level (generally

ground-state monodeterminant).

In contrast, in Multi Configurational Self Consistent Field (MCSCF) methods the objective

is to variationally optimise both the single-electron functions used and the multi-configurational

development of the eigenfunction of the electronic Hamiltonian.

Among the numerous developments proposed, the Complete Active Space Self Consistent

Field (CASSCF) approaches that we have used in this work
[1–4]

lead to the development of the

multiconfigurational wave function on the totality of the configurations generated by the set of

all possible excitations in a restricted space of occupied molecular orbitals and virtual molecular

orbitals (active space).

The aim of this chapter is not, as you will have understood, to present the mathematical

details of all these calculation methods, but rather to set out the general considerations for ap-

plying these approaches when describing one or more electronic states of more or less strongly

correlated electrons. Thus, in a system where static correlation is not involved, the RHF deter-

minant remains a relatively good approximation for the description of the wave function. The

addition of a method taking into account the dynamic correlation is done with respect to this

determinant (as for the DFT, CCSD(T) . . . methods). The RHF determinant is considered as

the reference determinant. Conversely, in the case of a system of strongly correlated electrons,

several Slater determinants must be taken into account to describe this state. The wave function
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used is most often a CAS wave function and the dynamic correlation is taken into account on

the latter. As this CAS wave function is made up of several determinants, the system has several

references. The term Multi-Reference (MR) thus translates the fact of taking into account the

dynamic correlation on several reference determinants. The problem of MR methods is multiple.

Firstly, the choice of references is not always obvious. As mentioned, the choice is usually made

for a CAS wave function as a starting point, which is dependent on the chosen active space.

Secondly, the fact of having several references leads to a great complexity in the consideration

of the dynamic correlation. The choice of a perturbation treatment of the MBPT (Many Body

Perturbation Theory) type at second order remains probably the most accessible and the most

used. We have therefore chosen, in this work, to use the 2nd order perturbation method based

on the Møller-Plesset (MP2) type partition, implemented by Anderson and al
[5,6]

from a sim-

ple multiconfiguration reference function resulting from a CASSCF calculation. This method is

known as CASPT2 (Complete Active Space 2nd Order Perturbation Theory).
[5–9]

If, as we will

see in chapter 5.2 and chapter 5.3 of this work, the results are in general of high numerical accu-

racy, they can only be carried out on the smallest of molecular systems containing no more than

a dozen atoms. The study of higher dimensional systems requires the use of faster approaches,

although more approximate.

The BS (Broken-Symmetry) approach is one of the approaches that allows the study of

higher dimensional systems and is among the most widely used to ”estimate” the energy of

multi-configuration states in Kohn-Sham DFT. Indeed, its implementation does not require any

additional methodological input to that commonly found in a standard quantum chemistry pro-

gram. The principle is to approximate the ”multi-determinant” state by a single Slater determi-

nant, which thus allows the use of DFT-KS. This determinant, which is not an eigenvector of the

S2 operator, is called broken symmetry (BS). The only way to obtain such a determinant is to

use the unrestricted formalism. This formalism allows the space parts of the α and β orbitals to

be different, unlike the restricted formalism. Nevertheless, this formalism suffers from the spin

contamination problem which limits the accuracy of such an approach compared to the multi-

determinant approaches mentioned above. The Yamaguchi method
[10–12]

is the most widely

used BS approach at present.

The simplest open shell state consists of two electrons located in two orbitals leading to the

description of a singlet state (called ”OSS” for Open Shell System) and a triplet state. The

Yamaguchi method is based on the approximation that the unique determinant BS sought is

a pure linear combination between the singlet and triplet states and that the spin polarisation

introduced by the unrestricted formalism is negligible in the triplet state. The BS determinant

can thus be expressed very easily and cheaply, such that:

ΨBS = λΨS + µΨT (5.1)

with λ et µ such as λ2+µ2=1. The energy of this determinant can be expressed as:

EBS = λ2ES + µ2ET (5.2)
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The average value of the operator S2, in the case of the above approximations, is given by:

⟨ΨBS | Ŝ2 |ΨBS⟩ = ⟨λΨS + µΨT | Ŝ2 |λΨS + µΨT ⟩

= λ2 ⟨ΨS | Ŝ2 |ΨS⟩+ µ2 ⟨ΨT | Ŝ2 |ΨT ⟩+ 2λµ ⟨ΨS | Ŝ2 |ΨT ⟩

= µ2⟨Ŝ2⟩T (5.3)

Hence,

λ2 = 1− ⟨Ŝ2⟩BS

⟨Ŝ2⟩T
(5.4)

µ2 =
⟨Ŝ2⟩BS

⟨Ŝ2⟩T
(5.5)

The energy of the BS determinant can thus be very easily expressed as:

EBS = (1− ⟨Ŝ2⟩BS

⟨Ŝ2⟩T
)ES +

⟨Ŝ2⟩BS

⟨Ŝ2⟩T
ET (5.6)

Let for ES ,

ES =
⟨Ŝ2⟩T

⟨Ŝ2⟩T − ⟨Ŝ2⟩BS

(EBS − ⟨Ŝ2⟩BS

⟨Ŝ2⟩T
ET ) (5.7)

Another advantage of these approaches is that it is generally accepted that for the most clas-

sical functionals in the molecular domain (hybrid-Generalized Gradient Approximation (GGA)

such as B3LYP, PBE0, etc.), the BS approach with the Yamaguchi formula represents the OSS

state more or less correctly and at lower computational cost.
[10–12]

Despite this, we should not forget the main limitation of this approach. One is entitled

to ask what is the meaning of using the mean value of the S2 operator in DFT. Indeed, this

value is most often calculated as in wave function theory on the determinant KS by a 2-body

operator. This determinant is that of a fictitious system without interaction and this average

value should normally be calculated on the wave function of the real system. Experience shows

that the BS method is effective when the difference between the average value obtained for the

KS determinant and the real system is small, which is unfortunately not often the case. Even

a very limited estimation of the CASPT2 and BS-KS states obtained in this work (chapter 5.2

and 5.3) for the study of the OSS states of nitrene molecules and their reaction paths shows the

weakness of the BS approach when the energies of the singlet and triplet electronic states are

quasi-degenerate. However, the BS approach remains by default one of the standard approaches

to describe a multi-configurational system in DFT-KS. Contrary to CASPT2 type approaches,

one can find a very large number of applications of the BS method in the literature, for both

organic and inorganic molecules and for all system sizes.

A last alternative to the BS method exists in DFT but for which the Palois group has no
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experience. This is the Spin-Flip approach.
[13]

Time-Dependent DFT (TD-DFT) is well known

for its application to excited states. Shao, Head-Gordon and Krylov have proposed an approach

to calculate low spin and open shell states using TD-DFT. In a very general way, the principle is

to calculate the state of the triplet ms = 1 (unrestricted formalism) and make a time-dependent

perturbation with a spin flip. In this way, we obtain all the mono-excitations with a spin change.

The aim is to obtain in fine the states characterised by the determinants ms = 0 allowing to

describe correctly the low spin state.
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5.2 Rearrangements of Aromatic Nitriles Oxides and Nitriles Ylides.

Potential Ring Expension to Cycloheptatetraene Derivatives Mim-

icking Arylcarbenes

Jérémy Marchais[a], Didier Bégué∗[a], Alain Dargelos[a], Curt Wentrup∗[b]

[a] Jérémy Marchais, Prof. Dr. D. Bégué, Prof. Dr. A. Dargelos, CNRS/Université de Pau

et des Pays de l’Adour/E2S UPPA, Institut des Sciences Analytiques et de Physicochimie pour

l’Environnement et les Matériaux, UMR5254, 64000, Pau, France. E-mail: didier.begue@univ-

pau.fr
[b]Prof. Dr. C. Wentrup, School of Chemistry and Molecular Biosciences, The University of
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http://researchers.uq.edu.au/researcher/3606 Supporting Information and the ORCID identifi-

cation numbers for authors of this article can be found under https://doi.org/10.1002/chem. . . .

Abstract: Nitrile imines, nitrile oxides and nitrile ylides are widely used in 1,3-dipolar

cycloaddition reactions. They also undergo thermal and photochemical rearrangements to car-

bodiimides, isocyanates, and ketenimines, respectively. Calculations at DFT and CASPT2 levels

of theory reveal novel, potential rearrangements, in which the aromatic 1,3-dipoles mimic phenyl-

carbene and undergo ring expansion to cycloheptatetraene derivatives. These rearrangements can

potentially take place in both the singlet ground states and the triplet excited states, and they

are accelerated by m,m’ -bis(dimethylamino) substitution on the phenyl moieties. The new re-

arrangement becomes the energetically preferred path for m,m’ -bis(dimethylamino)benzonitrile

oxide in the triplet state. In the m,m’ -bis(dimethylamino)benzo nitrile ylide, the cyclization

to the 2-phenyl-1-azirine is favoured over the ring expansion to a cycloheptatetraene by ca. 5

Kcal/mol in the singlet state. In the bent triplet states, 1,3-hydrogen shifts interconverting nitrile

ylides are potentially possible.

Introduction

Nitrile imines, nitrile oxides and nitrile ylides are widely used 1,3-dipoles employed in numer-

ous cycloaddition reactions to produce five-membered heterocyclic compounds.
[14–17]

In addition,

their electronic structures and the mechanisms of their reactions are of continuing theoretical

interest.
[18–24]

Six basic structures are commonly formulated: propargylic, allenic, carbenic,

1,3-dipolar, reverse 1,3-dipolar, and 1,3-diradical forms (Figure 5.1), but their relative ener-

gies are highly substituent-dependent, and one particular mesomer may dominate for individual

molecules, thereby making it the minimum energy structure. Based on their calculated and spec-

troscopic properties, nitrile imines can be divided into predominantly propargylic, allenic,
[25,26]

and carbenic forms.
[27–29]
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Figure 5.1: Six fundamental valence tautomers of nitrilium betaines (nitrile imines, X = NR’;
nitrile oxides, X = O; nitrile ylides, X = CR’R”)

In the case of nitrile imines 1, several types of rearrangement, depicted in Scheme 5.1, are

known. Here, the rearrangement to carbodiimides 4 is commonly observed under both thermal

(Flash Vacuum Pyrolysis, FVP) and photochemical conditions.

Scheme 5.1: Rearrangements of nitrile imines. Relative energies in Kcal/mol for R = H at the

DFT and (CASPT2) levels of theory.
[30]

The reaction (route (i)) takes place via a diazirine 2 and an imidoylnitrene 3.
[31,32]

We will

refer to route (i) as the “classical” route. Route (ii) is the recently described
[30,33]

ring expansion,

in which the nitrile imine behaves like an arylcarbene, cyclizing to the cyclopropene derivative

5 and ring expanding to the cycloheptatetraene 6. There is a third potential route (iii) yielding

3-phenyl-3H -diazirine 7. The activation energy for route (ii) is higher than that for route (i) by

roughly 10 Kcal/mol, but these energies and the energy difference are lowered significantly by

meta-substitution with electron-donating groups. Thus, for R = NMe2 the activation energies

for 1→ 2, 1→ 5 and 1→ 7 are 49.2, 51.6, and 58.8 Kcal/mol, respectively, at the DFT level;

i.e. routes (i) and (ii) are now nearly competitive and much preferred over route (iii).
[30]

This

effect of meta-substitution can be understood in terms of the LUMO of 1, which exhibits a large,

vacant sigma-type orbital at C (Figure 5.2).
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Figure 5.2: LUMO of C-phenylnitrile imine 1 at the B3LYP/6-311G(d,p) level.
[30]

Since electron-donating ¬meta-substituents will increase the electron densities at the ortho-

carbons, meta-substituents such as amino, hydroxy, and sulfanyl facilitate the cyclization (route

ii), and the dimethylamino group was found to have the strongest effect. In contrast, electron-

donating para-substituents lower the barrier for route (i) but have relatively little effect on route

(ii). A meta-NO2 group had little effect, but a para-NO2 group increased the barrier for route

(i) (Scheme 5.2).

Scheme 5.2: Effects of different meta- and para-substituents on the activation energies of routes
(i) and (ii) for benzonitrile oxide. Relative energies (Kcal/mol) of the singlet transition states
calculated at the B3LYP/6-311G(d,p) level of theory
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In this paper the possibility of analogous rearrangements occurring in nitrile oxides and

nitrile ylides will be examined computationally. In the case of nitrile oxides, the rearrangement

to isocyanates (Scheme 5.3) has long been known.
[34–48]

Already Gabriel and Koppe observed 135

years ago that vaporization of diphenylfuroxan (3,4-diphenyl-1,2,5-oxadiazole 2-oxide) resulted

in the quantitative formation of “Phenylcyanat”, that is, phenyl isocyanate, PhNCO, which

undoubtedly was due to the thermal cleavage of the furoxan into two molecules of benzonitrile

oxide, PhCNO, which then rearranged.
[49]

Scheme 5.3: Rearrangement of nitrile oxides to isocyanates.

There is, however, little understanding of the reaction mechanism. Oxazirines
[37,38,44]

and acylnitrenes
[37,44]

have been suggested as reactive intermediates, as has a dyotropic

rearrangement,
[38,41]

in which the group R and the oxygen atom migrate simultaneously. For

reactions in solution it has been suggested that aggregates or oligomers are involved.
[43,47]

Like nitrile imines, nitrile ylides can exist in propargylic or allenic forms,
[50]

and they can

cyclize to 3H -azirines and rearrange to ketenimines (Scheme 5.4).
[42,51]

The ketenimines often

rearrange further to phenylacetonitriles.
[51]

Scheme 5.4: Rearrangement of nitrile ylides to ketenimines.
[50]

Further rearrangements of nitrile oxides and nitrile ylides analogous to Scheme 5.1a are not

known. We will use computational methods to examine the rearrangements of nitrile oxides

and nitrile ylides under unimolecular reaction conditions, as obtained for example in gas phase

pyrolyses (flash vacuum pyrolysis, FVP) or noble gas matrix photolyses.

Computational methods

Ground-state geometries and energies were determined at the DFT level using the B3LYP

exchange-correlation functional with the 6-311G(d,p) basis set using the Gaussian 09 program

package.
[52]

Transition state optimization and IRC calculations were performed for all reactions

at this DFT level. In order to properly characterize the electronic states of nitrenes and take

any multiconfigurational effects into account, calculations were also carried out at the CASSCF

and CASPT2(14,12)sp/6-311G(d,p) levels of theory using the Molpro program package.
[53,54]

Calculated energies E are at 0 K. Calculated free energies G are at 298 K.
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Results and Discussion

1.Rearrangements of Benzonitrile Oxides

Two intramolecular rearrangement routes of benzonitrile oxide 10a are set out in Scheme 5.5.

The compounds depicted in Scheme 5.5 are designated the ‘a’ series. The corresponding com-

pounds with m,m’ -dimethylamino substituents form the ‘b’ series. Route (i) is the ring closure

to the putative oxazirine/acylnitrene 11a. Route (ii) describes the new ring expansion of ben-

zonitrile oxide to 1-diazenylcycloheptatetraene 14a.

The benzoylnitrene 11a in Scheme 5.5 is depicted in its closed-shell singlet (CSS) state,

A’ (see Figure 5.3), in which a bonding interaction between N and O causes an acute NCO

angle of 94° and a C-O bond length of 1.86 Å in agreement with previous calculations on this

nitrene.
[55–57]

The open-shell singlet (OSS) is higher in energy by 23 Kcal/mol at the CASPT2

level. The triplet A” is the ground state. There is a crossing of the CSS and the triplet A” of

11 lying 5 Kcal/mol above the CSS. Therefore, facile interconversion of the singlet and triplet

states of the nitrene can be expected.

Figure 5.3: Structures of four electronic states of benzoylnitrene 11a at the CASPT2 level.
From left (N-O distance (Å) and NCO angle (°) given, (a) CSS A’ (1.86, 94.2), (b) OSS A”
(2.23, 116.1), (c) T A” (2.25, 118.8), (d) T A’ (2.29, 123.3) at the CASPT2 level.

The activation energy for the rearrangement of benzoylnitrene 11a (CSS, A’) to phenyl

isocyanate 12a in its closed-shell singlet electronic state, A’, is very modest, about 12 Kcal/mol

(Scheme 5.5a). The direct dyotropic rearrangement of 10a to 12a has a considerably higher

activation energy (78 Kcal-mol; Scheme 5.5). The activation energy for the ring expansion 10a

→ 13a → 14a (route ii) is about 20 Kcal/mol higher than that for the isocyanate formation

(Scheme 5.5). Substitution with two meta-NMe2 groups cause a lowering of the two activation

energies to 58.9 Kcal/mol for route (i) and 66.8 Kcal/mol for route (ii), i.e. the energy difference

is now only 12 Kcal/mol (Scheme 5.6a). Similar to what was observed previously for the nitrile

imines, electron-donating meta-substituents generally lower the activation energy for route (ii),

electron-withdrawing meta-substituents have a mild, opposite effect, electron-donating para-

substituents raise the barrier for route (ii) and lower the barrier for route (i), thereby widening

the gap. Although the “classical” rearrangement to isocyanate 12a remains the thermochemically

preferred path, both paths may very well become possible under photochemical conditions. There

is a potential third path (iii) leading to PhCON 15a, but the high activation energy required

makes this reaction (Scheme 5.5a) unlikely in the singlet state.
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Scheme 5.5: Rearrangements of benzonitrile oxide 10a in the singlet (a) and triplet, T (b) states.
Energies relative to 10a A’ in Kcal/mol at the B3LYP/6-311G(d,p) level, and in parentheses at
the CASPT2(14,12)/6-311G(d,p) level. The singlet benzoylnitrene 11a is shown in its closed-
shell singlet state, 11a CSS A’ and the triplet 11aT in the A” state. We refrain from indicating
charges on the excited state structures. Note that the CNO, NCO, and CON moieties are not
linear in the triplet states.

95



The ground state of 11a is the triplet A” 11aT which, as observed for many other

acylnitrenes,
[58]

is very likely formed on photolysis. Therefore, examination of the triplet energy

surface is of interest. It is recognized that singlet excited species may also be involved, but their

rearrangements are not considered in this paper.

The triplet state of benzonitrile oxide 10aT lies only ∼50 Kcal/mol above the singlet ground

state, and thus it would be expected to be readily accessible photochemically. The rearrange-

ments on the triplet energy surface are similar to those presented for the singlets in Scheme 5.5a,

but now the activation energy differences between routes (i) and (ii) is reduced to just 4 Kcal/mol

(Scheme 5.5b). In other words, both paths may be (nearly) competitive under photochemical

conditions. Also note that the triplet oxazirine 11a’T can now in principle exists as a true three-

membered ring, although it is much higher in energy (63.4 (57.5) Kcal/mol) than the nitrene

11aT A” (13.5 (8.7) Kcal/mol). The energy profiles of 11a’T and 11aT intersect at an energy

of 74.5 (71.1) Kcal/mol, i.e. only 11-14 Kcal/mol above 11a’T (Scheme 5.5b). The third path,

(iii), leading to PhCON 15aT is now more likely than in the singlet state. The activation energy

for this path is about 6 Kcal/mol higher than that for route (ii). The triplet 15aT is the ground

state of this species. The lengths of the C-O and O-N bonds in 15aT are between typical single

and double bond lengths, whereas for the singlet 15a they both have double bond character

(Scheme 5.5). In both 15a and 15aT the C-C bond between the benzene ring and the CON

moiety has the typical length of a single bond between two double bonds.

Substitution with two meta-dimethylamino groups in 10bT makes route (ii) even more favor-

able. The activation energies are now 88.8 for route (i) and 85.9 for route (ii) in the triplet state

(Scheme 5.6b) at the DFT level. Thus, route (ii) should now be preferred, and both paths may

be experimentally observable. Concerted rearrangements of the nitrile oxides to the isocyanates

are also theoretically possible, but they have much higher activation energies. Note again that

the triplet oxazirine 11b’T is now capable of separate existence, although the nitrene 11bT is

much lower in energy (Scheme 5.6).
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Scheme 5.6: Rearrangements of m,m’ -bis(dimethylamino)benzonitrile oxide 10b in the singlet
(a) and triplet, T (b) states. Relative energies in Kcal/mol at the B3LYP/6-311G(d,p) level. We
refrain from indicating charges on the excited state structures. Note that the CNO and NCO
moieties are not linear in the triplet states.
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2.Rearrangements of Benzonitrile Methylides

Two intramolecular rearrangement routes of benzonitrile methylide 16a are shown in

Scheme 5.8. In this case, the ring closure route (i) generates the stable 2-phenyl-3H -azirine

17a, which can ring-open to the α-Styrylnitrene 18a or rearrange in a concerted manner to N-

phenylketenimine 19a. The azirine 17a has been obtained previously by FVP of α-styryl azide

at 350°C, which may react either concertedly or via the nitrene 18a.
[59]

Similarly, the azirine

17a may rearrange to ketenimine 19a concertedly or via the vinylnitrene 18a, although the con-

certed reaction has the lower activation energy (Scheme 5.8a). Previously, several vinylnitrenes

have been generated and observed in their triplet states by ESR spectroscopy in photolyses of

vinyl azides, azirines, or isoxazoles at cryogenic temperatures.
[60–62]

The structures of 17a and

the three lowest electronic states of the vinylnitrene 18a are illustrated in Figure 5.4.

Route (ii) describes the new ring expansion to the cyclopropane 20a and the cycloheptatraene

21a. Further rearrangements requiring considerably higher activation energies are reported in

the Supporting Information (Scheme 5.7).

Scheme 5.7: Rearrangements of Benzonitrile Methylide 16a Energies in Kcal/mol at the
B3LYP/6-311g(d,p) level, and in parentheses at the CASPT2(14,12)/6-311G(d,p) level.

98



Scheme 5.8: Rearrangements of benzonitrile methylide 16a in the singlet (a) and triplet, T
(b) states. α-Styrylnitrene 18a is shown in its open-shell singlet state (OSS), A” (see also
Figure 5.4). Note that the CNC and NCC moieties in 22aT and 19aT are not linear. We
refrain from indicating charges on the excited state structures. Relative energies in Kcal/mol at
the B3LYP/6-311G(d,p) and (CASPT2) levels.
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Figure 5.4: Structures of 2-phenyl-1-azirine 17a and α-Styrylnitrene 18a at the CASPT2 level.
From left (N-CH2 distance (Å) and NCCH2 angle (°) given), (a) 17a CSS A’ (1.55, 69.1), (b)
18a CSS (1.35, 120.1), (c) 18aT A” (2.35, 119.8), (d) 18aT A’ (2.41, 122.1).

In this case there is a ∼10 Kcal/mol difference in the activation energies for routes (i) and

(ii) (Scheme 5.8a). However, meta-substitution with dimethylamino groups in 16b lower this

difference to just 4 Kcal/mol (Scheme 5.9a). Thus, it is possible that route (ii) may become

competitive in high-temperature pyrolysis reactions or in photolysis reactions.

In the triplet state of the nitrile ylide 16aT there is still a 17 Kcal/mol difference between the

activation energies for routes (i) and (ii), the former being preferred (Scheme 5.8b). However,

thanks to the bent structure of the nitrile ylide, a 1,3-shift of a hydrogen atom on the terminal

carbon atom of the nitrile ylide now becomes possible (route (iii), Scheme 5.8b), leading to the

isomeric nitrile ylide 22aT. This takes place in a single step through a symmetrical transition

state with an activation energy of ∼80 Kcal/mol. In contrast, 1,3-H shifts in linear systems have

very high activation energies, e.g. ∼90 Kcal/mol for the direct isomerization of C-phenylnitrile

imine 1 to phenyldiazomethane 8. Therefore, such formal 1,3-shifts often occur by dissociation-

recombination or roaming mechanisms.
[63]

Surprisingly, the dimethylamino groups do not help to lower the energy barrier for route (ii)

in the triplet state 16bT in this case (Scheme 5.9b). The ‘classical’ route (i) is still preferred by

∼12 Kcal/mol. As in the case of ylide 16bT, a 1,3-hydrogen shift with an activation energy of 80

Kcal/mol is potentially possible (route (iii), Scheme 5.9b) and leads to the isomeric nitrile ylide

22bT. However, these 1,3-H shifts require higher activation energies than either of the other

routes, (i) and (ii), and are not, therefore, expected to be readily observable.
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Scheme 5.9: Rearrangements of m,m’ -bis(dimethylamino)benzonitrile methylide 16b in the sin-
glet (a) and triplet T (b) states. Relative energies in Kcal/mol at the B3LYP/6-311G(d,p) level.
We refrain from indicating charges on the excited state structures. Note that the CNC and CNC
and NCC moieties in 16bT, 19bT and 22bT are not linear (More details in the Scheme 5.10,
see below).
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Scheme 5.10: Rearrangements of m.m’-bis(Dimethylamino)benzonitrile Methylide 16bT. Ener-
gies in Kcal/mol at the B3LYP/6-311g(d,p) level.
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Conclusion

The ring expansion of benzonitrile imine 1 to a diazenylcycloheptatetraene 6, in which the

nitrile imine mimics a phenylcarbene,
[30]

has analogues in the benzonitrile oxide 10 and benzoni-

trile methylide 6 series. The activation energy for the ‘classical’ rearrangement of benzonitrile

oxide 10a in its singlet ground state to phenyl isocyanate 12a is lower than that for the poten-

tial cyclization to the cyclopropene 13a and ring expansion to cycloheptatetraene 14a by ∼20

Kcal/mol, but in the triplet state 10aT this difference is reduced to 4 Kcal/mol. Substitution

with m,m’-bis(dimethylamino) groups in 10b reduces this energy difference to 8 Kcal/mol in

the singlet state, and to -3 Kcal/mol in the triplet 10bT; in other words, the ring expansion

becomes the preferred path in the triplet state, and it can be expected that this reaction will

be observable under photolysis conditions. Formation of the species Ph-CON 15aT is also in

principle possible.

In the case of benzonitrile methylide 16a, the ‘classical’ rearrangement to the ketenimine

19a is favoured over the ring expansion to the cyclopropane 20a and cycloheptatetraene 21a by

∼10 Kcal/mol in the singlet state, and the substitution with m,m’-bis(dimethylamino) groups

in 16b reduced this activation energy difference to ∼5 Kcal/mol, the ‘classical’ reaction still

being preferred. Here, the substitution with m,m’-bis(dimethylamino) groups does not lead to

significant changes in the reactions of the triplet state 16bT, where the ‘classical’ reaction is still

preferred over the ring expansion by 12-17 Kcal/mol. In addition, 1,3-H shifts interconverting

the nitrile ylides 16aT and 16bT with the isomeric nitrile ylides 22aT and 22bT are potentially

possible in the triplet state.
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and the Université de Pau et des Pays de l’Adour.

Conflict of interet

The authors declare no conflict of interest.

Keywords

Nitrile imines; nitrile oxides; nitrile ylides; cycloheptatetraenes; DFT and CASPT2 calcula-

tions

103



5.3 Benzotriazoles and Triazoloquinones: Rearrangements to Carbazoles,

Benzazirines, Azepinediones, and Fulvenimines
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Abstract: The denitrogenative rearrangements of several types of benzotriazoles were in-

vestigated by DFT (B3LYP/6-311G(d,p)) and CASPT2(10,10)sp/6-311G(d,p) calculations. The

Graebe-Ullmann synthesis of carbazoles 18 by pyrolysis or photolysis of 1-arylbenzotriazoles 14

proceeds without the involvement of benzazirines and without Wolff-type ring contraction to

fulvenimines. However, 1-aryltetrahydrobenzotriazoles undergo both the cyclization to tetrahy-

drocarbazole and the ring contraction. Triazoloquinones like 34 undergo predominant ring con-

traction to aminofulvenediones like 38 but also ring expansion to azepinediones like 40 and

cyclization to N -arylbenzaziridinediones such as 39, whereas carbazolediones are not formed.

Denitrogenation of 1-methylbenzotriazole 64 results in a facile 1,2-H shift with formation of N -

phenylmethanimine 67. 1-Cyanobenzotriazole 71 undergoes destructive pyrolysis with charring,

and the calculations predict the occurrence of several low-activation energy reaction pathways.
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Introduction

Benzotriazoles are used in numereous synthetic reactions
[64–66]

, where they can act as leav-

ing groups, electron donors, electron withdrawers, and radical or carbanion precursors. The

denitrogenative cyclization
[67,68]

is of particular interest for the synthesis of heterocycles. Com-

putational investigations of the denitrogenation of benzotriazole 1 at the CASPT2 level of theory

demonstrated that nitrogen loss from the initially formed diazo valence tautomers 2 results in a

1,3-diradical/carbene 3a/3b, which has a triplet ground state, but a low-lying open-shell singlet

state is responsible for further reactions.
[69,70]

This diradical/carbene can cyclize to benzazirine

4, the formation of which has been demonstrated experimentally by carbon labeling,
[71]

or it

can undergo the aza-Wolff rearrangement to fulvenimine 5 followed by tautomerization yields to

1-cyanocyclopentadiene 6 in high yield (Scheme 5.11).
[69]

The concerted reaction 2→5 bypassing

the diradical 3 was only located at the DFT level.
[69,72]

Scheme 5.11: Rearrangements of benzotriazole to fulvenimine, cyanocyclopentadiene, and ben-
zazirine.

Several different type of rearrangement can take place on pyrolysis of 1-substituted

benzotriazoles.
[73]

The preparation of carbazoles and carbolines such as 8 by pyrolysis of

1-arylbenzotriazoles and -triazolopyridines such as 7 (Scheme 5.12, Eq.1) is the well-known

Graebe-Ullmann reaction, first reported 125 years ago.
[74]

In the original experiment 1-

phenylbenzotriazole was decomposed by heating to about 360°C in a distillation flask.
[74]

Further

procedures used heating in sealed tubes, distillation with or without CaO, or heating with ZnCl2

or (poly)phosphoric acid.
[74–80]

Numerous variants of the reaction have been reported.
[73,81,82]

Nowadays flash vacuum pyrolysis (FVP)
[73]

is a convenient and usually high-yielding method.

The falling solid FVP procedure
[83,84]

allows a straightforward synthesis of carbazoles on a

preparative scale. Carbazoles and heterocyclic analogs are also obtained on photolysis;
[85,86]

carbazole was obtained in 78% yield in the photolysis of 7 in MeOH at 300 nm.
[87]
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In contrast, tetrahydrobenzotriazoles 9 undergo both the carbazole-type cyclization to

10a and Wolff-type ring contraction to a tetrahydroiminofulvene derivative 10b (Eq.2).

Triazoloquinones and tiazolobenzoquinones 11 undergo the Wolff-type ring contraction to

12a as the principal products, but ring expansion to azepinedione derivatives 12b also

takes place, whereas carbazole-type cyclizations have not been observed at all (Eq.3). 1-

Methylbenzotriazole 13 (X = CH3) yields N-phenylmethanimine cleanly (Eq.4), whereas N-

acyl and N-alkoxycarbonylbenzotriazoles (13, X = RCO or ROCO) undergo ring contraction to

iminofulvenes,
[31,70,73]

but N-cyanobenzotriazole 13 (X = CN) has not so far yielded any definite

pyrolysis product.

In this paper we will examine the possible competitions between Graebe-Ullmann-type cy-

clizations, benzazirine formation, and Wolff-type ring contraction to fulvenimines by calculation

of the energy profiles. Depending on the molecular structure, all three types of rearrangement

can become energetically feasible.

Scheme 5.12: The different types of rearrangement of benzotriazoles, tetrahydrobenzotriazoles,
triazoloquinones, and simple 1-substituted benzotriazoles described in this paper.

106



Results and Discussion

1. 1-Arylbenzotriazoles

Pyrolysis
[70,88]

, and photolysis
[89–91]

of 1-arylbenzotriazoles 14 yield carbazoles 18 in high

yields (Scheme 5.13). Diazo compounds 15 have been detected as intermediates in matrix pho-

tolysis reactions.
[73]

The triplet diradicals 16E,Z have been characterized by ESR spectroscopy

in the photolysis of 7 at 77 K.
[92]

Compound 14b was examined by FVP at 780-1100°C,
[88]

compound 14c by low-pressure Hg arc photolysis,
[89,90]

and 14d by photolysis at 254nm.
[91]

Involvement of benzazirines 17 would have led to formation of positional isomers 19 of the

carbazoles, and such isomers have not been detected in either pyrolysis or photolysis reactions.

This excludes the involvement of benzazirines 17. The potential fulvenimines 20 arising from

Wolff-type ring contractions have never been described either. The yields of carbazoles are nearly

quantitative in the FVP reactions, but they are usually far from quantitative in the photolyses.

Scheme 5.13: Potential products of decomposition of 1-phenylbenzotriazoles 14.

We have investigated the potential rearrangements of 1-phenylbenzotriazole 14a at the DFT

(B3LYP/6-311G(d,p)) and CASPT2(10,10)sp/6-311G(d,p) computational levels with the results

shown in Scheme 5.14.
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Scheme 5.14: Potential products of decomposition of 1-phenylbenzotriazole 14a. Energies in
Kcal/mol calculated at the DFT and (CASPT2) levels; n.s. = not stable; n.f = not found (a TS
could not be found at the CASPT2 level).
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As in the case of the unsubstituted benzotriazole,
[71]

the concerted ring contraction 14a →
20a was only found at the DFT level, and the energy barrier is very high at ∼ 102 Kcal/mol.

The stepwise reaction via the diradicals 16aE and 16aZ could lead to the fulvenimine 20a

with a barrier of ∼26 Kcal/mol, and benzazirine 17a could be formed with a barrier of 15-23

Kcal/mol, but the cyclization to the carbazole derivative 21 is by far the preferred reaction

with a barrier of only 0.1-2 Kcal/mol depending on the level of calculation. This reaction is

highly exothermic (-51 to -57 Kcal/mol), and the subsequent 1,5-H shifts to carbazole 18a

via 21 and 22 have low barriers relative to the energy of 14a. Therefore, clean carbazole

formation without the involvement of the benzazirine 17a is expected in full agreement with the

experimental observations. Analogous calculations were also performed for compound 14b, with

very similar results (Scheme 5.15). It is interesting to note that the isocarbazole 22 is an isomer

of the higher energy 2-biphenylylnitrene 23, with which it may interconvert. This reaction has

been demonstrated in the laser flash photolysis of 2-biphenylyl azide, where the products were

identified by transient UV absorption spectroscopy.
[93]

The calculated barrier for the reaction

of singlet 23 to 22 was 4-6 Kcal/mol, and this reaction was computed to be exothermic by ∼28

Kcal/mol.

Scheme 5.15: Potential products of decomposition of 1-phenylbenzotriazoles 14. Energies in
Kcal/mol calculated at the B3LYP/6-311G(d,p) and CASPT2(10,10)sp/6-311G(d,p) (values in
parenthesis) levels related to Scheme 5.14.
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2. 1-Phenyl-4,5,6,7-tetrahydrobenzotriazole

Pyrolysis and photolysis of 1-phenyl-4,5,6,7-tetrahydrobenzotriazole 24 lead to formation of

both tetrahydrocarbazole 30 and tetrahydrofulvenimine 31 (Scheme 5.16).
[94]

The latter was

detected by its IR absorption at 2020 cm−1 and isolated as the amide 32. The pyrolysis was

carried out by FVP at 590-630°C at a pressure <10−2 hPa. The photolysis was in CH3CN using

a 5W low-pressure Hg arc. The yield of 30 was 17% in the pyrolysis and 62% in the photolysis.

The yield of 32 was 20% in the pyrolysis and less than 5% in the photolysis.

Scheme 5.16: Products of decomposition of 1-phenyltetrahydrobenzotriazole 24. Energies in
Kcal/mol calculated at the DFT and (CASPT2) levels; n.s = not stable.

Our calculations show that, after formation of the E and Z forms of the open-shell singlet

diradical 26, the activation barriers for ring closure to the carbazole derivative 28 and to the

fulvenimine 31 are both very small, about 6 and 7 Kcal/mol, respectively, at the CASPT2 level

(Scheme 5.16). Given the computational accuracy, these two barriers are in effect indistinguish-

able and are in at least qualitative agreement with the experimental observation of roughly equal

yields of the two compounds under FVP conditions. However, for the triplet diradical
[69]

26 the

two activation energies are ca. 10 and 58 Kcal/mol, respectively. This suggests that the photo-

chemical reaction takes place in the triplet manifold, thus resulting in predominant formation of

30. Reversible formation of the tetrahydrobenzazirine 27 is possible on the singlet surface but

unlikely in the triplet, the calculated barriers being ca. 14 and 55 Kcal/mol, respectively.
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3. N-Phenyltriazolo[b]naphthoquinone

Ludwig Wolff obtained the triazolonaphthoquinone 35 by reaction of 1,4-naphthoquinone 33

with phenyl azide (Scheme 5.17). The product was explained in terms of oxidation of the initially

formed dihydro compound 34 by the quinone. Moreover, a ring contraction product formulated

as the imine 37 was also formed, in low yield at 60-65°C, and in substantial yield at 100°C.
[95–97]

More recent work has shown that the product is actually the enamine 38.
[95–100]

Wolff suggested

the diradical 36 (formulated as a compound with two open valencies) as the precursor of 37.

Formation of a carbazole derivative was not reported.

Scheme 5.17: Wolff’s mechanism.

Our calculations at the DFT, and in part CASPT2, levels (Scheme 5.19) indicate that the

indanedione derivatives 37 and 38 may be reached from the triazoline 34 via two indirect routes

with barriers below 30 Kcal/mol. Wolff’s intermediate 36 is a diradical with only ca. 1 Kcal/mol,

difference between the singlet ground state and the triplet at CASPT2 level; i.e. the two states

are virtually isoenergetic (see Scheme 5.18). Ring closure of 36 affords the aziridine 39, and

such compounds have in fact been isolated.
[95–100]

The carbazole derivative 44 would in principle

be obtainable from the diradical 36, but lower energy H-shift paths to the anilinoquinone 41

available, thus preventing the formation of 42 - 44. The imine-amine tautomerization 41’ →
41 would take place rapidly by intermolecular H-exchange in solution. Compound 44 has not

been reported as a product, but anilinoquinones like 41 are often obtained in decompositions of

triazolines.
[99,101]

The predicted, easy formation of the benzazepinedione 40 by rearrangement

of 37 accounts for the otherwise unexplained isolation of such compounds in the reactions of

azides with quinones.
[102–105]
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Scheme 5.18: N -Phenyltriazolo[b]naphthoquinone 35 : Calculations related to Wolff’s mecha-
nism. Energies in Kcal/mol calculated at the B3LYP/6-311G(d.p) and CASPT2(10.10)sp/6-
311G(d.p) (values in parenthesis) levels related to Scheme 5.17
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Scheme 5.19: Calculations related to Wolff’s mechanism. DFT and (CASPT2) energies in
Kcal/mol.a

a The CASPT2 calculations (values in parentheses) are for the analogous benzoquinone

derivatives (Eq. 5).
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While the reactions described in Scheme 5.19 provide a satisfactory explanation of the ob-

served products, alternate reaction mechanisms need to be considered. Boyer proposed the

isolated triazolobenzoquinone 35, formed by oxidation on the initial addition product 34 by

excess naphthoquinone, as the key starting material.
[105]

The 2-diazo-p-naphthoquinone-3-imine

valence tautomer 45 can then undergo a Wolff-type rearrangement to the ketenimine 51. Re-

duction of this by benzohydroquinone would afford the imine 37 or its isomer, the enamine 38

(Scheme 5.20).

Alternatively, either 34 or 35 could be converted to the hydroquinone 53 and hence the dia-

zoimine 54 (Scheme 5.21). The resulting diradicals 55Z and 55E can in principle undergo a num-

ber of rearrangements, leading to the ring contraction product 38, 2-phenylaminobenzoquinone

60, and carbazole derivative 63. The calculations at the DFT level clearly show that the forma-

tion of 60 and 63 would be preferred. Since carbazole derivatives have never been reported in

this chemistry, the mechanism in Scheme 5.21 can be excluded.

The same trend and the same conclusion resulted from our calculations on the simple tria-

zolobenzoquinone 53’ at the DFT level: the formation of 1,4-dihydroxycarbazole would be vastly

preferred by this mechanism (Eq. 6).
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Scheme 5.20: Boyer’s mechanism. DFT and (CASPT2) energies in Kcal/mol relative to 47Z
(n.f. = not found).
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Scheme 5.21: Hydroquinone mechanism. Energies in Kcal/mol relative to 55Ed at the DFT
level.a

a Only the data for the lowest energy isomers a-d are shown. Data for all the isomers are

available in Scheme 5.22.

116



Scheme 5.22: Hydroquinone 53 mechanism. Energies in Kcal/mol calculated at the B3LYP/6-
311G(d,p) level related to Scheme 5.21. (values in bracket are obtained for the triazolobenzo-
quinone 53’ mechanism).
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4. 1-Methylbenzotriazole

The FVP of 1-methylbenzotriazole 64 at 660°C yields N-phenylmethanimine 67 in better

than 94% yield (Scheme 5.23).
[106,107]

The compound was isolated in the form of its trimer

68 from which it can be regenerated by FVP.
[106]

The Wolff-type ring contraction product, N-

methylfulvenimine 69 was not formed. The efficient and exothermic formation of 67 suggests

that formation of the benzazirine 69 may be too slow for it to be involved.

Neither 67 nor 70 were reported as products of photolysis of 64 in methanol at 300nm.

Instead, N-methylaniline and o-methoxy-N-methylaniline were isolated in 63% and 3.8% yields,

respectively.
[85,86]

The triplet diradical
[69]

66E,Z has been observed by ESR spectroscopy at 77

K.
[92]

Scheme 5.23: Reactions of 1-methylbenzotriazole. Energies in Kcal/mol at the DFT and
(CASPT2) levels.

Our calculations at DFT and CASPT2 levels (Scheme 5.23) are in agreement with the rapid

formation of the methanimine 67, slower potential formation of the unobserved benzazirine 69,

and much slower formation of the unobserved fulvenimine 70.
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5. 1-Cyanobenzotriazole

1-Cyanobenzotriazole 71 (Scheme 5.24) undergoes FVP at relatively low temperatures,

around 450°C, and kinetic measurements have yielded a first order rate constant several orders of

magnitudes higher than for a series of 1-benzotriazolylketones.
[108]

Color changes occurring on

heating of 71 in solution or on melting suggest that the diazo compound 72 is readily formed.
[109]

This is in agreement with our low, calculated activation barrier of ∼14 Kcal/mol. However, in

spite of the facile pyrolysis, it has not afforded any definite, isolable product. Instead, extensive

charring occurred inside the pyrolysis tube.

Scheme 5.24: Potential pyrolysis reactions of 1-cyanobenzotriazole; n.s. = not stable; OSS =
open shell singlet. Energies in Kcal/mol at the DFT and (CASPT2) levels.

The calculations (Scheme 5.24) indicate that a variety of unstable compounds 74 - 77 can

be formed from the initial diradical 73 with comparable and rather modest activation energies

of the order of 25 Kcal/mol. Furthermore, the carbene 74 may interconvert with the nitrene

78, and the nitrene 75 may ring open rather easily to the nitrene 79. The diradical 73 could

decompose to benzyne and NCN (80) with a much higher activation barrier. Further, potential

reactions are described in Scheme 5.19. All these compounds are very reactive and may explain

why no discrete product is formed in an appreciable yield.
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Conclusion

The denitrogenative rearrangement of 1-arylbenzotriazoles 14 to carbazoles 18 is energetically

preferred over the ring contraction to fulvenimines 20 by about 25 Kcal/mol. The cyclization of

biradicals 16 to benzazirines 17 is disfavoured by about 21 Kcal/mol. These results are in accord

with the experimentally observed, clean formation of carbazoles without substituent migration

under both thermal (FVP) and photochemical reaction conditions.

In contrast, the two reaction paths, cyclization to tetrahydrocarbazole 30 and ring con-

traction to tetrahydrofulvenimine 31, have similar, small, activation barriers of the order of

6-7 Kcal/mol, and both products were in fact formed with comparable yields on pyrolysis of 1-

phenyltetrahydrobenzotriazole 24. However, compound 30 is the major product in the photolysis

reaction. The formation of a tetrahydrobenzazirine 27 is not predicted to be competitive.

Consideration of different reaction mechanisms for the thermal decomposition of

triazolobenzo- and -naphthoquinones lead to the conclusion that denitrogenation of the product

34 of 1,3-cycloaddition of phenyl azide to 1,4-naphthoquinone results in ring contraction to the

indanedione 37 and the benzofulvenedione derivative 38. In addition, compound 37 can rear-

range to the benzazepinedione 40. Furthermore, 37 can also rearrange to the aziridine 39 and

the phenylaminoquinone 41 via the diradical 36 originally proposed by Wolff. These reactions

explain all the experimentally observed products as well as the absence of the carbazole derivative

44.

Pyrolysis of 1-methylbenzotriazole 64 gives N-phenylmethanimine 67 in virtually quantitative

yield, and neither cyclization to a benzazirine 69 nor ring contraction to the fulvenimine 70 are

favoured energetically. In contrast, 1-cyanobenzotriazole 71 has not yielded any definite product

but much charring inside the pyrolysis tube in FVP experiments. Calculations indicate the

operation of several reaction paths with very similar, low activation energies, all leading to

unstable compounds, whose subsequent reactions may explain the experimental observations.

Computational Details

Ground-state geometries and energies were determined at the DFT level using the B3LYP

exchange-correlation functional with the 6-311G(d,p) basis set. In order to take any poten-

tial mulitconfigurational effects into account, calculations were also carried out at CASSCF opt

// CASPT2(10,10)sp/6-311G(d,p) levels. In the case of Scheme 5.19, due to the size of the

molecules, the CASPT2 calculations were for the analogous p-benzoquinone derivatives. These

procedures allow direct comparison with previous calculations on benzotriazoles.
[69]

All calcula-

tions were performed using the Gaussian 09 and Molpro program packages.
[110,111]

Calculated

energies are at 0 K. The reported energies are always for the singlet species, except when the

triplet is indicated with a T.
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D. P. O’Neill, P. Palmieri, D. Peng, K. Pflüger, R. Pitzer, M. Reiher, T. Shiozaki, H. Stoll,

A. J. Stone, R. Tarroni, T. Thorsteinsson, and M.Wang, “Molpro, version 2012.1, a package

of ab initio programs,” See http://www. molpro. net (retrived 02.18.2019), 2012.

130



6 Conclusions and perspectives

Quantum chemistry is a discipline that allows a theoritical approach of chemical phenomena.

The increasing power of computer and the regular development of methods and softwares used

for computation make it possible to process kind the chemical problem. However, methods

and approximations need to be carefully chosen to ensure both reliability and accuracy of the

computations. In some cases, depending on the nature of the chemical species studied and on the

physicochemical properties to be modelled, it can be necessary to improve or extend an existing

method. One way to develop the most suitable approach is to analyse and correct the limitations

of the existing methods. It starts by identifying all the structural and chemical informations the

existing methods don’t take into account but which are, however, essential to the description of

the physical properties studied. By implementing those informations, we obviously increase the

precision of the model used.

In the first chapter of this thesis work, we develop the classical vibrational approach. The

resolution of a vibrational problem for a chemical system under the harmonic assumption is well-

known and easy to implement with common computational softwares. However, when working

on systems that require a very specific determination in the near infrared region or yet in far

infrared, the harmonic assumption is no longer sufficient and anharmonicity must be taken into

account. This is the case for the many HCNO isomers studied in this work, for which the

anharmonicity allows a better understanding of the reaction paths through the rearrangement

of the molecule as shown in chapter 3.

Three main kinds of methods may be used for the theoretical resolution of a vibrational

problem: i) the perturbation theory, ii) the variation method and iii) the perturbation-variation

theory. The perturbation method can be seen as the faster, and it can be used for the study

of large systems (with more than 10 atoms). Unfortunately, those advantages go with a low

accuracy. In its common use, the development of this method does not exceed order 4. We

decided to implement its development at higher orders so that missing informations like physico-

chemical effects could be taken into account, allowing us to reach a better accuracy. The VPTn

method thus developed is able to determine all the energy and wavefunction corrections at orders

1 to 6. Thanks to this better approximation of the potential function, it becomes possible to

solve with a good precision the identification of unusual molecules by infrared spectroscopy.

The VPTn method is a powerful theoretical tool accessible to all theoretical and experimental

researchers who work on infrared spectroscopy problems.

In the second part of this thesis, we briefly present the different multi-determinental methods,

as the systems studied have a multi-configurational behaviour. We first studied the rearrange-

ments of aromatic nitrile oxides and nitrile ylides. We noticed that those rearrangements could

take place in both the singlet ground states and the triplet excited states, and that they were

accelerated by m,m’ -bis(dimethylamino) substitution on the phenyl moieties. The new rear-

rangement leads to the preferential energy pathway, m,m’ -bis(dimethylamino)benzonitrile oxide
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in the triplet state: m,m’ -bis(dimethylamino)benzonitrile ylide, the cyclization to the 2-phenyl-

1-azirine is favoured over the ring expansion to acycloheptatetraene by ca. 5 Kcal/mol in the

singlet state. In the bent triplet states, 1,3-hydrogen shifts interverting nitrile ylides are theo-

retically possible.

We also examined the competition between mechanisms as the Graebe-Ullmann-type cycliza-

tions, benzazirine formation and Wolff-type ring contraction to fulvenimines. The energy profiles

computed for the different paths agree with the experimental data. The reaction path is clearly

determined, as well as all the reaction intermediates, in the study of 1-Arylbenzotriazoles. For

the 1-Phenyl-4,5,6,7-tetrahydrobenzotriazole compound, two reaction paths show small activa-

tion barriers, so that both products (tetrahydro-carbazole 30 and tetrahydrofulvenimine 31)

have comparable yield on pyrolyse as experimentally observed. The computed mechanisms for

the thermal decomposition of triazolobenzo- and -naphtoquinone can explain all the experimen-

tally observed products. Regarding the study of 1-Methylbenzotriazole, there is no doubt about

the product obtained (theoretically and experimentally) as well as the reaction path followed.

Concerning the study of 1-Cyanobenzotriazole, calculations show that several reaction paths lead

to unstable compounds, whose subsequent reactions may explain the experimental observations.

This thesis highlights the challenge of experience-theory confrontations and the way compu-

tational chemistry has to adapt to answer ever more complex problems. We developed all the

equations underlying the VPTn method and implemented it in a code. However, our work is not

yet sufficient to make this method operational. The results obtained using this method should

be compared with the one obtained with the A-VCI method, in order to ensure the consistency

of the method.

One of the remaining challenges is the acquisition of a PES at higher orders which is neces-

sary for the resolution of the vibrational Schrodinger equation (RSVE). As the size of the PES

increases in a very significant way with the number of atoms of the system studied, it quickly

becomes impossible to calculate each term (force constants) of the analytical expression of the

PES.

As we can see in chapter 5, the large number of electrons in such systems do not allow the use

of a multiconfigurational method like CASPT2, due to the computational cost. It is therefore

necessary to develop some alternative methods until technology will have made enough improve-

ments to no longer use approximations. A close collaboration between theory and experiment

appears essential to face those problems and build some suitable strategies.
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7 Appendices

7.1 Functions and density matrices

7.1.1 General definitions

Quantum computational methods provide increasingly sophisticated molecular wavefunctions,

but their analysis is becoming more and more difficult due to their complicated description (based

on determinants which are themselves built on molecular orbitals developed on atomic orbital

bases).

It is therefore convenient to link the physical properties of the molecular wave function to a

concept such as the electronic distribution, which is easy to interpret.

In the remainder of this paper, the indices i, j, k, l will be reserved for molecular orbitals, the

indices µ, ν, σ, λ for atomic orbitals and the indices a and b for electrons.

7.1.2 Density function

If ψ(x1,x2,...,xn) denotes the wave function describing an n-electron system

n!ψ*(x1,x2,...,xn)ψ(x1,x2,...,xn) represents the probability of the distribution correspond-

ing to particle 1 at x1, 2 at x2, etc. (xa denoting the generalised space coordinate and spin of

electron a).

Similarly, the function ρ1(x1) such that:

ρ1(x1) = n

∫
ψ∗(x1, x2, . . . , xn)ψ(x1, x2, . . . , xn)dx2 . . . dxn (7.1)

gives the probability of having a particle at x1, the others being distributed in space. ρ1(x1) is

the density function of order 1.

In the case of the separation of space and spin variables, and after integration on the spin,

we obtain:

P1(r1) =

∫
ρ1(x1)ds1

r1 is the space coordinate of electron 1 and s1 is the spin coordinate. P1 is the electron

density function determined by crystallographers. Similarly, we can define the density function

of order 2 ρ2(x1, x2):

ρ2(x1, x2) = n(n− 1)

∫
ψ∗(x1, x2, . . . , xn)ψ(x1, x2, . . . , xn)dx3 . . . dxn (7.2)

Which is written, after integration on the spin:

P2(r1, r2) =

∫
ρ2(x1, x2)ds1ds2

And so on until order n.
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7.1.3 Density matrix

As for the density function, the density matrix [1] can be defined at various orders. At order 1,

it takes the form:

ρ1(x1, x
′
1) = n

∫
ψ∗(x′1, x2, . . . , xn)ψ(x1, x2, . . . , xn)dx2 . . . dxn (7.3)

This function has no physical meaning and depends on the couple chosen (x1, x
′
1) (hence the

name of matrix). At order 2, its expression is such that :

ρ2(x1, x2;x
′
1, x

′
2) = n(n− 1)

∫
ψ∗(x′1, x

′
2, . . . , xn)ψ(x1, x2, . . . , xn)dx3 . . . dxn (7.4)

Let us notice that the application of the antisymmetry properties of the wave function with

respect to the exchange of two particles, makes it possible to find the principle of Pauli. Indeed

we will have:

ρ2(x1, x2;x
′
1, x

′
2) = −ρ2(x2, x1;x′1, x′2)

This equality implies that two particles cannot have the same space and spin coordinates.

The transition from density matrices to density functions is immediate:

ρ1(x1) = ρ1(x1, x
′
1) for x1 = x′1

ρ2(x1, x2) = ρ2(x1, x2;x
′
1, x

′
2) for x1 = x′1 and x2 = x′2

7.2 Density functions and density matrices in the independent particle

model

The impact of the independent particle model on the expression of the density functions

and matrices written for a general wave function describing an n-electron system can be briefly

analysed. We will distinguish the case of the monodeterminantal approximation used in RHF

methods from the more general case of multi-determinantal functions.

7.2.1 Case of a single-determinant wave function

If the total electronic wave function Ψ is implemented as an antisymmetric product of orthonor-

mal single-electron functions (spin-orbitals) denoted ui :

ψ(x1, x2, . . . , xn) = (n!)−1/2A[u1(x1), u2(x2), . . . , un(xn)] (7.5)

A representing the antisymmetry operator. Considering the orthonormality of the (2m) spin-

orbitals used, the density matrices are simply expressed.
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At order 1:

ρ(x1, x
′
1) =

2m∑
i=1

2m∑
j=1

ρiju
∗
i (x

′
1)uj(x1) (7.6)

With:

ρij = 0 if i ̸= j

ρii = 1 if ui is occupied

ρii = 0 if ui is virtual

And to order 2:

ρ2(x1, x2;x
′
1, x

′
2) =

2m∑
i=1

2m∑
j=1

2m∑
k=1

2m∑
l=1

ρijklu
∗
i (x

′
1)u

∗
j (x

′
2)uk(x1)ul(x2) (7.7)

The elements of the second-order 2p tensor are given by:

2pii,ii=0

2pij,ij=1 } if the spin-orbitals ui and uj are occupied (i ̸= j)
2pij,ji=-1

2pij,kl=0 in all other cases

Therefore, we can write:

ρ2(x1, x2;x
′
1, x

′
2) =

occ∑
i

occ∑
j

[u∗i (x
′
1)u

∗
j (x

′
2)ui(x1)uj(x2)− u∗i (x

′
1)u

∗
j (x

′
2)uj(x1)ui(x2)]

It is immediately apparent that the second order density matrix can be written in terms of

the first order density matrices:

ρ2(x1, x2;x
′
1, x

′
2) = ρ1(x1, x

′
1)ρ1(x2, x

′
2)− ρ1(x2, x

′
1)ρ1(x1, x

′
2) (7.8)

This can be expressed as the determinant:

ρ2(x1, x2;x
′
1, x

′
2) =

∣∣∣∣∣∣∣∣
ρ1(x1, x

′
1) ρ1(x1, x

′
2)

ρ1(x2, x
′
1) ρ1(x2, x

′
2)

∣∣∣∣∣∣∣∣
Note that the off-diagonal terms of this determinant constitute a generalisation of the notion

of density matrices and correspond to exchange terms. The passage to the density functions

being immediate, after integration on the spin, the equation (7.8) is written :
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P2(r1, r2) = P1(r1)P1(r2)− P1(r2, r1)P1(r1, r2) (7.9)

In the expressions (7.6) and (7.7), we can easily separate the α and β contributions because

of the orthonormalisation of the spin functions. One will obtain,

at order 1: P1(r1) = Pα
1 (r1) + P β

1 (r1)

at order 2: P2(r1, r2) = Pαα
2 (r1, r2) + P ββ

2 (r1, r2) + Pαβ
2 (r1, r2) + P βα

2 (r1, r2)

With, according to the expression (7.9),

Pαα
2 (r1, r2) =P

α
1 (r1)P

α
1 (r2)− Pαα

1 (r1, r2)P
αα
1 (r2, r1)

Pαβ
2 (r1, r2) =P

α
1 (r1)P

β
1 (r2)

Note that similar terms are obtained for P ββ
2 (r1, r2) and P

βα
2 (r1, r2).

7.2.2 Case of a multi-determinant wave function

Let us consider the case where the wave function is developed on a basis of determinants ∆I ,

themselves constructed on a basis of spin-orbitals supposed to be orthonormal:

Ψ =
∑
I

AI∆I

In practice, this is the usual case that is encountered, in particular, when spectroscopic

properties involving several states must be interpreted. This leads to the introduction of the

notion of transition density matrix.
[1]

The first-order density function associated with a multi-

determinant wave function is expressed in terms of the coefficients AI of the development:

ρ1(x1) =
∑
IJ

A∗
IAJρ1(II|x1) (7.10)

We define:

ρ1(IJ |x1) = n

∫
∆∗

I(x1, x2, . . . , xn)∆J(x1, x2, . . . , xn)dx2 . . . dxn

Like the first-order transition density function, the first-order density function associated with

the Ψ = ∆I state corresponding to ρ1(II|x1).

ρ1(II|x1) =
2m∑
ij

ρIIij u
∗
i (x1)uj(x1)

The ρIIij terms are to be compared with the ρij terms introduced in the expression (7.6). This

matrix-wise writing can be extended to the functions ρ1(II|x1) for I ̸= J , that is :
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ρ1(IJ |x1) =
2m∑
ij

ρIJij u
∗
i (x1)uj(x1) (7.11)

In practice, ρ1(IJ |x1) is a non-zero function only if the determinants ∆I and ∆J differ at

most by one spin-orbital (up for ∆I and uq for ∆J) in an orthonormal spin-orbital basis. In this

case, the only non-zero ρIJij term is ρIJpq (equal to 1):

ρ1(IJ |x1) = u∗p(x1)uq(x1) (7.12)

The first order density function is then written :

ρ1(x1) =

2m∑
ij

∑
I,J

A∗
IAJρ

IJ
i,j

u∗i (x1)uj(x1)

The expression is comparable to that obtained in the single-determinant case. The second-order

density function is similarly expressed in terms of the expansion coefficients:

ρ2(x1, x2) =
∑
IJ

A∗
IAJρ2(IJ |x1x2) (7.13)

This leads to the definition of the second order transition function:

ρ2(IJ |x1x2) = n(n− 1)

∫
∆∗

I(x1, x2, . . . , xn)∆J(x1, x2, . . . , xn)dx3 . . . dxn (7.14)

which can also be written by introducing a tensor of order 2 2ρIJ :

ρ2(IJ |x1x2) =
2m∑
ijkl

2ρIJijklu
∗
i (x1)u

∗
j (x2)uk(x1)ul(x2) (7.15)

The second order density function can then be expressed as follows:

ρ2(IJ |x1x2) =
2m∑
ijkl

(∑
IJ

A∗
IAJρ

IJ
ijkl

)
u∗i (x1)u

∗
j (x2)uk(x1)ul(x2) (7.16)

The first and second order transition functions can be defined after integration on the spin

coordinates:

ρ1(IJ |r1) =
∫
ρ1(IJ |x1)ds1 (7.17)

ρ2(IJ |r1r2) =
∫
ρ2(IJ |x1x2)ds1ds2 (7.18)
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7.2.3 Mean value of an operator: example of the non-relativistic electron Hamil-

tonian in the Born-Oppenheimer approximation

We will treat the non-relativistic electron Hamiltonian (note Ĥ), which is written for a system

with n electrons a, space coordinates ra and N nuclei A, as the sum of single-electron terms and

double-electron terms such that:

Ĥ =

n∑
a=1

T̂a(ra) +

n∑
a=1

N∑
A=1

V̂aA(ra)︸ ︷︷ ︸
single-electron term

+

n∑
a=1

n∑
b>a

ĝab(ra, rb)︸ ︷︷ ︸
double-electron term

(7.19)

with: V̂aA :electron-nucleus potential

ĝab :electron-electron potential

T̂a :electronic kinetic operator

The total electronic energy of the system given by the mean value of the Hamiltonian is

written, for any wave function Ψ:

E = ⟨Ψ| Ĥ |Ψ⟩ = ⟨Ψ| T̂ |Ψ⟩+ ⟨Ψ| V̂ |Ψ⟩+ ⟨Ψ| ĝ |Ψ⟩

with: ⟨Ψ| Ô |Ψ⟩ =
∫
Ψ∗(x1, x2, . . . , xn)ÔΨ(x1, x2, . . . , xn)dx1 . . . dxn

Ô representing the three operators T̂ , V̂ or ĝ. Taking the definition of the density function
[2]

to order 1 , we can write:

⟨Ψ| T̂ |Ψ⟩ =1

n

n∑
a=1

∫
T̂a(xa)ρ1(xa)dxa (7.20)

⟨Ψ| V̂ |Ψ⟩ =1

n

n∑
a=1

N∑
A=1

∫
V̂aA(xa)ρ1(xa)dxa (7.21)

⟨Ψ| ĝ |Ψ⟩ = 1

n(n− 1)

n∑
a=1

n∑
a>b

∫
ĝab(xa, xb)ρ2(xa, xb)dxadxb (7.22)

It is quite clear from the discussion above that these mean values can also be expressed in

terms of the density matrices, i.e.:
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⟨Ψ| T̂ |Ψ⟩ =1

n

n∑
a=1

∫
xa=x′

a

T̂a(xa)ρ1(xa, x
′
a)dxa (7.23)

⟨Ψ| V̂ |Ψ⟩ =1

n

n∑
a=1

N∑
A=1

∫
xa=x′

a

V̂aA(xa)ρ1(xa, x
′
a)dxa (7.24)

⟨Ψ| ĝ |Ψ⟩ = 1

n(n− 1)

n∑
a=1

n∑
a>b

∫
xa=x′

a
xb=x′

b

ĝab(xa, xb)ρ2(xa, xb;x
′
a, x

′
b)dxadxb (7.25)

Thus, taking into account the principle of indiscernibility of electrons, the energy associated

with the electronic Hamiltonian has the expression:

E =

∫
xa=x′

a

ĥa(xa)ρ1(xa, x
′
a)dxa +

1

2

∫
xa=x′

a
xb=x′

b

ĝab(xa, xb)ρ2(xa, xb;x
′
a, x

′
b)dxadxb (7.26)

with ĥa a single-electron operator such that:

ĥa(xa) = T̂a(xa) +

N∑
A=1

V̂aA(xa) (7.27)

After integration on the spin, we obtain :

E =

∫
ra=r′a

ĥa(ra)ρ1(ra, r
′
a)dra +

1

2

∫
ra=r′a
rb=r′

b

ĝab(ra, rb)P2(ra, rb; r
′
a, r

′
b)dradrb (7.28)

Or, by showing the integrals calculated in the m molecular orbital basis ϕi:
[1]

E =
∑
ij

Dijhij +
1

2

∑
ijkl

Pijkl ⟨ij|kl⟩ (7.29)

Where ⟨ij|kl⟩ =
∫
ϕ∗i (ra)ϕ

∗
j (rb)ĝabϕk(ra)ϕl(rb)dradrb

And hij = ϕ∗i (ra)ϕj(ra)ĥa(ra)dra

The elements of the matrix D and the tensor P of second order being related to the density

functions of first and second order by the expressions:
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P1(r1) =

m∑
i=1

m∑
j=1

Dijϕ
∗
i (r1)ϕj(r1) (7.30)

P2(r1, r2) =

m∑
i=1

m∑
j=1

m∑
k=1

m∑
l=1

Pijklϕ
∗
i (r1)ϕ

∗
j (r2)ϕk(r1)ϕl(r2) (7.31)

The matrix D and the tensor P of second order are commonly referred to as first and second

order density matrices, which can lead to some confusion since this vocabulary is also associated

to functions of several variables defined in paragraphs 7.1.2 and 7.1.3. The difference between the

single and multi-determinant cases is entirely contained in D and P . At the single-determinant

level, the elements of the matrix D and the tensor P are given by :

Dii=2 if ϕi is occupied

Dii=0 if ϕi is virtual

Dii=0 if ϕi and ϕj are different

Piiii=0

Pijij=2 } if ϕi and ϕj are occupied and i ̸= j
Pijji=-1

Pijkl=0 in all other cases

In the case of a multi-determinant wave function Ψ =
∑

I AI∆I , the expression of these

matrices is more complex because it takes into account the coefficients AI of the development.

Taking into account the expressions (7.11) and (7.12), we obtain the elements Dij :

Dij =
∑
I,J

A∗
IAJD

IJ
ij

DIJ
ij is non-zero only if ∆I and ∆J differ by at most one spin-orbit (ui for ∆I and uj for ∆J)
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