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Résumé

Parmi les différents minéraux constituant les roches carbonatées, la précipitation et la disso-
lution de la calcite sont des processus primordiaux pour I’étude des roches carbonatées et
leur surveillance in situ est un enjeu majeur de leur utilisation pour la gestion des risques
(e.g., cavités), des ressources (e.g., H,O) ou déchets (e.g., CO,). Les méthodes hydrogéophy-
siques sont fondées sur le développement de techniques géophysiques appropriées pour le
suivi des processus hydrologiques et biogéochimiques de maniere non-intrusive et a faible
cout. En outre, parmi les techniques existantes, les méthodes électriques ont déja prouvé
leur capacité a surveiller les processus hydrologiques et la réactivité géochimique. Pour cette
raison, les méthodes du potentiel spontané (PS) et de la polarisation provoquée spectrale
(PPS) ont été choisies pour investiguer les processus de dissolution et de précipitation de
la calcite. La PS est une technique passive consistant a mesurer le champ électrique naturel
généré par les flux d’eau et les gradients de concentration, respectivement par les couplages
électrocinétique et électrochimique, tandis que la PPS est une méthode active mesurant la
conductivité électrique complexe aux basses fréquences (du mHz au kHz). La conductivité
électrique complexe est une propriété géophysique dont les composantes réelle et imaginaire
peuvent étre reliées respectivement aux propriétés microstructurales du milieu poreux et a
I’état de surface des minéraux le constituant. Cependant, pour les études biogéochimiques,
les données de PS et de PPS sont encore complexes a interpréter, en raison de la superposition
des mécanismes sources. De ce fait, en I'absence de relations pétrophysiques, ces méthodes
fontrarement!’objet de modélisation quantitative. Cette these présente des recherches expé-
rimentales et des développements théoriques connexes visant a améliorer I'interprétation
des méthodes PS et PPS. Tout d’abord, un nouveau modele de conductivité électrique est
développé et montre un bon ajustement avec les résultats numériques de dissolution et de

précipitation. Deuxiémement, des données PS remarquables ont été obtenues et ont pu étre
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reliées aux gradients de concentration ionique grace a une modélisation de transport réactif,
conduisant al'interprétation quantitative du couplage électrodiffusif de la PS. Par la suite, les
expériences menées ont conduit a la conception et a 'amélioration d'un banc expérimental
permettant une étude complete combinant I'acquisition géo-électrique multiméthodes et
les analyses géochimiques. Enfin, les résultats obtenus par la PPS nourrissent la réflexion sur
les mécanismes invoqués par d’autres études comme sources des variations de polarisation

électrique résultant des processus de précipitation et de dissolution de la calcite.

<

Mots clés

suivi temporel de la réactivité de la calcite, processus de dissolution et de précipitation,

potentiel spontané, polarisation provoquée spectrale, transport réactif, pétrophysique.



Abstract

Calcite precipitation and dissolution are prime processes in carbonate rocks and being able
to monitor them in situ is a major deal of reservoir exploitation for geo-resources (water,
gas) or geological storage (CO2, H2, waste). Hydrogeophysical methods are based on the
development of suitable geophysical techniques to monitor hydrological and biogeochemi-
cal processes non-intrusively and at low cost. Furthermore, among the existing techniques,
electrical methods have already proven their ability to monitor hydrological processes and
chemical reactivity. For this reason, self-potential (SP) and spectral induced polarization
(SIP) methods are chosen for the study of calcite dissolution and precipitation processes.
SP is a passive technique consisting in the measurement of the natural electric field gener-
ated by water fluxes and concentration gradients, through electrokinetic and electrochem-
ical couplings, respectively, while, SIP is an active method measuring the electrical com-
plex conductivity at low frequencies (from mHz to kHz).The electrical complex conductivity
is a geophysical property whose real and imaginary components can be related to the mi-
crostructural properties of the porous medium and to the surface state of the minerals of
which it is composed, respectively. However, for biogeochemical studies, SP and SIP data
are still complex to interpret, due to the superposition of source mechanisms. Therefore,
due to the lack of petrophysical relationships, these methods are rarely quantitatively mod-
eled. This thesis presents experimental investigations and related theoretical developments
to improve the interpretation of these methods. First, a new model of electrical conduc-
tivity is developed and show successful fitting with dissolution and precipitation numerical
results. Secondly, remarkable SP data were obtained and are related to ionic concentration
gradients through reactive transport modeling, leading to the quantitative interpretation of
the SP electro-diffusive coupling. Then, the conducted experiments led to the design and

the improvement of a laboratory setup enabling a complete study combining geo-electrical



acquisition and geochemical analyses. Finally, SIP results nourish the reflection concerning
the mechanisms, invoked by other studies, responsible for the electrical polarization varia-

tions resulting from calcite precipitation and dissolution processes.

<

Key-words

calcite reactivity monitoring, dissolution and precipitation processes, self-potential,

spectral induced polarization, reactive transport, petrophysics.
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Table of symbols

Symbol Definition

a constriction factor (-)
Alk alkalinity (mol L™1)
A, REV section area (m?)

coupling coefficient (V)
mobility (m? s™! V1)

B+ mobility on the cation (m? s~! V1)

B- mobility on the anion m? s~ vl

Bx; mobility on ion X; (m? s7! V1)

C ionic concentration of the solution (mol L™1)
CEK electrokinetic coupling coefficient (V Pa™?)
Cc® standard concentration (mol L™1)

Cx; ionic concentration of ion X; (mol L™1)

C first electrode of current injection

Cy second electrode of current injection

d pore diameter (m)

d. column diameter (m)

dg grain diameter (m)

<dg > mean grain diameter (m)

D diffusion coefficient (m? s™1)

% dielectric displacement field (C m~2)

Dy, surface diffucion coefficient in the Stern layer (m? s
Deff effective diffusion coefficient (m? s™1)

D, fractal dimension of pore size (-)

Duw diffusion coefficient of water (m? s™1)

Dy, diffusion cofficient of ion X; (m? s™1)



Symbol

Definition

Ac
Ah
AV

EC

oQ

Y X
i(F)

1|

Js
i
i<
jredox
Je

Jc

Ja

I

Jiot

kREV

Ko
Ka
Ka

1

Damkohler number (-)

solute concentration differences (mol m~3)
hydraulic charge across the REV (m)
electric voltage (V)

electric field (V m™1]

electrical conductivity

mean absolute percentage error (%)
fluid dynamic viscosity (Pa s)

water dynamic viscosity (Pa s)
constrictivity (-)

frequency (Hz)

critical frequency of the Stern layer (Hz)
geometric factor (m)

formation factor (-)

Faraday constant (C mol™')

standard gravity (m s72)

geometrical factor (-)

activity coefficient of ion X; (-)

imaginary unit(-)

electric current flowing through a single pore (A)

REV electric current (A)

electric current amplitude (A)

source current density (A m™2)

electrochemical coupling current density from ionic concentration gradients (A m~2)
electrokinetic coupling current density (A m~2)

electrochemical coupling current density from oxydation-reduction reactions (A m~?2)
conduction electric current density (A m2)

flux of transported solute concentration (mol m=2 s™1)

dielectric displacement current density (A m~2)

diffusive solute mass flow rate (mol s™1)

total electric current density (A m~2)

geometric factor (m)

REV permeability (m?)

Henry’s law constant (-)

acidity constant of acetic acid (-)

acidity constant of hydrogencarbonate ion (-)



Definition

N(7)

acidity constant of carbonate ion (-)

hydratation constant (-)

solubility product of calcite (-)

tortuous length (m)

distance between the electrodes of current injection (m)
distance between the electrode of current injection and the electrode of potential mea-
surement (m)

distance between the electrodes of potential measurement (m)
straight path (m)

REV length (m)

wavelength (m)

Johnson length (m)

molar conductivity (S m~ mol ™)

molar conductivity of ion X; (S m~ mol™)
cementation exponent (-)

parameter characterizing the influence of the diffuse layer on the Stern layer (-)
water viscosity (Pa s)

number of pores of radius equal or larger than 7 (-)

total number of pores (-)

number of data (-)

angular frequency (rad s™!)

saturation index (-)

purity coefficient (-)

empirical parameter for temperature compensation (-)
first pH electrode located in Column 2

second pH electrode located in Column 2

CO partial pressure (Pa)

one of the measurement electrodes

electrical property from the data (-)

electrical property from the model (-)

coefficient to define a(¢) (-)

coefficient to define 7(¢) (-)

Péclet number (-)

first electrode of electric potential measurement
second electrode of electric potential measurement

third electrode of electric potential measurement



Symbol Definition

Py fourth electrode of electric potential measurement
[0) porosity (-)

Pena final porosity (-)

binit initial porosity (-)

[0 complex EC phase shift (rad)

Q1 electric current phase shift (rad)

v electric potential phase shift (rad)

q concentration of the solid phase (mol kg™ ,,)
Q flow rate (m3 s™1)

Qp(P) flow rate of a single pore (m? s™1)

QREV total volumetric flow rate (m3 s™1)

QV volumetric excess charge (C m™3)

r pore radius (m)

r average pore radius (m)

Tmax maximum average pore radius (m)

Fmin minimum average pore radius (m)

R REV radius (m)

x molar gas constant (J mol™! K1)

Re number of Reynolds (-)

REV Representative elementary volume

0 density of water (kg m™3)

r’ amplitude of the radius size fluctuation (m)
SIP spectral induced polarization

SP self potential

S section area of the REV (m)

S1 solution of hydrochloric acid at pH=3

S2 calcite over-saturated solution with Q = 14

S3 solution of hydrochloric acid at pH=4.5

S4 concentrated buffered solution of acetic acid at pH=4.5
S5 diluted buffered solution of acetic acid at pH=4.5
S6 solution of calcium chloride at 26.2 mmol L™!
S7 solution of sodium carbonate at 29.0 mmol L™}
o rock sample EC when neglecting o5 (Sm™')

g* complex EC (S m™1)

lo*| complex EC amplitude (S m™1)

o real part of the complex EC (S m™1)
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Symbol Definition

o imaginary part of the complex EC (S m™!)
Oin inlet pore water EC (uS cm™ b

op(F) contribution to the porous medium conductivity from a single pore (S m™!)
Oout outlet pore water EC (uS cm™h

oREV REV electrical conductivity (S m™

o surface conductivity (S m™1)

T 7 real part of the complex surface conductivity (S m™!)
U;ur 7 imaginary part of the complex surface conductivity (S m™!)
a!ur 7 complex surface conductivity (S m~1)

Ow pore water electrical conductivity (S m™1)
Zpore(F) electrical conductance of a single pore (S)

t time (sor hor d)

T temperature (K)

Ix; transference number (-)

T, macroscopic Hittorf number of the cation (-)
T_ macroscopic Hittorf number of the anion (-)
h hydraulic tortuosity (-)

Te electrical tortuosity (-)

T tortuosity (-)

Te electrical tortuosity (-)

Tg geometrical tortuosity (-)

0 temperature (°C)

u averaged pore fluid velocity (m s™!)

U Darcy'’s velocity (m s™1)

v velocity (m )

14 electric potential (A)

|V electric potential amplitude (A)

Vy (F) volume of a single pore (m3)

Vpores pore volume (m3)

Vsol volume of the solution (L)

Vior total rock volume (m3)

) reaction rate (s™1)

(X3) ionic activity of ion X; (-)

zx; valence of ion X; (-)

Z impedance (Q)

| Z] impedance amplitude (Q)
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Symbol Definition

21 first criterion from Zimmermann et al. (2008)
Z second criterion from Zimmermann et al. (2008)
Z3 third criterion from Zimmermann et al. (2008)
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Introduction

Background and problematic

Carbonate rocks cover a large area of the continental surface all over the globe (Chen et al. 2017). From fields to
big cities, carbonate rocks are in our close environment and are bounded to many environmental and societal

issues due to their exploitation and their proper characteristics.

Carbonate rocks constitute reservoirs for key resources. Indeed, carbonate reservoirs are known to hold 60 % of
the world’s hydrocarbon reserves (e.g., Burchette 2012; Singh and Joshi 2020) and have been exploited for cen-
turies as a valuable natural resource (Drew et al. 2017). The study of carbonate rocks is also very active because
of their potential to serve as geologic repository especially in case of carbon dioxide (CO2) geological storage
(e.g., Luquot and Gouze 2009; Cherubini et al. 2019) and their active use for geothermal energy (e.g., Montanari
et al. 2017). Carbonate rocks are also famous for the beautiful coastal landscapes with their immaculate cliffs
that are not always that peaceful due to erosion (e.g., Neumann 1966). Carbonate rocks are also a great deal
of civil engineering due to the risk of underground cavity formation, landsliding, and collapsing (Figure 0.1).
However, the resource of greatest concern in recent years, due to human activities, is drinking water, which

is available in the form of underground water in karst terrain (e.g., Kacaroglu 1999; Bakalowicz and Dérfliger

i
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Figure 0.1: Limestone reservoir uses and issues regarding the society needs and environmental con-
sequences, this illustration comes from Varet et al. (2009).
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2005). Although karstic terrains cover 7-12 % of the Earth’s land surface, karstic regions provide water supplies
up to a quarter of the world’s population (e.g., Drew et al. 2017). Unfortunately, this resource is threatened by
pollution, especially from agricultural activities (e.g., Buckerfield et al. 2020). Hence, karsts constitute potential
transit zone of pollution from the surface to the aquifer and the interactions and transfers between water, gas,

and pollutants still require a better characterization.

However, studying carbonate reservoirs is a crucial challenge due to the multi-scale heterogeneity of rock
properties and it is made even more difficult by the strong chemical reactivity of the minerals with the pore
water and its chemistry (e.g., Meyerhoff et al. 2014). These features are responsible for specific processes oc-
curring in carbonate rocks over a wide size range (nm to km), such as ionic transport in a reactive porous
medium subjected to dissolution and precipitation due to groundwater circulations. Dissolution and precip-
itation of carbonate samples have already been well studied in the laboratory to characterize their impact on
the porous sample microstructural and hydrodynamic properties (e.g., Hoefner and Fogler 1988; Daccord et al.
1993; Golfier et al. 2002; Luquot and Gouze 2009; Rotting et al. 2015; Noiriel et al. 2012, 2016; Bouissonnié et al.
2018). However, these experiments, which include image analysis (e.g., Teng et al. 2000; Noiriel 2015; Noiriel

et al. 2020), are well designed for laboratory investigations, but cannot be used on the field.

To comprehend carbonate reservoirs behavior during dissolution and precipitation, we need to be able to mon-
itor their properties. In a subsurface context, chemical analysis of the pore water can be rather intrusive, only
provide restricted and spatially limited information (Goldscheider et al. 2008). On the other hand, among the
geophysical techniques, geo-electrical methods are non-intrusive and present a high sensitivity to physical and
chemical properties of rocks and of pore fluids, therefore being quite suitable for such monitoring (e.g., Hub-
bard and Linde 2011; Reynolds 2011; Glover 2015; Lowrie and Fichtner 2020). An increasing amount of work
has shown the interest and the effectiveness of geo-electrical methods for laboratory or in sifu monitoring of
hydrological processes and reactive transport related to the critical zone complexity (e.g., Revil et al. 2012; Vialle
et al. 2014). Nevertheless, geophysical methods are indirect and thus, require appropriate models and inver-
sion techniques to give a quantitative interpretation (e.g., Oldenburg and Li 2005; Tarantola 2005). Therefore,
this thesis focuses on the development of experimental and numerical study of calcite dissolution and precip-
itation using two geo-electrical methods that are spectral induced polarization (SIP) and self-potential (SP) in

addition with the monitoring of pore water electrical conductivity (EC).

Brief overview of the studied geo-electrical techniques

Pore water conducts electric current due to the presence of ionic species, behaving as electric charge carriers.
Thus, the pore water EC depends on the ionic concentrations and on the nature of the ions in solution, as not
all ions have identical mobility. The pore water conductivity is thus stronlgy related to its chemical composition

(e.g., McCleskey et al. 2012).

The rock sample EC of a water saturated porous medium is very sensitive to pore water EC and to geometrical
rock properties, such as the porosity. The most widely used relationship to link the rock conductivity to its

porosity is an empirical relationship developed by Archie (1942). Since then, many petrophysical models (i.e.,
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based on physical principles) have been developed and allow to use EC measurement to describe the geometry
of the pore space (e.g., Rembert et al. 2020). Furthermore, sample EC petrophysical modeling serves also to
characterize ionic transport (e.g., Maineult et al. 2016; Jougnot et al. 2018) and reactive-transport (e.g., Vialle

et al. 2014; Ghosh et al. 2018).

The SIP method, by injecting an alternating current, measures both the sample electrical conductivity and the
ability of the porous rock to polarize. This method was originally developed to detect metallic particles (e.g.,
Schlumberger 1920a; Kemna et al. 2012). Its use on sedimentary rocks is quite recent because the measured
signal shows a much lower amplitude particularly in the case of carbonate rocks (e.g., Hupfer et al. 2017; Nor-
bisrath et al. 2017; Johansson et al. 2020), requiring the development of high-precision acquisition instruments
(e.g., Zimmermann et al. 2008). Last decade has seen the emergence of the use of SIP to characterize chemi-
cal and biological processes (e.g., Kessouri et al. 2019). Indeed, the first experiment using SIP to measure the
electrical signature of precipitation has been conducted by Wu et al. (2010). While calcite particles were known
to show low polarization, Wu et al. (2010) observed an important increase of SIP signal that they associated to
calcite precipitation. Since then, Leroy et al. (2017) proposed a mechanistic model relating polarization am-
plitude to the size of the growing calcite grains. Even more recently, new experimental studies on both calcite
dissolution and precipitation have been performed (e.g., Halisch et al. 2018; Izumoto et al. 2020a; Saneiyan
et al. 2019, 2021), but they present contrasting results that lack physical-based modelisation to be properly

interpreted.

SP method is based on the measurement of electrical current generated by natural contributions. This method,
simple to set up, is however complex to interpret as it involves the superposition of different possible sources
of current. Among the contributions, reactive-transport can be linked to two possible couplings (e.g., Jouniaux
et al. 2009; Revil and Jardani 2013). Firstly, the electrokinetic coupling generates streaming potential from pore
water circulation that carries an excess charge that compensates for the electric surface charge of the minerals
(e.g., Quincke 1859; Revil and Leroy 2004). Secondly, the electrochemical coupling, called the electro-diffusive
potential, is associated to ionic concentration gradients that generate separation charge due to the difference of
mobilities between migrating dissolved ionic species (e.g., Revil 1999; Revil and Linde 2006; Linde et al. 2011).
Therefore, the interest of the SP method is that it allows to study mixing and reaction zones between fluids
as saline intrusions (e.g., Maineult et al. 2005; MacAllister et al. 2018; Graham et al. 2018) or water intrusion
into hydrocarbon reservoir (e.g., Murtaza et al. 2011). A recent study from Cherubini et al. (2019), based on
SP and conductivity measurements on limestone samples submitted to calcite dissolution from CO; drainage,
demonstrated that the streaming potential coupling coefficient obtained from SP measurements could be a
tool to estimate dissolution rates. However, Cherubini et al. (2019) did not take into account the contribution
of ionic gradients that can be generated by calcite dissolution in their sample. To the best of our knowledge,

there is no study of calcite precipitation using SP monitoring.

Outline of this thesis

This thesis is divided into three parts.
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The first part comprises three chapters. The first and the second chapters introduce geochemical and geophys-
ical backgrounds related to the study of dissolution and precipitation of calcite. The third chapter presents a
published paper on a new petrophysical model that I developed to link EC to porous media microstructure

characteristics and evolution due to calcite dissolution and precipitation processes.

The second part presents in two chapters the laboratory developments and tests to design experimental benches
suitable for the monitoring of calcite dissolution and precipitation processes combining geo-electrical mea-
surements (SIP and SP methods) and chemical analyses. This parts also summarizes the characteristics of

different experimental protocols set up during this thesis.

The third part is dedicated to the presentation of the experimental results of different laboratory experiments
conducted during this thesis. This part is divided into three chapters that highlight different studied issues.
The first chapter presents the results of the first experiment conducted during this thesis that studied both
calcite dissolution and precipitation. Clear SP signatures of both processes were monitored, thus this chapter
also presents a new theoretical framework to interpret these data with the combination of reactive transport
modeling and petrophysical development of electro-diffusive potential for a multi-species reactive context.
In light of the results obtained from this first experiment, the second and third chapters of this part explore
more specific questions. The second chapter focuses on SP signature of calcite dissolution depending on the
reactive zone location and on the injected reactive solution injected. The third chapter is dedicated to the SIP
signal characterization during calcite precipitation under different flow regimes. SIP phase shift spectra are

interpreted in light of the results from the literature.
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CHAPTER

1

Introduction to the carbonate system
and to hydrological and geochemical

Pprocesses

1.1 Carbonate rocks and carbonate minerals

Carbonate rocks are sedimentary rocks composed of at least 50 % of carbonate minerals, which composition
is associated with the carbonate ion CO%’. Among the carbonate minerals, the three more abundant on Earth:
aragonite , calcite, and dolomite. Aragonite and calcite are polymorphs of calcium carbonate CaCO3 mineral,
but these two minerals are distinguished by their different crystal lattice. Dolomite is a solid solution of calcium
and magnesium carbonate. Thus dolomite is known as (Ca,Mg)(COs3), which in contrast with calcite does not

effervesce with diluted acids at normal temperature (25 °C).

Carbonate rocks are divided into two groups: limestones and dolostones. Limestones are composed of at least
50 % of calcite while dolostones are composed of at least 50 % of dolomite (Foucault et al. 2014). Of course,
all the compositional intermediates in calcite and dolomite exist and give rise to a finer classification (see
Figure 1.1). There is no carbonate rock associated with majority aragonite due to the fact that aragonite is

metastable and transforms into calcite in atmosphere conditions.

Limestones mainly originate from the accumulation of skeletons, shells, or calcareous tests. Several types of

limestone rocks are distinguished depending on the medium of deposition (e.g., lacustrine, fluvial, marine

Magnesian
limestone
Pure Dolomitic Calcareous Pure
limestone limestone dolomite dolomite
) 5 10 50 90
Dolomite
o, | | | .,
Calcite | | | |
0,
(%) 95 90 50 10

Figure 1.1: Carbonate sedimentary rocks ranging from pure limestone to pure dolostone according to
the proportions of calcite and dolomite minerals in their compositions.
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pelagic or marine netritic), the size of the calcite crystals (e.g., micritic with crystals of 20 pm, microgranular
with crystals of 100 pm to 250 wm, saccharoid with crystals of 1 mm to 2 mm), or the importance and the nature
of the fossils. Some of the limestones come from chemical precipitation (e.g., travertine). Limestones can also

contain terrigenous material, especially clayey limestones, which form marly banks.

Limestones and dolomites can undergo metamorphism and form marbles. Marbles are characterized as rocks
with visible crystals, which in the case of limestone marbles are also called crystalline limestones (Foucault
et al. 2014), with calcite crystals over 0.1 mm in diameter and having a translucent saccharoid grain break (see

Figure 4.1).

In a near surface context, carbonate rocks can produce a characteristic type of relief known as karstic modeling.
Karsts are mainly formed by the dissolution of carbonate rocks under the action of meteoric water (i.e., rain),
surface water (e.g., rivers, runoff water, Jozja et al. 2010) and groundwater circulation connecting to the aquifer.
Karsts are complex systems comprising a great diversity of morphologies (e.g., Bakalowicz 1979; Plagnes 1997;
Chalikakis 2006). Karstification brings together a set of processes involving the geochemical reactivity of car-

bonate minerals and water flows.

1.2 Calcite reactive system

1.2.1 Carbonate chemistry

As seen in previous section, calcite mineral is composed of calcium carbonate, which can dissociate in water

as follows

CaCO3 = Ca** +CO5™. (1.1)

This dissociation is controlled by the solubility product of calcite K, defined as
Kyp = (Ca®™)(COF). (1.2)

At 25 °C, the solubility product of calcite is Ky, = 107842 (Plummer and Busenberg 1982). (Ca®*) and (CO%‘)
(-) are the calcium and carbonate ions activities. Activity (X;), of ion X, is linked to its ionic concentration Cy;

through the activity coefficient yy, (-) as follows (e.g., Cohen et al. 2007)

Cx;
where C® is the standard concentration (C® = 1 mol L™1). For an ideal solutions (i.e., at low concentrations), the
activity coefficient is close to one (yx; = 1), thus the ionic activity can be approximate with the ionic concen-
tration. However, for more concentrated solutions, this approximation is not valid and the activity coefficient

must be computed. First, one must compute the ionic force of the solution IF (mol L™!), defined by
1 2
IF ==Y Cx,z, (1.4)
25 i

where zy; (-) is the valence of ion X;. Then, for the case of a low ionic force (/F < 0.1), the activity coeffi-

cient can be computed following the Debye-Hiickel theory. In this thesis work, I used the approximation from
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Figure 1.2: The distribution of carbonate species as a fraction of total dissolved carbonate in relation
to solution pH.

Giintelberg, which establishes

(1.5)

IF
log(yx;) =—0.509 2% (1 VIF )

+VIF)

For solutions with higher ionic forces, other models exist, but they are not in the scope of the present work.

Carbonate ion C Og‘ is a weak base. This means that depending of the solution pH, it will be present through

different species as shown in Figure 1.2. Thus, the equations of the carbonate system are
H,CO3=H"+HCO; (1.6)

and

HCO; = H"+CO5". (1.7)

The above expressions from Equations (1.6) and (1.7) are equations of acid dissociation. Their related acidity

constants are thus

(HCO3)(H™)
AT T A (1.8)
(H2CO03)
and
(CO37)(HY)
hy = . (1.9)
(HCO3)
Their related acidity constants are K4, = 107%3% and K4, = 1071033 at 25°C.
Carbonic acid H»COg3 is linked to carbon dioxide CO, through its hydration, which is expressed as
H,CO3 = HyO+CO2 (qg). (1.10)
The hydratation constant Kj, (-) is thus
H,CO
Kj, = (H2C0s) (1.11)
Cco, (aq)
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and in pure water Kj, = 1.7x1073. The concentration of dissolved carbon dioxide is linked to CO, partial pres-

sure Pco, through Henry’s law which establishes
Cc0; g =Ko Pco,, (1.12)

where Kj (-) is the Henry’s law constant, which depends on temperature and pressure conditions and on the

solution salinity.

1.2.2 Alkalinity

The alkalinity of a solution can be defined as its acid neutralizing capacity (ANC) and is measured by titration
with strong acid. The electroneutrality implies that the sum of cations concentrations is equivalent to the sum
of the concentrations of the anions:

Ccalions - Canions =0. (1.13)

For the carbonate system, ions such as sodium (Na*) or chloride (CI™), are defined as conservative ions. This
implies that their concentrations are unaffected by changes of pH (e.g., Barker 2016) and thus, Alkalinity Alk

(mol L™1) is a constant defined as the difference between the conservative ions,

Alk = Cconservativecations - Cconservativeunions~ (1.14)

Combining Equations (1.13)and (1.14), alkalinity is also expressed as

Alk = Cnon—conservativecations - Cnon—conxeruativeanion& (1.15)

In the carbonate system it leads to
AlkZCHcos- +2CCO§’ —-Cy+ +Cho-, (1.16)
where the three main ions HCO3, CO§‘, and HO~ consume the protons H™.

For most natural waters their pH falls between 6 and 8.5, a region in which the equilibrium between hydro-
gencarbonate and carbonate ions is strongly in favor of hydrogencarbonate. In addition, in most cases the
hydrogencarbonate concentration is far greater than the hydroxyl or hydrogen proton concentrations. Thus
for most situations the alkalinity is approximately equal to hydrogencarbonate concentration (e.g., Schroeder

2003).

1.2.3 Saturation index

Calcite dissolution or precipitation occurs when the pore water is not at the chemical equilibrium with calcite.
Thus, the saturation index Q (-) is defined as

(Ca*")(CO3)
Q=—- =787 (1.17)
Ksp
When Q < 1, the system is undersaturated with respect to calcite, thus calcite may dissolve to reach the equi-
librium (Q = 1). On the contrary, Q > 1 indicates an oversaturated solution with respect to calcite may lead to

calcite precipitation.

page 28 REMBERT Flore - Doctoral thesis - 2021



Chapter 1. Introduction to carbonate processes 1.3 Microstructural parameters

As seen previously, alkalinity can be approximated by the concentration of the hydrogencarbonate ion (Crico;)
and hydrogencarbonate concentration is related to carbonate concentration with Equation (1.9). The satura-
tion index, defined by Equation 1.17, can thus be rewritten as

_ Ycar+ Ceu2+ YHCO; Alk K4,

Q
Ksp 107PH

(1.18)

Hydrogen proton activity has been replaced by pH since pH = —log (H*).

1.3 Microstructural parameters of the porous medium

1.3.1 Porous medium and representative elementary volume

Most carbonate rocks can be considered as porous media, which are defined as solid structures with sufficient
open space to let a passage for the fluid to flow through (e.g., Rubenstein et al. 2015). In the case of this thesis,

we will only consider a water-saturated porous medium.

Porous media can be characterized at the microscopic or at the macroscopic scales (e.g., Chhabra and Richard-
son 2008). The microscopic scale tends to give a statistical description of the pore distribution and is necessary
to understand surface phenomena. However, for natural porous media, the microstructure is complex and het-
erogeneous, including an irregular pore size and shape distribution. Thus, the microscopic description of the
porous medium is adapted for the precise characterization of small samples, but is not suitable for a field-scale
description. Therefore, it is preferable to use the macroscopic approach, since the macroscopic scale intends
to define effective parameters to describe the averaged properties of the porous medium (e.g., Bachmat Y.
1987). The accuracy of these averaged parameters to describe the porous medium depends on the definition
of the representative volume to be investigated. Therefore, the theory of the representative elementary volume
(REV) is developed to theorized this notion (e.g., Yio et al. 2017). According to this theory, the porous medium
is no longer considered as a discrete distribution of pores, but as a continuum where its physical properties
can be described as time and space functions. The REV is thus large in relation to the grain size since it de-
scribes average properties independent of the fluctuations from one pore to another, but the REV shall also be
small in relation to the characteristic length over which the quantities considered vary in order to be able to de-
scribe their local variations related to the characterization of key processes affecting the porous medium. Thus,
porous media can be described through different geometrical parameters whose values can vary depending on

if one considers unconsolidated medium (e.g., pack of glass beads) or consolidated rock samples.

The aim of this chapter is to summarize the different effective geometrical parameters of the porous medium

REV.

1.3.2 Porosity

Porosity ¢ (-) is defined as the ratio of the pore volume Ve (m?) over the total rock volumeV,,; (m?):

_ Vpores

= (1.19)
¢ Vior

Porosity is thus defined between 0 and 1, but is often expressed in percents.

REMBERT Flore - Doctoral thesis - 2021 page 29



1.3 Microstructural parameters Chapter 1. Introduction to carbonate processes

However, due to the pore space distribution, some pores may be isolated from the rest of the pore network
due to the absence of connections or due to nano-pores that are too small to let the water flows. Therefore,
porosity measurements techniques provide an estimation of the porosity. For unconsolidated samples, this
approximation can be really close to the reality, but for other types of rocks (e.g., clays, recrystallization), the

difference can be more important.

1.3.3 Tortuosity

Tortuosity is one of the parameters that accounts for the complexity of the paths through the pore space. Tor-
tuosity can be defined through different techniques and thus has different expressions (see Ghanbarian et al.

2013, for a review).

Among the tortuosity definitions, the geometrical tortuosity 7y = %, corresponds to the ratio between the
length of the tortuous flow path / (m) and the length in a straight line /y (m) in the direction of flow (see Fig-
ure 1.3a, Adler 1992).

A

.
i i
I

Figure 1.3: Schematic illustrations from Adler (1992) of (a) the geometrical tortuosity (b) the
anisotropy effect on the tortuosity value.

There is also the electrical tortuosity 7, (-) defined by Pirson (1983) as (e.g., Ziarani and Aguilera 2012)
2 _
T, =¢F (1.20)

where F (-) is the formation factor, a property of the porous medium computed from geo-electrical measure-
ment (see Section 2.2.5.2). However, this definition of the tortuosity leads for some complex microstructures to

very high values of 7, that are not comparable with the geometrical tortuosity (e.g., Niu and Zhang 2019).

Contrary to porosity which depends of volumes, tortuosity relies on flow path. Thus, in case of an anisotropic

sample, which is not that rare due to geologic processes, tortuosity will also be anisotropic (see Figure 1.3b).
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Figure 1.4: Description of the geometry, the formation factor, and the constrictivity for the models
from Guarracino et al. (2014), Petersen (1958), and Soldi et al. (2020).

1.3.4 Constrictivity

Another parameter describing the porous medium microstructure is the constrictivity. This parameter is re-
lated to the size of the pore throats connecting the pore bodies and thus characterizes what is called the bot-
tleneck effect (Holzer et al. 2013). The constrictivity can hence be introduced as an additional parameter f (-)
which is geometrically characterized from the constriction factor, a parameter directly linked to the ratio of the
maximal over the minimal pore aperture for a conceptualized porous medium geometry (e.g., Petersen 1958;
Holzer et al. 2013). For example, this constriction factor has been defined for cylindrical segments (e.g., Soldi
et al. 2020), sinusoidal segments (e.g., Currie 1960; Guarracino et al. 2014) or hyperbolas of revolution (e.g.,
Petersen 1958; Holzer et al. 2013). The model geometries, constriction factors, and constrictivities of these

models are summarized in Figure 1.4.

Thus, based on geometrical description of the porous medium, van Brakel and Heertjes (1974) proposed the

following expression for the formation factor

2
8

sz.

Given the definition of the electrical tortuosity 7, from Equation (1.20), it appears that the use of the constric-

T
(1.21)

tivity term enable to use the geometrical tortuosity 7, instead of 7., which combines the effects of tortuosity

and constrictivity.

1.4 Flow and transport in porous medium

1.4.1 Permeability and Darcy’s law

Permeability is the ability of the porous medium to let the fluid flow through it. Permeability is an intrinsic
property of the porous medium defined at the macroscopic scale and is thus a constant of the REV. Even if the

permeability is related to the porous medium microstructure, it corresponds more to a flow property.

Permeability k (m?) of an incompressible Newtonian fluid can be defined as an effective parameter using
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Darcy’s law (1856)

k Ap
Q=-S§-2F, (1.22)
n L

where Q (m3 s™1) is the flow rate,  (Pa s =kg m™! s7!) is the fluid dynamic viscosity (for water at 25 °C, n,, =8.9x1073
Pas), S (m?) is the section of the porous medium, Ap (Pa) is the pressure gradient, and L (m) is the length of

the porous medium.

One can define Darcy’s velocity U (m s71) as

U= 5 (1.23)

Darcy’s velocity is a fictive velocity since it proposes an average flow velocity of the entire porous medium
section, including the solid structure of the porous matrix. Nevertheless, the true averaged fluid velocity can
be deduced from Darcy’s velocity as

, (1.24)

where u (m s™!) is the averaged pore fluid velocity.

1.4.2 Number of Reynolds

When the fluid flows in the porous medium capillaries, depending on its inertial and viscous properties, it can
be smooth and creates straight fluid laminations parallel to the pore walls or the flow can cause eddies and

turbulence.

In order to characterize the type of flow, the dimensionless Reynolds number is used and defined as (e.g., Shashi

Menon 2015)
L
Re=P=% (1.25)
n

where p (1073 kg m~3) is the fluid volumic mass (for water, pw=kg m™3). Laminar flow is defined for Re < 2000

and is thus interpreted as a viscous flow where the fluid viscosity plays a dominant role in the fluid flow. For very
low Reynolds number, inertia effects are even negligible and the fluid flow corresponds to a viscous creeping

motion.

1.4.3 Transport

1.4.3.1 Ionic diffusion

Diffusion is generally defined as the spontaneous spreading of heat, matter, or momentum from higher to lower
concentration (e.g., Marion 2008). For the study of calcite dissolution and precipitation processes, we focus on

the solute concentration distributions in the porous medium and thus on ionic diffusion.

Ionic diffusion only occurs in case of concentration variations in the medium. Thus, the flux of transported
solute concentration /¢ (mol m~2 s71) is expressed as the product of the solute concentration gradient with a

physical property known as the diffusion coefficient D (m? s~!). In a 1D problem this gives

ocC
Jo=- Fs (1.26)
X
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Figure 1.5: Illustrations of diffusion, advection, and advection-diffusion on the transport of solute
concentration.

This expression of the diffusive flux leads to the Fick’s law (1855), describing the time evolution of solute con-

centration in case of transport by diffusion only. In 1D, it is defined as

oc __osc
or  ox
#°C

The time evolution of solute concentration is illustrated in Figure 1.5. Diffusion is microscopically described by
the small displacement of molecules from their position. This microscopic process is known as the Brownian

motion and is relatively slow.

1.4.3.2 Advection

Advection is defined as the transport of a conserved scalar quantity in a vector field (e.g., Marion 2008; Fitts
2013). In the scope of this thesis, it corresponds to the transport of the solute concentration by pore water flow.
For steady conditions of a 1D flow, this transport corresponds to a simple translation of the solute concentra-

tion through the pore space (see Figure 1.5). Thus, advection follows

aC _ aC

o __ ¢ 1.2
o~ “ox (1.28)

However, advection never exists alone. It is always associated to molecular diffusion in the case of laminar flow.
Thus, the transport of solution concentration in porous medium is of the advection-diffusion type and leads to

the spreading of the solution concentration (see Figure 1.5).
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1.4.3.3 Péclet number

In case of advection-diffusion transport, the two modes of transport compete. In order to express the relative

importance of one in relation to the other, the dimensionless Péclet number is defined as

Pe= Tdiffusion _ LIU _ UL
e = —

=—=— (1.29)
Tadvection I2/D D

When the Péclet number tends toward zero, this means that transport is in majority driven by diffusion. On the
contrary, when the Péclet number tends toward the infinite, diffusion is negligible compared to advection. For

a Péclet number close to one, both advection and diffusion compete (see Figure 1.5).

1.4.4 Reactive transport

Reactive transport corresponds to the joint study of transport and chemical reactivity with the porous matrix.
This approach is relevant for the study of dissolution and precipitation. For example, depending on the com-
bination of the flow regime and the dissolution rate, preferential paths can form in the porous medium (e.g.,
Noiriel and Deng 2018). On the contrary, calcite precipitation can locally reduce the permeability and drasti-

cally affect the hydrodynamic properties of the porous medium.

The purpose of this section is to briefly present the issues of reactive transport and the parameters used to de-
termine how the geometric and hydrodynamic properties of the porous medium are affected by solute trans-

port, resulting in calcite dissolution and precipitation processes.

1.4.4.1 Reactive transport equation

Reactive transport description combines the transport of the reactive species through the porous medium and
the chemical reaction with the porous matrix. Thus, for one considered element of the reactive system, its reac-
tive transport study is based on the temporal and spatial evolution of its concentration, which is conservative.

In case of a system with advection, diffusion, and chemical reaction, the 1D mass conservation equation is thus

aC _d’°C 4C aq
al (1.30)

—~ =D oy — ,
ot Coxr “ox ot
where g (mol kg;}, i.e., in mole per kilogram of water) is the concentration of the solid phase of the considered

solute (i.e., calcium or carbonate here).

1.4.4.2 Reactive specific surface area

When a solute flows through the porous medium and reacts with the porous matrix, one can define the reactive
specific surface area as the ratio of the reactive surface that will meet the reacting pore fluid over the total bulk
volume. Thus, the reactive specific surface s, is expressed in m~!. This parameter must be distinguished from
the specific surface area, which is a geometrical parameter corresponding to the total area of the porous matrix

in contact with pore water over the bulk volume.

The reactive specific surface area is a parameter difficult to quantify. It is however an important input of re-

active transport numerical simulations (e.g., Noiriel et al. 2009). Indeed, a small reactive specific surface area
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indicates that only a very local part of the porous medium is affected by the reacting solute. On the contrary, if
the reactive specific surface area has a value close to the specific surface area, this means that almost all of the

porous matrix is affected by the chemical processes.

1.4.4.3 Damkohler number

For the study of transport coupled with chemistry, a dimensionless parameter called the Damkéhler number
Dais used and represents the ratio of the reaction speed with which a reactant specie is consumed over the flux
of this reactant (e.g., Palciaukas and Domenico 1976). Thus, the Damkéhler number determines whether the
reaction will be controlled by mass transfer (high Da) or the surface reaction (low Da). In case of an advection-
diffusion transport, the Damkohler number is expressed depending on the dominant mode of transport. Thus,

if advection dominates, the Damkdhler number follows

9L
Da="=, (1.31)
u

where 9 (s™1) is the reaction rate (i.e., of calcite dissolution or precipitation) and d (m) is the pore diameter. In

case of dominant diffusion, the Damkohler number is defined as

9L2

It appears that different system behaviors can be described from the combination of Péclet and Damkohler

numbers (e.g., Adler and Thovert 1998).

1.5 Importance of petrophysical relations

Petrophysics is a discipline of rock studies which tends to link geophysical properties to parameters of interest
based on theoretical developments. Since geophysics only provide indirect measurements of the properties of
interest for hydrological and geochemical studies. This makes clear the need for petrophysical models (e.g.,

Guéguen and Palciauskas 1994; Rubin and Hubbard 2006).

First phenomenological relationships were determined from measured data (e.g., Archie 1942; Pelton et al.
1978; Ghanbarian et al. 2013), but their disadvantage is that it is difficult to relate them to physical parame-
ters of the porous medium since these empirical relationships are based on empirical coefficients that are not
defined in relation to the microstructure of the medium. Therefore, mechanistic approaches are proposed to
give physical-based relationships. These models are based on the development of equations linking different
properties of the medium in order to describe its characteristics. The mechanistic approach is therefore based
on a simplified representation of the porous medium. It thus appears that the accuracy of a mechanistic model
is based on the acuity of the pore geometry defined in the model. Moreover, most mechanistic models are
only relevant in relation to certain types of media. For example, specific models are developed for the study of

granular or fractured media.

In the case of geoelectric methods, mechanistic models aim to relate measured electrical properties, such as

electrical conductivity (EC) and electrical potential differences (see Chapter 2), to the parameters of the porous
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medium described in Section 1.3. Chapters 3 and 6 of this thesis intend to present some advances in this
domain related to calcite dissolution and precipitation processes and to experiments conducted for this thesis

work.

Chapter 3 focuses on the theoretical development of a new model describing the electrical conductivity of a
water-saturated fractal porous medium through the two microstructural parameters, tortuosity and constric-
tivity. Thus, the electrical conductivity is related to parameters of interest that are porosity and permeability.
This model is applied to various datasets from the literature comprising unconsolidated samples, consolidated

sedimentary rock samples, and simulation results of dissolution and precipitation from digital images.

Chapter 6 presents a new theoretical framework to interpret self-potential measurements of calcite disso-
lution and precipitation obtained from an experiment conducted during this thesis. This framework associates
reactive-transport simulation parametrized from the experiment chemical analyses, to a new petrophysical de-
velopment of electro-diffusive potential relating ionic concentration distributions to self-potential signals for

a multi-species context.
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2

Geo-electrical methods applied to

hydrogeophysics: an overview

2.1 Geo-electrical prospection for hydrogeophysical study

Geophysical methods measure space and time variations of physical properties in the ground. The four main
properties measured with geophysical methods are the density, elastic waves propagation velocity, magnetic
susceptibility, and electrical conductivity (e.g., Hubbard and Linde 2011). Each of these properties is associ-
ated to a group of methods which are: seismic, gravimetry, magnetic, and electric. Given the strong interaction
between electric and magnetic fields (Maxwell 1861), another family of geophysical methods has been intro-

duced: the electromagnetic methods.

Using geophysical techniques, geophysicists intend to map contrasts and anomalies (e.g., Reynolds 2011; Lowrie
and Fichtner 2020). Then, they attempt to characterize the responsible structures and processes through hy-
potheses and modeling. This task can be really challenging since the solution is non-unique. Indeed, different
models can reproduce the same dataset (e.g., Oldenburg and Li 2005; Tarantola 2005; Menke 2012). Fortu-
nately, ambiguities can be overcome combining different complementary methods and using geological or

hydrological knowledge.

All geophysical methods are not sensitive to water presence, and not all the techniques are suitable to define the
hydrogeological parameters related to groundwater resources. Hence, new techniques have been developed to
fit with this problematic. Thus, a new domain of geophysical investigation for hydrological studies has emerged

and is called hydrogeophysics (e.g., Rubin and Hubbard 2006; Vereecken et al. 2006; Binley et al. 2015).

Electric and electromagnetic methods are the most commonly used techniques for hydrogeophysical studies,
since the electrical conductivity is directly influenced by rock nature and water content and chemistry (e.g.,

Revil et al. 2012; Glover 2015).

2.2 Spectral induced polarization (SIP)

The purpose of this section is to summarize the SIP method. First, a brief historical background based on
Collett (1990) and Kemna et al. (2012) is drawn. Then the subsequent parts present the physical fundamental

equations governing SIP, how SIP is implemented, and the mechanical processes generating SIP response.
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2.2.1 Brief history of SIP

SIP history begins with the discovery of electrical relaxation after interrupting current injection in the early
1910’s by Conrad Shlumberger. He described these phenomena of slow electrical potential decrease in a chap-
ter of Schlumberger (1920a), where he associated this relaxation to a discharge following soil electrical polariza-
tion. He observed that this polarization was caused by direct current injection in the presence of metallic mass
or conductive ore having a distinct behavior from the surrounding rocks. Schlumberger has, thus, developed
a new prospection method of metallic conductors detection called induced polarization (IP) and since, it has
been tested for oil exploration, associated with disseminated mineralization, but the recorded signals lacked of

accuracy due to the technology equipment of this time.

During the late 1950’s, the use of IP technique started to evolve. Vaquier et al. (1957) applied IP method for
groundwater investigation and several laboratory research have been conducted by Madden and Marshall.
They also established the theoretical basis of nonmetallic induced polarization (Marshall and Madden 1959).
However, it is only since the 1960’s that IP research started to focus on spectral investigations (i.e., over a fre-
quency range) and leading to a new technique: the spectral induced polarization (SIP). To be able to measure
over large frequency range, there was an improvement of the of wide-band frequency devices during the 1970’s

and the 1980’s, but SIP remained focused on oil exploration during this period.

The 1990’s have seen the beginning of environmental applications of SIP and the apparition of new high-
precision instruments. Vanhala (1997) conducted laboratory study on polluted samples and mapped contam-

ination, showing that SIP method is sensitive to organic contaminants influencing grain surface properties.

From long ago IP was known to be dependent of pore-space geometry (e.g., Marshall and Madden 1959). Thus,
SIP measurement contains information about rock permeability and fluid properties. However, it is only more
recently, that laboratory studies have been conducted to link SIP data to the hydraulic conductivity at various
degrees of water saturation (e.g., Borner and Schon 1991; Ulrich and Slater 2004; Binley and Kemna 2005b).
More generally, SIP is one of the hydrogeophysical methods increasingly used for environmental studies and
the investigation of hydrological (e.g., Kemna et al. 2012; Revil et al. 2012), geochemical (e.g., Zhang et al. 2012),
and biogeophysical (see Kessouri et al. 2019, for a review) of the critical zone. These new study issues therefore
see the emergence of studies on sedimentary rocks such as carbonates (e.g., Hupfer et al. 2017; Norbisrath et al.

2017; Johansson et al. 2020) and their associated chemical processes.

2.2.2 Summary of studies on calcite dissolution and precipitation SIP signature

SIP signature of calcite precipitation was first studied by Wu et al. (2010). They showed that SIP method is
sensitive to calcite precipitation induced by the mixing of calcium dichloride CaCl, and sodium carbonate
NayCOj3 in a matrix of glass beads. However, Wu et al. (2010) only used an empirical relation to interpret SIP
time variations. Thus, they could not give a mechanistic description of their SIP data (Wong 1979), while the
results do not present an univocal response over the twelve days of experiment. Indeed, during the first nine
days, Wu et al. (2010) measured a constant increase of SIP signal during the calcite precipitation experiment.

Then, while the experimental conditions remained unchanged, the signal decreased day by day until the end
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of the experiment. Based on scanning electron microscopy (SEM) images of slices of the sample at the end of
the experiment, the authors concluded that the size of the precipitated calcite grains must play a key role in the

amplitude of the measured SIP signal.

Leroy et al. (2017) proposed a physical-based model to interpret the SIP results of Wu et al. (2010). Their model
relates the SIP response with particle size distribution of the calcite precipitated grains. For simplicity, grains
are assumed to be spheres. The authors explain that during the first part of the experiment conducted by Wu
et al. (2010), the observed polarization increase can be associated to the nucleation of new small particles of
calcite. The grains nucleate as suspended solids and individually deposit at the surface of glass beads, thus
contributing to SIP signal by adding new polarizable surfaces. Then, after a few days of experiment, Leroy et al.
(2017) explain the SIP decrease by the formation of aggregates formed by the growth and the coalescence of
precipitated calcite grains that start to coat the glass beads and to clog the pore space. In these conditions,
the surface area of calcite grains decreases and thus, the SIP response, which is only generated by the few
amount of new nucleated particules. This model proposes an interesting explanation but is based on many
simplifications, such as the sphericity of grains or a homogeneous solute concentration inside the cell. This

model must therefore be considered with a lot of caution, as it provides an interpretation subject to discussion.

Nevertheless, calcite precipitation influence on SIP response remains difficult to characterize. Indeed, since
the study of Wu et al. (2010), other experiments of SIP measurements during calcite precipitation have been
conducted. Izumoto et al. (2020a) induced calcite precipitation in a sand matrix by mixing CaCl, with Na,CO3
and observed an SIP response sensitive to the concentration of the dissolved reactive species, rather than on
the amount or the shape of precipitated calcite as conceptualized in the model of Leroy et al. (2017). Zhang et al.
(2012) conducted an experiment of urea hydrolysis (by injecting urea in a water saturated sample, producing
hydrogencarbonate HCO3, hydroxyde HO~ and ammonium NH; ions) followed by calcite precipitation (by
injecting dissolved calcium reacting with the hydrogencarbonate resulting from urea hydrolysis) in a silica gel
column. They observed SIP variations, but they found that SIP was much more sensitive to pH variations
(due to HO™ ions producted by urea hydrolysis) than by calcite precipitation. In light of these experimental
results of Zhang et al. (2012), the results presented in Saneiyan et al. (2019) and in Saneiyan et al. (2021) must
be carefully considered. In these field and laboratory studies, calcite precipitation is induced from ureolytic
bacteria activity. Therefore, although pH changes are not mentioned in these studies, the bacterial activity
stimulated to precipitate calcite involves the hydrolysis of urea, impacting the SIP measurement as shown by
Zhang et al. (2012). Moreover, Saneiyan et al. (2021) unsuccessfully tried to use the model developed by Leroy

etal. (2017). Thus, the observed SIP variations should not be attributed solely to calcite precipitation.

To the best of our knowledge, only Halisch et al. (2018) studied carbonate dissolution with SIP method, but in
contrast to studies on precipitation, they did not observe a clear signature. Indeed, Halisch et al. (2018) con-
ducted SIP measurements on a carbonate sample saturated with brine after several steps of dissolution with an
acid activated when heating the sample (Kjoller et al. 2016). They measured a specific response but it remained
constant with time, while the petrophysical measurements showed clear patterns in favor of strong dissolution.
A first hypothesis to explain this absence of variations could be that, contrary to calcite precipitation, calcite

dissolution does not generate variations on the SIP signal. A second hypothesis that we propose to examine in
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this study, is that the experimental protocol proposed by Halisch et al. (2018) does not allow the observation of
SIP variations, because they did not perform the measurements when the sample is undergoing the chemical

imbalance.

2.2.3 Constitutive equations

In the following, fundamental constitutive equations are summarized to establish the basics for the induced

polarization definition summarized in this work.

For a medium under electrical voltage, the Ampere’s law defines the total electrical current density J;o; (A m™2)

as follows

Jtot =Jc+Ja, 2.1)

where J, (A m~2) is the conduction current density and J4 (A.m™2) is the dielectric displacement current den-

sity.

Conduction is carried through the migration of electrical free charges and is, thus, controlled by the Ohm’s law
with

Je=0E, (2.2)

where 0 (S m™!) and E (V m™!) are the conductivity and the electric field, respectively. For sedimentary rocks,

the free charges are the dissolved ionic species present in the electrolyte filling the pores.

Dielectric displacement current is related to the separation of bounded charges, creating electric dipoles as
in a capacitor. The dielectric displacement current density is defined as the time derivative of the dielectric

displacement field 2 (C m~2),

Ja= 02 2.3)
In frequency domain, this gives

Ja=iw2, (2.4)
where i is the imaginary unit (i> = —1) and w (rad s™}) is the angular frequency defined by w = 2xf, with f

(Hz) the frequency. The dielectrical displacement field is related to the electric field through the dielectric
permittivity € (F m~1) as follows

9 =¢€E. (2.5)

Combining Equations (2.2), (2.4), and (2.5) in Equation (2.1) yields to
Jtot = (0 +iwe)E. (2.6)
Here, o and € are complex frequency-dependent values and Equation (2.6) can be rewritten as
Jror=0"E, 2.7

where o* is the electrical complex conductivity, describing conduction and polarization mechanisms. This last

expression has the advantage to express (o + iwe) into a generalized complex term and not to choose between
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the ambiguous conventions attributing real and imaginary parts to conductivity or permittivity. Furthermore,
below 10 kHz, the delay in response to the electrical excitation is attributed to conductive rather than dielectric
phenomena. This comes from the work of Pelton et al. (1983) who relate the movement amplitude of charges

carriers to migration of free charges rather than the reorientation of bound charges.

2.2.4 Principles of SIP measurements

SIP method is based on the measurement of the soil conductivity by injecting an electric current and measur-
ing the resulting electrical potential. Its implementation requires four electrodes also called a quadripole (e.g.,
Binley and Kemna 2005b). The first pair of electrodes generates the electric field in the medium, while the elec-
trical voltage is measured with the second pair. For SIP measurements, the injected electrical current I(w) (A)
is alternating in time (known as alternating current AC), following sinusoidal variations at various frequencies
and is thus defined as

=1 w0, 2.8)

where |I| and ¢y are the electric current amplitude (A), and the electric current phase (rad), respectively. Con-

sequently, the imposed voltage V (V) is also given by
V =|V]el@=ov), 2.9)

where | V], and ¢y are the voltage amplitude (V), and the voltage phase (rad), respectively. Then, the generalized
Ohm’s law gives the following definition of the measured impedance

vV |V
I |1

ellov—on |Z|ei(ﬂ. (2.10)

Impedance Z (Q) is thus a complex value invariable with time.

Geophysicists prefer to use the complex conductivity o * rather than the impedance, since for a homogeneous
water-saturated sample, it does not depend of the investigated volume. Impedance and complex conductivity
are related by a geometrical factor kg (m), which value is determined by the acquisition geometry. The complex

conductivity is hence defined by
| 1
g =——=
keZ  kglZ|
The complex conductivity presents an amplitude |0 *| and phase shift —¢ which are frequency dependent. The

e = |g* e, 2.11)

SIP method covers a range of frequencies to measure these two spectra. The shape and amplitude of these
spectra are controlled by different mechanisms presented in the next section. For a four electrodes measure-

ment system, complex conductivity is typically measured from 1073 Hz to 10* Hz.

2.2.5 Petrophysical understanding of the complex electrical conductivity

The electrical conductivity of a material is defined as its ability to conduct electric current. Thus, high conduc-
tivity indicates that the medium readily allows electric current. Electrical conductivity SI unit is S m~!, but it
is often expressed in uS cm™!(1 uScm™' = 107* Sm™!). The electrical conductivity of the porous medium is
related to several components that originate from the superposition of different contributions related to two
mechanisms corresponding to conduction and polarization. This section intends to summarize these contri-

butions in the context of studying carbonate rocks using the SIP method.
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2.2.5.1 Pore water electrical conductivity

Metal bodies are known to conduct electric current through the displacement of electrons. However, elec-
trolytic conduction is caused by the electrolytic dissociation of anions and cations from dissolved salts com-
posing the electrolyte (Arrhenius 1903). Thus, the pore water electrical conductivity o, (S m™') depends on
the type of ions in solution and their concentrations through the molar conductivity A,, (S m? mol™). A,
is defined as the conductivity of an aqueous solution of one molar solute concentration (C = 10~3 mol m=3),
measured in a conductimetry cell with electrodes spaced 1 cm apart. Thus, the molar conductivity is described
as
Ow

A = < (2.12)
For an electrolyte composed of multiple solutes, the molar conductivity can be decomposed in the sum of ionic
molar conductivity Ay,. Hence, the pore water conductivity can be written as

ow=) Ax,Cx, (2.13)
Xi

For a porous medium subjected to an electric field, charged particles of the electrolyte (i.e., cations and anions)
will move through the pores in response. The ability of the particle to reach certain velocity v (m s™!) is called
the mobility § (m? s™! V-1): v = BE. The mobility depends on the electrical charge and on the particle Stokes
radius (e.g., Atkins and de Paula 2006). Each ionic specie has hence, a specific mobility value Sx,, which is
proportional to the molar conductivity

AXi :ZX,-ﬁXifr (2.14)

where zx, (-) is the valence of ion X; and f is the Faraday constant (f = 9.649 x 10* C mol™Y). Thus, the pore

water electrical conductivity becomes

ow="F) zx,px,Cx;. (2.15)
Xi

Table 2.1 summarizes the values of molar conductivity and mobility of ionic species considered in this thesis.

One can note that protons H* and hydroxyde anion HO™ have mobilities of one order higher than the rest of
the considered ions. Thus, their concentrations and their variations associated to acid-base reactions must

have a major impact on the electrical conductivity.

2.2.5.2 Electrical conductivity

The bulk electrical conductivity of a non-metallic porous medium comes from the contribution of the pore
water electrolytic conduction. In absence of surface conductivity, the porous medium electrical conductivity o
(S.m~!) has thus an amplitude proportional to the pore water electrical conductivity o ,,. The ratio of these two
terms is known as the formation factor F = /0 (-). This term is a useful parameter which is widely used to
link the electrical conductivity to other porous medium properties, when neglecting the surface conductivity.
The most known empirical relationship comes from Archie (1942) and relates the formation factor to porosity
¢ (-) as

F=¢ ", (2.16)
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Table 2.1: Values of molar conductivity and mobility of the ionic species considered in this thesis.
These values are taken from the literature at 25 °C (Robinson and Chia 1952; Gregory et al. 1991;
Parkhurst and Appelo 2013).

Ionic specie | Molar conductivity A, Mobility B,
(S cm? mol™) 103 m?s7 ' vl
Ca** 119.1 0.62
H* 349.6 3.62
Na* 50.0 0.52
CaCl* 50.9 0.53
CaHCO;r 19.0 0.20
CaOH* 39.1 0.41
ClI~ 76.2 0.79
HCO3 44.3 0.46
CO3~ 143.5 0.74
NaCOg 22.0 0.23
HO™ 197.9 2.05

where m (-) is an empirical constant usually referred as the cementation exponent. The cementation exponent
is defined between 1.3 and 4.4 for unconsolidated samples and for most of well-connected sedimentary rocks
(e.g., Friedman 2005). It does not correspond to an exact geometrical parameter of the pore space, but its value
is implicitly controlled by such microstructural features known as the tortuosity and the constrictivity. Tortuos-
ity is already a well-known parameter describing how pores do not present straight paths through the medium.
There are many tortuosity-based models proposed in the literature to interpret the electrical conductivity (e.g.,
Pfannkuch 1972; Revil et al. 1998; Niu and Zhang 2018; Thanh et al. 2019). On the contrary, even if constrictivity
is a known parameter associated to the so-called bottleneck effect (e.g., Petersen 1958) that takes into account
the pore size variation (i.e., the coexistence of pore bodies and pore throats), there is no model of the electrical
conductivity based on this parameter description. Only Kennedy and Herrick (2012) have conceptualized the
pore space description using a geometrical factor G (-) gathering both tortuosity and constrictivity effects and

expressed as

o = Goyd. (2.17)

However, this geometrical factor is not based on a real description of the pore space. Thus, the paper presented
in chapter 3 is about the development of a new model of the electrical conductivity based on a porous medium

geometry considering tortuosity and constrictivity parameters in its microstructural description.

2.2.5.3 Surface conductivity

Most minerals have a surface charge due to substitution and defaults of crystallization. When grain surfaces are

in contact with the electrolyte, in absence of electric field, chemical and electrostatic forces cause the agglom-
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eration around the grains of ions of opposite sign of the grain surface charge to maintain the electroneutrality.
This area is the so-called electrical double layer (EDL), since it is divided into two parts according to the con-
centration of charge carriers (e.g., Hunter 1981; Chelidze and Gueguen 1999; Leroy and Revil 2004). The first
one is called the Stern layer and corresponds to a compact layer surrounding the grain and characterized by
a high concentration of adsorbed ions. The second layer is called the diffuse layer. It is characterized by the
presence of mobile charges in a decreasing exponential concentration laying between the concentrations of

the Stern layer and the free electrolyte.

The previous section established that in our context, the porous medium electrical conductivity is controlled
by ions migration in the pore volume. As the ionic concentrations are higher in the EDL, there is also a con-
tribution to the electrical conductivity coming from the surface of the grains. This contribution is especially
measurable for low ionic concentrations (e.g., Boleve et al. 2007; Cherubini et al. 2019; Soueid Ahmed et al.

2020).

The surface conductivity can be considered as a parallel conductivity o (S m™!) with an adjustable value (e.g.,
Waxman and Smits 1968; Weller et al. 2013; Revil et al. 2014):

1
O =—=0y + 0. 2.18
7 ow s (2.18)

This expression is only valid for low surface conductivity value. This hypothesis is often verified in the case of
the study of clay-poor carbonate rocks (e.g., Soueid Ahmed et al. 2020). Moreover, for measurement of water-
saturated carbonate rocks at standard values of o, (e.g., Lifidn Baena et al. 2009; Meyerhoff et al. 2014; Jeannin

et al. 2016), the surface conductivity can be neglected (e.g., Cherubini et al. 2019).

In equation (2.18), surface conductivity is considered as a simple term that can be adjusted to the data. How-
ever, for the study of rocks, where this parameter plays a role as important as the pore water conductivity on
the sample conductivity measurement, this term is expressed through different models and is thus related to
parameters characterizing the behavior of ions close to the surface of the mineral. Ruffet et al. (1995) and
more recently Glover (2015) propose a review of these models. It can be noted that the main parameters of
these models (e.g., Bussian 1983; Revil and Glover 1997; Revil 2013) are the pore water electrical conductivity,
the formation factor, the ion mobility at the surface, the surface charge, the ratio of surface conductance over
Johnson’s length (e.g., Johnson et al. 1986; Johnson and Sen 1988), the fraction of counter-ions present at the
surface (e.g., Revil and Florsch 2010), and to the cation exchange capacity (e.g., Ketterings et al. 2007; Revil
2012b).

2.2.5.4 Interfacial conductivity controlled by the electrical double layer polarization

The previous paragraphs of this section relates the electrical conductivity to the conduction phenomena oc-
curring in the electrolyte and at the surface of the minerals. However, when injecting a sinusoidal electrical
current at various frequencies, other effects of relaxation occur. In light of the frequency range explored with
the SIP method (1 mHz < f < 10 kHz), higher frequencies mechanisms are not considered. Furthermore, as this

thesis focuses on carbonate rocks, only their related effects are considered. The only origin of the interfacial
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conductivity, hence, lays in the electrical double layer formed at the interface between the electrolyte and the

surface of the particles.

Electrical double layer polarization In absence of source of current, the EDL structure is maintained by
electrostatic forces. However, when subjected to an electric field, ions of the double layer move tangentially
to the surface grain. This movement polarizes the double layer since anions and cations of the double layer
migrate in opposite directions but stay close to the grain surface (e.g., Leroy and Revil 2009; Revil et al. 2012).
When the injection current is interrupted, ions of the EDL return to their initial configuration due to retro-
diffusion forces. Both Stern and diffuse layers contribute to this polarization, but since the Stern layer is more
concentrated in ions, its contribution is considered to be the most important (e.g., Lesmes and Morgan 2001;

Biicker et al. 2019).

It appears that the displacement of the charges on the surface of the grains is dependent on the frequency of
the injected electric current (e.g., Lesmes and Frye 2001). The SIP method thus allows to relate the relaxation
time as a function of the characteristic lengths of the medium (i.e., grain size) and the diffusion coefficient of
the charges in the electric double layer and especially in the Stern layer (e.g., Schwarz 1962; Revil and Florsch

2010).

Membrane polarization Depending on compaction, pore throats can also act as charges filters because
electrical double layers of close grains overlap and reduce counter-ions mobility (e.g., Bucker and Hordt 2013;
Okay et al. 2014; Biicker et al. 2019). Under the effect of an electric current, concentration gradients are
thus generated on both sides of these selective zones, since counter-ions cannot cross the pore throat as free
charges. This mechanism is usually attributed to the presence of clays, but Titov et al. (2002) demonstrated that

it could be observed in other conditions.

2.2.6 Writing the complex electrical conductivity

In order to separate the complex conductivity contributions from the pore space filled with the electrolyte and
from the electrical double layer, the complex conductivity can be written based on a parallel addition of two

contribution terms (e.,g., Vinegar and Waxman 1984; Weller et al. 2013)

Ow
o =—+0"

O (2.19)

Note that this above expression is only valid at low frequencies (e.g., less than 100 Hz) and that at this frequency
range, covered with SIP method, Z# is a real value, while the star on T f indicates that it is complex. As for
all complex values, the complex conductivity * can then be described by its real and imaginary parts, o and

o, respectively. Consequently, they can be defined as

i Ow !
o = ? +Usurf

" "

g = Usurf

One can note that this writing is a bit artificial but has the advantage to attribute the polarization to the electri-

cal double layer behavior. Thus, the real and imaginary components of the complex conductivity represent the
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ohmic conduction and the polarization mechanisms, respectively. These properties are directly determined

from SIP measurement. Indeed, the amplitude |o| and the phase shift ¢ are related to o and o asfollows
lo*1=Va'2+0"2

O_H
@ =arctan| — |.
o

2.3 Self-potential (SP)

SP is a really old geophysical method based on the measurement of natural electrical voltage using a pair of
electrodes. However, it is still rarely used due to the complexity of its interpretation, since many contribu-
tions can be source of signal. This section intends to introduce the constitutive equations of SP method, then
to briefly summarize SP history through its different associated sources apart from electrothermic and sis-
moelectric couplings which are not source of strong electrical anomalies in the context of this thesis.The SP

chronological developments described in the following sections are taken from Revil and Jardani (2013).

2.3.1 Constitutive equations of SP

Since SP method is a passive geophysical technique based on measuring the natural electric field. The mea-
sured current is generated by a physical coupling with other forces impacting the geological media. Thus, based

on the developments of Sill (1983), the total electric current density J;o; (A m?) follows
Jtor =—0VV + s, (2.20)

where VV (V m™!) is the gradient of the electric potential (E = —VV) and j; (A m?) is the cross coupling current
density also called the source current density. In the case of SP acquisition, no electrical source is imposed,
then for an homogeneous medium, the total electric current density is divergenceless (V- J;o; = 0). This leads
to (Sill 1983)

V-js=V-(oVV). (2.21)

The main contributions to SP signal are related to electrokinetic (superscript EK) and electrochemical cou-
plings (e.g., Linde et al. 2011; Revil and Jardani 2013). The electrochemical coupling can be related to two
mechanisms: oxydation-reduction reactions (superscript redox) and ionic concentration gradients (super-

script di f f). Thus, the total source current density can be expressed as the sum of all of these contributions

js = jEK 4 jHIT o jredox, 2.22)

N

Note that the measured SP signal can be the superposition of these contributions, therefore some models inte-

grating these three sources of current are developed (e.g., Revil 1999; Revil and Linde 2006).

2.3.2 Self-potential discovery from redox potential

SP method was first used in the nineteenth century by Fox and Gilbert (1830) in ore exploration, where they
observed ‘electrical action’ in the vicinity of sulfide veins. Other studies highlighted this phenomenon of SP

anomaly around a conducting body as metallic or graphitic bodies (e.g., Schlumberger 1920b; Rust Jr 1938).
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Figure 2.1: Schematic representation of the geo-battery model modified from Bigalke and Grabner
(1997). The electronic conductor undergoes electron transfer generated by the oxydation and reduc-
tion reactions that take place at the anode (positive pole) and cathode (negative pole), respectively.
The electrical circuit is completed by ion exchanges between these two poles (anions from the cath-
ode exchanged against cations from the anode).

Sato and Mooney (1960) developed the geobattery theory, explaining that a conducting ore, relating areas in the
soil with differing redox potentials, could be considered as an electrical battery. According to this theory, the
oxydized zone corresponds to the most superficial area, richer in dioxygene, and for which reductive reactions
occur in the vicinity of the conducting body (i.e., the conducting body yields electrons to the oxydized species
in order to reduce them). In parrallel, the reductive zone is located beneath and its reduced species are oxy-
dized by the conducting body (i.e., electrons of the reduced species are yielded to the conducting body). These
oxydation-reduction reactions, occuring at the edges of the conducting body, generate transfers of electrons
through the conducting body from the reductive to the oxydized zone. This electric circuit is closed by ionic
exchanges between the reductive and the oxydized zones. Given the direction of flow of the electrons (i.e., from
below to above), the potential measured at the surface thus presents a negative anomaly above the conductive
body. This redox coupling can reach 400 mV (Sato and Mooney 1960), which makes it the most powerful source

of SP signal.

The conducting body responsible for this source of current can also be a polluted plume (e.g., Arora et al. 2007;
Linde and Revil 2007). In this case, the reductive zone is located upstream to the plume and the potential
anomalies could be produced by bacterial activity and the presence of biofilms (e.g., Naudet et al. 2003, 2004;
Naudet and Revil 2005; Revil et al. 2010).
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2.3.3 Electrokinetic coupling

Since redox coupling was the biggest source of signal, SP early use was primarily focused on ore and hydro-
carbon exploration. However, as early as 1859, the proportionality between SP amplitude and the flow rate
was experimentally established by Quincke (1859). Furthermore, to remarkably explain his observation of the
changing sign of the electrical potential with the change of flow direction, he intuited the EDL existence at

grains surface, which was first theorized two decades later by von Helmholtz (1879).

Electrokinetism is defined as the generation of an electrical current by pore water fluxes in a porous medium
composed of minerals electrically charged at their surface. The SP signal that originates from the electrokinetic

coupling is called the streaming potential.

In absence of flow, the surface charge of the mineral is counterbalanced by an excess of ionic charges located
in the EDL. Based on the EDL description, the counterions are distributed in the Stern Layer and in the diffuse
layer. Ions from the Stern layer are sorbed onto the mineral surface. Thus, they cannot slip easily on the mineral
surface. On the contrary, ions in the diffuse layer, as its name suggests, can diffuse more freely because they
are less affected by the surface charges. Therefore, when the pore water flows, it drags a volumetric excess of
charge Q, (C m~3) from the diffuse layer, creating an advective flow of electrical charges. This net electrical
charge advection is therefore a net source of current density, which is thus the electrokinetic source current

density and is defined by

i =Q,u, (2.23)

where u (m s~1) is the water flux (e.g., Kormiltsev et al. 1998; Jougnot et al. 2020). Therefore, one can note that,
in case of low surface charge or for a small water flow, the displaced excess of charge will be low, leading to a

small streaming potential contribution.

Revil and Leroy (2004) developed a theoretical framework for the electrokinetic coupling among other sources.

Hence, they relate the coupling coefficient CEX (V Pa™!) to this volumetric excess charge displacement writing

ok
Nwo’

CEK _

(2.24)

where 1, (Pa s) is the dynamic viscosity of water, o (S m™!) is the medium electrical conductivity, and k (m?)

is the medium permeability.

This expression shows that permeability or conductivity variations will directly affect the streaming potential
coefficient. Thus, dissolution and precipitation processes affecting the porous matrix properties can influence

the streaming potential amplitude.

Cherubini et al. (2019) conducted SP and conductivity measurements on limestone samples submitted to
drainage with a non-wetting phase composed of CO,. They found that calcite dissolution, induced by CO,
injection, caused an increase of Ca®* and HCOj3 concentrations in the pore water during drainage, explaining
the change of pore fluid conductivity, and thus the increase of the measured sample conductivity. Cheru-
bini et al. (2019) also observed a decrease of the magnitude of the streaming potential coupling coefficient.

In agreement with their development of the electrokinetic coupling coefficient based on the excess of surface
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charge displacement in unsaturated conditions due to CO; injection, they established that the ionic strength
increase due to calcite dissolution is responsible of the streaming potential coupling coefficient decrease. They
conclude that the streaming potential coupling coefficient obtained from SP measurements can be a tool to

estimate dissolution rates.

2.3.4 The electro-diffusive potential

An other contribution to the SP signal is related to concentration gradients of dissolved ionic species in the
pore water. When there is a gradient of ionic concentrations, ions tend to migrate from the most concentrated
area towards the diluted area. However, ions tend not to migrate at the same velocity due to their differences of
mobility (see Table 2.1 and Section 1.4.3.1). In that case, the charge separation between ions is neutralized by an
electrical current (J4; r¢), which orientation depends on the electric charge of ions with the highest mobilities.
Consequently the electroneutrality of the system is maintained and all the charges migrate at the same speed.
This source of current is called the electro-diffusive potential or the fluid junction potential (e.g., Jouniaux et
al. 2009) or the exclusion-diffusion potential (e.g., MacAllister et al. 2018) or the membrane potential in the

presence of clays (e.g., Revil and Leroy 2004).

2.3.4.1 The diffusion potential of a single salt

For a system composed of a simple salt, typically sodium-chloride (NaCl) or potassium chloride (KCl), this
coupling has been measured by Maineult et al. (2004, 2005, 2006) during laboratory experiments in a sand
matrix and is successfully modeled using the Henderson formula (Henderson 1907; Guggenheim 1930; Revil
1999), initially developed for cells with liquid-liquid junctions, but adapted by Maineult et al. (2005) for porous
media, by introducing the porosity ¢ in the coupling coefficient a*. Thus, the electrical potential difference

AV (V) can be written as follows,
VC  RT By—p-VC
cC 7 f Bi+p. C’

where Z is the molar gas constant (% = 8.314 J mol~! K™!) and T (K) is the absolute temperature. 8, and f_

AV =q«a

(2.25)

refer to the mobilities of the cation and the anion, respectively.

Diffusion potential can also be related to ionic exclusion because of the presence of pore throats acting as
selective zones. These zones act as membranes and are particularly abundant in shales and clays (e.g., Leroy
et al. 2006; Jougnot et al. 2009), leading to slower diffusion from the counterions in these zones. Thus, to model
the diffusion coefficient of the counterions in these selective zone Revil and Leroy (2004) have reformulated
Eq. (2.25) by introducing macroscopic Hittorf numbers T4, and T(-), which represent the fraction of electrical

current transported by the cations and anions in the pore water and is defined as
T(i) = —, (2.26)

where o4 is the contribution of the cations or the anions to the electrical conductivity. In absence of sur-
face conductivity, the electrical conductivity of the sample is related to the pore water electrical conductivity

through the formation factor F. Thus, Equation (2.26) becomes

Ow,(+)

Ow

T = 2.27)
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Given the description of the pore water conductivity (see Section 2.2.5.1), the macroscopic Hittorf number can

be related to ions mobilities as

fCB+)z+)
Ty =
fCz4) (B + P-)
B
Tyy=7—"7— (2.28)
7 By + B

The macroscopic Hittorf number expressed above is thus only dependent of the ionic mobilities. This defini-
tion is normally applied to the microscopic Hittorf number ¢ (e.g., MacInnes 1939). Nevertheless, as explained
by Revil and Leroy (2004), in absence of surface conductivity, microscopic and macroscopic Hittorf numbers
are equivalent (T = t4). Thus, using the macroscopic Hittorf numbers instead of the mobilities, Eq. (2.25) is

simplified as (e.g., Revil 1999; Graham et al. 2018)

RT vC

Revil and Jougnot (2008) extended this formulation for unsaturated conditions.

On the field, the electro-diffusive coupling is often neglected due to its low amplitude compare to the electroki-
netic potential. Nevertheless, MacAllister et al. (2016; 2018) monitored SP signal related to saline intrusion in
boreholes of a coastal aquifer. They found that their SP signal cannot be modeled by the electrokinetic coupling
generated by the ocean tidal, but that it is dominated by the diffusion potential of the saline sea water toward
the coast and that the SP time variations are related to the tidal movement of the saline front. Graham et al.
(2018) rely on a precursor decrease of these SP data to model local variations in ionic exclusion efficiency in a
fracture zone. They intend to use these results to forecast saline intrusion. MacAllister et al. (2019) confirmed

these interpretations through laboratory measurements.

2.3.4.2 The diffusion potential in a multi-species context

The expression of the diffusion potential defined in Eq. (2.29) has proven to be useful to model the diffusion of
ionic tracers that comprise multi-species. In this case, the solution salinity is considered instead of the ionic
concentration in the diffusion potential expression (e.g., Revil 1999; Revil and Leroy 2004). However, when
considering chemical reactions involving changes in the pore water composition, the salinity is not suitable.
Revil and Linde (2006) proposed an expression of the electro-diffusive potential in a multi-ionic context, which

is synthesized by Linde et al. (2011) following

di RT tx;0 VCx;

i iff _ Z (2.30)
e X; ZX; CXi

where X; of the sum describes the different ions present in solution. Then, fx, and zx; correspond to the

microscopic Hittorf number (-) and the valence (-) of ion X;, respectively. tx, is also called the transference

number by Strathmann (2004) and is defined as

Cx, Bx,
b, = =i Px ©.31)
ZXj CXj ﬁXj
Strathmann (2004) relates fx, to the macroscopic Hittorf number Tx,; by
Tx,
ty, = —t, 2.32)
ZX;
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where the macroscopic Hittorf number of ion X; is rather called the transport number Ty, by Strathmann

(2004).

Given the definition of the transference number ty;, the abrupt variations in ionic concentrations generated by
the processes of calcite dissolution and precipitation create large variations in the distributions of the different
ion transference numbers, which will greatly impact the amplitude of the current density defined in Eq. (2.30).
Therefore, the expression of the diffusion potential derived from the formulation of Linde et al. (2011) is not

adapted to these reactive conditions.

In the absence of a diffusion potential model suitable for the study of multi-species reactive transport, I devel-
oped a new model that is compared to SP measurements I obtained during this thesis. This experimental and

numerical study is presented in Chapter 6.

2.4 Conclusion of the chapter

Geophysical methods have a long history made of experimentation and modeling. Both of these components
are necessary to obtain high quality results and to be able to interpret them as parameters of interest for the hole
community of geoscientists, and especially for the critical zone study, which is at a nexus of many disciplines.

Thus, hydrogeophysical studies hold for characterising key processes of the subsurface.

The study of calcite dissolution and precipitation processes is a topic of research that intersects between dis-
ciplines. It is therefore of great interest to combine geochemical investigation methods, traditionally used to
deal with this theme, with geophysical methods and hydrogeological parameters. Indeed, the integration of
geophysical monitoring with direct geochemical measurements can provide a minimally invasive approach to

characterize calcite processes.

Regarding SIP and SP methods, it appears that they are strongly related by geometrical and geochemical con-
ditions, which are key parameters for the monitoring of dissolution and precipitation in carbonate rocks. As

these methods are not related to the same mechanisms, they will give complementary information.
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CHAPTER

3

Electrical conductivity petrophysical

modeling

3.1 Introduction to the paper

The paper presented in this section is about a new model that describes the evolution of the electrical con-
ductivity (Section 2.2) when a porous material is subjected to dissolution and precipitation processes. These
processes are described through the evolution of two geometrical properties of the pore space: tortuosity and
constrictivity. Tortuosity describes how pores do not follow straight paths through the medium. Constrictivity
is linked to the so-called bottleneck effect. It takes into account the pore size variation and the existence of
pore bodies connected with pore throats. Tortuosity is already known and used in models from the literature
(sometimes abusively), but it is the first time that constrictivity is explicitly considered to describe the electrical

conductivity.

As the electrical conductivity is a parameter of interest to describe transport processes (e.g., Jougnot et al. 2009),
the model is also developed to link the electrical conductivity to the permeability and to the diffusion coeffi-

cient obtained from the Fick’s law.

This model is tested on a bunch of datasets found in the literature and covering a large scope of porosity types
from simple synthetic and homogeneous porous media, to natural sedimentary rock samples. To fit the data,
the Monte-Carlo approach, based on random draws, is used to find the best set of parameters. Finally, the
model is successfully used on dissolution and precipitation simulations of digital representations of carbonate

samples.

3.2 Paper

The paper is presented in this thesis with an adapted layout. It is referenced as Rembert E, Jougnot D., &
Guarracino, L. (2020). A fractal model for the electrical conductivity of water-saturated porous media during
mineral precipitation-dissolution processes. Advances in Water Resources, 145, 103742, DOL: https://doi.

org/10.1016/j.advwatres.2020.103742.
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A fractal model for the electrical conductivity of
water-saturated porous media during mineral
precipitation-dissolution processes

Flore Rembert!', Damien Jougnot', Luis Guarracino®

1 Sorbonne Université, CNRS, UMR 7619 METIS, FR-75005 Paris, France
2 CONICET, Faculdad de Ciencias Astronémicas y Geofisicas, Universidad Nacional de La Plata, Paseo del Bosque
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Highlights
» Anew electrical conductivity model is obtained from a fractal upscaling procedure
¢ The formation factor is obtained from microscale properties of the porous medium
» Transport properties are predicted from the electrical conductivity

¢ The model can reproduce dissolution and precipitation processes in carbonates

Abstract Precipitation and dissolution are prime processes in carbonate rocks and being able to monitor
them is of major importance for aquifer and reservoir exploitation or environmental studies. Electrical con-
ductivity is a physical property sensitive both to transport phenomena of porous media and to dissolution and
precipitation processes. However, its quantitative use depends on the effectiveness of the petrophysical rela-
tionship to relate the electrical conductivity to hydrological properties of interest. In this work, we develop a
new physically-based model to estimate the electrical conductivity by upscaling a microstructural description
of water-saturated fractal porous media. This model is successfully compared to published data from both un-
consolidated and consolidated samples, or during precipitation and dissolution numerical experiments. For

the latter, we show that the permeability can be linked to the predicted electrical conductivity.

Keywords Electrical conductivity; Fractal model; Dissolution and precipitation processes; Carbonate rocks;
Permeability

Dissolution

Precipitation

Electrical conductivity o(S/m)
%
<
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Graphical abstract: a new electrical conductivity model taking into account the effect of dissolution and pre-
cipitation on the pore shape at the REV scale through a fractal-based upscaling procedure.
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1 Introduction

Carbonates represent a large part of the sedimentary rocks covering the Earth and carbonate aquifers store a
large part of fresh water, which is a key resource for society needs. Karst aquifers are extremely complex systems
because of the important chemical interactions between rock matrix and water, leading to strong chemical
processes such as dissolution and precipitation. Studying these environments can benefit from the use of non-
invasive tools such as the ones propose in hydrogeophysics to monitor flow and transport quantitatively (e.g.,
Hubbard et al. 2011; Binley et al. 2015).

Among the geophysical methods used for hydrological purposes in carbonate formations, electrical and elec-
tromagnetic methods have already shown their usefulness and are increasingly used (e.g., Chalikakis et al. 2011;
Revil et al. 2012; Binley et al. 2015). Electrical methods, such as direct current (DC) resistivity and induced po-
larization (IP), involve acquisitions with flexible configurations of electrodes in galvanic or capacitive contact
with the subsurface (Hubbard et al. 2011). These methods are increasingly used in different approaches to
cover a larger field of applications: from samples measurements in the lab (e.g., Wu et al. 2010), to measure-
ments in one or between several boreholes (e.g., Daily et al. 1992) and 3D or 4D monitoring with time-lapse
imaging or with permanent surveys (e.g., Watlet et al. 2018; Saneiyan et al. 2019; Mary et al. 2020). Geophysi-
cal methods based on electromagnetic induction (EMI) consist in the deployment of electromagnetic coils in
which an electric current of varying frequency is injected. Depending on the frequency range, the distance, and
size of the coils for injection and reception, the depth of investigation can be highly variable (Reynolds 1998).
As for the electrical methods, EMI based methods can be deployed from the ground surface, in boreholes, and

in an airborne manner (e.g., Paine 2003).

These methods enable to determine the spatial distribution of the electrical conductivity in the subsurface.
They are, hence, very useful in karst-system to detect the emergence of a sinkhole, to identify infiltration area,
or to map ghost-rock features (e.g., Jardani et al. 2006; Chalikakis et al. 2011; Kaufmann et al. 2014; Watlet et al.
2018). The electrical conductivity can then be related to properties of interest for hydrogeological characteri-
zation through the use of accurate petrophysical relationships (Binley et al. 2005). In recent works, electrical
conductivity models are used to characterize chemical processes between rock matrix and pore water such as
dissolution and precipitation (e.g., Leroy et al. 2017; Niu et al. 2019). Indeed, geoelectrical measurements are
an efficient proxy to describe pore space geometry (e.g., Garing et al. 2014; Jougnot et al. 2018) and transport
properties (e.g., Jougnot et al. 2009; Jougnot et al. 2010; Hamamoto et al. 2010; Maineult et al. 2018).

The electrical conductivity o (S/m) of a water saturated porous medium (e.g., carbonate rocks) is a petro-
physical property related to electrical conduction in the electrolyte through the transport of charges by ions.
Then, o is linked to pore fluid electrical conductivity o, (S/m) and to porous medium microstructural prop-
erties such as porosity ¢ (-), pore geometry, and surface roughness. Archie (1942) proposed a widely used

empirical relationship for clean (clay-free) porous media that links o and o, to ¢ as follows
og=0y¢", ey

where m (-) is the cementation exponent, defined between 1.3 and 4.4 for unconsolidated samples and for most
of well-connected sedimentary rocks (e.g., Friedman 2005). For low pore water conductivity, porous medium
electrical conductivity can also depend on a second mechanism, which can be described by the surface con-
ductivity term o (S§/m). This contribution to the overall rock electrical conductivity is caused by the presence
of charged surface sites on the minerals. This causes the development of the so-called electrical double layer
(EDL) with counterions (i.e., ions of the opposite charges) distributed in the Stern layer and the diffuse layer
(Hunter 1981; Chelidze et al. 1999; Leroy et al. 2004). Groundwater in carbonate reservoirs typically presents
a conductivity comprised between 3.0x1072 S/m and 8.0x1072 S/m (e.g., Liiidn Baena et al. 2009; Meyerhoff
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et al. 2014; Jeannin et al. 2016), while carbonate rich rocks surface conductivity can range from 2.9 1074 S/m
to 1.7x10~2 S/m depending on the amount of clay (Guichet et al. 2006; Li et al. 2016; Soueid Ahmed et al. 2020).
Thus, for the study of dissolution and precipitation of water saturated carbonate rocks at standard values of o,
the surface conductivity is generally low and can be neglected (e.g., Cherubini et al. 2019). The small surface
conductivity can nevertheless be considered as a parallel conductivity with an adjustable value (e.g., Waxman
et al. 1968; Weller et al. 1958; Revil et al. 2014):

1
O =—=0y + 0. 2
7w s (2)

The formation factor F (-) is thus assessed using a petrophysical law. Besides, since the late 1950’s many models
linking o to o, were developed. Most of these relationships have been obtained from the effective medium
theory (e.g., Pride 1994; Bussian 1983; Revil et al. 1998; Ellis et al. 2010), volume averaging (e.g., Linde et al. 2006;
Revil et al. 2006), the percolation theory (e.g., Broadbent et al. 1957; Hunt et al. 2014), or the cylindrical tube
model (e.g., Pfannkuch 1972; Kennedy et al. 2012). More recently, the use of fractal theory (e.g., Yu et al. 2001;
Mandelbrot 2004) of pore size has shown good results to describe petrophysical properties among which the
electrical conductivity (e.g., Guarracino et al. 2018; Thanh et al. 2019). Meanwhile, several models have been
developed to study macroscopic transport properties and chemical reactions by describing the porous matrix
microscale geometry (e.g., Reis et al. 1994; Guarracino et al. 2014; Niu et al. 2019) and theoretical petrophysical
models of electrical conductivity have been derived to relate the pore structure to transport parameters (e.g.,
Johnson et al. 1986; Revil et al. 1999; Glover et al. 2006).

Permeability prediction from electrical measurements is the subject of various research studies and these
models often rely on petrophysical parameters such as the tortuosity (e.g., Revil et al. 1998; Niu et al. 2019).
Moreover, the use of models such as Archie (1942) and Carman (1939) to relate the formation factor, the poros-
ity, and the permeability is reasonable for simple porous media such as unconsolidated packs with spherical
grains, but it is less reliable for real rock samples or to study the effect of dissolution and precipitation pro-
cesses. The aim of the present study is to develop a petrophysical model based on micro structural parameters,
such as the tortuosity, the constrictivity (i.e., parameter which is related to bottleneck effect in pores, described
by Holzer et al. 2013), and the Johnson length (e.g., Johnson et al. 1986; Bernabé et al. 2015), to express the
electrical conductivity and to evaluate the role of pore structure.

The present manuscript is divided into three parts. We first develop equations to describe the electrical
conductivity of a porous medium with pores defined as tortuous capillaries that follow a fractal size distribution
and presenting sinusoidal variations of their aperture. Then, the model is linked to other transport parameters
such as permeability and ionic diffusion coefficient. In the second part, we test the model sensitivity and we
compare its performance with Thanh et al. (2019) fractal model. In the third part, we confront the model to
datasets presenting an increasing complexity: first data come from synthetic unconsolidated samples, then
they are taken from natural rock samples with a growing pore space intricacy. Finally, we analyze the model
response to numerical simulations of dissolution and precipitation, highlighting its interest as a monitoring

tool for such critical processes.

2 Theoretical developments

Based on the approach of Guarracino et al. (2014), we propose a model assuming a porous medium rep-
resented as a fractal distribution of equivalent tortuous capillaries in a cylindrical representative elementary
volume (REV) with a radius R (m) and a length L (m) (Fig. 1a). In this model, the surface conductivity o is

neglected (o5 — 0).
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Figure 1: (a) The porous rock model is composed of a large number of sinusoidal and tortuous capillaries in
the cylindrical representative elementary volume (REV). All the capillaries have the same tortuous length [ (m)
and their radii follow a fractal distribution. (b) The considered pore geometry corresponds to the one from
Guarracino et al. (2014): 7 is the average pore radius (m) while r’ is the amplitude of the sinusoidal fluctuation
(m), and A is the wavelength (m).

2.1 Porescale
2.1.1 Pore geometry

The porous medium is conceptualized as an equivalent bundle of capillaries. As presented in Fig. 1b, each

tortuous pore present a varying radius r(x) (m) defined with the following sinusoidal expression,
- I . 2n - . 27
r(x) = r+r'sin Tx =r|l+2asin Tx ) 3)

where 7 is the average pore radius (m), r’ the amplitude of the radius size fluctuation (m), and A is the wave-
length (m). The parameter a is the pore radius fluctuation ratio (-) defined by a = r’/2F, which values range
from 0 to 0.5. Note that a = 0 corresponds to cylindrical pores (r(x) = 7), while @ = 0.5 corresponds to
periodically closed pores. For each pore we define the section area A, (x) = nr(x)? (m?).

Most of the models found in the literature, and describing the porous medium with a fractal distribution,
define a pore length scaling with pore radius (e.g., Yu et al. 2002; Yu et al. 2003; Guarracino et al. 2014; Thanh
et al. 2019). However, in this study we consider a constant tortuous length / (m) for all the pores because it
reduces the number of adjustable parameters while maintaining the model accuracy. This constant tortuosity
value should be interpreted as an effective macroscopic value for all tube lengths. [ is the length taken at the

center of the capillary. Thus, the tortuosity 7 (-) is also a constant for all pores and is defined as

4

l
T = -
L

In this case, the volume of a single pore V), (F) (m3) can be computed by integrating its section area A (x) over

the tortuous length [:
!
Vp(F) = f nr(x)*dx. )
0

According to Egs. (3) and (4), and assuming that A < [, volume V), defined in Eq. (5) becomes

V() = nr?(1+2a*)TL. ®)
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2.1.2 Pore electrical conductivity

We express electrical properties at pore scale before obtaining them for the porous medium by upscaling,
because the REV can be considered as an equivalent circuit of parallel conductances, when o is neglected.
The electrical conductance X, (F) (S) of a single sinusoidal pore is defined by

-1

_ Lo
Zpore(l) = (fo mdx) ) (7)

where o, (S/m) is the pore-water conductivity. Replacing Eq. (3) in Eq. (7) and assuming A « [, the electrical
conductance of a single pore can be expressed as
crwnfz(l — 46l2)3/2

z"pore(f_’) = 7L . 8

Following Ohm’s law, the electric voltage AV (V) between the edges of the capillary (0 and /) is defined as

i(r)

AV = ——'=7,
Zporel(F)

€)

where i(7) (A) is the electric current flowing through the pore that can be expressed as follows

o o P2 (1-4a%)3?
i(r) = AV. (10)
7L

We, thus, define the contribution to the porous medium conductivity from a single pore o, (7) (S/m) by multi-
plying the pore conductance with a geometric factor f; = 7 R?/L (m)

z"pore(f) _ f2(1—4d2)3/20w
fe TR2 '

op(F) = (11
When a = 0, the expression of o, (F) simplifies itself as in the case of cylindrical tortuous pores developed by
Pfannkuch (1972).

2.2 Upscaling procedure using a fractal distribution

To obtain the electrical conductivity of the porous medium at the REV scale, we need a pore size distribu-
tion. We conceptualize the porous medium by a fractal distribution of capillaries according to the notations of
Guarracino et al. (2014) and Thanh et al. (2019), based on the fractal theory for porous media (Tyler et al. 1990;
Yu et al. 2002)

P )Dn
max

N(r) = (f (12)
7

where N (-) is the number of capillaries whose average radius are equal or larger than 7, D, (-) is the fractal
dimension of pore size and 7,4, () is the maximum average radius of pores in the REV. Fractal distributions
can be used to describe objects of different Euclidean dimensions (e.g., 1 dimension for a line, 2 dimensions for
a surface, and 3 dimensions for a volume). In this study, the pore size distribution is considered as a fractal dis-
tribution of capillary sections on a plane (i.e., in 2 dimensions). Therefore, the fractal dimension D, is defined
from 1 to 2 (among many other papers, see Yu et al. 2002; Yu et al. 2003). Nevertheless, D), is a unique parameter
for each porous medium as it strongly depends on the pore size distribution. Its impact has been quantified by
Tyler et al. (1990) with a porous medium defined as a Sierpinski carpet. From the pore size distribution defined

in Equation (12), the total number of capillaries equals to

(13)
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with 7y, (m) the minimum average radius. From Eq. (12), the number of radii lying between 7 and 7 + dr is
-Dp __D,-1 ;-
—dN = Dy Frpre ¥ 7P dF, (14)

where —d N (-) is the number of pores with an average radius comprised in the infinitesimal range between 7
and 7 + d7. The minus sign implies that the number of pores decreases when the average radius increases (Yu
et al. 2003; Soldi et al. 2017; Thanh et al. 2019).

2.3 REVscale

In the present section, we present the macroscopic properties at the REV scale obtained from the upscaling

procedure.

2.3.1 Porosity

We can express the porosity ¢ (-) of the REV by integrating the pore volume over the fractal distribution as
follows )

JIme Vi (F)(=dN) 5

= mR2L ‘ (15

Then, by replacing Eqs. (14) and (6) into Eq. (15), it yields to

_D
_ (1+2a")TDpFimax _2-D,

7 2-Dp
R2(2— Dp) max

~Tin

). (16)

This expression requires 2 — D, > 0, which is always true (see Yu et al. 2001). Note that this expression corre-

sponds to the model of Guarracino et al. (2014) when the tortuosity is the same for all the capillary sizes.

2.3.2 Electrical conductivity

As defined in the Kirchhoff’s current law, the electric current of the REV, I (A), is the sum of the electric
currents of all the capillaries when the surface conductivity is neglected. It can be obtained by integrating the

electric current of each pore:

i’ndx
1:[_ i(F)(—dN). (17)

Tmin

According to Egs. (4), (10), and (14), I can be expressed as follows,

D
—oun(l1-4a*®%?D,7," 9D, _2-D
1= 2-Dp)TL AV (e = i) (18)
P
The Ohm’s law at the REV scale yields to
AV
I = —U'REVT[RZT, (19)

where oV is the electrical conductivity of the REV (S/m). By combining Eqgs. (18) and (19), 0 ®£V is expressed

as
_D
rEv _ OwDpmax(l —4a®*? 5., 2D,
O T T Rme-Dy  Umer "Tmin ) 20
Finally, substituting Eq. (16) into Eq. (20) yields to
1—4a2)32
gREV _ M' 1)

12(1+2a?)

Note that if @ = 0 and 7 = 1, Eq. (21) becomes o*FY = ¢ ,¢, which is the expression of Archie’s law for m = 1

where the porous medium is composed of a bundle of straight capillaries with no tortuosity (see Clennell 1997).
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The electrical conductivity can be rewritten depending on the tortuosity 7 and on the constrictivity f (-) as

oFEV = Uﬁff : (22)
The constrictivity f is thus defined as
(1—4a2)3/2
= — 23
f (1+2a?) (23)

The above equation highlights that the pore fluctuation ratio a plays the role of the constriction factor defined
by Petersen (1958). Constrictivity f ranges between 0 (e.g., for trapped pores) and 1 (e.g., for cylindrical pores
with constant radius). As for the tortuosity 7, there is no suitable method to determine constrictivity value
directly from core samples, but only some mathematical expressions for ideal simplified geometries (see Holzer
etal. 2013, for a review). Therefore, very high tortuosity values (e.g., Niu et al. 2019) must be due to that in most

studies the bottleneck effect is not considered.

2.3.3 Formation factor

The model from Archie (1942) links the rock electrical conductivity to the pore water conductivity and the
porosity with the cementation exponent, which is an empirical parameter. Kennedy et al. (2012) propose to
analyze electrical conductivity data using a physics-based model, which conceptualizes the porous medium
with pore throats and pore bodies as in this study and defines the electrical conductivity as follows,

ofEV = Go,¢, (24)

where G (-) is an explicit geometrical factor defined between 0 and 1. According to our models G can be ex-

pressed by
~ (1-4g2)32 O o5
T o12(1+42a2) 12

This geometrical factor can be called the connectedness (Glover 2015), while the formation factor F (-) is de-
fined by

o
F = UR—]‘:fV (26)
Substituting Eq. (21) into Eq. (26) yields to
72(1+2a?) 72
= 27)

= ¢(1—4ﬂ2)3/2 E

The formation factor F can also be related to the connectedness G as F = 1/¢G.

2.4 Evolution of the petrophysical parameters

The formation factor defined by Eq. (27) depends linearly with the inverse of porosity (1/¢). However, the
petrophysical parameters a and T may be dependent on porosity for certain types of rocks or during dissolution
or precipitation processes. In these cases, the formation factor will show a non-linear dependence with 1/¢ and

can be expressed in general as
T($)* (1 +2a(¢)*)

. 2
¢(1_4a(¢)2)3/2 (28)

F(p) =

In section 4.2, we test our model against different datasets from literature using logarithmic laws for the de-
pendence of petrophysical parameters a(¢) and 7 (¢) with porosity following existing models from the literature
(see Ghanbarian et al. 2013, for a review about the tortuosity). Thus, we define a(¢) and 7(¢) as

a(gp) = —Pglog(¢) (29)
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and
7(¢) = 1—-P;log(¢), (30)

where P, and P; are empirical parameters. Note that 0 and 1 (i.e., first terms in Egs. (29) and (30), respectively)
correspond to the minimum values reached by a(¢) and 7(¢) when ¢ = 1. Expressing tortuosity as a logarith-
mic function of porosity has already proven its effectiveness in the literature (Comiti et al. 1989; Ghanbarian
et al. 2013; Zhang et al. 2020). However, this is, to the best of our knowledge, the first attempt to propose a
constrictivity model as a function of porosity. Then, by replacing Eqs. (29) and (30) in Eq. (28), the expression

of the proposed model for the formation factor F becomes

[1- Pelog@) (1+2[Palog@)]’)

p(1-4[Patog@]?)

F(¢) = 31

Note that the model parameters from Thanh et al. (2019), another porous medium description following a

fractal distribution of pores, also present logarithmic dependencies with the porosity ¢.

2.5 Electrical conductivity and transport parameters
2.5.1 From electrical conductivity to permeability

The electrical conductivity is a useful geophysical property to describe the pore space geometry. Here we

propose to express the permeability as a function of the electrical conductivity using our model.

At pore scale, Sisavath et al. (2001) propose the following expression for the flow rate Q, (7) (m3/s) in a single

capillary:
1

I 1 -
fo 00 de . (32)

where p is the water density (kg/m3), g is the standard gravity acceleration (m/s?), u is the water viscosity (Pa.s)

pg A
w1

o
Qp(P) = 8

and A#h is the hydraulic head across the REV (m). Substituting Eq. (3) in Eq. (32) and assuming 1 « [, it yields:

rg
U

2le

Qp(F) = F (1-4ah%2. (33)

® |3

Then, the total volumetric flow rate QRE V (m3/s) is obtained by integrating Eq. (33) over all capillaries (i.e., at

the REV scale) i
QRFV = f—r'"”r‘f Qp(7)(=dN)

T'mi

pg(1—4a2)3/2DprZxﬂAh _4-D, _4-Dp (34)
8u4-Dp)TL Fmax™ ~Tiin ).
Based on Darcy’s law for saturated porous media, the total volumetric flow rate can be expressed as
Ah
QREV - nRz%kREVT’ 35)
where kREV is the REV permeability (m?). Then, combining Eqs. (34) and (35) it yields to
D
KREV — (1-46***Dpimax _a-p, _a-D, 36
T T 8R@-Dyr e T Tmin ) (36)
Considering 7in < Fmax, EQ. (36) can be simplified as
(1-4a*3?D, 7

KREV. = Fmax, 37)

8R2(4— D)7
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Using the same simplification on Eq. (16), the expression of porosity becomes

_ (1+2a*)TDyi%,,,

R2(2- Dy) 58

Then, combining Egs. (37) and (38) yields to

2_D 1—4612 3/2 ’7.2
_ 14 ( ) max (39)

KREV _ .
4-D, 1+2a? gr2 ¥

Finally, the combination of Egs. (27) and (39) leads to

KREV 2-Dyp fl%mx. (40)
1-D, 8F

Note that Eq. (40) relates permeability to electrical conductivity through the formation factor (see Eq. (26)).

This expression can be linked to the model of Johnson et al. (1986)

2
kREV _ A_ (41)

- ’

8F

where A (also known as the Johnson length) is a characteristic pore size (m) of dynamically connected pores
(Banavar et al. 1987b; Ghanbarian 2020). Some authors proposed theoretical relationships to determine this
characteristic length A. While Revil et al. (1999) or Glover et al. (2006) link it to the average grain diameter,
some other publications work on the determination of A assuming a porous medium composed of cylindrical
pores (e.g., Banavar et al. 1987a; Niu et al. 2019). Considering the proposed model, A can therefore be written

2-Dp _
A=\ G, T (42)

2.5.2 From electrical conductivity to ionic diffusion coefficient

as follows

Ionic diffusion can be described at REV scale by the Fick’s law (Fick 1995)

Ac

J¢ = DegynR? I

(43)
where J; (mol/s) is the diffusive mass flow rate, D, (m?/s) is the effective diffusion coefficient, and Ac
(mol/m?) is the solute concentration difference between the REV edges. Guarracino et al. (2014) propose to
express D, as a function of the tortuosity, which, in their model, depends on the capillary size. In our model,
we consider that the tortuosity is constant, thus by reproducing the same development proposed by Guarracino

et al. (2014) we obtain
(1- 4a2)3/2(p

D =Dy——F+—,
eff w (1—2(,12)'[2

(44)
which can be simplified as
Deyr = Dw{_‘_(f- (45)

This last expression of D,¢r as a function of the tortuosity 7 and the constrictivity f, allows to retrieve the
same equation as Van Brakel et al. (1974) with both the effect of the tortuosity and the constrictivity. Replacing
Eq. (27) in Eq. (45) yields to

Dy
Dery = - (46)
which implies
Ow D,
F = — = —, 47
oFEV " Dypp (47
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This result has already been demonstrated by Kyi et al. (1994) and Jougnot et al. (2009), among others. It means
that the formation factor can be used for both electrical conductivity or diffuse properties. This point is consis-
tent with the fact that Ohm and Fick laws are diffusion equations, where the transport of ions take place in the
same pore space. The difference lies in the fact that ionic conduction and ionic diffusion consider the electric

potential gradient and the ionic concentration gradient, respectively.

3 Model analysis and evaluation

Our model expresses the evolution of the formation factor F as a function of the porosity ¢, the tortuosity
7 and the constrictivity through the pore radius fluctuation ratio a (Eq. (27)). Here we explore wide ranges of
values for a and 7 to quantify their influence on the formation factor F (Fig. 2) and compare our model with the
model from Thanh et al. (2019), for the fractal dimension of the tortuosity D; = 1, to appreciate the contribution
of the constrictivity to the porous medium description. Figs. 2a and 2b show variations of F as a function of
the porosity ¢) when only a or 7 varies. On Fig. 2a, parameter a varies from 0 to 0.49 and tortuosity 7 = 5.0.
We test the case of a constant pore aperture when a = 0, but we do not reach a = 0.5 because this means that
the pores are periodically closed (see the definition of a in section 2.1.1), and this corresponds to an infinitely
resistive rock only made of non-connected porosity. On Fig. 2b tortuosity 7 varies from 1 to 20 and parameter
a = 0.1. T = 1 implies straight pores (i.e., [ = L). Fig. 2c present variations of F as a function of the tortuosity t
for different values of a and a fixed porosity ¢p = 0.4. Fig. 2d is the density plot of log,, (F) for a range of values
of a and 7 and with a fixed porosity value ¢ = 0.4.

a- b. — — — ~ Model from Thanh et al. (2019)
\ —— The proposed model
4
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-
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Figure 2: (a) Effect of the pore radius fluctuation ratio a on the formation factor F, represented as a function of
the porosity ¢. a varies from 0 to 0.49, while the tortuosity 7 = 5. (b) Effect of the tortuosity 7 on the formation
factor F, represented as a function of the porosity ¢. 1 varies from 1 to 20, while the pore radius fluctuation
ratio a = 0.1. (c) Effect of the pore radius fluctuation ratio a on the formation factor F, represented as a function
of the tortuosity 7. a varies from 0 to 0.49, while the porosity ¢p = 0.4. (d) Comparison of the effect of parameters
a and 7 on the formation factor F for a constant porosity ¢ = 0.4.

From the analysis of Figs. 2a and 2b, one can note that the formation factor decreases when porosity in-

creases. This was expected because more the water saturated medium is porous, more its electrical conductiv-
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ity is close to pore water electrical conductivity. Furthermore, we observe that both parameters a and 7 have
a strong effect on formation factor variation ranges. Indeed, F(¢) curve can be shifted by more than 3 orders
of magnitude with variations of a or T and, as expected, the formation factor increases when 7 or a increases.
Indeed, when these parameters increase, the porous medium becomes more complex: the increase of param-
eter a means that periodical aperture of capillaries decreases (i.e., more constrictivity), while the increase of T
means that pores become more tortuous (i.e., more tortuosity). Besides, for a close to 0 (i.e., without aperture
variation), curves from Thanh et al. (2019) model are similar with the curves from our model. This is consistent
with the fact that Thanh et al. (2019) also conceptualize the porous media as a fractal distribution of capillaries.
However, when a increases, the curves explore very different ranges of F values (Figs. 2a and 2c). The density
plot presented on Fig. 2d compares the effect of a and 7 variations for a constant porosity (¢ = 0.4). It appears
that for a fixed value of 7, variations of a have a low effect on log of F values. On the contrary, variations of 7 for
one value of a have stronger effect on log of F ranges. However it should be noted that this representation can
be biased because value ranges of a and 7 are very different. Thus, it is difficult to asses if the tortuosity 7 has
really much more effect on formation factor than parameter a. Nevertheless, it has the advantage to represent
the combined effect of a and 7 on the formation factor.

4 Results and discussion

To assess the performance of the proposed model, we compare predicted values to datasets from the litera-
ture. References are listed in Table 1 and ordered with a growing complexity. Indeed, data from Friedman et al.
(2002) and Boleve et al. (2007) are taken from experiments made on unconsolidated medium. Then, Garing et
al. (2014), Revil et al. (2014), and Cherubini et al. (2019) studied natural consolidated samples from carbonate
rocks and sandstone samples. Finally, Niu et al. (2019) present numerical but dynamic data under dissolution

and precipitation conditions.

For each dataset, the adjusted parameters of the proposed model are listed in Table 1. Values have been
determined using a Monte-Carlo inversion of Eqs. (21) and (27) which express the porous medium electrical

REV a5 a function of the pore water conductivity o, and the formation factor F as a function of

conductivity o
the porosity ¢, respectively. An additional term o for the surface conductivity (S/m) is used to fit the data out
of the application range of the proposed model. That is for low values of pore-water conductivity, when the
surface conductivity cannot be neglected. As the proposed model is intended to be mostly used on carbon-
ate rocks, which are known to have low surface conductivity, this physical parameter has not been taken into
account in the theoretical development of the expression of the electrical conductivity of the porous medium.

However, it can be added considering a parallel model (e.g., Waxman et al. 1968; Borner et al. 1991):

1
oREV = 1—:Uw+0’s. (48)
A more advanced approach of parallel model is proposed by Thanh et al. (2019) including the contribution of

the surface conductance in the overall capillary bundle electrical conductivity.

Table 1 lists also the computed error € of the adjusted model. In statistics € is called the mean absolute
percentage error (MAPE). It is expressed in percent and defined as follow:
pm—pd

i i
Pd
i

1 (N

N

i=1

) x 100, (49)

where N%, P9, and P™ refer to the number of data, the electrical property from data, and the electrical prop-

erty from the model, respectively. This type of error has been chosen to compare the ability of the model to
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Table 1: Parameters of the proposed model compared to several datasets from different sources. oy is the
surface conductivity (S/m) used for several comparisons out of our model application range, that is when the
surface conductivity cannot be neglected, using Eq. (2). The model parameters are adjusted with a Monte-
Carlo approach, except for a in Niu et al. (2019) dataset, where a is adjusted with the least square method. € is
the cumulative error computed in percentage, called the mean absolute percentage error (MAPE).

O € Studied
Sample a T Source
(S/m) (%) function
Sla 0.004 1.035 225 x107%  7.78
S2 0.008 1.062 1.45x107% 747
S3 0.006 1.050 0.80 x10™*  7.09 .
oloy) Boleve et al. (2007)
S4 0.006 1.051 0.50 x107%  9.21
S5 0.012 1.093 0.25 x107%  10.22
S6 0.008 1.062 0.60 x10™*  9.21
Glass 0.022 1.174 - 0.32
Sand 0.026 1.212 - 0.60 F(p) Friedman et al. (2002)
Tuff 0.020 1.159 - 1.63
FS“ 0.146-0.309 1.365-1.773 - 22.62 F(¢) Revil et al. (2014)
L1, L2 0.113 1.901 7.24x107%  9.24 o(oy)  Cherubini et al. (2019)
Inter 0.077-0.217 1.846 - 3.399 - 26.67
Multi  0.172-0.345 1.915-2.839 - 9.64 F(¢p) Garing et al. (2014)
Vuggy  0.068-0.109 5.632-8.411 - 19.68
D.Tlim? 0.078 - 0.393 1.786 - 0.05
D.Rlim¢ 0.315-0.393 1.786 - 0.08 ]
F(¢) Niu et al. (2019)
PTlim? 0.167-0.466 1.335 - 0.12
PR.Iim¢ 0.160 - 0.309 1.320 - 0.04

% FS: Fontainebleau sandstones

b D.T.lim: Dissolution transport-limited
¢ D.R.lim: Dissolution reaction-limited
4 pTlim: Precipitation transport-limited

¢ PR.Jim: Precipitation reaction-limited

reproduce the experimental values for all the datasets even if they are expressed as 0 X£V (o) or as F(¢p).

4.1 Testing the model on unconsolidated media

The proposed model is first confronted to datasets from Friedman et al. (2002) and Boleve et al. (2007) ob-
tained for unconsolidated samples. In these tests, only one set of parameters a, 7, and o5 (when needed) is
adjusted to fit with each dataset.

Boleve et al. (2007) measured the electrical conductivity of glass beads samples for different values of the pore
water conductivity o, from 107% S/m to 10~! S/m on Sla, S2, S3, S4, S5, and S6 (see Fig. 3). For all samples,
Boléve et al. (2007) reported a constant porosity of 40 % while grain diameters are comprised between 56 pm

for S1a and 3000 um for S6 (see Fig. 3 for more details).

Table 1 shows that the adjusted model parameters a and 7 have rather similar values for all the samples
from Boleve et al. (2007). This can be explained by the fact that all samples have the same pore geometry but

scaled at different size. Indeed, for homogeneous samples of glass beads, the beads space arrangement is quite
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Figure 3: Electrical conductivity of different samples of glass beads (grains sizes are 56, 93, 181, 256, 512, and
3000 um for samples Sla, S2, S3, S4, S5, and S6, respectively) versus the fluid electrical conductivity for a con-
stant porosity ¢ = 40 %. The datasets are from Boléve et al. (2007) and best fit parameters are given in Table 1.

independent of the spheres size. Therefore the pore network of all samples presents similar properties such
as tortuosity (see also the discussion in Guarracino et al. 2018) and constrictivity, which directly depends on
parameters a and 1. Moreover, a and 7 are close to their minimum limits (i.e., =0 and 7 = 1). This is due to the
simple pore space geometry created by samples made of homogeneous glass spheres. This explains the model
good fit for straight capillaries (i.e., Thanh et al. 2019). However, it can be noticed that surface conductivity
decreases while grain diameter increases. This is not a surprise considering that for the same volume, samples

of smaller beads have a larger specific surface than samples of bigger beads (see, for example, the discussion in
Glover et al. 2010).

Friedman et al. (2002) determined the formation factor F for samples of glass beads, sand, and tuff grains
with different values of porosity ¢ (see Fig. 4). As the model best fit is determined with a Monte Carlo approach,
accepted models are also plotted on Fig. 4. The acceptance criterion is defined individually for each dataset and
corresponds to a certain value of the MAPE e. For samples from Friedman et al. (2002), this criterion is fixed at

€ <1 or 2 %. These are low values, meaning a really good fit from the model.
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Figure 4: Formation factor of samples with different porosity values: (a) glass beads, (b) sand, and (c) tuff grains
(Friedman et al. 2002). The sets of adjusted model parameters a and 7 are given in Table 1.

We observe from Table 1 that a and 7 values are close to each other for all samples from Friedman et al. (2002).
However, these parameters have higher values than for Boléve et al. (2007) dataset. This comes from the fact
that some complexity is added in the dataset from Friedman et al. (2002). Indeed, the samples of Friedman et al.
(2002) combine particles of different sizes. In this case, smaller grains can fill the voids left by bigger grains. This
grains arrangement decreases the medium porosity but increases its tortuosity and constrictivity. Furthermore,
sand and tuff grains have rougher surface and are less spherical than glass beads. This explains the misfit
increase between data and model for glass, sand, and tuff samples (Friedman et al. 2002). Nevertheless, even
for tuff grains, the misfit between data and model is still very low compared to the computed MAPE from Boleve
et al. (2007) samples. This is due to that for Boléve et al. (2007), a wide range of pore water conductivity values

is explored and thus electrical properties vary much more (over 3 orders of magnitude) than in the case of
Friedman et al. (2002).
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4.2 Testing the model on consolidated rock samples

In this section, we test our model against datasets of Garing et al. (2014), Revil et al. (2014), and Cherubini
etal. (2019). They study carbonate samples from the reef unit of Ses Sitjoles site (from Mallorca), Fontainebleau

sandstones, and two Estaillades limestones (rodolith packstones), respectively.
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Figure 5: (a) Formation factors of a set of Fontainebleau sandstones versus porosity (the dataset is from Revil
et al. 2014). Model parameters are given in Table 1. (b) and (c) a and 7 are defined as logarithmic functions of
the porosity ¢.

Revil et al. (2014) obtained a wide range of formation factor values for a large set of Fontainebleau sandstone
core samples over a large range of porosity. We first test our model with constant values of a and 7, but we
observed that the model could not fit data (see Fig. 5a). This can be explained by the fact that this dataset is
composed of numerous sandstone samples presenting a wide range of porosity values (from 0.045 to 0.22).
Therefore, we consider that the samples have distinct pore geometry which is describable by a(¢) and 7(¢)
distributions, presented in section 2.4 and plotted on Figs. 5b and 5c. We observe that parameters a and 7
logarithmic evolution with the porosity ¢ are physically plausible as lower porosity can reflect more complex
medium geometries (i.e., more constrictive and more tortuous), described with higher values of @ and 7. On
Fig. 5a, we also plot the model from Thanh et al. (2019). Even if the curve presents a slope similar to dataset, it

overestimates the formation factor.

Despite a quite wide dispersion of the formation factor data for the lowest porosities, it appears that the
proposed model is well adjusted to the dataset. Indeed, the proposed model MAPE ¢ = 22.62 % (see Table 1),
while e = 89.63 % for the model from Thanh et al. (2019). Note that the relatively high MAPE value comes from
the large spread of the formation factor values. Thus, it seems that taking into account the constrictivity of the
porous medium in addition to the tortuosity highly improves modeling.

Fig. 6 shows the dependence of electrical conductivity with pore-water electrical conductivity for two lime-
stone samples (named L1 and L2) from Cherubini et al. (2019). Table 1 shows that model parameters and

surface conductivity values are larger than for the unconsolidated samples from Boléve et al. (2007) and Fried-
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Figure 6: Electrical conductivity of two limestones (L; and L,) versus water electrical conductivity. The dataset
is from Cherubini et al. (2019) and model parameters are given in Table 1.

man et al. (2002). This is explained by the fact that natural rock samples can present a more complex geometry
and larger specific surface area than glass beads samples. Cherubini et al. (2019) predict the surface electrical
conductivity with the model from Revil et al. (2014). They obtain o5 = 7.0 x 10~* S/m, which is very close to
the value obtained in this study. Furthermore, the computed errors for the dataset of Boléve et al. (2007) and
for these limestones are close to each other. This test illustrates that even for more complex porous media, the

proposed model has still a good data resolution.

Garing et al. (2014) conducted X-ray microtomography measurements on carbonate samples to classify them

by pore types and thus they highlight three groups:

1. “Inter” samples present intergranular pores. This pore shape is quite comparable with sandstones poros-

ity type.

2. “Multi” samples hold multiple porosity types: intergranular, moldic, and vugular. Microtomograms of
“multi” samples show small but well connected pores. The analyze conducted by Garing et al. (2014)
revealed that for samples with smaller porosity, pores are smaller on average, but still numerous and well

connected, even for a reduced microporosity.

3. “Vuggy” samples possess vugular porosity. Microtomography highlights the presence of few vugs badly
connected, which are less numerous for samples of lower porosity.

Fig. 7 presents the results of formation factor computation versus porosity. As for the dataset from Revil et al.
(2014), the proposed model is adjusted using Eq. (31), which considers that model parameters are logarithmic
functions of porosity. Despite some dispersion for “inter” and “vuggy” samples (i.e., the acceptance criterion
€ <40 %), the model explains well the data for all porosity types and present low MAPE values (Table 1).

The analysis of parameters P, and P; reveals that they present consistent values for the different porosity
types. Indeed, for “vuggy” samples, P, is small while P; is high (Fig. 7c). According to Egs. (29) and (30), these
values lead to low and high values for a and 7, respectively (Table 1), and this is consistent with the microto-
mography analysis from Garing et al. (2014). Indeed, since these samples present large vugs badly connected
(i.e., few microporosity), the microstructure is very tortuous but pores are not constricted. Furthermore, for
samples with lower porosity, vugs are still present in “vuggy” samples, but they are less numerous, which leads

to a microstructure even more tortuous, but nearly as constrictive as for the more porous samples. Moreover,
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Figure 7: Formation factors of a set of carbonate rocks classified by pore types versus porosity. The dataset
is from Garing et al. (2014). The model parameters are given in Table 1. The proposed model parameters are
considered to be logarithmic functions of ¢. (a) “inter” stands for samples with intergranular pores (b) “multi”
gathers samples with multiple porosity types: intergranular, moldic, and vuggy. (c) “vuggy” represents samples
with vugular porosity.

for “inter” and “multi” samples (Figs. 7a and 7b), P, and P; are closer in value to the parameters of the sand-
stone samples from Revil et al. (2014) than to the parameters of “vuggy” samples because they have, among
other types for the “multi” samples, intergranular porosity. Note that higher P; value can be attributed to the
more complex structure of carbonate minerals compared to sandstone samples. Furthermore, the high value of
P, for the “multi” samples can be explained with the microtomography observations from Garing et al. (2014).
Indeed, constrictivity increases a lot for samples with lower porosity because microporosity is reduced while
there are less molds and vugs. Consequently, we conclude that this detailed analysis of model parameters help
us to retrieve some characteristic features of the pore space from electrical conductivity measurement.

4.3 Electrical conductivity monitoring of precipitation and dissolution processes

In this section, we consider the numerical datasets from Niu et al. (2019). These authors conduct numerical
simulations of dissolution and precipitation reactions on digital representations of microstructural images.

They simulate the dissolution of a carbonate mudstone sample and the precipitation of a sample of loosely
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packed ooids. For the carbonate mudstone sample, the pore space image is obtained from a microtomography
scan while the ooids sample is a synthetic compression of sparsely distributed spherical particles (Niu et al.
2018). The carbonate mudstone sample has an initial porosity of 13 % and the ooids sample has an initial

porosity of 30.2 %.

In numerical simulations, the main hypothesis of Niu et al. (2019) is that fluid transport is advection domi-
nated. Then, under this condition, they studied two limiting cases for both dissolution and precipitation: the
transport-limited case and the reaction-limited case (Nunes et al. 2016). In the transport-limited case, the re-
action at the solid-liquid interface is limited by the diffusion of reactants to and from the solid surface. In the

reaction-limited case, the reaction is limited by the reaction rate at the solid-liquid interface.

Their results are presented in Figs. 8a, b, and 9a, b. It appears that for both precipitation and dissolution,
the transport-limited case influences the most electrical and fluid flow properties. Indeed, it can be seen in
Fig. 8a that for reaction-limited precipitation, a 10 % decrease in porosity leads to an increase in the formation
factor from 7.5 to 20, while for transport-limited precipitation, the formation factor reaches 140 for a porosity
decrease of less than 2 %. In case of dissolution (Fig. 8b), for a similar decrease of the formation factor, porosity
increases only by 3 % in the transport-limited case, while it has to increase by 15 % in the reaction-limited case.
The same observations can be made on Figs. 9a and 9b. The variations of permeability are much greater in the

transport-limited case than in the reaction-limited case for a lower porosity variation.
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Figure 8: Electrical simulation results for two limiting cases (tansport-limited and reaction-limited) of calcite
precipitation and dissolution from Niu et al. (2019). Arrows indicate the direction of dissolution or precipitation
process evolution. (a) and (b) Formation factor versus porosity obtained by Niu et al. (2019) simulations and
compared with the adjusted model for precipitation and dissolution, respectively. Model parameters are given
in Table 1: the tortuosity 7 is considered to be constant while the pore radius fluctuation ratio a is the only
adjustable parameter of the model. (c) and (d) Evolution of the parameter a which increases when the porosity
decreases.
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The authors of this study justify the shapes of F and k*£" curves with their observations on the digital rep-
resentations of the microstructural evolution. In the reaction-limited case they observe that precipitated or
dissolved minerals are uniformly distributed over grain surfaces. This consequently barely affects electrical
and fluid flow properties. On the contrary, in the transport-limited case, dissolution and precipitation mainly
occur in some specific areas where fluid velocity is high. This significantly modifies electrical and fluid flow pat-
terns. In the case of transport-limited precipitation, new particles accumulate in pore throats while minerals
are preferentially dissolved in the already well opened channels.

To adjust the proposed model to the data, a first set of parameters a and 7 has been determined at the initial
state with the Monte-Carlo approach. Then, only parameter a is adjusted with the model to each new data
point using the least square method. We consider that only a is affected by dissolution and precipitation be-
cause these processes mostly affect the pore shape. Indeed, the results of the pore network modeling developed
by Steinwinder et al. (2019) to simulate the impact of pore-scale alterations by dissolution and precipitation on
permeability, show that pore throats are important parameters to take into account. However, for the proposed
model of this study, the assumption that only a varies requires slow processes of dissolution and precipitation
in order to keep the cylindrical shape of pores (Guarracino et al. 2014). Besides, we fit parameter a at each
time step rather than using the logarithmic law since it lacks physical meaning to explain this parameter time

evolution.

Niu et al. (2019) computed the hydraulic tortuosity 7, (-) from the simulated fluid velocity field for all of their
data. They found nearly constant values defined between 1 and 2. As we computed 7 = 1.3 and 7 = 1.8 in pre-
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Figure 9: Fluid flow properties simulation results of two limiting cases (tansport-limited and reaction-limited)
of calcite precipitation and dissolution from Niu et al. (2019). Arrows indicate the direction of dissolution or
precipitation process evolution. (a) and (b) Permeability versus porosity obtained by Niu et al. (2019) sim-
ulations and compared with the proposed model for precipitation and dissolution, respectively. The model
parameters are given in Tables 1 and 2: as values of the tortuosity T and the pore radius fluctuation ratio a
are reused from the formation factor modeling, the Johnson length A is the only adjustable parameter of the
model. (c) and (d) Evolution of the parameter A which increases with porosity.
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cipitation and dissolution, respectively, these results are within the predicted range of the simulated data from
Niu et al. (2019) and confirm our hypothesis that constrictivity is the pore feature most impacted by dissolu-
tion and precipitation processes. However, to interpret the evolution of the formation factor during dissolution
(F decreases) and precipitation (F increases), Niu et al. (2019) computed the electrical tortuosity (z, = F¢,
no unit) of their porous medium and obtained high values (from 2 to 200), varying over 1 to 2 decades for the
transport-limited cases. These overestimated values of the medium tortuosity highlight that constrictivity and
the bottleneck effect should not be neglected to evaluate how dissolution and precipitation processes affect the

pore structure.

Figs. 8a and 8b show that in each case the proposed model accurately fits the data with computed errors
lower than 1 % (see Table 1). As presented on Figs. 8c and 8d, parameter a follows monotonous variations: it
decreases when the porosity increases. We define a as the ratio of the sinusoidal pore aperture r’ over the mean
pore radius 7 (see the definition of a in section 2.1.1). When a increases, it can be caused by the increase of
r’, which involves a stronger periodical constriction of the pore aperture, and/or by the decrease of the mean
pore radius 7. On the contrary, when a decreases, it implies the increase of 7 and/or the decrease of r/, which
lead to thicker pores with smoother pore walls, respectively. These variations are consistent with the fact that
precipitation and dissolution affect the pore geometry through the sample. In case of precipitation pore throats
shrink while they are enlarged with dissolution. It can also be observed on Figs. 8c and 8d that a shows stronger
variations in the transport-limited case than in the reaction-limited case. This is consistent with the fact that

transport-limited reactions occur in localized areas which will strongly affect the pore properties.

The relation between the permeability k?¥" and the Johnson length A is obtained by combining Egs. (39)
and (42):
KREV — A2 M i (50)
1+2a% 812
The values of parameters a and 7 are taken from the adjusted models of the formation factor. Thus, the Johnson
length A is the only adjustable parameter to fit the data and is fitted with the least square method. Values are

given in Tables 1 and 2.

Table 2: Values of the Johnson length A and of the MAPE € (defined in Eq. (49)) for the modeling of permeability
versus porosity for the samples from Niu et al. (2019). A is adjusted with the least square method. Sample
names are defined in Table 1.

A €
(107°m) (%)
Dissolution transport-limited  1.196 - 5.320 0.10
Dissolution reaction-limited 1.167-1.380 0.03
Precipitation transport-limited 0.376 - 3.800 0.24

Sample

Precipitation reaction-limited  2.069 - 3.711  0.06

On Figs. 9a and 9b, one can observe that for each case the model accurately fits the data with computed
errors lower than 1 % (see Table 2). As presented on Figs. 9c and 9d, parameter A follows monotonous varia-
tions: it increases with porosity. It can also be observed that A varies more in the transport-limited case than
in the reaction-limited case. For the reaction-limited dissolution it is even nearly constant. Niu et al. (2019)
found Johnson lengths with the same order of magnitude and with similar variations except in the case of
transport-limited precipitation where their values do not follow a monotonous behavior for low porosity val-
ues. Either way, Niu et al. (2019) interpret the Jonhson length as an effective radius of their porous medium

which shows monotonous variations during precipitation (A decreases) and dissolution (A increases). In the
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proposed model, the parameter a describes how dissolution and precipitation processes affect the shape of
the pore radius (i.e., its constrictivity) while A is linked to the fractal distribution of pore size D, and to the
maximum average radius 7,,4x. As we suppose dissolution and precipitation slow enough not to interfere with
the pore size distribution, D), remains constant for each sample. On the contrary, when dissolution or pre-
cipitations occurs, it is expected for the pores to grow or to shrink, respectively. Therefore, The monotonous
variations of A highlight the increase or decrease of 7, ,x during dissolution or precipitation, respectively. This
result is in accordance with the variations of a which can impact 7. Consequently, we describe the pore space
evolution during dissolution and precipitation as illustrated in Fig. 10. Indeed, the decrease of a is caused
by dissolution, which enlarges the pore and flattens its pore walls. On the contrary, precipitation affects the
pores by increasing a, which means that pores shrink and become more periodically constricted because of r’
increase. We thus believe that this interpretation of the electrical conductivity measurement is an important

issue for future research on the impact of dissolution and precipitation on the pore shape.

Decrease of a

[}

Increase of a

Figure 10: The pore radius fluctuation ratio a is the model parameter which is updated during dissolution and
precipitation reactions. Under precipitation a increases, hence the pore aperture varies more. On the contrary
a decreases under dissolution and hence the pore becomes smoother.

5 Conclusion

In the present work we express the electrical conductivity and the formation factor of the porous medium in
terms of effective petrophysical parameters such as the tortuosity and the constrictivity. The model is based
on the conceptualization of the pore space as a fractal cumulative distribution of tortuous capillaries with a
sinusoidal variation of their radius (i.e., periodical pore throats). By means of an upscaling procedure, we link

the electrical conductivity to transport parameters such as permeability and ionic diffusion coefficient.

The proposed model successfully predicts electrical conductivity and formation factor of unconsolidated
samples and natural consolidated rock samples. For datasets of sandstones or carbonates with large range of
porosity values, we set that a and 7 follow logarithmic functions of ¢p. These empirical relations allow the model
to accurately fit the datasets. On one hand, for the sandstone samples, the prediction fits much better than
previously published models, while on the other hand, the model parameter analysis shows strong agreement

with the porosity types description thanks to X-ray microtomography investigations on carbonate samples.
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Even if our model is designed for porous media in which the surface conductivity can be neglected, it is
possible to take it into account at very low salinity. We do not express it as a function of the pore structure
parameters, but determine its value empirically. The comparison of its value with the one found for other
models on the same datasets shows that this approach is consistent and reasonable for the purpose of this

model.

The model is finally compared to a numerical dataset from simulations of dissolution and precipitation reac-
tions on digital representations of microstructural images. The model can reproduce structural changes linked
to these processes by only adjusting a single parameter related to the medium constrictivity: the pore radius
fluctuation ratio a. We observe that this parameter follows monotonous variations under dissolution or pre-
cipitation conditions that makes it a good witness of these chemical processes effect on the pore structure.

We believe that the present study contributes to a better understanding of the links between the electrical
conductivity measurement, the pore space characteristics and the evolution of the microstructural properties
of the porous medium subjected to dissolution and precipitation processes, therefore enhancing the possi-
bility of using hydrogeophysical tools for the study of carbonate hydrosystems. In the future, we will extend
this approach to partially saturated conditions and include these new petrophysical models in an integrated

hydrogeophysical approach to better understand hydrosystems in the critical zone.
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3.3 Conclusion to the paper

The main result of this paper is that constrictivity is a petrophysical parameter which is of major importance
to describe the effects of the pore space on the electrical conductivity. This is especially true for complex rock
samples, presenting various microstructural shapes for wide porosity ranges. Furthermore, dissolution and
precipitation processes mostly impact constrictivity evolution. This result goes against usual representations,
which consider exaggerated tortuosity evolution instead. Taking into account constrictivity allow to consider
that dissolution and precipitation processes do not affect pore walls homogeneously. Indeed, these chemical
reactions take place at the pore throats. Thus, precipitation tends to reduce the connectivity between the pores
by closing the pore throats. This corresponds to an increase of the constriction effect. On the contrary, disso-
lution effect is to smoother the pore walls and enlarge the pore throats, which corresponds to a constrictivity

decrease.
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CHAPTER

4

Design and tests of the laboratory

set-up

4.1 Introduction of the chapter

The water flow can interact with the porous medium and induce calcite dissolution or precipitation, depending
on its pore water chemical composition, the temperature, and the pressure conditions. These chemical pro-
cesses occur at the pore scale and affect the physico-chemical properties of the entire porous rock. These struc-
tural modifications can be monitored at the core scale (from mm to m, Baker et al. 2015) using geo-electrical
methods thanks to their sensitivity to hydrological parameters, such as porosity and permeability, but also to

the minerals surface state.

Since the study of the dissolution and precipitation of calcite by geo-electric methods is scarce and that the
results reported in the literature present contradictions, it appears important to conduct a joint study of these
processes by comparing the results of several geo-electric methods. This chapter intends to describe the design

of the laboratory set-up that I developed for this thesis.

As the subject of this thesis is related to the study of the critical zone processes, the experimental conditions
tend to reproduce near-surface conditions by conducting all the experiments at ambient temperature and pres-

sure in a carbonate matrix.

4.2 The studied carbonate material

Carbonate rocks present a wide microstructural diversity and the aim of this thesis is to focus on calcite disso-
lution and precipitation geo-electrical signatures, rather than studying a specific type of carbonate sample.
Therefore, I chose to use a non-consolidated sample of pure calcite. This synthetic sample is thus composed
of loose calcite grains obtained from a pure crushed marble with more than 99 % calcium carbonate minerals.

These grains are referenced as Durcal 130, a product from the Omya company.

The crushed calcite contains a wide variety of grains size. Thus, it is sieved to extract a fine range of grain
diameters between 125 um and 250 um (see Figure 4.1). This range is chosen so that the polarization of the
initial calcite matrix takes place on a lower frequency range than those monitored by Wu et al. (2010) and

Izumoto et al. (2020a), which are associated to polarization induced by calcite precipitation. This frequency

79


https://www.omya.com/

4.3 The electrodes Chapter 4. Design and tests of the laboratory set-up

Figure 4.1: Calcite grains with grain diameters comprised between 125 pm and 250 um. (a) photog-
raphy of the grains. (b) photography of the grains using a macro lens allowing a x6 magnification.

range is determined using the Stern layer polarization model from Leroy et al. (2017), which states

4Dy M
- 2
ﬂdg

Io , 4.1)

where fj, (Hz) is the critical frequency of the Stern layer, D, = 1.5 x 107'% m? s™! is the surface diffusion coef-
ficient of the counter-ions in the Stern layer (the counter-ions are Na* and Ca?*, Dj, value was determined by
Leroy et al. 2017), M = 30.7 is a dimensionless parameter characterizing the effect of the diffuse layer on the
Stern layer, and dg (m) is the grain diameter. Using Equation (4.1) and the values of the parameters determined

by Leroy et al. (2017), the critical frequency ranges from 0.094 Hz and 0.38 Hz.

4.3 The electrodes

4.3.1 Ag-AgCl non-polarizable electrode principles

For electrical potential measurements, Petiau and Dupis (1980) recommend to use silver-silver chloride (Ag-
AgCl) electrodes given their low noise and their short stabilization time (e.g., Jougnot and Linde 2013). Other
types of electrodes, such as Cu-CuSO4 and Pb-PbCly, are tested in the literature (e.g., Petiau and Dupis 1980;
Abdulsamad et al. 2016) and enable high quality acquisitions. However, the advantage of the Ag-AgCl type is
that chloride anions Cl™~ are the only ions that diffuses from the electrode to the porous medium. Furthermore,

Cl™ is a bystander ion for the calcite system (see Section 1.2.1). It has thus a limited impact compared to copper
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Cu?* or lead Pb?*, which are metal ions that can easily react with carbonate ions'. Other studies have shown
that metallic electrodes placed outside the sample to ensure a zero electric field at the electrode location and
connected to the sample through an electrolyte could be a good alternative (e.g., Zimmermann et al. 2008;
Izumoto et al. 2020a). However, this type of electrodes that I designed using stainless steel or brass were not a

success and lead me to choose Ag-AgCl electrodes instead.

As shown on Figure 4.2, Ag-AgCl electrodes correspond to a solid wire in silver Ag(s) coated with solid sodium-
chloride salt AgCl(y) (the AgCl coating is obtained by bleaching the silver wire during 45 min) and immersed in

a tube filled with a solution, called the chamber fluid, containing soluble chloride ions Cl ) which is here a

(aq
solution of sodium chloride NaCl.

i . i Electric
\ +— Silver wire L <
\ circuit T Electron
> .

transfert
<+— Rigid plastic tube

Silver-chloride
coating '|
» Redox reaction

A AgCl
Sodium chloride 9() +@aq) < Agels) +.

gelled solution

/
/ lon transfert

< Porous ceramic :h Contact with an
K electrolyte containing CI-

Figure 4.2: Photography of a pair of Ag-AgCl electrodes and their different compartments involved in
the contact between the electric circuit and the porous medium.

If the silver wire was directly immersed in the NaCl solution, it would directly dissolved into silver ions Agzra ?
to ensure the electrical contact between the electric part and the nonmetallic part of the circuit through ionic

and electronic transfers
Agy = Agyg te 4.2)

where e~ represents an electron. Thus, the interest of the AgCl coating is that it can compensate this loss of

solid silver by dissolving itself instead following

Ag(aq) +Cl AgCl(s). (4.3)

(aq) ~

1phCO3 corresponds to cerusite, a mineral present in lead-bearing veins. Copper can form two different minerals:
Cuz (OH)3CO3 corresponding to green malachite and Cuz (OH)2(CO3)2 corresponding to blue azurite. Malachite and azu-
rite are often associated, they are oxydized minerals of copper that can be found in chalcopyrite deposits (Foucault et al.
2014).
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The above partial equations yield to an equilibrium between the silver atoms and the chloride anions described
by

Ags + Cl(_aq) = AgCliy+e™. (4.4)

These chemical equilibria show that some silver ions will be dissolved from the AgCl coating into the chamber
fluid. However, since the solubility constant of AgCl salt is low (Kagc; = 1.8 x 10719 at 25°C), the intrinsic
electrical potential of the electrode will be mainly determined by the CI™ anions concentration (Janata 2009;

Jougnot and Linde 2013).

4.3.2 Electrode design for long-term acquisition

4.3.2.1 Electrode features to reduce the chamber fluid leakage

For long-term laboratory measurements, the Ag-AgCl intrinsic potential can change over time due to leakage
of the chamber fluid into the investigated medium (e.g., Petiau and Dupis 1980). Nevertheless, this electrode
effect is very limited for short periods and it seems to follow a linear drift that can be removed (e.g., Mboh et al.
2012). In order to minimize this aging effect, two elements of the electrode were used in its design: (1) the use of
a micro-porous plugging at the end of the electrode (Maineult et al. 2004), (2) the addition of a gelling agent to
the chamber fluid to increase its viscosity (Pichot 1932). The micro-porous plugging is a polyethylene frit with
a pore size of 20 pm. However, agar agar powder and gelatin were tested to determine the better gelling agent.
Figure 4.3 shows the stability test by measuring the SIP phase spectrum in a water tank filled with a solution of

NaCl (C =0.05mol L™1).

B Coil for Coil for
geasurement. injectjon

1F

Figure 4.3: Photography of the SIP Fuchs IIIl measuring the complex conductivity of a water tank filled
with a solution of NaCl (C =0.05mol L™!) using a pair of stainless steel electrodes for the injection
(referred as C; and C») and a pair of measuring Ag-AgCl electrodes (referred as P; and P,). The current
and potential electrodes are connected to the SIP Fuchs III via fiber optic coils.

The NaCl solution filling the water tank (Figure 4.3) is a free electrolyte, which is thus non-polarizable. There-
fore, the measured phase spectrum should remain flat. Figure 4.4 presents the results of this test. For most

frequencies the phase remains close to 0 mrad for all pairs of electrodes, but at frequencies above 1kHz it in-
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creases due to the influence of the electrodes (Abdulsamad et al. 2016; Huisman et al. 2016). Therefore, the pair

of electrodes with the best design must show the smallest increase of its SIP phase at high frequencies.

On Figure 4.4, three kinds of Ag-AgCl electrodes are compared ; they are made with different NaCl gelled so-
lutions: one with agar agar powder and the two others with gelatin but with a chamber fluid at two different
concentrations of NaCl. To assess the effect of the gelling agent, the solution with agar agar powder and one of
the solutions with gelatin (light purple curve on Figure 4.2) were prepared with the same NaCl concentration
C; =0.068 mol L™1. It appears that the polarization of the pair of electrodes made with the agar agar powder
is much higher, reaching 100 mrad at 20 kHz, than the polarization of the pair made with gelatin, reaching

28 mrad at 20 kHz. Consequently, gelatin sheets are the selected gelling agent for the chamber fluid.

100 + Agar agar powder C1 1

80 | +Ge|atine sheet (Z1 |
i Gelatine sheet C2

Phase, —¢ (w) (mrad)
3

40 |

20 | IZah

Ob a—s= *4'--;":"::'_7.---' |
10° 102 104

Frequency, f (Hz)

Figure 4.4: SIP phase spectra of the Ag-AgCl electrodes acquired with the SIP Fuchs III for three differ-
ent NaCl gelled solutions filling the electrode: the first solution is gelled using agar agar powder and
the ionic concentration is C; =0.068 mol L™}, the second solution is gelled using gelatin with the iden-
tical ionic concentration C;, and the third solution is gelled using gelatin and the ionic concentration
is Cg = 10C1.

4.3.2.2 Reduction of the high-frequency polarization

Abdulsamad et al. (2016) have shown that increasing the NaCl concentration of the chamber fluid reduces the
high-frequency polarization of the electrodes. Thus, a pair of Ag-AgCl electrodes with a chamber fluid gelled
with gelatine and with a higher NaCl concentration C, = 10 C; is compared to the pair with the concentration
C; on Figure 4.4. The increase of NaCl concentration induces a significant decrease of the high-frequency po-
larization, reaching 5 mrad at 20 kHz. Compared to the results obtained by Abdulsamad et al. (2016), this phase
spectrum presents a close high-frequency behavior. Thus, this chamber fluid concentration C, =0.68 mol L™}
is selected. In addition, one can note that Tallgren et al. (2005) recommend to use Ag-AgCl electrodes immersed

in a chamber fluid having a Cl~ concentration of at least 0.7 mol L.
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4.3.2.3 Reliability test for long-term measurements

These electrodes are designed for long-term laboratory experiments. Thus I performed two tests to measure

their reliability despite: (1) CI™ diffusion, (2) aging during several weeks.

To control the impact of Cl™ diffusion, the test presented by Jougnot and Linde (2013) was reproduced, with the
difference that in Jougnot and Linde (2013), the test is conducted for one electrode, whereas here two electrodes

have been used, doubling the diffusion. The test consists in the immersion of the electrodes in a beaker filled

1

with deionized water having an initial conductivity o, =0.9 uScm™". Then, the pore water was measured

during 700 h (= 29 d).
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Figure 4.5: Water conductivity and temperature measurements to monitor Cl~ diffusion from the
chamber fluid to the water in which the pair of electrodes is immersed.

From Figure 4.5, the water conductivity reaches nearly o, = 500 uS cm™! after 700 h and the slope seems al-
ways increasing, indicating that they were still leaking due to persistent concentration gradient between the
electrode chamber and the beaker. Thus, the impact of CI™ diffusion cannot be ignored for such initial gra-
dients, but the pore water of the laboratory experiment is much conductive than deionized water, which de-

creases the diffusion coefficient and thus, the leakage rate (e.g., Revil and Jougnot 2008).

The non-polarizable electrode potential is known to drift with aging. This effect is troublesome for SP inves-
tigation, but can be corrected in case of an accurate monitoring. However, this effect has to be tested for SIP
acquisition to verify the stability of the electrode behavior. Figure 4.6 presents the SIP phase spectra of the same
pair of electrodes at two separate times of acquisition. The first spectrum was acquired 3 d after the concep-
tion of the electrodes (July 30’*) and the second spectrum was acquired 8 weeks later (September 21°%%). The
two spectra present similar values, except that after 8 weeks, the electrodes polarize a slightly more at high-
frequencies (at 20 kHz the phase has increased of 1 mrad) and the error bars increase at low frequencies (below
3 Hz). Thus, aging slightly decreases the electrode accuracy at low frequencies, but has a small impact on the
electrodes high-frequency behavior. East and del Valle (2000) attest that Ag-AgCl can at least work for 2 months

and explain that the electrode has to be rebuilt if the chamber has to be refilled or if the silver wire coating has
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Figure 4.6: SIP phase spectra of the same pair of electrodes acquired 3 d after their conception and
8 weeks later. The error bars are calculated by the SIP Fuch III from the deviations of the values of the
repeated measurements.

to be renewed.

4.4 First column design

The sample is thus made ofloose grains that have to be contained in a column air and watertight. In addition of
being a sample holder, the column is also equipped to enable geo-electrical measurement and the pore water

circulation.

4.4.1 Description of the first column

The column is composed of a Plexiglas cylinder of 25 cm long and with an inner and an outer diameter of 9 cm

and 10 cm, respectively. Thus, it has a volume of 25 cm®.

We wanted to discretize the geo-electrical measurements along the column to get its distribution in the medium.
Thus, we drilled four holes in the cylinder wall for four measuring electrodes, named Py, Py, P3, and P4. We flat-
tened the surface to ensure a good sealing with the o-ring of the screwed cable gland holding the electrode

(Figure 4.7a and b).

The current electrodes, named C; and C,, are two stainless steel cylinders, whose sides facing the edges of the
cylinder are carved to facilitate the distribution of water over their entire surface (Figure 4.7c). These cylinders

are drilled in their center to let the water flow and on their side to plug an electrical wire (Figure 4.7c and d).

PVC cylinders are positioned on each side of the current electrodes to screw water inlet and water outlet tube
connectors (Figure 4.7a). They also insulate the injection electrodes from the outside and close the measuring

circuit.
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Figure 4.7: (a) photography of the column filled with water to test its waterproofness. C; and C, refer
to the electric current injection electrodes. Py, Py, P3, and P4 refer to the electric potential measure-
ment electrodes. (b) the cable gland screwed in the Plexiglas cylinder wall and plugged with a rubber
stopper. (c) the stainless steel current electrode carved for a better repartition of the water on in sur-
face while injecting. The black rubber O-ring enables to seal the cylinder hermetically. (d) two holes
are drilled on the side of the steel cylinder to connect an electric cable for current injection.

4.4.2 Effect of the tightening structure composition

The Plexiglas cylinder, the current electrodes (C; and Cy) and the PVC cylinders are maintained with a tighten-
ing structure. First a robust metallic structure was chosen (Figure 4.8a), but tests showed that it has an influ-
ence on the SIP phase spectrum, so it was compared with a tightening structure made of nylon (Figure 4.8b).
This test was realized for the column filled with a solution of sodium-chloride for two measurement electrode

spacing: the small spacing corresponds to the dipole P,-P3 and the large spacing corresponds to dipole P;-Py.

Figures 4.8c and d show that for both small and large spacings, the metallic structure has an influence on the
phase amplitude for frequencies below 1 kHz and is more important on the large spacing. On the contrary, the
nylon structure does not seem to interfere with the phase amplitude. Therefore, the nylon structure is chosen

for following experiments.
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Figure 4.8: Evaluation of the effect of the tightening structure composition using SIP phase spectra
measurements with the SIP Fuchs III. (a) photography of the column with the metallic tightening
structure. Red discs and blue squares correspond to large and small spacing of the measurement
electrodes, respectively. (b) photography of the column with the nylon tightening structure. Pink
discs and light blue squares correspond to large and small spacing of the measurement electrodes,
respectively. (c) SIP phase spectra of the measurement dipole small spacing (P,-P3). (d) SIP phase
spectra of the measurement dipole large spacing (P;-P4).

4.4.3 Geometrical factor computation from finite-elements modeling

The electrical conductivity is computed from the measured resistance using the geometric factor kg as pre-
sented in Eq. (2.11). Thus, its value is independent of the electrodes configuration, which is taken into account
by the geometric factor value. This geometric factor can be computed using analytical derivation from the
array geometry when the quadripole is implanted on the ground considered as a half-space where the conduc-
tivity variations only take place parallel to the line of electrodes. Otherwise, for complex geometries, numerical

computation is required (e.g., Jougnot 2009; Jougnot et al. 2010a).

Iused EIDORS (Electrical Impedance and Diffuse Optical tomography Reconstruction Software) for the image
reconstruction of the electrical data in the column (Adler and Lionheart 2006). This software is mainly used
in medical imaging, but is also developed for geophysical applications requiring 2D or 3D reconstruction of

electrical impedance tomographic images based on finite-elements numerical models (e.g., Vaukhonen 1997).

Figure 4.9 shows the designed finite-elements model of the column. This model represents the column geom-
etry and the electrode positions and properties. Only the electrode surface in contact with the calcite sample is
taken into account for the computation. Thus, the potential electrodes (P;, P2, P3, and P,) are reduced to discs

with a diameter of 0.5 cm and the current electrodes (C; and Cy) are represented as thick rings with an outer
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diameter of 9.0 cm and an inner diameter of 1.0 cm. To ensure a good resolution of the model, we have defined

aregular and sufficiently fine meshing with a maximum tetrahedral mesh height of 0.2 cm.

z (em)

Figure 4.9: The tetrahedral mesh of the column with a maximum tetrahedral mesh height of 0.2 cm.
Electrodes meshing is colored with red meshes.

To compute the geometrical factor, we set an homogeneous medium with a conductivity of 1 Sm™!. Thus, the
geometrical factors of the different arrays are computed and presented in Table 4.1. For each computation,
C; and C; are set as the current injection electrodes. It appears that for the measurement dipole P;-Py, the
geometric factor is three times smaller than the geometric factor of dipoles P;-P,, P,-P3, and P3-P4, which

themselves have a spacing (5 cm) equivalent to one third of the spacing between P; and P4 (15 cm).

For comparison, the formation factors have also been experimentally determined by measuring the column
resistance R, (Q) for the column filled with a NaCl solution having a conductivity o, =3.05 mS cm™! at 20 °C.
The results are presented in Table 4.1. Compared to the geometric factors determined numerically, the experi-

mental values are of the same order of magnitude, which confirm the accuracy of the finite-elements model.

4.4.4 Design limitations

4.4.4.1 Sensitivity functions

The sensitivity function captures the changes in the electric potential due to variations of the conductivity
within the sample depending on the electrodes position. It is thus defined as the Jacobian matrix of the mea-

sured electrical potential with respect to the conductivity distribution in the sample (e.g., Spitzer 1998). One
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Table 4.1: Geometrical factors computed using EIDORS finite-elements numerical model and geo-
metrical factors calculated from the column resistance measurement when filled with a NaCl solution

having a conductivity o, =3.05 mS cm~! at 20 °C. C; and C, are the current injection electrodes.

Measurement Numerical Measured Measured

dipole geometrical factor | resistance geometrical factor
kg (cm) R: (@) Roy cm)

P1-Py 12.7

P;-P3 6.4

P;-Py 4.2 68.7 4.8

Py-P3 12.7 25.7 12.8

Py-Py 6.4

P3-Py 12.7

method to obtain the sensitivity function is to compute the Frechet derivative (e.g., McGillivray and Oldenburg
1990) and serves to assess the depth of investigation of an array (e.g., Edwards 1977). The higher the sensitivity

value, the more it will influence the measurement of the electrical potential.

The sensitivity functions of the large spacing array (P; -P4 for the measurement dipole) and of the small spacing
array (P;-P, for the measurement dipole) are presented on Figure 4.10. As expected, the sensitivity is high at
the vicinity of the potential electrodes, but it rapidly decreases with the distance. It seems that the electrodes

are only sensitive to a portion of the volume of the column.

20 -
: :

20 -

z (cm)
L

z (cm)
z (cm)

Figure 4.10: Sensitivity functions. (a) cross-sectional and external surface representations of the
dipole P;-P, sensitivity function. (b) cross-sectional and external surface representations of the
dipole P;-P, sensitivity function.

4.4.4.2 Criteria from Zimmermann et al., 2008

Zimmermann et al. (2008) developed a sample holder and identified several sources of error on phase measure-

ment during SIP acquisitions. I, therefore, calculated the recommended ratios for designed column to verify
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whether its dimensions were in agreement. The definitions of the ratios and the computed values are given
in Table 4.2. It appears that the column does not respect all the criteria. It is especially true for Z, which, in
agreement with the sensitivity analysis, shows that the column diameter is too large compared to the length of

the column.

Table 4.2: Recommended criteria for the column geometry from Zimmermann et al. (2008). The val-
ues are computed for the small and large spacing arrays, corresponding to the measurement dipoles
P»-P3 and P; -Py, respectively, with C; and C; as the current injection electrodes. I, is the distance
between the potential electrodes, I, = 25 cm is the distance between the current electrodes C; and
Ca, lcp is the distance between the current and the potential electrode, and d. = 9 cm is the diameter
of the column.

Criteria from Small spacing (P,-P3) Large spacing (P1-P4)

Zimmermann et al. (2008) | I,, =5cmand [, =10cm  [,, =15cmand [, =5 cm

Zy=z2 1.11 0.56

p= <01 0.36 0.36
0.33

=l o 0.2 0.6
0.66

4.4.4.3 Conclusions about the column design

The investigations of the sensitivity function and the recommendations from Zimmermann et al. (2008) point
that the diameter of the column is too large and seems to be a weakness of its design. Nevertheless, we can
make the hypothesis that the sample being homogeneous, the behavior measured by the electrodes on one
half of the column is identical for the other half. Furthermore, the SIP measurements conducted on this col-
umn and presented in this chapter show that the column, tightened with the nylon structure, does not induce
phase signal in addition to the high-frequency behavior of the Ag-AgCl electrodes (Figure 4.8). Thus, despite

its somewhat large diameter, this column is still an acceptable sample holder.

This column (referred as Column 1 in the following) was used for the first experiment (Chapter 6). Since it

showed some limitations, a second column was designed.

4.5 Improved design

4.5.1 Anew shape to enhance the geo-electrical data quality

Column 1 was used for the first experiment, but due to its design, some important data could not be monitored.
Thus, a new column geometry was designed (Figure 4.11) to overcome these limitations. This second column,
referred as Column 2, is made of a Plexiglas cylinder of 31 cm in length, with an inner and an outer diameter of

4 cm and 5 cm, respectively.

As for Column 1 design, four aligned holes are drilled in the cylinder wall to screw plastic cable glands holding

the potential electrodes Py, P», P3, and P4. The potential electrodes are spaced by 5 cm between them and by
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Plexiglas cylinder
Plastic cap
Stainless steel disc
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Figure 4.11: Description and dimensions of the new column.

8 cm from the edges of the cylinder. The current electrodes are two stainless steel rings attached to the plastic
bases sealing the cylinder. The current electrodes are separated from the edges of the cylinder by O-rings. The

elements of the column are maintained together by a nylon structure.

The SIP behavior of Column 2 was tested using the PSIP apparatus (presented further in Chapter 5). The col-
umn was filled with tap water (', <800 uS cm™!). The spectra were acquired on four channels corresponding
to the measurements dipoles: P;-P,, P,-P3, P3-P4, and P;-P4. The results are presented on Figure 4.12, apart
from the high-frequency polarization reaching the small value of 2 mrad at 10 kHz, the spectra remain flat. This
high-frequency polarization can be attributed to the electrodes behavior. Thus, the shape of Column 2, as for

Column 1, does not induce polarization and seems suitable for SIP acquisition.

P3P,

-® (mrad)

f (Hz)

Figure 4.12: SIP phase spectra of Column 2 filled with a NaCl solution. These spectra were acquired
using the PSIP, which does not provide error bars. The measurements at 50 Hz are removed due to the
noise created at this utility frequency by the background radiation of the power grid.

Column 2 is thinner than Column 1. Figure 4.13 present the sensitivity maps obtained with EIDORS finite-
elements modeling of Column 2 for the measurement dipoles P»-P3 and P;-P4. The color scale is identical to

the one of Figure 4.10. Thus, it is clearly visible that with this new design, the electrodes are sensitive on the
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conductivity changes over the entire width of the column.

Chapter 4. Design and tests of the laboratory set-up
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Figure 4.13: Sensitivity functions of Column 2. (a) cross-sectional and external surface representa-
tions of the dipole P,-P3 sensitivity function. (b) cross-sectional and external surface representations
of the dipole P;-P, sensitivity function.

To confirm the numerical results of the sensitivity maps, the criteria recommended by Zimmermann et al.
(2008) have also been computed and are shown in Table 4.3. The results of the criteria Z; and 7, are comprised
in the recommended range, showing that the diameter of Column 2 is adapted to its length. However, one can
note that the values of criterion Z3 are further from the recommended values than those of Column 1, revealing
that the potential electrodes are less well distributed along the column, but more concentrated towards the

middle, which participates of the better results the first criterion Z;.

Table 4.3: Computation of the criteria recommended by Zimmermann et al. (2008) for Column 2.
The values are computed for the small and large spacing arrays, corresponding to the measurement
dipoles P>-P3 and P;-P4, respectively, with C; and C; as the current injection electrodes. [, is the
distance between the potential electrodes, /.. =31 cm is the distance between the current electrodes
C;y and G, [y, is the distance between the current and the potential electrode, and d. = 4 cm is the
diameter of the column.

Criteria from Small spacing (P,-P3) Large spacing (P1-P4)

Zimmermann et al. (2008) | I,, =5cmand [, =13cm  [,, =15cmand [, =8 cm

~

Z==2 3.25 2.0

@:%517 0.13 0.13
,, 033

Zy=1t= 0.16 0.48
0.66

4.5.2 Shifting the injection into the column

The third criterion from Zimmermann et al. (2008) reveals that the measurement electrodes are closer to the
middle of the column. Indeed, C; and P; electrodes are spaced 8 cm apart. It is therefore feared that an inter-
esting part of the electrical signals generated by the processes of calcite dissolution and precipitation will be

lost because of this spacing between the edge of the column and the position of the first measuring electrode
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(this was one of the biggest limitations of Column 1, see Chapter 6 for more details). To overcome this problem,

injection tubes have been inserted in Column 2 in order to align the injection with the electrode P;.

As shown on Figure 4.11, two tubes are inserted to enable the injection of two different reactive solution (Chap-
ter 8). The tubes are glued together and are wrapped with a filter fabric to prevent calcite grains from entering

the tubes. The filter fabric is maintained on the tubes using a heat-shrink sleeve.

4.5.3 Additional pH micro-electrodes

pH is a parameter of major importance for the calcite system and for all studies involving chemical reactions.
In order to relate the geo-electrical measurements to this parameter, we introduced two micro-electrodes pH;
and pH» at 13 cm and 27 cm apart from the edge of the column on the side of the electrode C; (Figure 4.14).

2 cm of pH electrodes are inserted in the column to measure the pH variations in its middle.

Figure 4.14: Photography of the new column filled with calcite grains and equipped with two micro-
electrodes for pH measurement inside the column.

To ensure that the inserted pH electrodes do not create some polarization in the column, we measured the SIP
spectra on Column 2 filled with water and equipped with the pH electrodes. We obtained similar results as

presented in Figure 4.12. Thus, pH electrodes are expected to not influence the geo-electrical acquisition.
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CHAPTER

5

Investigation techniques and

experimental protocols

5.1 The experimental benches

The experimental benches designed for my experiments enable to monitor different electrical properties of
the calcite sample during dissolution or precipitation: SIP, SB, and the pore water electrical conductivity (EC).
Figure 5.1 presents the two experimental benches (referred in the following as Bench @ and Bench ). SIP and
SP measurements are conducted using the electrodes of the column, while the water conductivity is measured
before and after the fluid flows through the column. In addition, the outlet pore water is collected for chemical
analyses. Each experimental bench is associated to one of the two columns (Column 1 with Bench @ and
Column 2 with Bench ®). Thus, Bench ® presents additional features that are the possibility to inject two
reactants simultaneously and the addition of two pH meters to monitor pH in the column at two different

locations (see Section 4.5.3.

The inlet solution has a defined affinity with calcite in order to dissolve or precipitate (inlet solution composi-

tions will be summarized in section 5.2).

5.2 Experimental protocols

5.2.1 Listof the experiments

I conducted several experiments for this thesis in order to tend to determinate the mechanisms which generate
geo-electrical signatures and to quantify their impact of the measurements. This section outlines the experi-
mental conditions of the performed experiments, whose results will be presented in the following chapters.

Among all the experiments I performed, I present here six of them that are listed in Table 5.1.

Experiment @, conducted with Bench @, lasted the longest and both SIP and SP methods were used. The
purpose of Experiment @ was multiple. Firstly, it aimed at studying the feasibility of setting up a multi-method
experimental bench, combining geophysical acquisitions and geochemical analyses to answer a reactive trans-
port problem. Secondly, this experiment allowed to compare the results obtained with the two methods SIP
and SP. Thirdly, Experiment @ also helped improving the column design of Column 2. Finally, this experiment

helped to define what experimental strategy to adopt in order to perform shorter and more systematic tests
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Figure 5.1: Schematic representation of (a) Bench @ used with Column 1 and (b) Bench @ used with
Column 2. Two injected fluids are represented at the inlet of Column 2, but this configuration was
only used for calcite precipitation induced by mixing reactants.

with Bench ®. Experiment @ consisted of successively dissolving then precipitating calcite and measuring
their signature. This experiment showed interesting results, which are the topic of a draft article presented in

chapter 6.

The following experiments are more targeted tests based on the results obtained from Experiment ©® and by
using Column 2, which design was improved based on Experiment @ results. Experiments @, ®, and @ focus
on the influence on the SP signal of the injected acid type at the input. Experiments ® and ® focus on SIP

monitoring of precipitation at two different injection flow rates of the reactive species.

5.2.2 Inlet pore water chemistry

5.2.2.1 Dissolution

Dissolution of calcite is induced by the injection of an acid solution. I tested different acid solutions to charac-

terize the effect of pH and the impact of using strong or weak acid.

Strong acid totally dissociates in water, thus pH value of the solution is directly linked to the concentration of

concentration acid. This acid type was chosen since it would totally react with calcite matrix and generate fast
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Table 5.1: The experimental conditions of the different experiments carried out in the laboratory.

Experiment @ @ ® @ ® ®
number

Process® Di Pr Di Di Di Pr Pr

Inlet S1 S2 S3 S4 S5 S6and S7 | S6and S7
chemistry?”

Duration (h) 1152 195 25 9 9 8 350
Experimental o (2] (2] (2] 2] 2]

bench

Electrical SP and SIP SP SP SP SIP SIP
method

Flow rate || 25.2 58.8 58.8 58.8 58.8 0.51
(mLh™1

Room temper- || 21.8+1.1 19.7+0.4 18.5+0.4 19.5+0.4 21.9+0.5 18.9+0.4
ature (°C)

binir (%) 41.09 43.61 43.99 41.62 43.06 42.73
AP (%) 0.49 0.04 0.77 0.09 -0.04 -0.09

% Di stands for Dissolution and Pr stands for Precipitation
b 1 is a solution of hydrochloric acid at pH=3
S2 is a calcite over-saturated solution with Q = 14
S3 is a solution of hydrochloric acid at pH = 4.5
S4 is a buffer of acetic acid and sodium acetate at pH = 4.5 and Ccy,coon = 1.74 mol L1

25 x103 mol L}

S5 is a buffer of acetic acid and sodium acetate at pH = 4.5 and Ccp,coon
S6 is a solution of calcium chloride at 26.2 x1073 mol L™}

S7 is a solution of sodium carbonate at 29.0 x1073 mol L™}

dissolution. For Experiments @ and @, I injected hydrochloric HCl solutions S1 and S3 at pH = 3 and pH = 4.5,
respectively (Table 5.1). As Experiment @ is conducted on Column 2 with Bench @, this experiment informs

about the impact of the injection shift at the location of P; (described in Section 4.5.2).

However, strong acid induces very local dissolution (e.g., Garcia-Rios et al. 2014). Thus, for Experiments ®
and @ I injected solutions S4 and S5, respectively, which are two buffered solutions of acetic acid CH3CO,H
and sodium acetate NaCH3CO,, both at pH = 4.5 (Table 5.1). The aim of using such different acid types is to
observe the effect of local versus extended reactive area in the column on the electro-diffusive coupling of the

SP signal.

Buffered solution are made of the mixing of a weak acid with its conjugate base. Since acetic acid and acetate

have an acid dissociation constant K4 = 1.74 x 107, they are a good candidate to make a buffered solution with
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a pH value ranging between 4 and 5. The dissociation of acetic acid in water follows
CH3COOH + H;0 — CH;COO™ + H30", (5.1)

where the double-headed arrow indicates the chemical equilibrium (i.e., dissociation and recombination occur
simultaneously). Making the assumption that the activity coefficient is close to one, the acidity constant is

defined by

_ Cenzcoo- Cryo+

Ka ) (5.2)

CcH;COOH

where Ccp,coo-, Cry0+, and Cenycoon are the concentrations (mol L) of acetate, oxonium, and acetic acid,
respectively. Knowing that pH is related to Cy o+ (Chyo+ = 107PH), for a given pH value, one can choose the

acetic acid concentration and compute the related acetate concentration from Eq. 5.2

Ccrscoo- = Ka Cemcoon 10PH. (5.3)

Acetic acid is available as an almost pure solution. Thus, the volume of acetic acid Vcy,coon (L) is computed

with the following expression

CcHscoon McHscoon Vol

3 3 SO

Venscoon = , (5.4)
P PCH3;COOH

where Mch,coon = 60.05 gmol_1 is the molar mass of acetic acid, Vy,; (L) is the volume of the buffered solu-
tion, p (-) is the purity coefficient of the initial solution, and pcr;coon (8 L™1) is the volumetric mass density

of acetic acid (ocpzcoon = 1.05x 103g L7h).

The acetate ion can be found in the solid form of sodium acetate. In this case, the required mass of sodium

acetate myqcH;coo (g) is calculated from

H
MyacH;coo = Ka 10P" Cemcoor Vsor MNaCH;c00» (5.5)

where MyacH;coo =82.03 g mol~! is the molar mass of sodium acetate.

The concentrated buffered solution S4 has thus a concentration of acetic acid of 1.74 mol L™! and the diluted

buffered solution S5 has a concentration of acetic acid of 2.5 x 1073 mol L™!.

5.2.2.2 Precipitation

I conducted precipitation during Experiment ©@ on Bench @ by injecting solution S2 and on Bench @ for Ex-

periments ® and ® by mixing solutions S6 and S7 (Table 5.1).

For Experiment @, the injected solution S2 to precipitate calcite was over-saturated with a saturation index
Q = 14. This solution S2 was prepared from the mixture of calcium chloride CaCl, (1.2 mmolL™!), sodium
hydrogencarbonate NaHCO3 (4.8 mmolL™1), and sodium carbonate NayCOs3 (0.1 mmol L™1). To avoid calcite

precipitation in the inlet reservoir, the ratio of calcium over carbonate was set to 30.

For Experiments ® and ®, calcite precipitation is chemically induced by the mixing of two injected reactants
S6 and S7, which are solutions of sodium carbonate Na,CO3 and calcium chloride CaCl,. This type of mix-

ing to induce calcite precipitation monitored with SIP was performed by Wu et al. (2010) and Izumoto et al.
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(2020a). In order to compare my results with these data from the literature, I prepared S6 and S7 with the same
concentrations as chosen by Wu et al. (2010) and Izumoto et al. (2020a). Thus, for Experiments ® and ®, the
injected solutions of CaCl, (S6) and Na,COs (S7) present concentrations of 26.2 mmol L~! and 29 mmol L7},

respectively.

5.2.3 Experimental conditions

5.2.3.1 The flow rate

The inlet solution flows through the sample with a constant flow rate thanks to a peristaltic pump Minipuls 3
from Gilson company. The two injected fluids of Bench @ (Figure 5.1b) are connected to the same pump head.

They thus have the same flow rate.

For Experiment @ conducted on Bench @, the flow rate was set to 25.2mLh™! so that the time to percolate
through the column and the sampling time are reasonable (25 h to cross the column and 1 h to collect a sam-
ple of outlet pore water). Indeed, due to Column 1 dimensions (described in Section 4.4) and initial porosity
(41.09 %, see Table 5.1), the pore water flows through the column in 25 h approximately and it takes 1 h to col-
lect the necessary volume for chemical analyses. Given the size of the column used for this experiment (see
Section 4.4), the Darcy velocity is U = 1.1x 10"®m s™! and for a diffusion coefficient D = 3.0x 107°m? s7}, the

Péclet number is Pe = 92.

For the experiments performed Bench 8, the flow rate is higher (58.8 mL h~1, see Table 5.1) in order to reduce
the time of each experiment to a few hours for SP acquisition and to explore the effect of various flow rates on

the SIP response.

The flow rate of Experiment ® was chosen to be able to compare the results with the data of previous studies.
Wu et al. (2010) and Izumoto et al. (2020a) used 2.16 mLh~! and 1.31 to 2.93 mLh™!, respectively. Thus the flow

rate of Experiment ® was set to 0.51 mLh™! for each reactant, thus it gives a total flow rate of 1.02mLh™!.

For Experiments @ to ®, Column 2 was used. Thus, given the two different flow rates imposed for these ex-
periments, the Darcy velocity is U = 1.3 x 10°m s~ ! for Experiments @ to ® and U = 1.1 x 10~ 'm s~! for
Experiment ®. Thus, for the same diffusion coefficient, Péclet number is Pe = 997 for Experiments @ to ® and

Pe = 9 for Experiment ®.

5.2.3.2 Filling the column and initial porosity

For all experiments, the column is filled using the same technique designed to fill the column with packed,

water saturated grains of calcite.

First, the column is placed vertically with the inlet at the bottom. For Column 1, a filter fabric with a 20 pm filter
mesh is placed between the cylinder bottom edge and the O-ring of current injection electrode C; to prevent
the grains from escaping the column. For Column 2, the injection tubes are already covered with such filter

(see the descriptions of Columns 1 and 2 in Sections 4.4 and 4.5, respectively).
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Then, to ensure water-tightness, I placed a silicone gasket between the bottom edge of the Plexiglas cylinder
and the current injection electrode C;. I let this gasket dry for 24 h. Once the silicone gasket is dry, water is
slowly injected from the bottom while calcite grains are sprinkled from the top of the column. The amount of
poured grains is limited to ensure that a thin layer of water always cover the grains. Before reaching the location
of one of the potential electrodes with the pore water, I added the electrode in its cable gland and added some

silicone to ensure the water-tightness. I did the same for the pH micro-electrodes inserted in Column 2.

Periodically, I tapped on the wall of the column with a stick to compact the grains. Since I did not count the
exact number of strokes with the plastic rod, the grain compaction could not be accurately reproduced between
each experiment (see Table 5.1). This explains the initial porosity variations of 1-2 %. Note that the porosity of
the first experiment is the lowest. This may be due to the shape of the large column, whose larger diameter has

facilitate the compaction of the grains.

When reaching the top of the column with water, I completed the remaining volume with grains. Since grains
take a greater volume than water, some water overflowed from the column. After cleaning the column, I placed
a 20 um filter fabric, the current injection electrode Cy, and the plastic cap. Then, I clamped the column by
screwing the plates on the threaded rods of the tightening structure. The column is tightened until it becomes
difficult to screw more by hand without breaking the wing nuts that serve to screw the plates of the tightening
structure. Some water would leak from the edge of the column due to the pressure increase when screwing
the tightening structure. After cleaning, I placed another silicone gasket between the top edge of the Plexiglas

cylinder and the current injection electrode C, and I let this gasket dry for 24 h.

Once all the silicone gaskets are dried, I laid the column horizontally because the plastic threaded rods were
not strong enough to support the weight of the column filled with grains and water. Then, I placed a sheet of

paper towel beneath the column to verify that there was no leakage and started the injection of water.

5.2.3.3 Initialization before each experiment

Before the beginning of dissolution or precipitation experiments, the column is flushed with a solution close to

calcite saturation.

For Experiment @, this initialization phase was carried out by circulating the same water in a closed circuit for

several days until reaching a stationary state.

For the following experiments, the water used to fill the column was a mixture of deionized water and calcite
grains immersed during several weeks. In spite of the long mixing time between the grains and the water before
using it to fill the column, the use of this water to saturate the column systematically increased the conductivity
of this water after a few hours in contact with the grains in the column. To avoid creating gradients within the
column before initiating the experiment, the column was rinsed. The conductivity of the output water was

recorded in order to check that the salinity of the outlet water had returned to its base value.
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5.3.1 The temperature

For all experiments, the room temperature was monitored in case of abrupt changes. The room temperature
sensor is a HOBO U14 002 from Onset company that can launched using the software HOBOware. For all ex-
periments except Experiment ®, the room had air conditioning, guarantying a certain stability. Thus, room
temperatures of all experiments, presented in Table 5.1, show similar values and small standard deviations, in-

dicating that the room temperature was stable, even for Experiment ® despite the absence of air conditioning.

In addition, for Bench @ the pore water temperature was monitored at the inlet and at the outlet of the column
(see Figure 5.2). The recorded values present analogous amplitudes and similar standard deviation to the room
temperature. However, due to the air conditioning regulation, the room temperature oscillates periodically.
This effect of the air conditioning system is also noticeable on the curves of the inlet and outlet pore water

temperature as shown on Figure 5.2.
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Figure 5.2: Inlet and outlet pore water temperature monitoring for Experiment @ conducted under
air conditioning.

One can note, that the mean temperature of the first and the fifth experiments are a bit higher than for the rest

of the experiments (see Table 5.1). This may come from changes of the air conditioning settings.

5.3.2 Chemical monitoring and measurements

5.3.2.1 OQutlet pore water chemistry analyses

The outlet pore water chemistry gives important information of the chemical transformation that occurred in
the column. Contrary to the geo-electrical methods, which are indirect properties affected by chemical pro-
cesses, the chemical analyses provide direct information on the chemical evolution of the system. For each
sample, we performed three different analyses. We measured the solution pH, alkalinity, and ionic composi-
tion. For all these analyses, at least 22 mL of solution was required. For most of the experiments, the flow rate
was large enough to get this volume in 1 h. Thus, no sealing was required. On the contrary, when the flow rate

was slower (the collect of 22 mL took 24 h), the sample was sealed to prevent from water evaporation. For each
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sample, pH was measured right after the collecting the sample.  used a pH meter (model C931) of the Consort

brand that I calibrated using three buffers at pH 4, 7, and 10.

For alkalinity and ionic concentration composition, I filtered the sample in case of the presence of non-dissolved
microscopic particles of calcite which would distort the measurement. Indeed, despite the use of a filter fab-
ric at the outlet edge of the column particles smaller than 20 pm (limit of the filter fabric) can pass through
it. Moreover, the alkalinty measurement is an acid-base titration. Thus, the addition of acid into the sample
would dissolve the small particles present in the sample. Thus, I used a syringe filter with a maximal pore size
of 0.2 pm. The alkalinity measurement was performed using a titrator from Metrohm with an hydrochloric acid

(HCI) with a concentration of 0.01 mol L' on 10.0 mL of the sampled outlet solution.

The ionic composition was measured at the end of each experiment. As anions and cations concentrations
were measured separately, two separate samples were prepared separately. For anions, only 2 mL were re-
quired while 10.0 mL of the solution acidified at 3 % to 4 % were required for the cations. The anions con-
centrations were measured using an ion chromatography system (from Dionex), while cations concentrations
were analyzed using inductively coupled plasma atomic emission spectroscopy (ICP-OES 5100 from Agilent

technologies). The samples in waiting of analysis were stored in a refrigerator for better conservation.

5.3.2.2 pH monitoring inside Column 2

Two pH electrodes were inserted in Column 2 used with Bench @ (Figure 5.3). The pH electrodes have a diam-
eter of 3 mm and are made of a flexible plastic material for more robustness (glass micro-electrodes had been
tested, but because of their great fragility, they were not retained). The pH meters are of the same brand as the

conductivity meters and the recorded data can also be downloaded to the computer via USB.

) Labt$ pulor

ComPort  Setup LabudS

Figure 5.3: Photography of the pH micro-electrodes and associated pH meters used with the second
experimental bench. The pH meters are connected to the computer with an USB wire. One example
of pH curve is shown in the user interface window.

As the pH electrodes are inserted in the column, they record pH continuously. Thus, they are calibrated before

each experiment using three buffers at pH 4, 7, and 10.

As shown on Figure 5.3, the monitoring of pH is of high precision. However, when SIP measurements were

performed, the injection of electrical current generated noise on the pH data which have hence been filtered.
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using a first order low-pass Butterworth filter with a normalized cutoff frequency of 0.06 (see Figure 5.4).
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Figure 5.4: Processing of the pH measured in the column during SIP monitoring. (a) (b) magnitude
and phase frequency variations of the low-path Butterworth filter used on the raw pH data. (c) raw
pH data curves obtained during one experiment on the thin column during SIP monitoring. The
electrical current injected for SIP acquisition is responsible for the noise on pH curves. (d) pH curves
after filtration. The noise level is reduced and the curves are not shifted in time nor in amplitude.

5.3.3 Geo-electrical monitoring

5.3.3.1 Pore water EC monitoring

For Bench @, inlet solution and outlet pore water are monitored using two conductivity meters (Lab 730 from
Inolab) which were not capable to store a sufficient number of recorded data. Thus, they were connected
to a digital acquisition unit, composed of a digital multimeter (Keithley 2000) and a laptop controlling the

acquisition using Labview software (Figure 5.5). The conductivity was recorded every 3 s.

Figure 5.5: The downstream conductivity meter connected to the digital acquisition unit composed
of the Keithley digital multimeter and the pilot Labview interface

For Bench @, other conductivity meters (Lab 945 from SI Analytics) that can store the recorded data were used
for the inlet solution and outlet pore water conductivity monitoring. The advantage of these conductivity me-
ters is that the data could directly be downloaded on the computer via USB cable using the Labx45 pilot (Fig-
ure 5.6). Given the reduced memory capacity of the conductivity meters, the conductivity was recorded every

5 min.

REMBERT Flore - Doctoral thesis - 2021 page 103


https://www.xylemanalytics.com/de/service/downloads

5.3 Monitoring and analyses Chapter 5. Techniques and protocols

Figure 5.6: The conductivity meter used with the second experimental bench connected to the com-
puter. One example of the outlet conductivity is shown in the user interface window.

Note that no temperature correction was applied to the raw geophysical signal, since we were not interested
in apparent values, but wanted to compare the results obtained from the different methods. Thus, some small
variations can be observed on the data as on the example shown on Figure 5.6. These variations correspond to

the control of the air conditioning in the room.

5.3.3.2 SIP monitoring

For the tests of the electrodes and column desing presented in Chapter 4, I used both SIP Fuchs III system from
Radic Research and the PSIP (Portable SIP Field/Lab Unit) device from Ontash&Ermac. However, for all the
experiments performed with the experimental benches, I used the PSIP which was more convenient for a such
laboratory use. Indeed, as discussed by Kaouane (2015), the SIP Fuchs III is designed for field applications, so
multi-channel acquisitions require the use of several large optic fiber coils (see Figure 4.3). The advantage of
the SIP Fuchs III is that it estimates error bars. Nevertheless, the PSIP gives more accurate results (Kaouane

2015).

The PSIP is designed for multi-channel acquisitions. Thus, SIP measurements were always conducted on four
channels corresponding to the pairs: P;-Py, P»-P3, P3-P4, and P;-P4 (Figures 5.7a and b). These channels were
chosen to monitor the complex conductivity of different slices (P;-P;, P»-P3, and P3-P,4) of the column and to

get a mean value (P;-Py).

The alternating electrical current injection was ensured through the stainless steel electrodes C; and C,. For
most of the acquisitions, the sinusoidal voltage covered a spectrum from 5 mHz to 10 kHz at 41 frequencies
uniformly distributed on a logarithmic scale and with an amplitude of +5 V. The device records amplitude and

phase of the complex electrical conductivity.
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Figure 5.7: SIP monitoring. (a) photography of SIP acquisition on Bench @. (b) Schematic represen-
tation of the SIP four-channels acquisition. (c) the user interface.

The advantage of the PSIP is that one can continuously record the spectra by programming a loop counter via

the user interface (Figure 5.7c).

5.3.3.3 SP monitoring

SP data were recorded on three channels with the total field method (Lowrie and Fichtner 2020). The fixed
reference was the electrode P4 and we measured the potential on three channels corresponding to the pairs
Py-P4, P-P4, and P3-P4 (Figures 5.8a and b). The data logger used for the SP monitoring is a CR1000 from

Campbell Scientific.

The data logger is connected by an USB cable. The recorded data can be watched and downloaded via the

Loggernet software (Figure 5.8¢).

The Loggernet software serves also to program the data logger. For all the acquisition, the CR1000 was pro-
grammed to measure the voltage every 1 ms, then to compute and record a mean value every 5 s. Despite the
rejection of 50 Hz frequency, the high level of noise compared to the amplitude of the SP variations (Figure 5.8c)
required to filter the data. Thus, the SP signal is filtered using a moving average by sliding a one-hour window
for Experiment @, a thirty-minutes window for Experiment @, and a ten-minutes window for Experiments @

and @®.
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Figure 5.8: SP data acquisition unit. (a) photography of the data logger recording SP signal. P;, P», and
P53 are connected with black clips, while P4 is connected with a red clip. (b) schematic representation
of the SP acquisition. The data logger CR1000 is powered by a battery and connected via USB to the
computer. (c) interface of the Loggernet software used to read and download the recorded data.
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CHAPTER

6

Geo-electrical characterization of
calcite dissolution and precipitation:

an experimental and numerical study

6.1 Introduction to the paper

This chapter presents the results obtained for Experiment @, which experimental protocol is summarized in
Section 5.2. Experiment @ was conducted on Bench @ (presented in Section 5.1) and using Column 1 (de-

scribed in Section 4.4).

This experiment is divided into three sequential steps that are a first phase of equilibrium, followed by calcite
dissolution, and the final step consists in precipitating calcite. If most of the obtained data show consistent
results regarding the chemical reactivity of calcite, the interpretation of SIP phase spectrum is still questionable.
On the contrary, SP method, gives remarkable variations associated to calcite dissolution and precipitation

processes.

This experimental work is completed by numerical modeling, whose purpose is to assess which coupling can
be the source of electric current measured with the SP method. As the study is focused on geochemical pro-
cesses creating ionic concentration gradients, the source of SP signal comes from the electro-diffusive poten-
tial (presented in Section 2.3.4). Thus, a new theoretical framework is developed in this innovative study that
contributes to the improvement of non-intrusive monitoring of reactive transport by coupling experimental
geophysics investigation with numerical geochemical study. This new framework is also based on a petrophys-
ical relationship describing electro-diffusion processes in a multi-species context. Furthermore, it should be
pointed out that this petrophysical model is the first of its kind to be successfully tested on real data including

reactive transport.

6.2 Paper

The experimental and numerical results of Experiment @ are reported in the form of an article that is intended

for submission in Water Resources Research.
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Geo-electrical signature of dissolution and precipitation
processes in a synthetic carbonate sample
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Highlights
« Calcite precipitation and dissolution produce clear signature in self-potential and EC data

o We set-up a numerical framework to mechanistically link geo-electrical signals to reactive-transport pro-

cesses

» We propose a new multi-ionic model to reproduce the self-potential signals

Abstract Dissolution and precipitation are the main chemical processes occurring in carbonate rocks, ubiq-
uitous at the earth subsurface. Understanding and quantifying them is therefore necessary for the critical zone
study. These fundamental geochemical processes can be monitored using geo-electrical methods sensitive to
pore space changes, water mineralization, and mineral-solution interactions. In this study, we designed a new
experimental set-up to monitor the self-potential (SP) and spectral induced polarization (SIP) signals during
the dissolution and precipitation of calcite material. The column is packed with calcite grains and subjected to
alternating dissolution or precipitation conditions through appropriate solution injection. We obtained clear
SP response due to chemical changes provoked by dissolution and precipitation processes. Indeed, SP signals
show clear signatures related to ionic concentration gradients, but no measurable electrokinetic coupling was
recorded. In order to quantify the SP signal as ionic concentrations distribution in time and space, we pro-
pose a new framework based on the fluid junction potential theory for multiple ionic species coupled with
1D reactive-transport simulations. This approach reproduces well the measured geo-electrical signatures and
allows us to determine and predict the precise location of the reactive area ; therefore helps the SIP spectra
interpretation. The framework developed for this study opens new perspectives for SP applications to charac-

terize key processes in the critical zone.

Keywords Calcite, Precipitation-dissolution, Laboratory experiment, Self-potential, Electrical conductivity
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1 Introduction

Carbonate rocks occupy a vast area of land subsurfaces (Chen et al. 2017) and constitute reservoirs for key re-
sources such as ground water (e.g., Kacaroglu 1999; Bakalowicz et al. 2005), geothermal energy (e.g., Montanari
et al. 2017), or fossil energies (e.g., Burchette 2012). The study of carbonate rocks is also very active because
of their potential to serve for carbon dioxide (CO2) geologic sequestration (e.g., Luquot et al. 2009; Cherubini
et al. 2019). Carbonate rocks are also well known to be linked to coastal or agricultural problematic with con-
tamination, erosion, and landsliding, to civil engineering with risks of cavity presence and collapsing, but also

as a commonly exploited noble building material (e.g., Drew et al. 2017; Buckerfield et al. 2020).

However, studying carbonate reservoirs is a crucial challenge due to the multi-scale heterogeneity of rock
properties and their strong chemical reactivity (e.g., Meyerhoff et al. 2014). These features are responsible
for specific processes occurring in carbonate rocks over a wide size range (nm to km), such as groundwater
flow and ionic transport in a reactive porous medium subjected to dissolution and precipitation. Dissolution
of carbonate samples caused by CO, injection has already been well studied to understand the formations
of wormholes and their complicate relationship with transport properties as permeability and porosity (e.g.,
Golfier et al. 2002; Noiriel et al. 2004; Noiriel et al. 2005; Luquot et al. 2009; Rétting et al. 2015). However, these
experiments were generally based on images analysis which is an accurate technique for laboratory works but

cannot be used on the field.

To comprehend carbonate reservoirs behavior during dissolution and precipitation, we need to be able
to monitor their properties. On one hand, in a subsurface context, chemical analysis of the pore water can
be quite intrusive, providing only restricted and spatially limited information (Goldscheider et al. 2008). On
another hand, geo-electrical methods are non-intrusive and present a high sensitivity to physical and chemical
properties of rocks and of pore fluids (e.g., Glover 2015), therefore being quite suitable for such monitoring
(e.g., Binley et al. 2015). An increasing amount of work have shown the interest and the effectiveness of geo-
electrical methods for laboratory or in situ monitoring hydrological processes and reactive transport (e.g., Revil
et al. 2012). Nevertheless, geophysical methods are indirect, and thus, require appropriate models to give a
quantitative interpretation (e.g., Hubbard et al. 2011; Kemna et al. 2012). In this laboratory study, we perform
a geo-electrical monitoring of calcite dissolution and precipitation using three electrical methods: inline pore

water electrical conductivity (EC), spectral induced polarization (SIP) and self-potential (SP).

The pore water only conducts electric current due to the presence of ionic species, behaving as electric
charge carriers. Thus, the pore water EC depends on the nature of the ions in solution, as not all ions have
the same mobility (e.g., hydrogen H* protons are much more mobile than hydrated ions such as sodium Na*)

and their concentrations. The pore water EC can hence be calculated knowing its chemical composition (Mc-

Cleskey et al. 2012), but it requires temperature compensation (Sorensen et al. 1987).

The rock sample EC of a water saturated porous medium is very sensitive to the pore water EC and to

geometrical rock properties, such as the porosity. The most famous law to link the rock EC to its porosity,
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is an empirical relation developed by Archie (1942). Since then, many petrophysical models (i.e., based on
physical couplings) have been developed and allow to use the EC measurement to describe the geometry of
the pore space (e.g., Rembert et al. 2020). Furthermore, rock sample EC petrophysical modeling serves also to
characterize ionic transport (e.g., Maineult et al. 2016; Jougnot et al. 2018) and reactive-transport (e.g., Ghosh
etal. 2018).

The SIP method, by injecting an alternating current, measures both the rock sample EC and the ability of the
porous rock to polarize. This method was originally developed to detect metallic particles (Schlumberger 1930;
Kemna et al. 2012). Its use on sedimentary rocks is quite recent because the measured signal shows a much
lower amplitude particularly in the case of carbonate rocks (e.g., Hupfer et al. 2017; Norbisrath et al. 2017; Jo-
hansson et al. 2020), requiring the development of high-precision acquisition instruments (e.g., Zimmermann
etal. 2008).

A precursor study of Wu et al. (2010) showed that SIP method is sensitive to calcite precipitation in a matrix
of glass beads by mixing calcium dichloride CaCl, with sodium carbonate Na,CO3. However, Wu et al. (2010)
only used an empirical model to interpret their SIP results. Thus, this study, despite high-quality results, lacks
of mechanistic explanation of the SIP signals. Indeed, in a first step, the SIP signal increases during the calcite
precipitation experiment. Then, while the experimental conditions remain unchanged, the signal decreases
day by day until the end of the experiment. Based on images of the sample at the end of the experiment, the
authors hypothesize that the size of the precipitated calcite grains must play a role in the amplitude of the
measured SIP signal but did not propose a physical model to explain it.

Leroy et al. (2017) proposed a physical-based model to re-interpret the SIP results of Wu et al. (2010) by po-
larization around the grains. In their model, the authors assume the grains to be spheres. At the beginning of
the experiment, the observed polarization increase is considered to correspond to the nucleation of the calcite
grains. Then, these grains nucleate as suspended solids and later homogeneously deposit at glass beads sur-
faces and polarize individually. Leroy et al. (2017), therefore, consider that the more grains nucleate, the more
the signal of polarization is important. On the contrary, they explain the decrease of polarization occurring at
the end of the experiment with the formation of aggregates of grains. This new configuration of calcite grains
decreases the surface area and so does the polarization. Consequently at the end of the experiment, only small
new nucleated grains polarize but there are fewer of them over time. Nevertheless, the model is based on many
simplifications, such as the sphericity of grains or a homogeneous solute concentration inside the cell.

Nevertheless, the influence of calcite precipitation on SIP response remains difficult to characterize. In-
deed, more recent experiments of SIP monitoring during calcite precipitation have been conducted. Izumoto
etal. (2020) induced calcite precipitation in a sand matrix by mixing CaCl, with Na,CO3 and observed an SIP re-
sponse sensitive to the concentration of the dissolved reactive species, rather than on the amount or the shape
of precipitated calcite as conceptualized in the model of Leroy et al. (2017). Zhang et al. (2012) conducted an
experiment of urea hydrolysis (by injecting urea in a water saturated sample, producing hydrogencarbonate

HCOj3, hydroxide HO™ and ammonium NH; ions) followed by calcite precipitation (by injecting dissolved cal-

page 112 REMBERT Flore - Doctoral thesis - 2021



Chapter 6. Geo-electrical characterization of calcite dissolution and precipitation 6.2 Paper

cium reacting with the hydrogencarbonate resulting from urea hydrolysis) in a silica gel column. They observed
SIP variations, but they found that SIP was much more sensitive to pH variations (due to HO™ ions producted
by urea hydrolysis) than by calcite precipitation. In light of these experimental results of Zhang et al. (2012),
the results presented in Saneiyan et al. (2019) and in Saneiyan et al. (2021) must be carefully considered. In
these field and laboratory studies, calcite precipitation is induced from ureolytic bacteria activity. Therefore,
although pH changes are not mentioned in these studies, the bacterial activity stimulated to precipitate calcite
involves the hydrolysis of urea, impacting the SIP measurement as shown by Zhang et al. (2012). Thus, the

observed variations in SIP should not be attributed solely to calcite precipitation.

To the best of our knowledge, Halisch et al. (2018) is the only published reference on carbonate dissolution
SIP monitoring. However, unlike for the precipitation studies, they did not observe a clear signature. Indeed,
Halisch et al. (2018) conducted SIP measurements on a carbonate sample saturated with brine after several
steps of dissolution with an acid activated by heating the sample (Kjoller et al. 2016). They measured a specific
response but it remained constant with time, while the petrophysical measurements showed clear patterns in
favor of strong dissolution. A first hypothesis to explain this absence of variations could be that, contrary to
calcite precipitation, calcite dissolution does not generate variations on the SIP signal. A second hypothesis
that we propose to examine in this study, is that the experimental protocol proposed by Halisch et al. (2018)
does not enable to observe SIP variations, because they did not perform the measurements on a sample that is

undergoing a chemical imbalance.

The SP method is based on the measurement of the perturbation in the electrical field due to currents nat-
urally generated by different contributions. This method, simple to set up, is however complex to interpret as it
involves the superposition of different possible sources of current. In case of calcite dissolution or precipitation
at constant temperature, SP signal can be related to water flow and chemical reactions through electrokinetic
and electrochemical couplings, respectively (e.g., Jouniaux et al. 2009; Revil et al. 2013). The electrokinetic cou-
pling is related to separation of electrical charges at the interface between the charged mineral surfaces and
the pore water solution (i.e., generating the so-called streaming potential). The electrochemical coupling, in
the case of calcite dissolution or precipitation is related to the presence of ionic concentration gradients. This
source of current give rise to the so-called electro-diffusive (or junction) potential. It originates from the sepa-
ration of charges due to the difference of mobilities between migrating dissolved ionic species (e.g., Revil 1999;
Maineult et al. 2005). The SP method therefore allows to study mixing and reaction zones between solutions
such as saline intrusions (e.g., Graham et al. 2018; MacAllister et al. 2018) or water intrusion into hydrocarbon
reservoir (Gulamali et al. 2011). In this study, we propose to model the SP signature of reactive transport, that

is, the chemical interaction between the flowing pore water and the porous calcite matrix.

Cherubini et al. (2019) conducted SP and EC measurements on limestone samples submitted to drainage
with a non-wetting phase composed of CO,. They found that the calcite dissolution, induced by CO; injec-
tion, caused a change in calcium concentration in the pore water during drainage, which explains the change

of pore water EC. Cherubini et al. (2019) also observed a decrease of the magnitude of the streaming potential
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coupling coefficient. They conclude that the streaming potential coupling coefficient obtained from SP mea-
surements can be a tool to estimate dissolution rates because it is sensitive to brine concentrations after a CO»
release. However, Cherubini et al. (2019) do not take into account the contribution of ionic gradients that can
be generated by calcite dissolution in their sample. To the best of our knowledge, there is no study of calcite
precipitation using SP monitoring.

In light of the small number of studies using geo-electrical methods to investigate calcite dissolution and
precipitation and in view of the conflicting results reported in the literature, we consider appropriate to present
the results of a study jointly addressing dissolution and precipitation processes using both SP and SIP methods.
Thus, we present a new experimental setting able to alternatively put the carbonate sample under precipitation
or dissolution conditions and to monitor these processes with several geo-electrical signals using SP and SIP
methods, while collecting samples of the outlet pore water to compare the geophysical results with physico-

chemical characterization of the pore water.

2 Theoretical framework

2.1 Reactive transport in carbonaceous system
2.1.1 Carbonate material reactivity

In this work, we consider pure calcite mineral as it is a very reactive mineral when in contact with a non-
equilibrated solution. This chemical reactivity can be described by the following system. Table 1 summarizes
the equations of the system in equilibrium with calcite in aqueous media proposed by Plummer et al. (1982)

and their associated thermodynamic constants at 25 °C.

Table 1: Equations proposed by Plummer et al. (1982) for the carbonate system in equilibrium with calcite in
aqueous media.

Equations Thermodynamic constants (25 °C)
CO; + Hy0 < H,CO3 K =10"147

H,CO3 — H* + HCO3 Ky, =10763°

HCO; — H* + CO3~ Ky, =10710-3

Ca®* + CO3™ < CaCOs3 Kp =107842

Dissolution or precipitation occur when the pore water is not at the chemical equilibrium with calcite. In

order to quantify this equilibrium, the saturation index of calcite is defined as

o Cancon)

) 1)
Ksp

where (Ca?*) and (C Og’) (-) are the calcium and carbonate ions activities, respectively, and K (-) is the solu-
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bility product of calcite. Ion activity of ion X; is defined as the product of the ion concentration Cyx, (mol m~3)

with the activity coefficient yx, (-) as follows (e.g., Cohen et al. 2007)
Cx;

where C® is the standard concentration (C® = 1 mol L™!). Given the low ionic force IF (mol L™!) of the solu-
tions, defined by

1
IF==-)Y Cx, 7%, 3)
2 5 i

where zy; (-) is the valence of ion X;, activity coefficients are determined using the Giintelberg approximation

4)

o
1+VIF]|

log(yx,) = —0.509 2%, (

In this study, as we consider synthetic material, the only ions present in the pore water solution are the
one from the carbonate system and bystander ions like sodium (Na*) and chloride (Cl7). In this case, for a
measured pH around 8, alkalinity can be approximated by the concentration of the bicarbonate ion (Crcoy)-

The saturation index, defined by Equation (1), can thus be rewritten as

0= Ycaz+ Coaz+ YHCO; Alk Ky,
B Ksp 10-PH

) )

with Alk (mol m~3) the alkalinity measurement.

2.1.2 Flow and transport

When considering water flow in the pore space of a carbonate material, the reactivity presented above is in-
fluenced by the flow kinetic. Porous media and the flow within can be characterized by porosity ¢ (-) and
permeability k (in m?). Ionic transport within the pore space can be done through advection or diffusion pro-
cesses (e.g., de Marsily 1986). The Péclet number describes the relative significance of advection to molecular

diffusion (e.g., Bear 2013). For a non consolidated medium it is defined as

UL
Pe=—, (6)
D

where L (m) is the length of the column and D (m? s™') is the diffusion coefficient in water. U (m s!) is the

Darcy velocity of fluid particles and is defined as

) @]

where Q is the flow rate (m3 s~ and S is the crossed surface area of the column (m2). Pe > 1 means that

advection dominates while transport dominated by diffusion is characterised by Pe < 1.
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2.2 Electrical conductivity

2.2.1 Pore water electrical conductivity

The pore water EC o, (S m™!) is an easy parameter to measure but its calculation is non-trivial and is often no
more than an approximation. Multiple approaches exist, but physical-based methods are generally based on
the notion of the molar conductivity A, (S m? mol ™), defined as the EC of an aqueous solution of one molar
solute concentration (C = 1072 mol m~3), measured in a conductimetry cell with electrodes spaced 1 cm apart.
Thus, the molar conductivity is defined as

Ow

Ap = < (8)

For an electrolyte composed of multiple solutes, the molar conductivity can be decomposed in the sum of ionic

molar conductivity A;. Hence, the pore water EC can be written as

ow=) Ax,Cx, 9)
Xi
For a porous medium subjected to an electric field E (V m™!), charged particles of the electrolyte (i.e.,
cations and anions) will move through the pores in response. The ability of the particle to reach certain velocity
v (m s~1) is called the mobility 8 (m? s™! V™!): v = BE. The mobility is dependent of the electrical charge and
of the particle Stokes radius. Each ionic specie has hence, a specific mobility value S;, which is proportional
to the molar conductivity

Ax, = zx,Bx;F, (10)

where & is the Faraday constant (= 9.649 x 10* C mol™!). Thus, the pore water EC becomes

ow=F ) zx,Bx,Cx, an
Xi

2.2.2 Sample complex electrical conductivity

The complex EC is a frequency dependent parameter that can be obtained from SIP measurements. For each
frequency { (Hz), it can be described by its magnitude |o*| (S.m™1) and its phase shift ¢ (mrad) (e.g., Weller
etal. 2013), such as

o* () = |o* ()| P, (12)

where w (rad) is the angular frequency ({ = 27nw). The phase shift ¢ is a negative value because polarization
effects create a delay in porous media responses to the electrical excitation. As for all complex values, 0* can

also be described by its real part o’ and its imaginary part ¢” according to

n

o*=0 +io . (13)
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The real part o’ represents the ohmic conduction while the imaginary part ¢” corresponds to charge polariza-

tion mechanisms.

At low frequencies, the complex EC can be modeled based on a parallel addition of two contribution terms

(e.,g., Vinegar et al. 1984; Weller et al. 2012),

(14)

In the above expression, the first term o,/ F corresponds to the EC of the connected pores filled with the
electrolyte in which we neglect the frequency dependence and F (-) is the formation factor (e.g., Glover 2015).

Archie (1942) proposes the following relationship (the so called Archie’s law),
F=¢ ™, (15)

where m (-) is an empirical parameter called the cementation exponent. The formation factor can be related
to geometrical parameters of the pore space such as the tortuosity and the constrictivity (e.g., Rembert et al.

2020).

"

The second term o7, . r (Sm™!) is a complex value which real (O';W f) and imaginary (o f) components

Sur
correspond to the conduction and polarization effects, respectively. For a fully saturated porous medium, this
leads to

(16)

and

(17

!

In the case of carbonate rocks, O surf

is low compared to the groundwater EC in carbonate reservoirs (e.g.,
Rembert et al. 2020). Thus, for the study of dissolution and precipitation of water saturated carbonate rocks at

standard values of o, the real part of the surface conductivity can be neglected (e.g., Cherubini et al. 2019).

Equation (17) assumes that the polarization is only associated with the surface conductivity o". Indeed,
polarization effects occur within the so-called electrical double layer (EDL) at the interface between the elec-
trolyte and the mineral surface and the amplitude of these polarization effects depends on the frequency of the
exciting electrical field. Several laboratory studies of calcite precipitation have shown an evolution of this pa-
rameter through time in multiple contexts (Wu et al. 2010; Izumoto et al. 2020; Saneiyan et al. 2021), but never
in a calcareous matrix as we propose in this study and which is more realistic for the study of karst systems.
Furthermore, for now, only one mechanistical model has been proposed by Leroy et al. (2017) and tested on

the dataset from Wu et al. (2010).
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2.3 The self-potential method

The SP method is a passive geophysical technique based on measuring the natural electric field, generated by
a physical coupling with other forces impacting the geological media. Following the framework of Sill (1983),

the total electric current density J;o, (A m?) follows
Jior =—0VV + js, (18)

where VV (V m™!) is the gradient of the electric potential (E = -VV) and j; (A m?2) is the cross coupling current
density also called the source current density. If no external source is imposed, then for an homogeneous

medium, the total electric current density is divergenceless (V- J;,; = 0), leading to
V-js=V-(oVV). (19)

The two main contributions to SP signal are related to electrokinetic (superscript EK) and electrochemical
(superscript di f f) couplings (e.g., Linde et al. 2011; Revil et al. 2013) and can be summed to obtain the total

source current density: j; = jEK + j9/ (e.g., Jougnot et al. 2013).

2.3.1 The electrokinetic contribution

The SP signal that originates from the electrokinetic coupling is called the streaming potential. It is induced
by pore water fluxes in a porous medium composed of minerals electrically charged at their surface. This
surface charge of the mineral is counterbalanced by an excess of charge located in the EDL. These counterions
are distributed between the Stern Layer and the diffuse layer (e.g., Hunter 1981). Ions from the Stern layer
are sorbed onto the mineral surface and can be considered fixed. While ions in the diffuse layer, as its name
suggests, can diffuse more freely because they are less affected by the surface charges. Therefore, when the
pore water flows, it effectively drags a volumetric excess of charge Q, (C m~3) from the diffuse layer, creating
an advective flow of electrical charges (e.g., Kormiltsev et al. 1998; Jougnot et al. 2020). This net electrical charge

advection creates in turns an electrokinetic source current density that can be defined by
= qQ,u. (20)

Therefore, one can note that, for very low surface charge or small water flow, the displaced excess of charge
will be low, leading to a small streaming potential contribution. Jougnot et al. (2020) present an overview of the
methods and models to obtain the effective excess charge density. It is worth noting that the Q, decreases for
increasing permeability and pore water EC (e.g., Guarracino et al. 2018; Jougnot et al. 2019).

Revil et al. (2004) propose an entire theoretical framework to describe coupling in porous media among
which the electrokinetic coupling coefficient, that is the ratio between the water pressure gradient to the elec-

trical field (i.e., voltage) gradient (Smoluchowski 1903). Hence, they relate the coupling coefficient C EK (v pa~h)
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to this effective excess charge by

CE"——Q”k, 21
Nwo

where 1, (Pa s) is the dynamic viscosity of water, o (S m™1) is the medium EC, and k (m?) is the medium per-
meability. This expression shows that permeability or EC variations will directly affect the streaming potential
coefficient. Thus, the pore water EC and its reactivity with the porous matrix can have strong influence on the

streaming potential (Cherubini et al. 2019).

2.3.2 The electro-diffusive contribution

In the case of the carbonate system, the chemical reactions occurring during precipitation or dissolution gener-
ate ionic concentration gradients, therefore generating electrochemical couplings (e.g., Revil et al. 2006). This
source of SP signal is called the electro-diffusive potential or the fluid junction potential (e.g., Jouniaux et al.
2009). It is an electrostatic field which compensates the charge separation due to differential mobility between
ions (e.g., Bna+ < Bci-) along the concentration gradient to maintain the electroneutrality of the system. Many
laboratory works have observed and successfully modeled this phenomena for simple systems (e.g., Maineult
et al. 2005; Leinov et al. 2014; MacAllister et al. 2019). For example, Maineult et al. (2005) conducted labora-
tory experiments of NaCl diffusion in a sand matrix and succesfully modeled it using the Henderson formula
(Henderson 1907; Guggenheim 1930; Revil 1999). This model, initially developed for cells with liquid-liquid
junctions, have been adapted by Maineult et al. (2005) for porous media, by introducing the porosity ¢ in the
electro-diffusive coupling coefficient a*. As a result, the electrical potential difference AV (V) can be written
as follows,

V€ _ ZT Bnat —Pci- VC

AV=a"—

= = (22)
C F ﬁNa++,6Cl‘ C

where Z is the molar gas constant (= 8.314 ] mol~! K™1) and T (K) is the absolute temperature.

Revil et al. (2006) propose an a mechanistic framework and an expression for the electro-diffusive source

current in a multi-ionic context, which can be synthesized as (Linde et al. 2011)

H
diff 9
js M =kpT) ——VIn(Cyx,) (23)

X; 4X;
where X; describes the different ions present in solution. Then, tg corresponds to the microscopic Hittorf
number (-) of ion X;. However, in this model the Hittorf number does not present a single definition (see, Revil
et al. 2006, for details) and is expected to be used for an electrolyte in which the mobilities of the different ions
do not significantly differ from each other. However, in the present experiment we have to consider different
solutions with, among them, an acid solution to dissolve calcite. Injecting acid releases hydrogen protons (H*)
which present a mobility ten times greater than for other ions in the studied system. Therefore, the model

proposed by Revil et al. (2006) is not suitable for our study.
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2.3.3 Development of a new model for the diffusion potential in a multi-ionic system

In the context of a multi-ionic electrolyte with a concentration gradient, the cross coupling electro-diffusive

Ir

source current density jfl 77" combines the contribution of all ions in solution. Thus, the corresponding cou-

pling must take into account the contributions from all the ions.

In the following, the solution is assumed to be ideal, that is, the activity of a component is identical to its
concentration. The diffusion anions and cations can be described by Fick’s law. In one-dimension, the flux Jx,

(mol s! m™2) of each ion specie X; is defined as (Strathmann 2004; Revil 1999)

dCyx.
= Dy 24
Ix; X; ¢ ax (24)

where Dy, (m? s71) is the ionic diffusion coefficient and Cx; (mol m™3) is the molar concentration of ion X;.
The original definition of Jx, coming from Strathmann (2004) is used for aqueous media, but since we consider
a porous media, only the pore fraction must be considered. Thus, the porosity ¢ is introduced in the above

expression as developed by Sen (1989).

As we consider a dielectric porous medium, it is assumed that only ions of the electrolyte can be electric

charge carriers. Thus, the electric current density jsdif T is defined by (Strathmann 2004)
T =F Y Ixax. (25)
Xi

Nevertheless, the electric current density is above all defined by Ohm’s law and, thus, is given by

diff AV
—g—. 26
Js T (26)
Then, combining Egs. (24), (25), and (26) yields to
av OF dCy,
—_— = Dx. ——. 27
dx o ;’ZX’ v @D
Then, integrating this expression for a couple of electrodes leads to
F
AVP]'*P;; = (pTZzX,‘DXi (CX,',P]' _CXi,P4)r (28)
Xi

where AV (V) is the electrical voltage measured with SP method. P; is one of the measurement electrodes,
with index j comprised between 1 and 3. P, is the reference electrode. In this equation, the concentration of
each dissolved ionic specie is supposed to present no lateral variation, thus it presents a single value at each

electrode position along the porous medium.
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3 Material and method

3.1 Experimental set-up

The experimental set-up used in this work allows to dissolve or to precipitate calcite and to monitor the sample

electrical properties during these processes with several methods: SIP, SB, and the pore water EC (see Figure 1).

a.
computer
e
o
fluid
Fluid sampling
injection
computer PSIP reservoir sample nylon nylon
LabView conductimeter outlet plate plate
PVC nylon PVC
cap threaded rods cap

Figure 1: a, schematic drawing of the experimental set-up. C; and C; are the current electrodes made of stain-
less steel while P; to P, are the Ag-AgCl unpolarizable potential electrodes. b, photography of the set-up during
an SIP acquisition. c, photography of the sample. The sample is a plexiglas cylinder filled with calcite grains.
The tightening structure clamps the sample and the current electrodes with four threaded rods between two
rigid plates.

The porous matrix is composed of compacted calcite grains. These grains come from crushed limestone
made of almost pure calcite and are sieved so that their diameters are comprised between 125 and 250 um (thus,
the mean grain diameter is < dg > = 188 um). The porosity is calculated by weighing the amount of calcite re-
quired to fill the entire column volume, we obtain an initial porosity ¢;,;; = 41.1%.

The column is a Plexiglas cylinder with a length of 25 cm and an inner diameter of 9 cm leading to a sur-
face area of S = 4.5 cm2. The cylinder is drilled every 5 cm to screw 4 measurement electrodes named Py, P»,
P3, and P4. Two drilled metallic cylinders, referred as C; and C; in Figure 1, are placed on both sides of the
Plexiglas cylinder in order to shut the sample, let the water flow through the device, and serve for the electric
current injection. PVC caps are placed on both sides of electrodes C; and C, to connect the inlet and outlet
tubes (Figure 1c). All of these elements are maintained together with a tightening structure made of nylon.

A plastic material was used instead of a metal structure because the latter caused interference during the SIP
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measurement.

The measurement electrodes are of the silver/silver-chloride (Ag/AgCl) type, because this type of electrodes
is reputed to have a steady intrinsic potential and to not polarize when subjected to an electric field (e.g., Joug-
not et al. 2013). The Ag/AgCl electrodes manufactured for this study are made of a silver wire coated with
AgCl salt (obtained by bleaching) and put in a tube, filled with a gelled NaCl solution and plugged by a porous
ceramic.

At the inlet there is a given solution which has a defined affinity with calcite in order to dissolve or pre-
cipitate (inlet solution compositions are given in Table 2). This inlet solution flows through the sample with a
constant flow rate of 25.2 mL h™! thanks to a peristaltic pump. Combining Equations (6) and (7), we compute a
Péclet number of 92, which means that advection is the most important mechanism of transport, but diffusion
is not negligible. Given the flow rate and the dimensions of the set-up, it takes 2 h for the injected solution
to reach the column entrance. Then it takes 25 h for the inlet solution to cross the column. It takes a total of
28 h for the injected solution to flow through the entire set-up.

To monitor the chemical evolution through time the outlet pore water is collected during 1 h (a volume of
20 mL of outlet solution was required to perform the entire set of analysis), filtered (< 0.2 pm), and analyzed.
For each outlet pore water sample, we measured pH immediately after collecting the sample, then the sample
was filtered and we measured alkalinity on the same day of the collect. Alkalinity is the amount of alkaline
species present in solution and in this system there are three of them: HCO;3, CO%’ and HO™. Its value is
obtained with an acid/base titration. Then, we measured calcium concentration at the end of the experiment.
Meanwhile, samples were stored between 2 °C and 4 °C). Calcium concentration is obtained from HPLC (High
Performance Liquid Chromatography) analysis with the chromatograph ICS-3000 from Dionex®©.

As water EC depends on the ionic concentrations (Equation (11)), two conductivity meters (inoLab Cond
730 from WTW) logged continuously the inlet and outlet pore water EC. The values were transferred through
analog outputs to a digital multimeter (Model 2000 Multimeter from Keithley) cabled to computer with a Lab-
view interface to record simultaneously the inlet and outlet data every 3 s.

The room temperature was controlled with an air conditioning system, but to verify the temperature stabil-
ity during the entire experiment the room temperature has been recorded. It shows steady results with maximal
variations of +£1.3 °C around a mean value at 21.8 °C and a standard deviation of +1.1 °C. No temperature cor-
rection was applied to the raw geophysical signal, since we were not interested in apparent values, but wanted
to compare the results obtained from the different methods. Note that the room temperature presents an
anomaly during precipitation. It rose up to 27 °C, then returned to 22 °C.

For the SIP measurements, we injected an alternating electrical current through the stainless steel elec-
trodes C; and C; and measured simultaneously on three channels between pairs of the aligned electrodes on
the cylinder wall (see Figure 1). To be able to monitor the EC of different slices of the cylinder we measured
on pairs P;-P;, P»-P3 and P3-P4. The SIP measurements were conducted with a PSIP device from Ontash et

al. (2015). The sinusoidal voltage covered a spectrum from 5 mHz to 10 kHz at 40 frequencies uniformly dis-
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tributed on a logarithmic scale and with an amplitude of +5 V. The device records amplitude and phase of the
complex EC.

SP data were recorded on three channels with the total field method. The fixed reference was the electrode
P, and we measured the potential on three channels using the pairs Py-P4, P>-P4, and P3-Py, respectively. The
measuring electrode dipoles have thus a decreasing spacing towards the reference electrode P4. Indeed, P;-
P4 =15 cm., P»-P4 = 10 cm, and P3-P4= 5 cm. The data logger used for the SP monitoring is a CR1000 from
Campbell Scientific. It was programmed to measure the voltage every 1 ms, then to compute and record a

mean value every 5 s.

3.2 Time-line

The experiment is divided into three stages of different duration which are defined by the chemistry of the inlet
solution and referred later as stage I, stage II, and stage III. As sketched on Figure 2, stars represent specific
events during the experiment. Event 1: we turned-on the pump. Event 2: we connected the outlet to the inlet.
Event 3: inlet and outlet compartments are disconnected and the injected solution is hydrochloric acid. Event

4: the new injected solution is over-saturated with calcite.

stationary
state

fluid injection and measurements

-30 -20 -10 0 10 20 30 40 50 60 70
Time, t (days)

Figure 2: Time-line of the experiment successive stages and events. Blue, pink, and green rectangles indicate
the different stages: stage I consists in the initialization to reach a stationary state close to the equilibrium with
calcite, stage II corresponds to calcite dissolution with the constant injection of hydrochloric acid (solution S1),
and stage III refers to calcite precipitation with the constant injection of a calcite over-saturated solution (S2).
The four stars of the time-line are related to specific events. Event 1 refers to the turned-on of the peristaltic
pump, event 2 to the connection between inlet and outlet, event 3 to the disconnection between inlet and outlet
compartments and to the injection of hydrochloric acid, and event 4 to the start of injection of calcite over-
saturated solution. The white squares corresponds to the four acquisition time of the phase spectra acquired
with the SIP method and presented in Figure 7.

Stage I (¢ € [-30; 13.85] d) played the role of the sample initialization. At the beginning the sample has
been filled with grains and a saturating solution meant to be at saturation with calcite. The pump remained
shut down during three weeks in order to reach a certain chemical equilibrium between the solution and the
grains at the macro-scale (¢ € [-30;0] d). Then we turned on the pump to collect a sample of outlet pore water
(star 1 on Figure 2). This first event (event 1) defines the experiment time-zero (t = 0 d). Then we closed the
circuit (event 2 referred as star 2 on Figure 2) by connecting the inlet to the outlet at # = 1.09 d, to reach the
system equilibration. We kept the set-up working on for a dozen days (¢ € [1.09; 13.85] d).

Event 3 (presented as star 3 on Figure 2) starts stage I at ¢ = 13.85 d. It corresponds to the disconnection

between the inlet and outlet and the beginning of solution S1 injection to dissolve calcite grains. S1 is a solu-
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tion of hydrochloric acid (HCI) concentrated at 1073 mol L' (see S1 composition in Table 2). This step lasted

approximately one month and half (¢ € [13.85; 61.84] d).

Table 2: Experimental conditions, chemical composition (from chromatography and ICP-OES analysis), ex-
perimental pH and alkalinity of the injected solutions (concentrations are given in mmol L™!), and computed
saturation index for calcite and activity coefficients. y; corresponds to the activity coefficient of all ions with a
valence of 1 (e.g., H" and HCO;3) and y; corresponds to the activity coefficient of all ions with a valence of 2
(e.g., Ca’*).

Experiment Dissolution Precipitation

Experimental conditions

Temperature (°C) 21.8+1.14

Pressure (bar) 1

pCO, (bar) 10735

Sample Crushed calcite with diameter ranging from 125 umto 250 pm
Inlet solution Diluted hydrochloric acid (S1) Over-saturated brine (S2)

Average concentrations of the inlet solutions in mmol L™!

Ceoa2+ - 1.2
Cna+ - 4.9
Ccr- 1.0 2.4
pH 3.0 8.5
Alk (mmol L) - 4.8

Saturation index and activity coefficients

Q - 14
Y1 0.96 0.90
Y2 - 0.67

Event 4 (presented as star 4 on Figure 2) starts stage III at ¢ = 61.84 d, corresponding to the change of the
injected solution to precipitate calcite. The injected solution, referred as S2 (Table 2), is a calcite over-saturated
solution, obtained by mixing CaCl, (1.2 mmolL™!), Na,COj3 (0.1 mmolL™!), and NaHCO3 (4.8 mmolL™1). It has
a high saturation index (Q2 = 14), while maintaining a low Ceoz- over Cege+ ratio to avoid calcite precipitation

in the inlet reservoir (see S2 composition in Table 2).

3.3 1D reactive-transport simulations using CrunchFlow

CrunchFlow is a software package for simulating reactive transport to a variety of conditions in the earth and
environmental sciences. Developed by Carl Steefel and co-workers (Steefel 2009), the code is based on a fi-
nite volume discretization of the governing coupled partial differential equations linking flow, solute transport,
multi-component equilibrium, and kinetic reactions in porous media (e.g., Molins et al. 2014; Garcia-Rios et al.
2014).

The experiments of dissolution and precipitation were modeled using CrunchFlow code and the obtained

simulation results were compared with the results from the outlet solution chemical analyses. Hence, we ob-
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tained spatial and temporal ionic distributions during the entire experiment and considering the column as an

effective 1D porous medium.

Table 3: Input parameters used for the CrunchFlow simulations under atmospheric conditions. Input pore wa-
ter concentration values come from the outlet pore water chemical analyses and inlet solution concentration
values come from S1 and S2 compositions.

Experiment Dissolution Precipitation
Rock composition Calcite
. . 2 3
Reactive specific surface area (m7 . ./m; ) 1.5
Discretization 60 patches: 20x0.0025 m - 40x0.005 m
Temperature (°C) 22 from recording file

Initial pore water (mmol L™1)

pH Charge 7.4
Ceou+ Calcite 1.4
CHco; CO2(g) 37 1.4
Cer- 2.0 1.0
Cna+ 2.0 0.0
Cp+ - -

Inlet Solution (mmol L™1)

pH Charge 8.5
Ceu2+ 0.0 1.2
CHCO; COz(g) 37 4.8
Cer- 1.0 2.4
Cna+ 0.0 4.9
Cy+ 1.0 -

Flow and transport properties

Effective diffusion coefficient (m? s™1) 3.0x1079
Dispersivity (m) 0.9x1072
Darcy velocity (m s™!) 0.9x1076

3.3.1 Thermodynamic and kinetic data

Five aqueous primary species are considered in the simulations (Ca%*, Cl-, H*, HCOg3, and Na™), but Crunch-
Flow database has also specified thirteen secondary species (CO2(aq), CO%‘, CaCOs(aq), CaCl*, CaCl;(aq),
CaHCOJ, CaOH*, HCl(aq), NaCO3, NaCl(aq), NaHCO3(aq), NaOH(aq), OH"). Rate laws for the reacting min-

erals were taken from the literature (Palandri et al. 2004).

During dissolution experiment, the monitored room temperature was steady (= 22 °C), but during pre-
cipitation, the room temperature rose to 27 °C, then fell and stabilized at 22 °C again. We therefore used the

recorded temperature as an input of the CrunchFlow code for this simulation.
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3.3.2 Rock and solution composition

The rock is considered as a pure calcite (CaCO3) sample with an initial porosity of 41 %. For each simulation,
only the dissolved and precipitated calcite phase is considered.

The rock sample for dissolution simulation is considered to be initially at the equilibrium with calcite (see
the second column of Table 3) and the input solution is composed of HCI acid solution at pH = 3. In Tab. 3,
pH = Charge means that pH is computed by the software according to the thermodynamics and not imposed
by the initial conditions.

For precipitation, input solution and pore water chemistry are taken from the measurement of the chemical
composition of the prepared solution S2 and from the outlet pore water sampled between day 20 and day 60 of
the experiment, respectively (see the third column of Table 3). pH value for the input rock composition is low
compared to the expected theoretical value. This is probably due to the fact that the dimensions of the column

induce a certain isolation, shifting the calcite thermodynamic equilibrium.

3.3.3 Flow and transport properties

Darcy velocity, longitudinal dispersivity, and effective diffusion coefficient used in the simulations are shown in
Table 3. Darcy velocity is computed from the constant flow rate imposed by the peristaltic pump. Dispersivity
is chosen to be of the order of 10 % of the column width (Schulze-Makuch 2005; Chakraborty et al. 2018). The
effective diffusion coefficient is the mean value of the diffusion coefficients of the main ionic species present

in solution.

3.3.4 Discretization

The column is considered as a one-dimension domain composed of 60 aligned elements for both dissolution
and precipitation simulations. The column is discretized using a two-zones domain composed of 20 shorter
elements (0.0025 m) at the start of the column and 40 longer elements (0.005 m) along the rest for better resolu-
tion of changes in solution composition through time. The first centimeters of the column are finer discretized
to better simulate the evolution of the system in this zone, assumed to be more reactive than the rest of the

column.

3.3.5 Reactive specific surface area

The fit of the model to the experimental data (calcium concentration, alkalinity, and pH) was performed by
adjusting the value of the mineral reactive surface area S, (m™!), only. This parameter is defined as the ratio of
the grains surface area which will meet the reacting pore water over the total bulk volume. The reactive specific
surface area was chosen to be the same for both dissolution and precipitation simulations, with a fitted value
Sr=15m™%

Considering the calcite grains as tightly packed and non-deformable spheres with a mean radius < dg >

of 188 um, the specific surface area S; (m~1), which represents the total surface area of the porous matrix in
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contact with the pore water over the bulk volume, can be expressed as

_ 6de
C<dg>’

Ss (29)

where d. = 0.74 is the volumetric density value for a maximum compactness. Thus, Ss = 2.36 10* m™~!for this
porous medium. The fitted reactive specific surface area is lower than the specific surface area, which is in

accordance with the definition of these two parameters.

3.4 A new numerical framework for multi-ionic junction potential modeling

We developed a new theoretical framework to quantitatively interpret SP measurements induced by ionic con-
centration gradients. First, we use CrunchFlow to simulate ionic temporal and spatial concentration evolution
during calcite dissolution or calcite precipitation for each ion specie: C; = f;(x, t) (see Figure 3). The inputs
of the CrunchFlow simulations come from the experimental conditions. The only adjustable parameter is the
mineral reactive surface area. Thus, the results of the CrunchFlow simulations are compared to the analyzed

ionic composition of the outlet solution to set the appropriate value for the mineral reactive surface area.

Then, the distributions of Cy; are used as inputs to compute the electro-diffusive potential using Equa-
tion (28). The EC term of Equation (28) comes from the interpolation of the rock sample complex EC ampli-
tude |0 *| measured with SIP method. As a result, the modeled SP signal is also a function of time and space

AV = f(x,1).

Finally, the modeled SP curves are compared to the experimental results to assess if the measured SP signal

is controlled by ionic concentration gradients induced by dissolution and precipitation processes.

Mineral reactive
surface area

[ Experimental conditions Inputs of CrunchFlow
simulation in 1D

|
Chemical analyses of the Cxi(X, t) from
fluid at the outlet CrunchFlow simulation

Comparison

{ Sample complex EC amplitude |o*| H Interpolation Diffusion potential computation

F
Initial porosity ¢ | AVPJ‘P4(t) - 7ZZXiDXi (Cxi'Pj - CXi’P4)
Diffusion coefficient Dy, from the literature ’ i

[ Measured SP signals

Figure 3: Numerical framework for SP signal modeling using successively experimental data, CrunchFlow sim-
ulation, and diffusion potential computation.

~
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4 Results and discussion

As we intend to compare the data obtained from the different measurement methods, all the results are pre-
sented on the same figures. Figure 4 shows the results over the entire time-line of the experiment and Figure 5
focuses on the variations generated by dissolution (stage II which starts with event 3 at ¢ = 13.85 d) and precip-

itation (stage III which starts with event 4 at £ = 61.84 d).

4.1 Pore water electrical conductivity monitoring

Figure 4b presents significantly different behaviors between the stages of the experiment. The inlet pore water
EC (o;5) reveals that the solutions injected at events 3 and 4 present contrasting properties. However, the
constant values of inlet solution EC during stages I and III (around 360 uS cm™! and 710 uS cm™! respectively)

are the sign of steady experimental conditions over time.

Before turning on the pump (¢ < 0 d), the column filled with grains and the first inlet solution remained
shut for a week. The goal of this time period was to let the grains and the pore water to reach a chemical
equilibrium. At the beginning of stage I (# = -20.94 d), inlet and outlet solutions have two drastically different
EC (0, =210 uS cm™! while 0,,; = 460 uS cm™!). This means that chemical reactions occurred in the sample
before we turned-on the pump and some new ions were added in solution to increase the pore water EC. For
this reason the inlet and outlet chambers have been connected (event 2, ¢ = 1.09 d). This step ended when a

certain horizontal asymptotic behavior has been reached with close values for both inlet and outlet solutions.

At the beginning of both stages II (¢ € [13.85 ; 61.84] d) and III (¢ € [61.84 ; 70] d), the water EC of the inlet
solution varies drastically because of the change of injected solution with S1 (hydrochloric acid solution) at
event 3 and with S2 (calcite over-saturated solution) at event 4 (see Figure 5a and b). After these abrupt jumps,
the inlet water EC remains constant for the rest of each stage. The water EC curve of the outlet solution shows
similar variations as the inlet solution curve with a time delay of 25 h to 30 h after each injection, corresponding

to the required time to cross the column.

At stage II, the outlet water EC is expected to be higher than the inlet water EC due to the dissolution of
calcite, which adds calcium and hydrogencarbonate ions in solution. However, the outlet water EC reaches
230 uS cm™!, a lower value than the inlet water EC during stage II, 0;,, = 360 uS cm™ ). The difference of EC
between the inlet and the outlet is a clear sign of chemical reaction inside the sample, i.e., calcite dissolu-
tion. This counter-intuitive result can be explained by the difference in mobility between the hydrogen proton
(Br+ =3.62x 1073 cm? s7! V71) and the calcium (B 2+ = 0.62 x 1073 cm? s™! V™1) and hydrogen carbonate
(Brco; = 0.46 x 107° cm?® s~ V7!) jons. Indeed, hydrogen proton mobility is much higher while the water
EC value is controlled by the sum of the mobilities (Equation (11)). However, the water temperature during

the experiment was closer to 21 °C than to 25 °C. We therefore need to apply a linear model of temperature
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Figure 4: Measurements performed during the laboratory experiment. Stars represent the specific events de-
fined in the time-line. Time zero is defined as the peristaltic pump turned-on moment (star 1). The dashed
boxes are the delimitations of the zoom-in views presented on Figure 5. (a) rock sample complex EC amplitude
measured with SIP method on three channels of acquisition corresponding to different dipoles of potential
electrodes. (b) Inlet and outlet pore water EC. The data gap of the outlet water EC curve comes from an ac-
quisition interruption due to the conductivity meter flat battery. (c) SP curves measured on three channels of
acquisition corresponding to different dipoles of potential electrodes, using electrode P, as the reference. The
white squares represent the interruption of SP acquisition to use SIP instead. (d, e, f) pH, calcium concentra-
tion C,2+, and alkalinity of the water sampled at the outlet of the column, respectively. (g) Saturation index
for calcite computed from outlet pore water chemical analysis.
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Figure 5: Zoomed views of Figure 4 centered on events 3 and 4. (a, b), rock sample complex EC amplitude
measured with SIP method on three channels of acquisition corresponding to different dipoles of potential
electrodes. (c, d), Inlet and outlet pore water EC. (e, f), SP curves measured on three channels of acquisi-
tion corresponding to different dipoles of potential electrodes, using electrode P, as the reference. The white
squares represent the interruption of SP acquisition to use SIP instead. (g, h), calcium concentration, alkalinity,
and pH variations.
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compensation (Sorensen et al. 1987; Hayashi 2004)

Owo =0 w251+ pe(0—25)), (30)

where 0 (°C) is the temperature to compensate and p, is an empirical parameter equal to 0.03 °C™! here (Smart
1992). Thus, from the chemical compositions of the inlet and outlet solutions measured during stage II, the
combination of Equation (11) and Equation (30), it is possible to calculate the corresponding pore water EC in
and out of the column: o, = 368 uS cm™' and 0oy = 239 uS cm™! (~ 35 % decrease). These values are a fairly
similar to the measured data and reproduce well the decrease of water EC due to calcite dissolution (~ 36 %

decrease), which consumes the most mobile hydrogen protons.

On the contrary during stage ITI, both inlet and outlet pore water EC are close to 710 uS cm™!, therefore not

giving a clear indication that chemical reaction occurred in the column.

4.2 Chemical analysis on outlet water samples

The chemical analysis of the outlet pore water samples are presented on Figure 4d, e, and f. pH measurements
seem steady around 7.5 throughout the experiment. There is an exception during stage III (¢ € [61.84 ; 70] d):
pH increases around 8.0 (Figure 5g and h). Variations on calcium concentration and alkalinity are clearer: they
both increase during stage I (¢ € [0; 13.85] d) from 1.1 to 2.2 mmol L™! for C,2+ and from 2.0 to 3.2 mmol L™! for
Alk. Then, event 3 (at ¢ = 13.85 d) induces their decrease followed by their stabilization around 1.2 mmol L™},

Atevent 4 (¢ = 61.84 d), alkalinity levels off at 5 mmol L1, while C 2+ decreases slightly to 1 mmol L™1.

The variations of calcium concentration and alkalinity occur simultaneously with the fluctuations of the
outlet pore water EC (Figure 5a, b, g, and h.). During stage I for # € [0 ; 13.85] d, we observe an increase of
both pore water EC, alkalinity and calcium concentration because of calcite grains dissolution. At the begin-
ning of stage II, outlet pore water EC, alkalinity and calcium concentration decrease and stabilize. This drop
is caused by the inlet solution change from the previous inlet solution to chlorid acid which does not contain
any dissolved calcite. The nonzero values of calcium and alkalinity are caused by calcite dissolution. The suc-
ceeding stabilization is the result of a constant dissolution rate. At stage III alkalinity, pH and outlet pore water
EC increase while calcium concentration slightly decreases. The inlet solution calcium concentration worth
1.2 mmol L™! and the alkalinity worth 4.9 mmol L™!. The measurements of alkalinity and calcium concentra-
tion on the outlet solution (Cg 2+ = 1.1 mmol L™! and Alk = 4.8 mmol L™}) are slightly lower than in the inlet
solution. This could be an indication of calcite precipitation. However, as both inlet and outlet solutions have

close EC values, if precipitation occurred it must be a very few amount.

Figure 6 presents the porosity computation based on the calcium concentration measurements. The initial

porosity value of 41.11 % (at ¢ = -20.94 d), is obtained from the measurement of the mass of the calcite grains
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Figure 6: Porosity evolution during the experiment. The first point is obtained computing the mass of calcite
filling the column. Then, the other points are estimated from the calcium concentration measurements.
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where V;o; (m?) is the volume of the column, Vcacos (m3) is the volume of the grains, and Pcacos is the calcite

volumetric mass (pcqco, = 2.7 x 103 kg m™3). Then, the following points are obtained by computing (Vialle

etal. 2014)
Q Mcaco, Ceaz+ sy,
Ptiv1) = (1) + T (32)
Pcacos Vior
where Mcaco, = 100.086 x 103 kg mol ™! is the molar mass of calcite. Figure 6 shows that dissolution in-

creased the initial porosity by 0.11 % and then precipitation decreased the porosity by 0.01 %. This implies that
dissolution and precipitation occurred in the column, but they slightly affected the porous medium effective
properties due to the size of the column. The final porosity ¢.,q was determined by weighing the grains and
we obtained ¢4 = 41.5 %. This value is higher than the final porosity computed from the calcium concentra-
tion measurements. We think that this final value could not be properly weighed, since several samples where

collected to analyze their grain size distribution, which implied summing up multiple weighing operations.

4.3 Complex electrical conductivity measurement

SIP method measures the complex EC amplitude and phase shift frequency spectra (Equation (12)). During
the entire experiment, SIP spectra were acquired on three channels corresponding to the dipoles P;-Py, P>-P3,
and P3-P4. Figure 7 present the three channels phase shift spectra at four different time-steps. For the complex
EC amplitude, we do not present this component as a frequency spectrum. We present the temporal variations
for the values taken at the frequency {= 0.005 Hz. Figure 4a presents the complex EC amplitude during the
entire experiment. The remarkable variations of the complex EC amplitude, close to events 3 (¢ = 13.85 d) and

4 (t=61.84 d), are enlarged in Figure5c and d.
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4.3.1 Monitoring of the complex electrical conductivity amplitude

Compared to inlet and outlet pore water EC curves we observe that the complex EC amplitude follows the
same variations on every channels with values comprised between 50 and 200 uS cm™!. The measurements
presented on Figure 4 begin 20 days before the peristaltic pump turned on (event 1, defined as time-zero).
Thus, the preceding time period is represented with negative X-axis values.

The zoomed views of Figure 5c and d allow to see the time offset between the channels. Their borders are
represented on the main graph by the dashed outlines (Figure 4a).

During the initialization stage (stage I) we observe that the complex EC amplitude increases from 80 to
170 uS cm™! except when we turned on the pump (between events 1 and 2 on Figure 4a). This increase is due
to the calcite dissolution as the initial water used to saturate the grains had to equilibrate with calcite. The drop
of complex EC amplitude between day 0 and day 6 is caused by the re-introduction of this initial water which
has a lower EC. Then, we connected the inlet to the outlet in order to reach an equilibrium.

When hydrochloric acid is injected (event 3), there is a sudden decrease of the complex EC amplitude be-
cause of the change of the inlet solution to a less conductive hydrochloric acid solution (see Figure 5¢), reaching
60 uS cm™!. This stagnation of the sample complex EC amplitude means that if dissolution occurred from day
14 to day 62, it was not important enough to significantly affect effective properties of the sample like porosity
and permeability even after 48 days of hydrochloric acid injection.

Following event 4 (f = 61.84 d, Figure 5d), there is an abrupt increase of the complex EC amplitude and the
curves reach a plateau around 170 uS cm™!. Additionally, one can observe an increasing time delay before the
change of the complex EC amplitude from pair P;-P, to pair P3-P4 and a small decrease from the inlet to the
outlet of the column (o p,-p, > op,—p, > 0p,—p,). These results could be due to calcite precipitation through
the column.

Figure 5c¢, d, e, and f clearly show that the change of inlet pore water EC controls the complex EC amplitude
variations. Thus, we computed the formation factor for the different dipoles (P;-P,, P»-P3, and P3-P4) con-
sidering the pore water EC as the mean between the inlet and the outlet water EC. The computed formation
factor remains constant through time, but its value slightly increase along the column. Indeed, the formation
factor mean values are Fp,_p, = 4.51, Fp,_p, = 4.61, and Fp,_p, = 4.83. This spatial variation of the formation
factor could be related to chemical processes occurring preferentially close to the column entrance, but since
the pore water EC is such an approximation from the water EC measured at the inlet and outlet, this tendency
may be distorted by the computation. Nevertheless, these formation factor values, related by Archie’s law to
the variations of porosity, calculated from the calcium concentrations measured on the outlet pore water, give
a cementation exponent comprised between 1.70 and 1.77. These low values correspond well to a compacted,
but non-consolidated granular medium (e.g., Friedman 2005).

Figure 5c and d also allow to show time delays and slight variations between the pairs of potential elec-
trodes. So with a greater number of measurements, this electrodes disposition would enable to follow front of

the complex EC amplitude variations along the column related to the new injected solution propagation.
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4.3.2 Complex electrical conductivity phase spectra analysis

The phase spectrum shown in Figure 7 was obtained during the different stages of the experiment. They show
a phase close to zero over the most frequencies and an inched up by 15 to 20 mrad at frequencies above 1 kHz.
On this frequency range some noise is generated by the apparatus during acquisition and generates this phase
signal amplification. At low frequencies (below 1 Hz), phases have non-zero values, but they are still very low.

We, thus, consider them within the uncertainty range.
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Figure 7: Four examples of phase spectra recorded during the experiment for the the measurement dipoles
P;-P,, P»-P3, and P3-P,4. The acquisition time of each subplot is reported as a white square on Figure 2. a, these
spectra were acquired during stage I, at ¢ = 13.74 d, just before hydrochloric acid injection (event 3). b, these
spectra were acquired at the beginning of stage I, at £ = 14.11 d, just after event 3, where complex EC amplitude
is still not stabilized (Figure 5c¢). c, these spectra were acquired at ¢ = 18.46 d, during stage II, after that complex
EC amplitude reached a plateau. d, these spectra were acquired at the beginning of stage I1I, at ¢ = 62.82 d, just
after starting the injection of the calcite over-saturated solution (event 4), where complex EC amplitude is still
not stabilized (Figure 5d).

The phase spectra of Figure 7a, were acquired at the end of the stabilization stage (stage I). In these con-
ditions, the sample was in a steady state close to the equilibrium with calcite, thus inducing few interaction
between the calcite matrix and the pore water. Furthermore, pH was close to 7.5, known to be close to the pH

range of point of zero charge of calcite (Somasundaran et al. 1967). Therefore, the flat phase spectra of Figure 7a
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can be explained due to calcite low surface charge in these conditions, resulting in a very small chargeability.
On the contrary, dissolution and precipitation processes affect the mineral reactive surface and thus, could
generate phase electrical signal; i.e., see Wu et al. (2010) and Izumoto et al. (2020) for monitoring calcite pre-
cipitation on silica material. Note that no electrical signature for dissolution has been reported in the literature
(Halisch et al. 2018). Stages Il and III were meant to be able to dissolve or precipitate calcite, but the phase spec-
tra recorded during both stages remained close to zero (Figure 7b, c, and d). From this experimental set-up, our
monitoring do not show significant phase signal during dissolution of pure calcite nor during precipitation of
calcite upon already formed calcite grains. This could be due to the calcite behavior itself or because of the

location of the reactive zone, as it will be discuss in the next section.

4.4 SP monitoring
4.4.1 Experimental results

SP measurements are presented over the entire experiment on Figure 4c. SP signals are also shown focused on
events 3 (£ =13.85d) and 4 (£ =61.84 d) on Figure 5e and f, respectively. Note that the data interruptions are due
to SIP acquisition conducted in alternation with SP monitoring. SP signal is filtered using a moving average by
sliding a one-hour window. Otherwise, there is no additional processing.

Figure 4c shows that the SP signals measured on pairs P;-Py4, P»-P4, and P3-P,4 present similar amplitudes
and variations through time. The curves have a roughly linear general trend from -2 to -4 mV. This slow de-
crease can be caused by the reference electrode potential variation through time (see Jougnot et al. 2013). Nev-
ertheless, clear amplitude variations of £3 mV can be shown at £ =13.85d and ¢ = 61.84 d. These timings corre-
spond to the beginning of dissolution and precipitation stages at events 3 and 4, respectively (see on Figure 4c
and the zoomed views of Figure 5e and f).

The streaming potential amplitude depends on the excess of charge displaced by the pore water advection.
Thus, for measuring electrodes aligned in the direction of the water flow, the more distant the electrodes are
from one another, the greater is the electrokinetic potential measured between them. Here, the distance to
the reference electrode decreases from pair P;-P4 to pair P3-P4, but no clear amplitude decrease between the
curves. In addition, the strong changes in the pore water EC does not seem to affect the trend nor the ampli-
tude of the measured signals as it would be expected in the definition of the electrokinetic coupling coefficient
(Equation (21)) given by Revil et al. (2004). Therefore, the SP results suggest that the electrokinetic coupling
contribution seems negligible. To verify this, the pump has been shut down for 5 minutes on day 30 with-
out any incidence on the observed SP values. Then, the flow rate has been increased until 498 mL h™! during
1 min with no resulting changes. The fact that the electrokinetic contribution can be neglected in this system
can be expected from the literature, since surface charge of calcite is known to be really low (e.g., Cherubini
et al. 2019).

The remarkable SP variations, highlighted by the dashed outlines of Figure 4c and zoomed in on Figure 5e
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and f, follow the change of inlet solution at events 3 (¢ = 13.85 d, beginning of stage II) and 4 (¢ = 61.84 d,
beginning of stage III) to induce dissolution and precipitation in the column, respectively. One can observe
positive SP variations after event 3 and negative SP variations after event 4. If we compare these results to the
inlet water EC (Figure 5a and b), we observe that at event 3, the new inlet solution has a lower EC value than
the one which was already in the column while the new inlet solution is more conductive at event 4. In view
of this, it appears that ionic gradients of the different species along the column caused by the change of inlet

solution could be the main contribution of the SP signal (i.e., electro-diffusive potential, see section 2.3.2).

The zoomed views of Figure 5e and f support this observation. Indeed, on each graph SP variation occur
first for the pair P;-Py, then for the pair P,-P4, and finally for the pair P3-P,4, but they all end at the same time.
For the pair P;-Py4, the duration is about 1 day. Knowing the flow rate and the column dimensions, the travel
time of fluid can be computed: it takes 25 h to a drop of the inlet solution to cross the column. It appears
that the SP value changes when the new inlet pore water reaches the position of electrodes Py, P, and P3 but
SP signals return to their basic values when the inlet solution reaches the position of electrode Py (i.e., the
reference electrode) because there is no more concentration gradients in the column. We also observe that the
maximal amplitude of the SP variation is increasingly smaller from pair P; -P,4 to pair P3-P4. This may be related
to the decreasing distance between the electrodes Py, P, and Pj to the reference electrode P4. So ionic fluxes

due to ionic concentration gradients must be the main coupling phenomena with our SP signals.

However, events 3 (f = 13.85 d, beginning of stage II) and 4 (¢ = 61.84 d, beginning of stage III) correspond to
the injection of solutions S1 and S2, that is generating dissolution and precipitation of the calcite material in the
column, respectively. According to the fluid junction theory (section 2.3.2), if calcite dissolution and precipita-
tion occur between the electrodes P; and Py, it is expected to generate an ionic concentration gradient during
the entire stages II and III. Thus, the SP signal would reach a plateau rather than presenting transient varia-
tion induced by the injection of a new inlet solution. Nevertheless, chemical analysis on the outlet pore water
shows that inlet and outlet concentrations are different, thus chemical reactions must have occurred in the
column. As SP variations are transitory, they are not related to calcite dissolution nor calcite precipitation, but
only to concentration gradients caused by the change of inlet solution at events 3 and 4. Consequently, calcite
dissolution and precipitation have occurred in the column, but not in the instrumented portion (i.e., between
the electrode P; and P4). Thus, we conclude that calcite dissolution and precipitation have occurred between
the electrodes C; and P; and that the SP transient variations of events 3 and 4 result from the electro-diffusion

potential generation caused by ionic concentration gradients following the change of injected solution.

As the SP measurements depend on concentration gradients, we developed a new theoretical framework
(section 3.4). It combines reactive-transport simulation using CrunchFlow (section 3.3) with chemical analysis,

rock sample EC measurement, and Equation (28).
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4.4.2 CrunchFlow simulation results for the reactive-transport

We run two simulations with the CrunchFlow code using the input conditions described in Table 3 during
80 h and with a time-step of 1 h between each computation of the ionic concentration distributions along the
column. We then compare the results to the chemical analysis of the outlet solution, the results are presented in
Figure 8 for the pH, the calcium concentration, and the hydrogencarbonate concentration. This last parameter
is assumed to present identical values with alkalinity measurements in this pH range. For each variable, a
correlation coefficient C,; (-) is determined to estimate the linear dependence between the measurements
and the simulation results from CrunchFlow. Ranging from -1 to 1, these extreme values of C,, represent
direct negative and positive correlations, respectively, while C,,,=0 indicates that there is no correlation.

The simulation results from CrunchFlow present variations visually close to the experimental data except
for pH values during dissolution. We think that the measured pH values are higher than expected because of
some degassing at the column exit and during the sampling process since the column is long and behaves like

a confined environment. Thus, we set the pH as a thermodynamic input parameter computed by CrunchFlow.
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Figure 8: Measured and modeled pH, calcium concentration, and hydrogencarbonate concentration. The data
points come from the chemical analyses conducted on the outlet pore water samples and the curves are ob-
tained from CrunchFlow simulations. (a, c, e) data and simulations for dissolution with the event 3 of the

time-line (Figure 2) defining time zero. (b, d, f) data and simulations for precipitation with the event 4 of the
time-line (Figure 2) defining time zero.

4.4.3 Results from electro-diffusive potential modeling

Following the numerical framework showed in Figure 3, we propose to model the measured SP signals from

the computation of the electrical potential based on Equation (28), as these data seem related to the diffusion
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potential. Here, cations and anions concentration distributions are obtained from CrunchFlow simulations
and the rock sample EC is obtained from the complex EC amplitude measured with the SIP method. We tested
to compute the complex EC amplitude using the calculated formation factors (section 4.3.1) and the water EC
definition based on the ionic molar conductivities (Equation (11)). The diffusion potential curves modeled
from the EC computation give results close to SP measurements. Nevertheless, since we obtained results less
consistent with the data than those obtained from the complex EC amplitude measurements, we prefer to
present the diffusion potential curves obtained from the complex EC amplitude measurements.

Following the method presented in section 4.2, we computed the change of porosity during the experiment
based on calcium concentration measurements. We obtained very low porosity variations, thus we set a fixed

porosity value ¢ = 0.41.

Table 4: Diffusion coefficient values obtained from the literature (Robinson et al. 1952; Gregory et al. 1991;
Parkhurst et al. 2013) of ionic species present in solution according to CrunchFlow database. Reference values
found in the literature are given at 25 °C.

Tons Diffusion coefficient (1072 m?2 s™1)
CaHCO; 0.506
NACO; 0.585
Ca?* 0.793
Co3%~ 0.955
CaOH™* 1.030
HCO; 1.180
Na*t 1.330
CaCl* 1.340
Cl™ 2.030
OH™ 5.270
H* 9.310

CrunchFlow database has specified eleven ionic species from speciation computing. These species are
listed in Table 4 and their diffusion coefficients are taken from the literature (Robinson et al. 1952; Gregory et
al. 1991; Parkhurst et al. 2013).

SP data and modeled electro-diffusive potential are presented on Figure 9. On Figure 9a and b, the data are
plot after removing the decrease assuming that it is a linear function and time zero corresponds to the start of
injection of S1 and S2 to dissolve and to precipitate, respectively. The modeled electrical potential presented
on Figure 9c and d, are shifted of 4 h. This delay corresponds to the amount of time required for the pore water
to reach the electrode P;.

For both dissolution and precipitation the modeled curves present variations that are fairly similar to the
SP measurements, although not identical. Furthermore, we observe that modeled peaks are between two and

three times larger than the measurements in the case of dissolution. We think that the model is better adjusted
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Figure 9: (a, b) SP data without the linear decrease generated by the drift of intrinsic potential electrode Py.
Time zero corresponds to the timing of events 3 (injection of solution S1) and 4 (injection of solution S2), re-
spectively. (c, d) diffusion potential curves obtained from the developed framework using CrunchFlow simula-
tions as inputs for the electro-diffusive potential computation. The curves are shifted with a time delay of 4 h,
corresponding to the amount of time required for the pore water to reach the electrode P;.

in case of precipitation than in case of dissolution because of CO, degassing that affected the system during
dissolution. Moreover, hydrogen protons (H*) have a much higher diffusion coefficient than the other ions
(see Table 4), which influences a lot the electro-diffusive amplitude.

Our 1D approach contains some simplifications which also explains the differences between the measured
and the modeled curves. Indeed, electrical methods are integrative but the model does not consider the col-
umn width while it is non negligible since it worth 40 % of the column length, therefore inducing potential 3D
effects around the injection. Furthermore, the porous medium is considered as an effective medium, where
the formation of preferential path is neglected. Nevertheless, this framework could be used for other purpose

addressing multispecies reactive transport and mixing (e.g., Oliveira et al. 2020).

4.5 Location of the reactive area

CrunchFlow simulation, in addition to the ionic concentrations, resolves the porosity evolution. As each sim-
ulation lasts 80 h, Figure 10 shows the difference of porosity along the column at tg;,;,,; = 80 h: Ad(x) =
8o (x) — ¢pinir- One can observe that the porosity changes are small with a maximal increase of 0.1 % for disso-
lution and a maximal decrease of -0.005 % for precipitation. Besides, only the first 2 cm at the column entrance

are affected by these changes of porosity (see the gray rectangle on Figure 10). We are pretty confident in these
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results since the measured Ca®" concentrations are well reproduced by simulations and the porosity changes
are consistent with the low porosity evolution (see Section 4.2). Thus, most of dissolution and precipitation oc-
curred in this portion of the column and did not reach the portion equipped with the measurement electrodes.
Consequently, the transient variations of SP signal and the absence of phase signal come from the fact that all
dissolution and precipitation occurred at the entrance of the column and did not induce a sufficient chemical

imbalance as suggested by Izumoto et al. (2020).
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Figure 10: Porosity difference along the column for dissolution and precipitation simulations from CrunchFlow
after 80 h. Positions of measurement electrodes Py, Py, P, and P, are indicated at the top of the graph. The
reactive area is represented by the gray rectangle.

5 Conclusion

In this study we induced alternatively calcite dissolution or precipitation in a synthetic sample. This sample
was made of calcite grains contained in a column. This experimental set-up is equipped to monitor the geo-
electric properties with two methods: SP and SIP, together with inlet and outlet pore water EC monitoring and
chemical analysis on outlet pore water samples (alkalinity, pH and major ions concentrations). The experiment
has been reproduced numerically using reactive-transport CrunchFlow.

SP, pore water EC, chemical analyses, and complex EC amplitude (from SIP measurement) show clear cor-
related transient variations in response to new inlet solution injections in the column. These results suggest
that chemical reactions with calcite grains occurred at the entrance of the column and before reaching the por-
tion of the column equipped with the measurement electrodes. This experimental evidence is confirmed by
numerical simulation of reactive-transport and explains the flat SIP phase spectra. Consequently, this experi-

mental set-up enables the joint use of multiple geo-electrical methods, which, once compared with chemical
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analyses, can be quantitatively interpreted. However, the chemical reactions with calcite grains occurred to
close to the entrance to be fully-monitored. Thus, we consider this column obviously perfectible and further
study, with a revised experimental set-up, are required.

The source of SP signal is attributed to ionic concentration gradients through the column. To interpret the
SP results according to the fluid junction potential theory, a new multi-ionic numerical framework to reproduce
the measured SP data has been developed for this study and has proven its efficiency. Therefore, we believe that
studies addressing multi-species reactive transport and mixing could use this framework with SP monitoring
to improve the characterization of these processes.

This work clearly shows the interest of geo-electrical methods to non-intrusively monitor these geochemi-
cal processes. Thanks to a fully coupled approach, this study allowed us to locate the reactive zone and better
understand the impact of the reactivity on the porous medium petrophysical properties. Future works will help

improving this approach to provide a more quantitative tool to study reactive transport in carbonate media.
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6.3 Conclusion to the paper

Self-potential is a method mostly known to monitor fluid flow, through the electrokinetic coupling, but this
study shows that the electro-diffusive coupling generated by ionic concentration gradients can be an important
source of electric current. Furthermore, using one-dimension reactive transport modeling as an input for such
model reproduces fairly well the experimental data despite the simplicity of the approach. Nevertheless, the
monitored transient variations are generated by ionic concentration gradients rather than calcite dissolution

and precipitation.

In this experiment, no phase shift is measured with the SIP method. Using the results from the reactive trans-
port location, we show that the reactive area is located between the current electrode and the first potential

electrode. This could explain that no SIP phase spectra variations were recorded.
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CHAPTER

7

Study of the electro-diffusive coupling
generated by calcite dissolution under

variable conditions

7.1 Introduction of the chapter

First interesting experimental results and numerical modeling have been performed thanks to Experiment @.
During this experiment, I observed that calcite dissolution and calcite precipitation generate similar SP re-
sponse related to ionic gradients. Thus I decided to study further the SP response for different inlet conditions

inducing calcite dissolution since strong and weak acids influence differently the system.

This chapter intends to present and discuss the results of Experiments @, ®, and @. Experiment @ consists in
the injection of the solution S3, a solution of hydrochloric acid at pH = 4.5. Experiments @ and @ consist in
the injection of solutions S4 and S5, respectively. Both of solutions S4 and S5 are pH = 4.5 buffered solutions of
acetic acid and sodium acetate. Solution S4 has a concentration of acetic acid of 1.74 mol L™! and solution S5
has a concentration of acetic acid of 2.5x 10~>mol L. Solutions S4 and S5 are thus referred as the concentrated
buffer and the diluted buffer, respectively. Experiments @, @, and @ are all conducted using Bench @ and

Column 2. They were also all performed under the same imposed flow rate Q = 58.8 mLh™!.

This chapter is divided into two sections. In the first section, the results of Experiment @ are presented, ana-
lyzed, and discussed regarding the findings of Experiment @. The second section addresses jointly the results
of Experiments ® and @ and then discusses them in light of both Experiments @ and @. The comparison of
these four experiments allows to discriminate the location and the extent of the reactive zone in the column

depending on the acid solution injection location and inlet chemistry.

7.2 Influence of the reactive zone location

This section is based on the description of the results of Experiment @, which was a calcite dissolution experi-
ment by injecting solution S3, a solution of hydrochloric acid at pH = 4.5 (see Section 5.2), and their comparison
with the results of Experiment @ during the dissolution part (stage II, corresponding to ¢ € [13.85 ; 61.84] d),
described and discussed in Chapter 6. Experiment @ was conducted on Bench @ (presented in Section 5.1) and

using Column 2 (described in Section 4.5), for which the injection is shifted at the same location than electrode
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P; (at x = 8 cm). The experiment lasted 25 h.

7.2.1 Results comparative presentation

As this section intends to describe the data obtained for Experiment @ from the different methods and to
compare the results, it seems appropriate to represent them in a single figure. Figure 7.1 therefore shows all
the results of Experiment @. On all the graphs in Figure 7.1, time-zero corresponds to the beginning of S3

injection.

7.2.1.1 Pore water electrical conductivity

Pore water EC was monitored with two in-line conductivity meters at the inlet (0;;) and at the outlet (0 4,;) of

the column (Figure 7.1a).

At the beginning of the experiment, pore water EC is constant at the inlet and at the outlet with similar values
(att=025h, o;; =103 uScm™"! and ooy = 120 uScm™'). The slight difference between the inlet and the
outlet EC must be caused by a small increase of calcium and hydrogencarbonate concentrations due to low

dissolution when the initial fluid flows through the column, despite the imposed high flow rate of 58.8 mLh™!.

At t = 0.6 h, 0, drops and stabilizes at 12.5 uS cm™! due to the low conductivity of solution S3. o, decreases
several hours later at ¢ = 2.8 h. At the flow rate of 58.8 mLh™!, given the dimensions of the column (see Chap-
ter 4), and for an initial porosity of 43.61 % (see Section 5.2), it requires 2.1 h to cross the column. By adding
the time needed to reach the column and then the conductivity meter at the outlet, consistent timings can
be retrieved. However, the decrease of o,,; is less abrupt than for o;;, and it reaches a higher plateau around
41 uS cm™!. This difference in value between the inlet and the outlet is a sign that calcite has dissolved in the

column.

For Experiment @, the outlet pore water EC was lower than the inlet pore water EC despite the dissolution
of calcite (see Chapter 6). This result, which at first glance, seemed inconsistent, could be explained by the
computation of the pore water EC from the ion concentrations and the ion mobilities (see Section 2.2.5.1). It
appeared that the consumption of H* ions due to calcite dissolution decreased the pore water EC because H*
ion has a higher mobility than calcium or hydrogencarbonate ions. Thus, the important concentration of H*
ions in the inlet solution S1 (hydrochloric acid at pH = 3) boosted its EC value compared to the outlet pore
water EC. Nevertheless, contrary to the results of Experiment @, here for Experiment @, the outlet conductivity
is higher than the inlet. This can be explained by the fact that S3 (pH = 4.5) is less concentrated than S1 (pH = 3)

and therefore the mobility of H* does not contribute as much to the conductivity.

In addition, water EC is measured on the samples of pore water collected at the outlet (Figure 7.1a). Unsurpris-
ingly, these measurements present synchronous variations and values very close to those obtained with the

time tracking of o ,;.
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Figure 7.1: Results of Experiment @. The injection of S3 defines time-zero. (a) the inlet and outlet
pore water EC measured with the in-line conductivity meters and the pore water EC of the outlet pore
water samples. (b) SP signal recorded on three channels with electrode P4 (x = 23 cm) as the reference
electrode. (c) curves of the pH monitored in the column at x,p, = 13 cm and x,p, = 27 cm and pH
measured on the samples of outlet pore water. (d) alkalinity measured on the samples of the outlet
pore water. (e) calcium concentration measured on the samples of the outlet pore water.
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7.2.1.2 pHmonitoring

pH was recorded at two different locations in the column (Figure 7.1c). pHj is located at x,; = 13 cm and pH»
is located at xpp, = 27 cm. As for the pore water EC monitoring, one can observe a first plateau with identical
values for pH; and pH» (pH = 8.4), then abrupt variations on pH; followed by pH,, approximately 2 h later, and
finally both pH; and pH, reach steadier values around pH = 10.

As observed for the curves of 0;, and o, the slope of pHj, during its increase, is less abrupt than for pH;.
This must be caused by the contribution of diffusion to the transport of ionic concentrations in the pore space
when the pore water flows (see Section 1.4.3). However, the Péclet number is Pe = 997 (see Section 5.2.3.1),

thus, Pe >>1 and advection is dominant.

Unlike the curves of 0, and o, initial values of pH; and pH» have identical values (at =0 h, pH; =pH, =8.4).
Thus, before S3 reaches the column (¢ < 1h), the sample seems to be close to the stationary state with really

low chemical reaction.

By contrast, after pH; has risen to the same value than pH; (for ¢ > 5h), pH; remains stable at pH, = 10, but
pH; constantly decreases until the experiment is stopped (at ¢ = 25 h, pH; = 9.9). This decrease of pH; must be
correlated to the dissolution of calcite and be located in the reactive zone of the column. Indeed, one observe
changes on pH;, while the injected pore water remains identical and showing constant o;,. However, pH,

should be located after the reactive zone because its value remains constant, as for ;.

pH is also measured on the samples of outlet pore water (Figure 7.1c). As expected, these data present syn-
chronous variations with pH, curve. However, the amplitude is quite different especially for ¢ > 5h, where
pH2 = 10 while the pH measured on the samples only reaches pH = 9. This must come from CO, degassing

(Equation (1.12) in Section 1.2.1), which is known to affect pH (e.g., Choi et al. 1998).

7.2.1.3 Outlet pore water chemical analyses

Outlet pore water alkalinity and calcium concentration are presented on Figures 7.1d and e, respectively. These
curves and the outlet pore water EC curve (Figure 7.1a) present similar and synchronous variations. The initial
plateau of 1.4 mmol L™}, for alkalinity, and of 0.65 mmol L™}, for calcium concentration, are caused by the injec-
tion of a solution rich in dissolved calcite (see Section 5.2.3.3). Then, both alkalinity and calcium concentration
decrease simultaneously with the outlet pore water EC due to the injection of S3, which contains no calcium
or hydrogencarbonate ions. However, alkalinity and calcium concentration do not fall to zero, but reach stable
values of 0.4 mmol L™! for alkalinity and around 0.2 mmol L~! for calcium concentration. These amounts of
dissolved calcium and hydrogencarbonate ions reveal that calcite dissolution occurred in the column even if

the porosity varied of only 0.04 % (from Table 5.1 of Section 5.2).

7.2.1.4 SP measurements

SP signal was measured on three spacings using P;, P,, and P3 for the measurements and P, as the reference

electrode (see Section 5.3.3.3). The curves are presented on Figure 7.1b. They present similar patterns with a
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positive bell-shaped variation for ¢ < 5 h, then they reach distinct plateaus around 1.3 mV for P;-P4, 0.4 mV for

P,-P4, and —0.3 mV for P3-Py.

The bell-shaped variation occurring at the beginning of the experiment starts first for the pair P;-P,4, then for
the pair P,-P4, and finally for the pair P3-P4, but they all decrease simultaneously. In comparison with the
variations of pH monitored inside the column, the increase of SP signal on channel P;-P, is synchronous with
the increase of pH; and the SP bell-shaped variation ends when pHj stabilizes at 10 (for ¢ = 5h). Thus the SP

bell-shaped variations are related to ionic concentration gradients caused by the injection of solution S3.

For ¢ > 5h, SP curve of pair P3-P, returns to its base value and remains stable. Thus, this pair of electrodes
is affected by a transient source of SP current which is certainly the ionic concentrations gradient caused by
the injection of S3. In contrast, pairs P;-P; and P,-P, increase for ¢ € [5 ; 10] h before reaching stable values
higher than initially. These higher values of SP measurements for pairs P;-P4 and P»-P,4 for > 10 h, must be
correlated to the behavior of pH, at the same time. Indeed, pH; showed a decrease related to calcite dissolution
and leading to the conclusion that it was located in the reactive zone. Since pHj is located at the same distance
than electrode Py, this electrode must also be located in the reactive zone. P; islocated at the injection point. P;
is thus at the beginning of the reactive area. Therefore, the reactive area must be located from P; and between

Pg and Pg.

However, P»-P4 reaches an intermediate value which is not as high than for the pair P;-P; and pH; presents
much higher values than the pH of the inlet solution S3 (pH = 4.5) due to the dissolution of calcite which
increases alkalinity and the the pH. Consequently, one can conclude that most of solution S3 was consumed

before reaching electrodes pH; and P,, which are thus located at the end of the reactive area.

For this experiment, the flow rate was constant and no test to observe the impact of its variation on SP val-
ues was carried to determine if there was any electrokinetic contribution to SP signal. Nevertheless, at the
beginning of the experiment, SP curves present very similar values for each pair of electrodes despite their
different spacing with the reference electrode P,. Furthermore, no electrokinetic contribution was observed
for Experiment @ (see Chapter 6). Thus, it appears that the only contribution to SP values comes from the
electro-diffusive coupling generated first by the injection of solution S3 mostly and then by calcite dissolution,

explaining the different plateaus of pairs P;-P4 and P,-Py.

7.2.2 Discussion in light of the Experiment ®

Experiment @ has shown that injection of solution S1 generates diffusion potential transient anomalies due
to the formation of ionic gradients between the electrodes measuring the potential (see Chapter 6). Here, SP
measurements of Experiment @ present the same positive bell-shaped transient variations for ¢ € [0 ; 5] h.
Thus, despite the dilution of the injected solution between S1 and S3 (see Section 5.2), the injection of S3
generates diffusion potential. One can however notice that the amplitude of the bell is more important for
Experiment @, than for Experiment @ with a maximal deviation of pair P;-P, of 3 mV for Experiment @ and of
2 mV for Experiment @. This difference must be related to the higher pH value of S3 compared to S1, which has

an important effect on the pore water EC contrast between the inlet and the outlet.
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Figure 7.2: Location of the reactive zone of calcite dissolution highlighted in red for (a) Experiment @
and (b) Experiment @.

In Chapter 6, using reactive transport modeling, I determined for Experiment @ that the reactive zone was
located at the entrance of the column over 2 cm and thus did not reach electrode P; as illustrated on Figure 7.2a.
For Experiment @, the analysis of pH and SP curves reveals that the reactive zone begins at electrode P; due
to the shift of the injection tubes and it reaches electrodes P, and pHj, but the dissolution of calcite at the
location of P, and pH; seems low due to the lower plateau of SP signal for the pair P,-P4 compared to the
pair P;-P4 and because the decrease of pH; for ¢ > 5h is slight. Thus, as for Experiment @, the dissolution
of calcite for Experiment @ occurs in the first centimeters following the injection, with an estimated extent of
5 cm. The extent of the reactive zone for Experiment @ is therefore higher than for Experiment @. This must be
caused by the higher flow rate of Experiment @ and by the reduction of the column diameter between Column
1 and Column 2, even if this last parameter was not taken into account in the reactive transport modeling
of Experiment @ presented in Chapter 6. The location of the reactive zone of Experiment @ is illustrated on

Figure 7.2b.

7.3 Impact of the injected acid solution

This section is based on the description of the results of Experiments @ and @, and their comparison with
the results of Experiment @ during the dissolution part (corresponding to stage II, for ¢ € [13.85 ; 61.84] d),
described and discussed in Chapter 6, and Experiment @, described and discussed in Section 7.2, to compare

the effect of using buffered weak acid instead of strong acid at the inlet.

Experiments @ and @ are experiments of calcite dissolution by injecting buffered solutions of acetic acid and
sodium acetate in different concentrations, but both at pH = 4.5. The injected solutions named S4 for Exper-
iment @ and S5 for Experiment @ have a concentration of acetic acid of 1.74 mol L 'and 2.5x 1073 mol L7},
respectively (see Section 5.2). Experiments @ and @ were conducted on Bench @ (presented in Section 5.1) and
using Column 2 (described in Section 4.5), for which the injection is shifted at the same location than electrode

P; (at x = 8 cm). These experiments lasted 9 h each, with the same constant flow rate Q = 58.8 mL h™1.

Both Experiments @ and @ were conducted using the same Bench and the same techniques of acquisition
than for Experiment ®@. Thus, the description of the results will be lightened from the explanations of their

acquisition. One can refer to the previous section and to Chapter 5 for more details.
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7.3.1 Comparative presentation of the results of Experiments @ and ®

As this section intends to describe the data recorded for Experiments @ and @ and to compare the results ob-
tained from the different methods, it seems appropriate to represent all the results in a single figure. Figure 7.3
therefore shows all the results of Experiment ® on the left with time-zero corresponding to the beginning of
solution S4 injection and Experiment @ on the right with time-zero corresponding to the beginning of solution

S5 injection.

7.3.1.1 Pore water electrical conductivity

Inlet and outlet pore water EC monitoring during Experiments @ and @ is presented on Figures 7.3a and b,

respectively.

At the beginning of both experiments, pore water EC is constant at the inlet and at the outlet with similar val-
ues. Even if it cannot be easily seen due to the vertical scale of Figures 7.3a and b, at ¢ = 0.25 h, for both exper-
iments, 0;, is comprised between 105 uS cm~! and 110 uScm ™! and o 4y; is comprised between 117 uS cm™!
and 124 uS cm™!. The slight difference between the inlet and the outlet EC must be caused by a small increase
of calcium and hydrogencarbonate concentrations due to low dissolution when the initial fluid flows through
the column, despite the imposed high flow rate of 58.8 mL h~!. It is though interesting to be able to repeat the

same initial conditions between the experiments.

For Experiment ® (Figure 7.3a), 0, starts to increase at ¢ = 0.4 h and reaches 31.6 mS cm™!, which is a re-
ally high EC plateau due to the high conductivity of solution S4 (o4 = 34.4mS cm™). o,y starts to increase
1 h later. This timing is shorter than expected for the advective regime computed from the flow rate and the
size of the column. This must be related to the composition of the injected solution. However, for t >3 h, 0,
loses stability and presents unusual oscillations. During the experiment, I noticed the formation of gas bubbles
in the column and that the outlet pore water was mixed with gas. This gas must be the cause of the instability
of ooyt. Since COy is linked to carbonic acid H,CO3 and its dissociated ions hydrogencarbonate HCO; and
carbonate CO%‘ (see Section 1.2.1). The gas bubbles are certainly CO, bubbles that form due to the dissolution

of calcite.

For Experiment @ (Figure 7.3b), 0;,, increases sharply from ¢ = 0.6 hand reaches a maximum value of 397 uS cm™!
at t = 1.5 h. Then, o;, decreases slowly and reaches a plateau where o;;, = 134 uS cm~!. This low value is con-
sistent with the measured EC of the injected solution S5 which is og5 = 128 uS cm™1). Thus, the variation of
o;pfor t € [0.6; 4] h, is most likely linked to some calcite dissolution occurring in the tubes before reaching the
column. o,,; starts to increase at ¢ = 2.8 h, which is consistent with the time required for the pore water to flow
through the column and reach the outlet conductivity meter. Then, o, reaches an asymptotic behavior close

t0 0oy =490 uScm™! for t > 7h.
In addition, pore water EC is measured on the samples of pore water collected at the outlet (Figures 7.3a and b).

For Experiment @ (Figure 7.3a), the values of pore water EC from the samples are higher than the values

recorded on o, and reach a plateau around 42 mS cm~'. This lower amplitude of o,,; must be due to the
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Figure 7.3: Results of experiments @ (concentrated buffer S4) and @ (diluted buffer S5). Injections
of S4 and S5 define time-zero of each experiment. (a,b) the inlet and outlet pore water conductivity
measured with the in-line conductivity meters and the pore water EC of the outlet pore water sam-
ples. (c,d) Pore water temperature monitored with the in-line conductivity meters. (e,f) SP signal
recorded on three channels with electrode P4 (x = 23 cm) as the reference electrode. (gh) curves of
the pH monitored in the column at x, 5, = 13 cm and x, g, = 27 cm and pH measured on the samples
of outlet pore water. (i) alkalinity measured on the sampled outlet pore water. (j,k) calcium concen-
tration measured on the sampled outlet pore water.
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[ iy

1

Figure 7.4: Photography of the column at the end of Experiment ® showing that a big amount of
calcite has been dissolved on the underside of the column when it is positioned horizontally.

bubbles in the tubes that have distorted the measurements. The plateau reached by the samples of outlet pore
water is higher than the injected solution EC. Such a difference of conductivity between the inlet and the outlet
must be linked to intense calcite dissolution rather than ionic mobility difference as discussed below. Indeed,
after the experiment, I put the column vertically to disassemble the setup and I observed that a lot of calcite
were dissolved on the underside of the column when put horizontally (see Figure 7.4). One can note on Fig-
ure 7.4 that the most dissolved portion is located beneath the injection. Given the concentration of the injected
solution S4, I computed the density of the solution and obtained dss = 1.033. This implies that solution S4 is
more dense than the initial pore water that has a the same density value than water (d = 1) since it is poorly
concentrated. Saline intrusions in coastal aquifers are known to form salt wedge under the freshwater due to
the contrast of density Ad >0.02 (e.g., Rattray and Mitsuda 1974). Here, solution S4 presents a density contrast
Ad =0.033. Thus, the location of the most reactive area can be explained by the fact that the injected solution
S4 was more dense than the initial pore water. This led the injected acid solution to flow preferentially in the

lower half of the column before replacing the initial pore water.

For Experiment @ (Figure 7.3b), EC of the samples of outlet pore water unsurprisingly presents synchronous

variations and values very close to g ,y;.

We have seen for Experiments @ and @ that the concentration of H* ions has an important impact on the pore
water EC contrast between the inlet and the outlet during dissolution and that even if there was not a lot of
ions in solution in S1 and S3 compared to the outlet pore water due to the dissolution of calcite, the presence

of H* ions influenced a lot the inlet pore water EC amplitude (see Chapter 6 and Section 7.2 for more details).
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When using the buffered solutions, the EC of solutions S4 and S5 is more related to the concentration of the
other ions than to the concentration of H*, which is the same as for solution S3, since S3, S4, and S5 have the
same pH value. However, since the other ions present in solutions S4 and S5 have similar ionic mobilities (see
Table 2.1 in Section 2.2.5.1), the dissolution of calcite increases the amount of dissolved ions in solution and
thus increases the pore water EC. Therefore, this explains that the outlet pore water EC is always higher than

the inlet pore water EC when using the buffered solutions regardless of their concentrations.

7.3.1.2 pH monitoring

Figures 7.3g and h present pH monitoring in the column and as for the pore water EC monitoring, one can
observe a first plateau with close values for pH; and pH,. For Experiment ®, pH; and pH; are almost identical
with values close to 8.3 and for Experiment @, for ¢ < 1 h, pH;=8.57 and pH;= 8.45. Then, for both experiments
pH; decreases and reaches a plateau, then pH; decreases similarly and reaches a plateau close to pH; values.
However, the decrease of pH; and pH, for Experiment @ occurs in less than 2 h, while for Experiment @, pH;
and pHj reach their asymptotic behaviors for t >4 hand ¢ > 7 h, respectively. Both experiments are conducted
at the same flow rate, thus, this time discrepancy of pH variations between the experiments must be caused
by the difference of acetic acid concentration between solutions S4 and S5. Moreover, if both experiments
begin with similar pH values, the variations generated by the inlet solution injection are more important for
Experiment @ than for Experiment @. Indeed, at ¢ =5 h, pH; and pH; reach 5.26 for Experiment ®, while pH;
and pH; reach 7.75 for Experiment @. This difference of amplitude shows that dissolution in Experiment ® is
stronger than in Experiment @, which is consistent with the fact that solution S4 concentration is higher than
solution S5 concentration. These results are also consistent with the measurements of the porosity difference
(see Table 5.1 in Section 5.2), showing that more calcite has been dissolved in Experiment ® compared to

Experiment @.

pH was also measured on the samples of outlet pore water (Figures 7.3g and h). Despite some differences in
amplitude, especially for ¢ < 3.5h for Experiment @ (Figure 7.3h), the pH measured on the samples of outlet
pore water presents variations very similar to pHy, curves for both experiments. As for Experiment @, the misfit

between pH, and the pH values of the samples of outlet pore water may be caused by CO» degassing.

For Experiment @, since we know that the column is not saturated with water due to bubbles formation from
calcite dissolution, the values of pH; and pH; could be distorted. Nevertheless, unlike o,,; curve, the curves of
pH; and pH; do not present strong oscillations and the pH measurements of the samples of outlet pore water
present close values. Thus the values of pH; and pH, seem accurate despite the presence of bubbles in the
column during this experiment. Furthermore, the density of S4 is higher than the density of the initial pore
water, leading to preferentially flow path in the lower half of the column. The pH electrodes in the column
measure at the center of the column. Since pH; and pH; are sensitive to the variations induced by the injection

of S4, it implies that S4 must flow in more than the lower half of the column section.
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7.3.1.3 Outlet pore water chemical analyses

Outlet pore water calcium concentration of Experiments @ and @ is presented on Figures 7.3j and k, respec-
tively. Both curves increase in time due to calcite dissolution which adds calcium ions in solution. At £ = 0h,
calcium concentration is very similar for both experiments and is comprised between 0.5 and 0.7 mmol L™},
However, calcium concentration reaches much stronger values for Experiment ® than for Experiment @. In-
deed, at t =5.5h, Cr 2+ =441 mmol L~! for Experiment @, while at ¢ = 6 h, calcium concentration only reaches
Ccq2+ = 2.2mmol L™! for Experiment @. Moreover, one can seen that calcium concentration begins to increase
at t = 1.5 h for Experiment @. This increase of calcium concentration begins earlier than for Experiment @,

indeed calcium concentration only starts to increase at ¢ = 3 h.

Outlet pore water alkalinity of Experiment @ is presented on Figure 7.3i. As for calcium concentration, alka-
linity increases due to calcite dissolution which adds hydrogen carbonate ions in solution. Alkalinity is not

presented for Experiment ® because I faced a problem with the titration of the samples.

7.3.1.4 SP measurements

SP curves of Experiments @ and @ are presented on Figures 7.3e and f and each of these experiments presents
characteristic bell-shaped SP response. It can be seen that for both experiments, the variations in SP are nega-
tive. This is consistent with the SP results of Experiment @, which enabled to establish that an increase of the

inlet solution EC will induce negative SP variations.

For Experiment ® (Figure 7.3e), SP curves present negative transient variation for ¢ € [0 ; 3] h, then all the
curves return to their base value close to 0 mV. For ¢ > 3 h, one can observe periodic oscillations of + 0.2 mV
every hour, these oscillations are generated by the variations of pore water temperature (Figure 7.3c) which
are related to the air conditioning regulation as explained in Section 5.3.1. The transient negative variations
occurring at the beginning of the experiment (¢ < 3 h) start first for the pair P;-P4, then for the pair P,-P4, and
finally for the pair P3-P,4, then SP curves all increase simultaneously and reach electrical potential close to 0 mV.
This increase of SP negative values occurring for ¢ € [1 ; 3] h is synchronous with the increase of both outlet
pore water EC and outlet pore water calcium concentration (see Figures 7.3a, d and j). Moreover, the ampli-
tude deviation of the negative SP transient variations is more important for the pair P;-P, reaching a mini-
mal value AVp,_p, = —4 mV, the amplitude deviation of pair P»-P, is less important reaching a minimal value
AVp,_p, = —2.7mV and the pair P3-P, presents the smallest variation with a minimal value AVp,_p, = —1.4 mV.
Thus, despite a positive pulse at ¢ = 1 h, these negative transient variations of SP signal seem to correspond to a
negative bell-shaped signal that can be related to diffusion potential generated by the ionic concentration gra-
dient due to the injection of inlet solution S4. However, the presence of bubbles is certainly affecting SP signal
as measured by Vieira et al. (2012) in experiments of gas injection in a sand matrix. Thus, the air in the column
may be responsible for the positive pulse occurring at ¢t = 1 h and may also distort SP curves which makes it
difficult to analyze the values for ¢t > 3 h, while it would have allowed to locate the extent of the reactive zone
in the column. Nevertheless, as the three curves show very close values, it is likely that they all lie within the
reactive zone, since the inlet buffered solution S4 is highly concentrated. Furthermore, pH; and pH; curves

overlap perfectly over the same period (¢ > 3 h). It therefore seems that the reactive zone extends from the
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injection (at P1) to the exit of the column.

For Experiment @ (Figure 7.3f), SP curves present negative variations of lower amplitude compared to the vari-
ations of Experiment @ (Figure 7.3e). The minimal SP value is measured on pair P;-P,4 reaching —1.5mV. As
for Experiment ®, SP are affected by oscillations caused by the pore water temperature variations shown on
Figure 7.3d. These variations of temperature seem to affect more the SP values of this experiment than for
Experiment @. This can be explained by the fact that the variations of SP signal are less important than for
Experiment ®. Indeed, the SP variations caused by temperature oscillations are of the same order of magni-
tude (+ 0.3 mV) than for Experiment @. Despite these oscillations caused by the temperature variations, SP
curves seem to present a small negative bell-shaped signature that can be associated to the ionic concentra-
tion gradients induced by the injection of solution S5. The small amplitude of this electro-diffusive potential
is related to the low EC difference between the initial pore water (0,,,;, = 110 uS cm™1) and the solution S5
(0s5 =128 uScm™1). The bell-shaped variation of SP curves seems to stop around ¢ = 5.5 h and is synchronous
with the stabilization of pH, around 7.7 and with the slowdown in growth of ¢, curve. For ¢ > 6 h, SP signals
of pairs P;-P4 and P,-P, present similar values close to —0.5 mV, while electrical potential is close to 0 mV for
pair P3-P4. All of these final SP values differ from the initial SP values of the three pairs. For long term mea-
surements, the electrodes are known to present a drift of their intrinsic potential with time. However, here
the experiment lasted only 9 h. Thus, the difference between the initial and the final SP values cannot be re-
lated to the drift. No electrokinetic coupling was observed for all previous experiments, therefore it is more
likely that the source of these differences in SP values also comes from the electro-diffusive coupling due to the

dissolution of calcite between electrodes P, and P,.

7.3.2 Discussion in light of Experiments @ and @

For Experiments @ and @, the injection of solutions S1 and S2 that are made of hydrochloric acid generates
local reactive area with an extent of a few centimeters (see Figures 7.5a and b). On the contrary, from the
analysis of the results of Experiments ® and @, the corresponding reactive zones cover larger areas in the
column as illustrated on Figures 7.5c and d. Since the inlet of the column is more reactive than the outlet, a
red color reactivity gradient was used to represent it on Figure 7.5. In Figure 7.5c, the most reactive zone is
even rather located towards the lower half of the column because of the density contrast between the initial
pore water and solution S4, which induced calcite dissolution preferentially under the injection tubes (see
Figure 7.4). This spreading of the reactive zone when injecting a buffered solution with a weak acid compared

to the injection of a strong acid is in agreement with the results of the literature (e.g., Garcia-Rios et al. 2014).

The comparative use of hydrochloric acid and diluted buffered solution in Experiments @ and @ reveals that SP
variations seem not related to the intensity of the dissolution. Indeed, the change of porosity for Experiment @
corresponds to an increase of 0.04 % after 25 h, while for Experiment @, the porosity increased by 0.09 % in 9 h
only. Thus, the injection of S5 for Experiment @ induces more dissolution of calcite than during Experiment @,
but SP signals are stronger for Experiment @ than for Experiment ®@. However, the injection for S3 induced a
contrast of pore water EC close to 90 uS cm™!, while the injection of S5 generated a contrast of pore water EC of

only 18 uS cm™!. Since both conductivity and electro-diffusive potential are based on ions mobilities, a higher
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Figure 7.5: Location of the reactive zone of calcite dissolution highlighted with a reactivity gradient
for (a) Experiment @, (b) Experiment @, (c) Experiment @, and (d) Experiment @. The blue circles in
the column for Experiment @ represent the bubbles.

contrast of conductivity will generate higher electro-diffusive potential differences. Therefore, the comparative
use of hydrochloric acid and diluted buffered solution in Experiments @ and @ reveals that SP variations seem

more related to the contrast of pore water conductivity rather than to the intensity of the dissolution.

SP interpretation given in this chapter is only based on data observations. However, further modeling of these
data using the theoretical framework developed in Chapter 6 would enable to confirm these findings and allow
to quantitatively relate the SP signal to the ionic distributions in the sample. Nevertheless, as bubbles were
formed in Experiment @ due to the high concentration of the inlet solution S4, it seems difficult to be able
to use the the theoretical framework as it is developed in Chapter 6, but it may be possible to adapt it for

unsaturated conditions.
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CHAPTER

8

Spectral induced polarization

signature of calcite precipitation

8.1 Introduction of the chapter

Experiment @, presented in Chapter 6, showed that the reactive zone was located at the entrance of Column 1,
and thus was not within the portion of the column equipped with the measuring electrodes for SIP monitoring.
This limitation of the column design led to the design of Column 2, whose injection tubes are shifted toward
the equipped portion (see Section 4.5). Moreover, the amount of precipitated calcite was found to be low in
Experiment @, when using an over-saturated solution at the inlet (see Section 5.2 for more details about S2
chemistry). Therefore, Two experiments of SIP monitoring were conducted on Bench @ using Column 2. These
experiments are referred as Experiments ® and ® in Chapter 5 and consist in calcite precipitation by injecting

two reagent solutions of CaCl, (S6) and Na,CO3 (S7) simultaneously.

I found no experimental publication of SIP monitoring of limestone dissolution except for Halisch et al. (2018),
who made measurements between different dissolution steps, but did not observe any changes in phase shift
due to dissolution. Thus, since I did not observe SIP signal related to calcite dissolution while performing
several experiments, not presented in this manuscript for simplicity, I decided to focus the SIP characterization
on calcite precipitation process because it has already been investigated with the SIP method, hence I can

compare my data with the published results from Wu et al. (2010) and [zumoto et al. (2020a).

Experiments ® and ® were conducted with the same injected solutions than the one used by Wu et al. (2010)
and Izumoto et al. (2020a), since these previous studies could monitor SIP phase spectra variations correlated
to calcite precipitation in a glass beads matrix and a sand matrix, respectively. Here, Experiments ® and ®
intend to monitor the SIP response to calcite precipitation induced in a matrix of calcite grains at two different
flow rates. The flow rate of Experiment ® is Q = 58.8 mLh~!. This value was chosen to make a link with other
experiments conducted at the same flow rate and on the same experimental bench Bench ). The flow rate of
Experiment ® is Q = 0.51 mLh~!. This low value was chosen to reproduce the experimental conditions used by
Wau et al. (2010) and Izumoto et al. (2020a). The use of these two different flow rates allow to study the impact

of the flow regime on the SIP signature.

This chapter is divided into three sections. First, the results of Experiments ® and ® are presented and analyzed

in two successive sections. Then, the last section broadens the discussion of these experimental results by
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comparing them with the literature.

8.2 Analysis of the results of Experiment ®

Experiment ® lasted about 40 h. The geo-electrical and pH monitoring results are presented on Figure 8.1
in order to highlight their synchronous variations. The stars in the figure represent important events in the
experiment. Event 1 (# = -16.6 h) corresponds to the start of the experiment by injecting a non-reactive solution
to stabilize the system between the inlet and the outlet. Event 2 (£ = 0 h) corresponds to the beginning of the
simultaneous injection of solutions S6 and S7 to precipitate calcite. The outlet pore water chemical analyses

are presented on the separate Figure 8.2.

8.2.1 Pore water electrical conductivity

Pore water EC is presented on Figure 8.1a. Pore water EC was monitored at the inlet and the outlet of the
column with two in-line conductivity meters. During the initialization (for ¢ < 0h), one can observe that the
EC of the inlet solution is steady close to 109 uS cm™!, corresponding to the EC of the injected solution. After
a few hours, the outlet pore water EC also stabilizes around 143 uScm™'. The slight difference between the
inlet and the outlet EC must be caused by a small increase of calcium and hydrogencarbonate concentrations
due to low dissolution when the initial fluid flows through the column, despite the imposed high flow rate of

58.8 mLh~! as seen for previous experiments (see Chapter 7).

S6 and S7 were injected continuously from Event 2 (¢ = 0 h) to the end of the experiment. The solutions were in-
jected from two separate tubes. Thus, the inlet monitored conductivity corresponds to the conductivity of one
of these solutions. For this experiment, the conductivity meter was installed on the injection tube of solution
S6. The inlet pore water EC starts to increase at ¢ = 0.5 h. Then it reaches a plateau around o;,, = 4300 uS cm™
which is close to the EC of solution S6 (o sg = 4480 uS cm™1). The oscillations of + 50 uS cm™! are due to tem-
perature variations as explained in Section 5.3.1 and already observed and described in Chapter 7. The outlet
pore water EC starts to increase at ¢ = 2.6 h. This time delay is consistent with the computed required dura-
tion of 2.1 h to cross the column (see Section 7.2.1.1 for more details). Then the outlet pore water EC reaches
a plateau around o4, = 2970 uS cm™L. o4y, also present some oscillations of + 50 uS cm™!. These oscillations
seem less periodical but in absence of other physical explanation, they are also attributed to room temperature
regulation. Since solution S7 is more conductive than S6, the outlet pore water EC should be higher than the
inlet pore water EC, which corresponds to the EC of solution S6. As the measured pore water EC is lower at the

outlet compared to the inlet, chemical reaction must have occurred in the column.

The pore water EC was also measured on the collected samples of outlet pore water. These samples unsurpris-

ingly present close EC values and consistent time variations with the curve of ;.

8.2.2 pH monitoring

pH is monitored at two locations in the column. Electrode pH; is located at x,, = 13 cm, corresponding to

the position of the SIP measuring electrode P, and electrode pH; is located near the outlet of the column at
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Figure 8.1: Results of Experiment ®. Stars 1 and 2 represent important events. Event 1 (¢ = -16.6 h)
corresponds to the injection of a non-reactive solution. Event 2 (¢ =0 h) corresponds to the beginning
of the simultaneous injection of S6 and S7. (a) the inlet and outlet pore water EC measured with
the in-line conductivity meters and the pore water EC of the outlet pore water samples. (b) time
variations of the real conductivity signal recorded on the channel P,-Py, P»-P3, P3-P4, and P;-P, at
0.01 Hz. (c) time variations of the imaginary conductivity signal recorded on the channel P;-P, at
1000 Hz, 100 Hz, 10 Hz, 1 Hz, 0.1 Hz, and 0.01 Hz. The white squares represent the timings of the
imaginary conductivity spectra presented on Figure 8.3. The blue box corresponds to the zoom view
of the time variations of the imaginary conductivity at frequencies 10 Hz, 1 Hz, 0.1 Hz, and 0.01 Hz.
(d) pH monitored in the column at x,y, = 13 cm and x,y, = 27 cm and pH measured on the samples
of outlet pore water.
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pPXpH, = 27 cm. pH results are presented on Figure 8.1d and one can first observe that the curves are noisy due
to the electric current injection between electrodes C; and C, for the SIP monitoring and that the curves present
variations that are not synchronous with all the other acquisition methods. However, pH is also measured on
the samples of outlet pore water and present synchronous variations with the outlet pore water EC. These
time-delayed variations in pH; and pH, must therefore be related to the complexity of the mixing of solutions
S6 and S7 in the column. Indeed, the solutions S6 (CaCly) and S7 (Na,CO3) do not have the same pH. S6 has
a pH close to 6.5 while S7 has a pH close to 9 (these data were not measured, but taken from the bottles of the
pure solid compounds). In the course of the experiment, pH; and pH; values are certainly influenced by the
initial pH of solutions S6 and S7, but also by the pH evolution due to the calcite precipitation in the column.
It should be noted that the pH is a punctual measurement unlike electrical monitoring which integrates the
volume between the measuring electrodes. The position of the pH electrodes in relation to the distribution of
the injected solutions can therefore have a strong influence on the measured values. Here I have positioned
the end of the pH electrodes as far as possible in the center of the column, but this does not mean that the
distribution of the two input solutions S6 and S7 and the location of the mixing front are perfectly known and

symmetrical.

During the initialization phase (¢ < 0h), after some stabilization, pH; and pH, present similar steady val-
ues around 8.1. Both pH; and pH start to decrease after the beginning of solutions S6 and S7 injection. For
t €[0;9.4] h, pH, decreases from 8.0 to 7.2. For pH; it is more difficult to quantitatively analyze the variations
of its curve due to a higher level of noise, but the trend seems close to the decrease of pH, values. Then, at
t =9.4h, pH; starts to increase, reaches a first plateau around 10.5 for ¢ € [10.7 ; 18.5] h and a second plateau
around 10.8 for ¢t > 18.5h. pH, slightly increases from 7.2 to 7.6 for ¢ € [9.4 ; 18.2] h, then at £ = 18.2h, pH,

abruptly increases and reaches a plateau arond 10.1 for ¢ > 20.4 h.

Given the pH values of the inlet solutions S6 and S7, it appears that pH; and pH; are more influenced by the pH
value of solution S6 for ¢ € [0;9.4] h, then pH; and pH, sudden increases at t =9.4 h and ¢ = 18.2 h, respectively,

must be related to the influence of solution S7 and to the precipitation of calcite.

8.2.3 Outlet pore water chemical analyses

The samples of outlet pore water chemical analyses are presented on Figures 8.2. These analyses correspond to
the measurement of pH, alkalinity, calcium concentration, sodium concentration, and chloride concentration.
Unlike pH; and pHj curves, all of these analyses show synchronous temporal variations compared to ¢, and

O oyt CUIVES.

During the first 2.6 h after the beginning of solutions S6 and S7 injection, all the curves are steady. Sodium and
chloride concentrations are zero since the initial pore fluid does not contain these ions since it is a solution
made of dissolved calcite (see Section 5.2.3.3 for more details). While calcium and chloride concentrations be-
gin to change at ¢ = 2.7 h, pH, alkalinity, and sodium concentration rather start to increase at ¢ = 3.2 h. Solution
S6 is a solution of calcium chloride and solution S7 is an alkaline solution of sodium carbonate. As a result, the
delay between changes in calcium and chloride concentrations on one hand and the increase in pH, alkalinity

and sodium concentration on the other hand can be explained by a delay in the spread of solution S7 compared
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Figure 8.2: Measurements of the outlet pore water (a) pH, (b) alkalinity, (c) calcium concentration, (d)
sodium concentration, and (e) chloride concentration.

to solution S6. This slight delay may be caused by a small variation in the flow rate due to a difference in the
adjustment of the tightening screws of the rotating head of the pump. This time delay observation on the pore

water chemical analyses is in accordance with the cause of the delay of pH; and pH> increase.

After their increase (for ¢ € [3; 5] h approximately) pH, alkalinity, chloride concentration, and sodium concen-
tration become more stable until the end of the experiment. Unlike the other curves, calcium concentration
does not increase and reach a plateau. From ¢ = 2.7 h, calcium concentration increases up to 8.1 mmol L™! and
starts to decrease for ¢ € [3.2; 3.7] h, when pH, alkalinity, and sodium concentration start to rise, and reaches
nearly zero for the last collected sample. Calcite precipitation is expected to reduce calcium concentration.
Thus, the transient increase of calcium concentration can also be explained with the delay in the spread of

solution S7 compared to solution S6.

Given the the comparative analyses of pH, alkalinity, and ionic concentrations variations, the time delay be-
tween solutions S6 and S7 propagation has a duration comprised between 0.5h and 1.0 h. This duration is
much shorter than the time delay of pH; and pH, to rise. Thus the time delay of pH monitoring in the column
may be related to the influence of the mixing front and calcite precipitation rather than on the propagation
of solution S7 through the column. However, reactive transport modeling appears necessary to confirm these

findings.
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8.2.4 SIP monitoring

SIP method was used continuously to monitor amplitude and phase of the complex conductivity on the four
channels P;-P,, P»-P3, P3-P,, and P;-P4 from 0.005Hz to 10*Hz with 41 data points equally distributed over
the frequency range. I choose to present time variations of the real and imaginary parts of the complex con-
ductivity, instead of the amplitude and phase because the big change of pore water conductivity due to the

injection of solutions S6 and S7 distort the phase, especially at high frequencies.

Figure 8.1b presents the time variations of the real conductivity measured at 0.01 Hz for the four channels.
During the initialization phase (¢ < 0h), after 2 h to reach the system stability, the four channels present stable
and almost identical real conductivity values. Then, after the beginning of solutions S6 and S7 injection, the real
conductivity increases successively for the channels P;-Py, P»-P3, and P3-P,4. The increase of real conductivity
of channel P;-P4 looks more like a mean behavior between the three other channels. The real conductivity
increase of all these channels occurs between the increase of the inlet and the outlet pore water EC (Figure 8.1a).
This implies that real conductivity amplitude is controlled by the amplitude of the pore water EC. Thus, the
successive increase between the channels P -P,, P»-P3, and P3-P, is related to the propagation of the solutions
S6 and S7 through the column. Then, for ¢ > 5.6 h, the real conductivity of the four channels remains constant

with similar values comprised between 1040 uS cm™! and 1070 uS cm™".

Figure 8.1c presents the time variations of the imaginary conductivity signal recorded on the channel P;-P,4
at 1000 Hz, 100 Hz, 10 Hz, 1 Hz, 0.1 Hz, and 0.01 Hz. I choose to represent the variations of the channel P;-P,
only, since it corresponds to a mean behavior of the electrical response of the column. Over these different
frequencies and during all the experiment, the imaginary conductivity is low and steady, except at ¢ = 2.4h for
the imaginary conductivity measured at 1000 and 100 Hz. These two data points are synchronous with the rise
of the real conductivity (Figure 8.1b), induced by the increase of the pore water EC, due to the start of solutions

S6 and S7 injection (Figure 8.1a).

The white squares of Figure 8.1c represent the timings of the imaginary conductivity spectra of channel P;-P4
presented on Figure 8.3. One can observe on Figure 8.3, that the propagation of the solutions S6 and S7 induces
a strong decrease of the phase at ¢t = 2.4 h, for frequencies above 100 Hz, then the imaginary spectrum returns
to its shape. This evolution may come from the pore water conductivity increase, caused by the injection of
S6 and S7, as measured by Lévy et al. (2019), who observed high-frequency shift toward negative values for the
phase frequency spectrum when increasing the water salinity. Nevertheless, in this experiment, this imaginary
conductivity decrease is only a transient variation. Thus, in this experiment of calcite precipitation, it seems,

that imaginary conductivity, for frequencies above 100 Hz, is linked to the pore water chemical disequilibrium.

Calcium concentration measured on the outlet pore water samples indicates that calcite precipitates in the col-
umn. However, the low imaginary conductivity values on Figure 8.1c and the absence of imaginary conductivity
increase on the spectra of Figure 8.3, except at ¢ = 2.4 h, seem to indicate that calcite minerals precipitation in

these experimental conditions, does not induce SIP signal similar to the spectra observed in the literature.
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Figure 8.3: SIP phase spectra at different timings: t=-3.3h, t=0.5h, t=1.8h, t=4.3h,and t=9.4 h.

8.3 Analysis of the results of Experiment ©®

Experiment ® lasted about 580 h. The experimental results are presented on the unique Figure 8.4 in order to
highlight their synchronous variations. The stars in the figure represent important events in the experiment.
Event 1 (¢ = -98h) corresponds to the start of the experiment by injecting a non-reactive solution to stabilize
the system between the inlet and the outlet. Event 2 (¢ = Oh) corresponds to the beginning of the simultaneous

injection of solutions S6 and S7 to precipitate calcite.

8.3.1 Pore water electrical conductivity

Pore water EC is presented on Figure 8.4a. Pore water EC was monitored at the inlet and the outlet of the
column with two in-line conductivity meters. During the initialization (for ¢ < 0h), one can observe that
the EC of the inlet solution is steady close to 100 uS cm™?, corresponding to the EC of the injected solution,
while the EC of the outlet pore water requires nearly 100 h to stabilize. However, there is a difference of several
hundreds of micro Siemens per centimeters between the inlet and the outlet. This deviation was also observed
for Experiment ®, but thanks to the stronger flow rate, this conductivity difference was not as noticeable as
for this experiment. I could have pursue the initialization by connecting the outlet to the inlet, as I did for
Experiment @, but this was too time consuming, thus I only waited for o,,; to reach a certain stability before

injecting solutions S6 and S7.

S6 and S7 were injected continuously from Event 2 (¢ = Oh) to the end of the experiment and as for Experiment
®, the inlet conductivity meter was installed on the injection tube of solution S6. Thus, the inlet EC curves
from Experiments ® and ® present similar amplitudes. However, due to the low flow rate of Experiment ®
compared to the flow rate of Experiment ®, inlet EC only reaches a plateau for t > 120 h and this value is
close to the EC value of solution S6 (0ss = 4480 uScm™1). The outlet pore water is steady around its initial

value (at £ = 0h, 0y, = 600 uScm™! during 145 h. Then its curve increases in slope more gently than for the
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Figure 8.4: Results of Experiment ®. Stars 1 and
2 represent important events. Event 1 (¢ = -98h)
corresponds to the injection of a non-reactive so-
lution. Event 2 (¢ = Oh) corresponds to the begin-
ning of the simultaneous injection of S6 and S7. (a)
the inlet and outlet pore water EC measured with
the in-line conductivity meters and the pore water
EC of the outlet pore water samples. (b) real con-
ductivity signal recorded on the four channels P; -
Py, P»-P3, P3-P,4, and P;-P4 at 972 Hz. (c) imaginary
conductivity signal recorded on the four channels
Pl-Pz, Pg-Pg, P3-P4, and Pl-P4 at 127 Hz. (d) pH
monitored in the column at x,y, = 13 cmand
XpH, = 27 cm and pH measured on the samples
of outlet pore water. (e,f,g,h) measurements of the
outlet pore water chloride concentration, sodium
concentration, alkalinity, and calcium concentra-
tion, respectively.
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inlet EC curve. The delay between the start of EC increase at the inlet and the outlet of the column is about
122 h, which is consistent with the time required for the water to flow through the column according to its
dimensions, the initial porosity and the imposed flow rate. For ¢ > 360 h, the outlet EC curve reaches a plateau
with 0y = 3510 uScm™'. As explained for Experiment ®, the lower pore water EC at the outlet compared to

the inlet is a sign that chemical reaction occurred in the column.

The pore water EC was also measured on the collected samples of outlet pore water. These samples unsurpris-

ingly present close EC values and consistent time variations with the curve of g ,,;.

8.3.2 pH monitoring

pH is monitored at two locations in the column. Electrode pH; is located at x,p, = 13 cm, corresponding to
the position of the SIP measuring electrode P, and electrode pHj is located near the outlet of the column at
PXpn, = 27 cm. pH results are presented on Figure 8.4d and one can first observe that the curves are much
more noisy than for the Experiments @ to @ due to the electric current injection between electrodes C; and
C, for the SIP monitoring. However, compared to the pH curves of Experiment ®, the curves of Experiment ®

present variations that seem synchronous with all the other acquisition methods.

During the initialization (¢ < 0h), both pH; and pH; curves are superimposed and present small variations
comprised between 8.1 and 8.3. 55 h after the beginning of S6 and S7 injection, pH, increases fast and reaches
a plateau around 9.5, while pH, starts to increase around ¢ = 120 h and after reaching a maximum pH close
to 9.7 around ¢ = 160 h, the curves decreases quite linearly until the end of the experiment. This constant
decrease in pH, takes place over a much longer time period than the time required for the pore water to flow
through the device. This indicates that this pH change is not related to the flow through the column by the
input solutions, but to the fact that these injected solutions react chemically and change the pH conditions
gradually along the column. Indeed, the solutions S6 (CaCl,) and S7 (Na,COs3) do not have the same pH. S6
has a pH close to 6.5 while S7 has a pH close to 9 (these data were not measured, but taken from the bottles of
the pure solid compounds). pH; therefore has a stable value influenced by the pH of solution S7, while pH,
changes transiently from the pH value of solution S7 to a value closer to the pH value of solution S6. However,
these only two observation points in the column are not sufficient to conclude on the behavior of these two

reagent solutions and to locate the reacting front in the column.

pH is also measured at the outlet on collected samples of pore water. In comparison with pH, curve which
measures the pH close to the outlet of the column, pH values from the outlet pore water samples present
similar amplitudes to pH, for ¢ < 55h. Then pH of the samples increases with a smoother slop and with a
more important time delay compared to pHy curve for ¢ € [120; 240] h. Finally, the pH values of the samples
of outlet pore water show the same linear decrease than pH, curve for ¢ > 240 h, but the values are a bit higher.
This difference in amplitude may be caused by the fact that pH, amplitude in influenced by its vertical position
in the column in relation to the position of the injection tubes, while the samples of outlet pore water are
representative of the real pH solution after the mixing of S6 and S7. Note that all the samples of outlet pore
water were in the form of clear water (i.e. not clouded by the precipitation of calcite micro-particles) and that

they did not show any precipitated calcite grains at the bottom of the beakers, contrary to what I obtained by
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directly mixing solutions S6 and S7 in a beaker.

8.3.3 Outlet pore water chemical analyses

The samples of outlet pore water chemical analyses are presented on Figures 8.4e, f, g, and h. These analyses
correspond to the measurement of chloride concentration, sodium concentration, alkalinity, and calcium con-
centration, respectively. One can observe that all of these analyses present synchronous variations between

them and with EC and pH measured on the same samples and the curve of o, (see Figures 8.4a and d).

The variations of ionic concentrations and alkalinity show that all of them increase except for calcium concen-
tration. As the injected solutions S6 and S7 are rich in sodium and chloride, it is logical to observe the increase of
their concentrations. Chloride concentration reaches a maximal value C¢;- = 21.5 mmol L™! and sodium con-
centration reaches a plateau around Cy,+ = 39.5 mmol L~!. One can however notice that these maximal con-
centrations were expected to be higher given the concentrations of the inlet solutions S6 (Cc;- = 52 mmol L™})
and S7 (Cn,+ = 60 mmol L™!). Nevertheless, the amplitudes reached by chloride and sodium concentrations
are in the same order and it is probable that these values would have continue to increase if the experiment
was pursued for a longer time. Contrary to the variations of sodium and chloride concentrations, calcite con-
centration decreases. Since solution S6 contains a high concentration of calcium and chloride ions, calcium
concentration should increase as observed for chloride concentrations. Thus, the decrease of calcium con-
centration is a sign that calcite has precipitated and that it consumed nearly all the available calcium ions for
t > 190h (calcium concentration measured on samples collected for ¢ > 192 h, was below the detection limit,
it was thus set to 0 mmol L™1). However, alkalinity increases and reach a plateau around 22 mmol L7L. In the
range of pH explored during this experiment, alkalinity can be approximate by the concentration of hydrogen-
carbonate (see Section 1.2.1 for more details). Thus, the measured alkalinity is a really high value compared
to the injected hydrogen concentration of solution S7. Thus, despite this high alkalinity value, all the other

chemical analyses clearly show that calcite precipitation occurred in the column.

8.3.4 SIP monitoring

SIP method was used continuously to monitor amplitude and phase of the complex conductivity on the four
channels P;-Py, P,-P3, P3-P4, and P; -P,. Figures 8.4b and c present the results of the SIP monitoring on the four
channels at the unique frequency 972 Hz, where clear phase shift variations were observed on the spectra. On
Figures 8.4b and c, I choose to present the real and imaginary parts of the complex conductivity, respectively,
instead of the amplitude and phase because the big change of pore water conductivity due to the injection of
solutions S6 and S7 has a huge impact on the phase and hides the complex conductivity variations that may be
related to calcite precipitation. Furthermore, Wu et al. (2010) and Izumoto et al. (2020a) also use the real and
imaginary conductivity in their publications, thus it will help the comparison. Note that, one can observe some
gaps in the data. These gaps are measurements that have been removed because the device showed unstable
measurements. The acquisition was therefore stopped and then restarted regularly during this experiment in
order to verify the quality of the measurements. This problem is discussed later when presenting the imaginary

conductivity data.
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The real conductivity of the four channels presents variations that seem highly related to the changes of pore
water EC (Figures 8.4a and b). During the initialization (¢ < 0h), the real conductivity stabilizes and reaches
close steady values for the four channels. At ¢ = 0h, the values of 01’1—?2’ U/PZ—Ps’ U;,s_m, and U/Pl_P4, are
55.7uScm™!, 85.0 uScm™!, 110.3 uScm™!, and 77.34 uS cm™!, respectively. Real conductivity of channel P; -
P4 appears to be a mean value of the real conductivity gradient measured between the channels P;-P,, P,-Ps,
and P3-P,4. This real conductivity gradient is consistent with the difference of pore water EC between the inlet
and the outlet (o,,; > 0, at £ = 0h). After the start of solutions S6 and S7 injection, the real conductivity
of each channel increases one after the other for the channels P,-P,, P,-P3, and P3-P4 due to the fluid prop-
agation through the column. Thanks to high sampling rate of SIP acquisition compared to the fluid velocity
in the column, one can really observe the propagation of the real conductivity front, the time delay between
the real conductivity increase on each of these channels is about 20 h. The channel P;-P4 behaves as the mean
measurement and thus does not reproduce the same pattern and presents a smoother slope. Then, around

Land

t > 300 h, the real conductivity stabilizes for all the channel with values comprised between 1055 puS cm™
1100 uScm™'. This gradient of conductivity between the channels P;-P,, P,-P3, and P3-Py is consistent with
the difference of pore water EC between the inlet and the outlet (64, < 0;,) and must be related to the precip-
itation of calcite which slightly decreases the pore water conductivity and thus the real conductivity amplitude.
I do not think though that the amount of precipitated calcite is sufficient to relate this real conductivity de-

crease along the column to changes of the effective properties of the porous medium since the decrease of the

real conductivity amplitude between the channels is low.

The imaginary conductivity presented on Figure 8.4c shows negative values whereas it is normally defined to
be always positive. Nevertheless, the imaginary conductivity shows interesting time variations, with consistent
patterns between the channels, suggesting that these measurements are related to the chemical changes in-
duced by the precipitation of calcite minerals in the column. First, the reached amplitudes (between -1.3 and
0.5 uS cm™1) are much lower than in the experiments conducted by Wu et al. (2010) and Izumoto et al. (2020a).
Indeed, Wu et al. (2010) obtained a maximal value of 36.87 uS cm™ !, while Izumoto et al. (2020a) measured a
maximal imaginary conductivity up to 922.8 uS cm~!. Moreover, while Wu et al. (2010) associate the increase
in imaginary conductivity with the growth of grain size, here the maximum variation of measured imaginary
conductivity (although it is a negative value) is obtained for the P;-P, channel between 30 h and 240 h, when
the conductivity difference between the inlet and outlet of the column is the highest and when the real conduc-
tivity also varies strongly. This bell-shaped variation can also be observed for channels P,-P3, P3-Py4, and P;-Py,
but with smaller amplitude differences, especially for channel P3-P,4. It is also noticeable that this transient
variation presents a repeated temporal shift between channels Py-Py, P»-P3, and P3-P4. Channel P,-P, does
not follow this trend and rather represents an average value. These transient variations are more similar to SP
signals, which are related to concentration gradients rather than to the growth of precipitated calcite grains.
Besides, the fact that the amplitude of variation of the imaginary conductivity is the largest for the P;-P» chan-
nel could indicate that the most reactive zone is located between these electrodes. However, it seems necessary

to model the mixing zone to confirm this.

The diamonds of Figures 8.1b and c represent the timings of the phase spectra of channel P;-P, presented

on Figure 8.5. One can observe, as in Experiment ®, that the propagation of the solutions S6 and S7 induces
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Figure 8.5: SIP phase spectra at different timings: £=-3.33d, 1=0.80d, t=2.72d, t=3.76d, £=6.98d,
and £=13.78d.

a strong decrease of the phase for frequencies above 100 Hz, then, for ¢ > 3.76 d, high-frequency imaginary

conductivity values start to increase and become positive at the end of the experiment.

Izumoto et al. (2020b) performed SIP measurements during calcite precipitation in a millifluidic device on
three channels along the sample (named upstream, middle, and downstream, by the authors). They obtained
bell-shaped imaginary conductivity spectra associated with the formation of a horseshoe shape front of pre-
cipitated calcite minerals. In addition, on the spectra of the upstream channel, they observed negative imag-
inary conductivity values between 1 and 100 Hz, reaching a minimal value of —7.6 uScm™!. In his doctoral
thesis, [zumoto (2021) modeled these negative imaginary conductivity data using an empirical model based
on a heterogeneous distribution of complex electrical conductivity, with different chargeability values. He ob-
tains a minimal negative imaginary conductivity value of —28 uScm™"! at 600 Hz. Izumoto (2021) attributes
the heterogenous complex electrical conductivity distribution to the heterogeneous distribution of solute con-
centration, which induced faster and more abundant calcite precipitation in the part of the sample with higher
concentrations. Thus, the imaginary conductivity negative variations observed in Experiment ® and described
in the previous paragraph are in accordance with the negative imaginary conductivity values measured by Izu-
moto et al. (2020b). In addition, the decrease of the imaginary conductivity spectrum of Experiment ® mea-
sured at ¢ = 2.4h(Figure 8.3), may be explained by the same phenomenon of heterogenous complex electrical

conductivity distribution induced by heterogeneous precipitation of calcite minerals in the column.

The imaginary conductivity presented on Figure 8.4c shows some amplitude shift between the different series
of acquisition without showing variations related to the experimental conditions. This shift is clearly visible
between the penultimate series (acquired between 240 h and 290 h) and the last series (acquired between 300 h
and 375h). Since it may be an instrumental problem, I sent the data to the manufacturer who is currently

investigating it.
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8.4 Discussion in light of the data from the literature

Both Experiments ® and ® show interesting results that need reactive transport modeling to confirm the find-
ings based on the analyses of the experimental results and mechanistically reproduce the propagation and the

interaction between solutions S6 and S7 and the calcite matrix.

The SIP results of both Experiments ® and ® present imaginary conductivity data that seem not in accordance
with the results of SIP monitoring of calcite precipitation already performed by Wu et al. (2010) and Izumoto
et al. (2020a) that have measured important increase of imaginary conductivity related to calcite precipitation
in a matrix of glass bead and a matrix of silica sand, respectively, while for Experiment ® in particular, the
experimental conditions (i.e., inlet concentrations and flow rate) were really close to the conditions set in these

studies. The major difference is that I used a calcite grain matrix.

Literature about the dynamics of calcium carbonate formation and about the growth of calcite crystals shows
that the precipitation of calcite can occur through a wide variety of pathways to form crystallized particles that
will attache to the other crystals and these pathways can be very different from the commonly modeled crys-
tallization of monomer-by-monomer addition (e.g., de Yoreo et al. 2015). The invoked precursor phases of the
calcite crystal can range from amorphous phases to crystalline nanoparticles and the observation of one or an-
other form of these precursor phases is controlled by thermodynamics and kinetics (e.g., de Yoreo et al. 2015;
Lassin et al. 2018). Then, the crystal growth following the nucleation stage, can also be driven by many com-
peting processes that can redissolve some of the solid phases and select others (e.g., Gal et al. 2013; de Yoreo
et al. 2015). However, the presence of a foreign surface importantly affects the pathway of crystallization be-
cause it can lower the energy barrier to nucleation (e.g., Fernandez-Martinez et al. 2013; de Yoreo et al. 2015).
In the case of calcite, it has been found that depending on the mineral surface or on the biological film that
surrounds the the volume within which nucleation occurs, the mechanisms of calcite crystals formation were
not universals (e.g., Hu et al. 2012). Stockmann et al. (2014) conducted an experiment of calcite crystallisation
on different silica minerals and on calcite crystals for comparison. They found that calcite precipitated instan-
taneously and at a constant rate in the presence of calcite grains but for the silica minerals, they found slower
initial precipitation rates that became independent of substrate identity over time. Noiriel et al. (2016) made
also similar observation after conducting calcite precipitation in columns filled with glass beads and calcite
or aragonite, with preferential precipitation on calcite and aragonite compared to glass beads and with dif-
ferent crystal shape, surface area, and pore roughness depending on the initial substrate between calcite and

aragonite, inducing contrasted impacts on porosity-permeability evolution between the two columns.

The nature of the matrix used to generate the nucleation and growth of calcite crystals seems thus very im-
portant and may be a key parameter to explain the absence of important imaginary conductivity increase for
Experiments ® and ®. Indeed, if heterogeneous minerals help to decrease the thermodynamic barriers for
the nucleation of calcium carbonate particles, this can possibly lead to the formation of amorphous forms
which may influence more the imaginary conductivity than the addition of monomers, which is the mecha-
nism mainly invoked for calcite crystals growth on calcite surface (e.g., Stockmann et al. 2014). However, none

of the experiments conducted by Wu et al. (2010), Izumoto et al. (2020a) or in this thesis can give insights about
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the mechanisms of calcite crystals nucleation and growth. Nevertheless, the fact that the nature of the initial
matrix used to precipitate calcite may play a role in the imaginary conductivity amplitude is totally unrelated
to the size of the precipitated grains as invoked by Wu et al. (2010) and modeled by Leroy et al. (2017). Thus,
I believe that further investigations of the SIP signature of calcite precipitation must be conducted at smaller
scale to be able to link the SIP spectra to real mechanisms of nucleation and calcite growth (e.g., Izumoto et al.

2020b).
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Conclusions

Hydrogeophysics appears today as an essential discipline for the study of reactive processes since it overcomes
the limits of conventional sampling and tracing techniques. Geo-electric methods in particular allow a number
of advances both in the laboratory and in the field thanks to their high sensitivity to physical and chemical
properties of rocks and of pore fluids. My thesis work is in the continuation of geophysical developments to

study key processes that are related to mineral and pore water interactions.

This thesis focused on the development of the comprehension of the geo-electrical signal generated by cal-
cite dissolution and precipitation processes. Some studies from the literature have already performed geo-
electrical monitoring of calcite dissolution or precipitation processes, however, their number is reduced and
their comparison reveals some contradictions. Besides, most of these experimental studies from the litera-
ture rely on empirical relationships rather than mechanistic interpretation of the processes involved in the
geo-electrical response. Therefore, this thesis pursued two objectives. On one hand, this thesis brought new
laboratory results to address the lack of experimental data with the development of an experimental device
to study the coupling between fluid-rock chemical interactions, hydrodynamic properties, and geo-electrical
signatures. On the other hand, this thesis proposed to improve some petrophysical relationships relating geo-
electrical properties to the porous medium effective parameters, which is thus studied at the representative

elementary volume (REV) scale.

The two electrical methods used for the geo-electrical monitoring were the spectral induced polarization (SIP)
and the self-potential (SP). The joint use of these methods allows the characterization of both the structural
properties of the porous matrix, the mineral-solution interface properties and the geochemical evolution of
the porous fluid. SP is a passive technique consisting in the measurement of the natural electric field mainly
generated in the context of calcite dissolution and precipitation study, by water fluxes and concentration gra-
dients, through the electrokinetic and the electro-diffusive couplings, respectively. SIP is an active method
measuring the electrical complex conductivity over a low frequency range (from mHzto kHz). The electrical
complex conductivity is a geophysical property whose real and imaginary components are related to the pore
water chemistry, the microstructural properties of the porous medium, and to the surface state of the minerals

that form the porous matrix.

I developed a new petrophysical model in this thesis to interpret the real part of the complex conductivity when
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neglecting the contribution of the surface conductivity. The electrical conductivity of the porous medium is
related to microstructural parameters, such as porosity, tortuosity, and constrictivity. Taking into account the
constrictivity in the description of the poral space constitutes one of the main interests of this model compared
to models in the literature, that generally only consider the tortuosity to describe the complexity of the environ-
ment. This model of electrical conductivity also relates this property to the permeability of the medium which
is a key hydrodynamic parameter. This model was successfully used on a variety of data of the literature from
simple unconsolidated media to consolidated sedimentary rock samples presenting different types of porosity.
The model was also used on digital images of calcite dissolution and precipitation simulations and showed
that it can reproduce structural changes linked to dissolution and precipitation processes by only adjusting the
medium constrictivity as predicted in the literature. Contrictivity monotonously decreases or increases under
dissolution or precipitation conditions, respectively. Thus, constrictivity is a good witness of how dissolution

and precipitation processes affect the porous medium microstructure.

Two experimental benches were developed during this thesis. They permit to follow alternatively the disso-
lution or precipitation of calcite using SP or SIP acquisition, with the monitoring of the electrical conductivity
of the inlet and outlet pore water, and by performing chemical analyses on samples of the outlet pore water.
These experimental benches were designed to ensure a constant injection of the reactive inlet solutions in the
sample holder under atmospheric conditions of pressure and temperature. As my thesis focuses on the chem-
ical reactivity of calcite, the sample chosen for the experimental work was a synthetic sample made of loose
calcite crystals with sorted grains size. This development work has first led to the creation and improvement
of non-polarizable Ag-AgCl electrodes, in order to provide a reliable and long-lasting acquisition. Then the
development of the first experimental bench led to the design and testing of a first sample holder allowing
to discretize the geo-electrical measurement. The analysis of the dimensions of the column, constituting this
sample holder, according to quality criteria taken from the literature as well as from the first experimental re-
sults showed that this column was too wide compared to the spacing of the electrodes and that the injection
of the input solutions was too far from the zone equipped for the geo-electric monitoring. Therefore a second
column was designed to meet these limitations. This second column, thinner and with an offset injection at
the level of the geo-electrical signal measurement zone, was also designed to measure the pH at two positions

in the column: just after the injection and close to the exit of the column.

Among the experiments conducted for this thesis, the results of six experiments are presented in this manuscript.
The first experiment, conducted on the first experimental bench, lasted the longest with a duration close to
100 d. This experiment investigated both the effects of dissolution and precipitation on the geo-electrical sig-
natures using alternatively SP and SIP acquisition. It showed that the ionic concentration gradients induced
by the injection of reactive solution in the column generated clear SP transient signal related to the electro-
diffusive potential. In order to mechanistically describe and quantify this phenomenon, I developed a new
theoretical framework that combines 1D reactive transport modeling and a new petrophysical relationship
that I developed for multi-species reactive systems. The results of this numerical framework reproduce nicely
the measured SP signals for both dissolution and precipitation. Thus, this approach is very promising for the
use of SP monitoring of reactive transport. The reactive transport simulation however showed that the reactive

zone was located at the entrance of the column and thus did not reach the part of the column equipped with
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the measuring electrodes. This limitation of the column design could explain why SIP results did not present

variations related to mineral and solution interactions.

Based on the first experiment limitations, I defined the objectives of a series of new experiments, conducted on
the second experimental bench and constituting shorter and more focused tests, using a single geo-electrical
acquisition method between SP and SIP and focusing on a single process between dissolution and precipita-
tion. Thus, various experimental conditions could be tested to highlight their influence on the geo-electrical
signatures. First, I investigated further the SP response to calcite dissolution by changing the location of the
inlet solution injection compared to the location of the measuring electrodes in the column. By analyzing and
comparing the SP signals to the results from the pH, the pore water electrical conductivity, and the chemical
analyses of the samples of outlet pore water, I was able to differentiate the SP signature of the reactive zone
from the one of the non-reactive zone. Then, I compared the effect of using buffered solution of weak acid
instead of strong acid at the same pH but at different concentrations. I thus used one concentrated buffer and
one diluted buffer. I observed contrasted results from these experiments, but the main result is that the reac-
tive zone is larger when using a buffered solution and this can be correlated to the SP signal analysis. Since I
did not find results of SIP monitoring of calcite dissolution in the literature and that I did not observe any SIP
signal related to this process when I performed laboratory experiments of calcite dissolution using different
inlet acid solutions, I rather focused on studying calcite precipitation monitored with SIP method in order to
compare my results to the one available in the literature. While I used experimental conditions as close as pos-
sible to those presented in the literature and for which a SIP signal clearly related to calcite precipitation had
been identified, I did not observe a similar SIP response. These SIP results are thus in contradiction with the
common explanation which relates the amplitude of the polarization to grain size distribution. It is possible
that the absence of this SIP signature is related to the different crystallization mechanisms documented in the
literature and which show that the nature of the porous matrix initially present in the medium can condition

the appearance of certain ephemeral phases that would be more or less capable of polarization.

In view of my thesis works, it appears first of all that the conclusions on the experimental results, which are cur-
rently only based on the qualitative analysis of laboratory measurements, must be compared with mechanistic
models, in particular for the experiments of SP monitoring of calcite dissolution, in order to confirm these
interpretations. Of course another perspective would be to study the impact of the variation of experimental
conditions whose influence has not yet been tested. As such, the influence of the calcite matrix could give in-
teresting results by testing for example different grain size distributions. It also seems important to validate the
results of the literature by using a porous matrix similar to those used for the SIP monitoring of calcite precip-
itation instead of calcite grains. Nevertheless, the understanding of the source mechanisms of the SIP signal
seems difficult to grasp at the REV scale. This comes first from the complexity of the medium at this scale, but
it is especially due to that mineral-solution interactions involve microscopic surface processes. Therefore, the
enhancement of the SIP signal understanding could be achieved through experimental development of geo-

electrical monitoring at smaller scales using microfluidic devices and high-resolution imaging techniques.
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