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Abstract ix

Couches limites fluides et équations elliptiques dégénérées
Abstract

This thesis is devoted to the mathematical analysis of several boundary layer models in fluid dynamics.
The starting point of our study is the Proudman problem, which describes the behavior of an incom-
pressible highly rotating fluid between two spheres. In the low Rossby and low Ekman number limit,
multiple nested boundary layers appear. They had been described, at a formal level, in previous works.
The goal of the first part of this manuscript is to study rigorously several of them (in particular the
equatorial Ekman layer) and to propose strategies of proof to justify the complete asymptotic expansion.
In a second part we consider an MHD model, within which shear layers take place. They bear a strong
resemblance to the boundary layers studied in the first part.

Eventually, the last part is dedicated to a stationary Burgers equation with transverse viscosity, for
which we construct sign-changing solutions. Our long term goal is to construct solutions of the Prandtl
system with a recirculation bubble, for which the present system play the role of a toy-model.
Remarkably, several of the systems studied in the present manuscript belong to the class of degenerate
elliptic equations.

Keywords: boundary layers, fluid dynamics, multiscale analysis, degenerate elliptic equations, magne-
tohydrodynamics

Résumé

Cette these est consacrée a I’analyse mathématique de plusieurs modeéles de couches limites en mécanique
des fluides.

Le point de départ de ’étude est le probleme de Proudman qui modélise le comportement d’un fluide
incompressible en rotation rapide entre deux sphéres. Dans la limite ot le nombre de Rossby et le nombre
d’Ekman sont petits, de nombreuses couches limites imbriquées apparaissent, et avaient été décrites
formellement dans des travaux antérieurs. Le but de la premiére partie de cette these est d’étudier
rigoureusement plusieurs d’entre elles (en particulier la couche d’Ekman équatoriale) et de donner des
pistes pour justifier le développement asymptotique.

Dans une seconde partie on s’intéresse a un modeéle issu de la magnétohydrodynamique, au sein duquel
apparait une couche de cisaillement tres similaire aux couches limites étudiées dans la premiere partie.
Enfin, en vue de construire des solutions stationnaires du systéme de Prandtl possédant des bulles de
recirculation, on étudie dans la derniére partie une équation de type Burgers stationnaire avec viscosité
transverse, pour laquelle on construit des solutions changeant de signe.

De fagon remarquable plusieurs des systémes étudiés entrent dans le cadre des équations elliptiques
dégénérées.

Mots clés : couches limites, mécanique des fluides, analyse multi-échelles, équations elliptiques dégé-
nérées, magnétohydrodynamique

Laboratoire Jacques-Louis Lions
4 place Jussieu — 75005 Paris — France



Abstract




Contents

[Abstract] ix
[Contents xi
@ |Présentation générale (en francais)| 1
[T [Mécanique des fluides et petits parametres . . . . . . . .. ... .. ... .... 1
1.2] [Perturbations singulieres et régulieres|. . . . . . . . . ... ... ... ... ... 2
Equations elliptiques| . . . . . . . oo 7
[ 4 [Les couches limites: pourquoi et comment 7 . . . . . . . . ... . ... ..... 8
|Organisation du manuscrit| . . . . . . . . ... L L oL o 12
Introduction] 13
BT Nofationsl . . . . . . . . . . 13
2.2 [Context of the thesis| . . . . . . . .. ... . . oo 17
| About degenerate elliptic equations| . . . . . . ... .. ... ... ....... 32
24 [The one dimensional Proudman problem| . . . . . . . . ... .. ... ...... 33
Bl [Proudman problem| 47
B [Physical modelization]. . . . . . . . . . . . . . .. . ... 47
|Preliminary results on the Proudman problem|. . . . . . .. .. ... ... ... 54
[Overall view of the construction] . . . . . . . . . .. .. ... ... ... ..... 59
B4 [The Ekman layers for two disks| . . . . . . . . .. . . ... ... ... ...... 61
[The shear Tayers|. . . . . . . . . . . . . e 69
3.6] [Formal remarks on the equatorial problem| . . . . . . ... ... ... ... ... 101
B [Conclusion and perspectives| . . . . . . . . . . ... ... ... ... 105
[d [Mathematical study of the equatorial Ekman boundary layer] 109
ED Moiroductionl . . . . . . . . oot 109
|[Existence and properties of weak solutions| . . . . . . ... ... 111
4.3] |Uniqueness and transparent boundary conditions| . . . . . . ... .. ... ... 119
EA [Appendix] . . . . .. ..o 125
[Acknowledgements| . . . . . . ... 128
[MHD shear Iayer| 129
BO Motroductionl . . . . . . .. oot 129
B2 [Preliminary results . . . . . . . . . . . . ... 138
[Hartmann Tayers] . . . . . .. . . . ... 140
B4 [Toy model for the shear layer] . . . . . . . .. . . . . ... ... ... ...... 148

xi



xii Contents

|Conclusion and perspectives| . . . . . . . . . .. ... ..o 157
ISign-changing solutions to the stationary Burgers equation with transverse |
161

G Motroductionl . . . . .« v v v v v e 161

6.2 [Well-posedness results for the linear problem|. . . . .. .. ... ... ... ... 166

------------------- 171

[Cocal uniqueness of solutions to the nonlinear problem] . . . . . . ... .. ... 173

6.5 [Strategy of proof of Conjecture[6.2.6] . . . . . . . .. .. .. ........... 173

6.6 |Appendix: Technical lemmas| . . . .. ... ... ... ... ... ........ 186
[Al Some basic methods and tools 187

ATl [How tosolve afinear ODE Q. .« . . o o v vv e oot e e e 187

[A2 Duhamel formulal . . . . .« o o oo e 188

[A3 [Laplace transform|. . . . . . ... ... o o 189

[A4 Weighted Sobolev spaces . . . . ... ... ... ... ... ... 189

[AH [Scalings, cut-offs and scaling] . . . . . . . . .. ... ... ... ... 190

Bibliograp 195

Contents 201



Chapitre

Présentation générale (en francais)

Sommaire du présent chapitre

[I.1l [Mécanique des fluides et petits paramétres|

[Perturbations singuliéres et réguliéres|

1.3l [Equations elliptiques|

W N N =

[I.4] [Les couches limites: pourquoi et comment 7
[Organisation du manuscrit| 12

Cette theése a pour sujet ’étude mathématique de plusieurs modeles de couches limites en méca-
nique des fluides : couche de Stewartson apparaissant entre deux spheres en rotation et couche
de cisaillement en MHD. On construira également des solutions changeant de signe pour une
équation de type Burgers avec viscosité transverse. Cette derniére équation peut étre vue comme
un toy-model pour I’équation de Prandtl stationnaire.

L’objectif de cette introduction et du chapitre qui suit est de présenter les différents modeles
étudiés, les hypothéses physiques sous-jacentes ainsi que des outils mathématiques spécifiques
pour les étudier.

1.1 Meécanique des fluides et petits parametres

Lors de I'étude des systeémes fluides, il est fréquent d’adimensionner les équations et de faire
apparaitre des parametres sans dimension, représentant les influences respectives des différents
phénomenes physiques. Parmi les parametres qui joueront un réle important dans cette these,
nous pouvons citer par exemple le nombre de Reynolds Re (mesurant 'influence des forces de
viscosité par rapport au terme d’advection) ou le nombre de Rossby Ro (mesurant I'intensité de
la rotation). D’autres parameétres fréquemment rencontrés mais qui n’interviendront pas ici sont
par exemple le nombre de Froude F'r (mesurant 'intensité de la stratification) et le nombre de
Mach Ma (mesurant le rapport entre la vitesse typique du fluide et la vitesse du son).

Lorsque ces parameétres sont petits, des phénomeénes de pénalisation singuliere peuvent appa-
raitre. Les paragraphes suivants ont comme objectif d’expliquer ce phénomene de pénalisation
singuliére et les conséquences attendues.
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1.2 Perturbations singulieres et réguliéres

Mathématiquement le probléme des petits parametres adimensionnels en physique se traduit par
une équation dépendant d’un parametre que ’on notera dans ce chapitre €. Si ce parametre &
est trés petit, peut-on raisonnablement le négliger face a 1, c’est-a-dire peut-on approximer le
probléeme pour € < 1 par celui obtenu avec e =07

Autrement dit, en traduisant ¢ < 1 par e — 0 :

Comment relier la limite de la solution de 1’équation avec la solution de 1’équation
limite ?

Avant d’aborder le cas des équations différentielles considérons pour commencer des équations
polynomiales.

1.2.1 Premier exemple de développement asymptotique
Un trin6me du second degré

Un des exemples les plus simples est le suivant :
Quelles sont les racines du polynéme P.(X) = X2 —eX — 1 lorsque ¢ est trés petit devant 17
Intuitivement les solutions sont proches de celles de Py = X2 —1 c’est-a-dire &1. Ici un calcul
explicite est possible et les deux solutions exactes sont :

/ 2
xt = etviter ::i:1+§+0(6)
2 2

A Taide de la formule explicite précédente il est alors possible d’obtenir le développement
limité & tout ordre de 2.

Mais comment faire sans cette formule explicite ?

Une idée pour établir un développement asymptotique est de raffiner progressivement les
informations sur o

e -

Bornes sur les solutions

Le point de départ de toute méthode est d’abord de montrer que pour ¢ assez petit on a bien
deux solutions ainsi que d’obtenir une borne sur celles-ci.

Ici le théoréme des valeurs intermédiaires nous suffit : pour 1 > ¢ > 0on a P.(£2) > 1> 0
et P.(+4) < —2. On en déduit qu’il existe une et unique solution dans [%,2] et une et unique
solution dans [—1, —2]. On note ces solutions z} et z_ respectivement.

Remarque 1.2.1. Cette étape est cruciale et le point de départ de toute ’analyse. On remarquera
que, pour le cas des EDP, ce sont les estimées d’énergie qui fournissent de telles informations.

Bootstraps

On effectue alors une méthode dite de bootstrap : on réinjecte successivement les approximations
obtenues dans 1’équation pour en améliorer la précision.

Pour simplifier on se concentrera sur x_ que l'on notera simplement z. dans la suite, le
traitement de 1 étant identique.

Comme z. est bornée on en déduit que ex. — 0 quand € — 0. De I’équation :
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on obtient donc 22 — 1 — 0 et comme z, € [~2, —1] on conclus :
. — —1

Remarque 1.2.2. Un argument plus topologique, et plus générique, est de remarquer que comme
z. est borné, on peut construire une sous-suite extraite convergeant vers un Zy. En passant a la
limite ’équation on obtient £y = —1 qui est indépendant de ’extraction d’ou z. — —1.

En adoptant un vocabulaire plus proche de l’analyse fonctionelle on notera que, de par
Bolzanno-Weierstrass, la borne |z.| < 2 permet de conclure directement la convergence forte.
En pratique pour des EDPs il faudra se contenter, dans un premier temps, de convergence faible.

Pour obtenir 'ordre suivant on écrit ensuite z. = —1+7r. ot 7. = o(1) et on cherche a gagner
des informations sur r..

L’équation sur r. est :
(—14+7r)*—e(-1+r.)—1=0

c’est-a-dire :
—2r5+7'§+5+5rs =0

sachant que 7. = o(1) cela donne donc :
—2re +o(re) = —e 4 o(¢)
et donc

1
re=ge+t o(e).

Pour obtenir 'ordre suivant la procédure est la méme, avec r. = %5 + s. on obtient comme

équation :
1 2 1
(—1+2e+35) —6(—1-1-254-58) —1

ce qui apres simplification s’écrit :

1
——e? — 25, +52=0

4
et en utilisant le fait que s. = o(¢)
1
se = ——e2 +o(e?).
8
On peut ensuite continuer en posant s, = —%52 + t., puis en écrivant I’équation sur t. et en

utilisant t. = o(e?), etc.

Utilisation d’ansatz

Plutdét que d’effectuer le développement comme précédemment une méthode utilisée est ['utili-
sation d'un ansatz. 1l s’agit d’écrire la solution sous une forme faisant déja ressortir les échelles
caractéristiques.

Ainsi dans notre exemple si 'on écrit :

T. = ag + cay + £%ay + o(e?)
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on obtient comme équation :
a + 2apare + (a% + 2apaz) e? —cag — %ay — 1+ o(e%) = 0.
On résout alors les équations pour chaque ordre en € en commencant par ’ordre le plus bas :

o A Tordre 0 I’équation est :

et donc on a bien qp = —1.

o A Tordre 1 I’équation est :
2ap0a1 —ag =0

ce qui donne en utilisant ag = 1 la valeur a; = %
o A Tordre 2 I’équation est :
a% + 2apay — a1 =0

ce qui en utilisant les valeurs déja trouvées permet d’obtenir as = —%.

Remarque 1.2.3. Méme si 'utilisation d’un ansatz semble bien plus rapide, il faut noter qu’il est
nécessaire de trouver la bonne forme de ’ansatz, ce qui n’est pas forcément évident.

Quelques autres exemples

Le principe utilisé ici s’applique dés qu’on a un polynéme en X avec des coefficients polynomiaux
(ou analytiques) en &,

du moment que aq(0) # 0.

Si cette derniere condition est vérifiée on parle de perturbation réguliére. Le fait que les racines
de P. tendent vers les racines de P, est par exemple le fameux théoréme de continuité des racines
par rapport aux coefficients. De plus cette méthode est quantitative : elle permet d’obtenir de
maniere explicite le développement méme si I’on ne connait pas une forme fermée pour les racines
(il s’agit d’une méthode de fonctions implicites).

Par exemple si 'on considere :

P(X)=X"—eX -1

on sait que pour € > 0 assez petit il existe une unique solution réelle x., mais il n’existe pas
de formule explicite donnant z. en fonction de €. Néanmoins, en procédant exactement comme
précédemment, il est tres facile d’obtenir par exemple :

1
zf =1+ ?5—1—0(5).

Enfin il faut noter que le développement n’est pas nécessairement en puissances entieres de ¢
et qu’il faut donc étre prudent au moment d’injecter des ansétze.
Par exemple considérons :

PAX)=X?-2X+(1—¢)
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alors si l'on essaye d’injecter un ansatz de la forme z. = ag + a1 + o(¢) on obtient :

« A l'ordre 0, ap = 1.

o A Pordre 1, 2aga; —2a; — 1 =01i.e (2 —2)a; = 1 ce qui est absurde.

La cause de cette contradiction est la non pertinence de I'ansatz. En effet les solutions sont
r¥ = 14 /¢ ce qui ne correspond pas a I'ansatz précédent qui est uniquement en puissance

entiére de /z. Néanmoins avec 2. = 1 + r. on obtient bien 72 = . De plus ansatz (correct)
T. = ag + a1/e + o(y/€) donne aussi ap = 1, a; = +1.

1.2.2 Une perturbation singuliere

Considérons désormais un probleme légerement différent :

Quelles sont les racines du polynéme P.(X) = eX? — X — 1 lorsque ¢ est trés petit
devant 17

On pourrait penser que la construction précédente s’adopte sans modification, mais ce n’est
pas le cas.

Ici le probleme est le suivant : pour tout € > 0 le polynéme P. possede deux racines. Néan-
moins Py n’en possédant qu’une il est impossible d’approximer naivement celles de P. par celle
de Po.

On parle dans ce cas, ou ’équation pour ¢ = 0 n’a pas la méme nature (ici degré) que
I’équation pour € > 0, de perturbation singuliére.

Afin de voir ce qui se passe, notons que pour le trinéme du second degré proposé la résolution

explicite est possible, et donne :

1+1+4e
2¢ '
Un développement limité a 1’ordre le plus élevé est :

+ _
To =

xZ =—-1+0(1)

1 1
2-tief)
9 9

On a z7 tend vers une racine de Py, mais z} est non borné.

si I'on cherche & obtenir comme précédemment une méthode générale on observe qu’'une fois
le premier ordre du développement obtenu en posant 27 = —1 +r7 et 7 = 7! + 7> ol
r- =o(1),rF = o(¢!) on obtient :

ro+2er; —e(rD)?—e=0
rt 4+ (erf)rf —1=0
d’ott :
r. =€+ o(e)
T =1+o0(1).

On voit bien que le probleme supplémentaire est en fait d’obtenir ce premier terme du déve-
loppement.

Plus précisément, on peut montrer par le théoreme des valeurs intermédiaires que z_ est
borné et en déduire 7 = —1 + o(1) mais ce n’est pas possible pour zt. si I'on peut ici utiliser
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des relations coefficients racines ou remarquer que ex —1 = 1/(z7) de maniere générale il faut
identifier 1’échelle é avant tout autre analyse.
Une fois cette échelle en ¢! établie, le changement de variable z. = e~ '£. permet d’obtenir :

552 - fe —e=0
ce qui permet de montrer que &, est borné, i.e la premiere étape d’'un développement asympto-

tique, puis de continuer a tous les ordres.

Principe de moindre dégénérescence

De maniére générale, par compacité, les racines bornées tendent vers des racines de F,. La
difficulté principale est donc d’obtenir le premier ordre du développement des racines non bornées.

Dans le cas de polynémes on sait par des arguments d’analyse complexe [2], ou bien par un
calcul explicite, que si les coefficients sont des polynomes en ¢ alors a 'ordre le plus élevé les
racines sont en puissance de €.

On recherche donc un développement en x. ~ £~ ou & est borné et loin de zéro, c’est-a-
dire &, — & € C\{0}. A cet effet, on pose x = e~ ¢ et on regarde ce qui se passe selon la valeur
de « si I'on suppose que £ reste borné.

Pour le trinéme précédent I’équation sur £ est :

gl720¢ _ 72— 1=0
d’otu lorsque € — 0 :

e si a < 0 I’équation devient :

ce qui est absurde.

e si a =0 I'équation devient :
—£—1+40(1)=0

ce qui est bien la racine en ¥ attendue.
e si0<a<1l,onal—2a>a>0etdoncl’ordre principal de I’équation est :
E+0(1)=0
ce qui ne permet pas d’obtenir davantage de précision.

e si a =1 alors I’équation est :
2 —€6+0(1)=0

ce qui permet d’obtenir que & — 1.

e enfin si & > 1 on obtient :
2 4+0(1)=0

ce qui encore une fois ne permet pas de conclure.
On voit donc que le principe pour gagner des informations sur 'ordre en ¢ est le suivant :

On trouve un changement de variables z = ¢~ tel que ’équation formelle sur &
obtenue en € = 0 soit non triviale.
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Ot par triviale on entend une équation soit absurde (0 = 1), soit ne permettant pas de pous-
ser le développement & lordre suivant (£ = 0 + o(1)). D’ou le nom de principe de moindre
dégénérescence : il faut garder au moins deux termes dans ’équation.

Il faut noter que l'identification des échelles idoines en ¢ est essentielle car ce sont ces échelles
qui permettent ensuite de commencer un bootstrap et qui dictent le type d’ansatz a utiliser.

1.2.3 Résumé

On considére une équation (polynomiale) dépendant d’un petit parameétre € et on se demande
quel est le comportement des solutions quand ¢ — 0.

o Si I’équation pour € = 0 est de méme nature que celle pour € > 0 (perturbation réguliére),
alors on peut attendre la convergence des solutions a € > 0 vers celles de € = 0. De plus
on peut obtenir un développement asymptotique en € des solutions par bootstrap ou en
utilisant un ansatz bien choisi.

o Siléquation pour & = 0 est de nature différente de celles pour € > 0 (perturbation singuliére)
ce n’est plus le cas. Il est alors nécessaire d’identifier les échelles spécifiques au probléme
avant d’espérer établir des résultats de convergence suite a une remise a l’échelle.

1.3 Equations elliptiques

En pratique les équations de la mécanique des fluides (ou de la physique en général) ne sont pas
des polyndémes. De fait, une grande partie d’entre elles sont des équations aux dérivées partielles.
La grande majorité des démonstrations de cette these se basent sur des méthodes issues de la
théorie des équations différentielles elliptiques. Si I’étude de telles équations est extrémement
vaste, donnons néanmoins un exemple d’équation elliptique et quelques méthodes permettant de
les étudier.

L’équation elliptique la plus simple est probablement la suivante : on se donne f une fonction
réguliére de (—1,1) et on cherche u tel que

—0%u(z) +u(z) = f(z) Vze(-1,1)
muni des conditions aux bords
u(=1) =u(1) = 0.

Ce probleme est qualitativement différent d’un probleme d’équation différentielle ordinaire
(EDO), ou le domaine serait une demi-droite, par exemple (0,00) et les conditions aux bords,
appellées dans ce cas conditions initiales, seraient u(0) = 0, v/(0) = 0. La théorie générale des
EDOs ne s’applique donc pas directement.

Les deux remarques cruciales sont les suivantes

¢ Deux fonctions v et w de (—1, 1) sont égales ssi pour toute fonction ¢ on a

/ (@)l = / " w(x)o(a).

-1 -1

o En effectuant une intégration par parties (IPP), pour tout ¢ tel que ¢(—1) = ¢(1) = 0 on

obtient
/62 x)dr = | 6u¢ /8u 0:0(x) =
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L’équation précédente peut alors se réécrire

oo | 11 0.u(w)0,0(x)do + [ 11 u(w)ola)do = [ 11 F(@)(w)dz.

a(u,p) L(¢)

On s’est donc ramené & un simple probleme d’algebre linéaire V¢, a(u, ¢) = L(¢) ou a(-, ) est
une forme bilinéaire et L est une forme linéaire.

En pratique, comme il ne s’agit pas d’un probléme de dimension finie, il faut étre précaution-
neux sur les espaces auxquels appartiennent u et ¢, pour obtenir notamment la continuité et la
coercivité des opérateurs.

En définissant ’espace fonctionnel

H} = {u t.q / (Jul® + |[Vul?) < +o0jupn = 0}
Q

Le théoréme de Lax-Milgram nous assure que comme
o a est bilinéaire continu sur Hg
o L est une forme linéaire continue sur Hg,

o a est coercive sur Hg, c’est-a-dire
a(u,u) > Cllull?,

pour une certaine constante C.

Il existe bien une et unique solution a ce probleme.

Notons que cette méthode permet de traiter des problémes en dimension et pour des géométrie
quelconques, des systemes d’équations et des variantes avec des termes d’ordre inférieur. Le point
clé étant la coercivité de la forme bilinéaire.

1.4 Les couches limites : pourquoi et comment ?

Méme si les couches limites les plus connues, celles de Prandtl, ne sont pas issues d’un phénomeéne
linéaire, le phénomene de couches limites peut étre souvent compris d’un point de vue linéaire.
Pour trés brievement reprendre 'explication de Gérard-Varet [31], les couches limites étant de
petits correcteurs, les termes non-linéaires qu’ils créent sont encore plus petits. On va donc dans
cette partie regarder ce qui se passe lorsque qu’'une équation elliptique linéaire comporte un petit
parametre €.

1.4.1 Perturbation réguliere

Considérons I'exemple le plus simple d’équation elliptique perturbée de maniére réguliere. On
cherche a résoudre sur un domaine régulier et borné € I’équation

—Auf +eu® = f
avec f € H™', et munie de conditions aux bords de Dirichlet

ujp = 0. (1.1)
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L’estimée d’énergie naturelle associée a cette équation est

/|Vu\2+€/ \u|2§/fu.
Q Q Q

On peut remarquer que u° est borné puis passer a la limite faible dans H' et forte dans L2.
Mais ici considérons simplement u° solution de

—Au’ = f
munie des conditions aux bords (1.1)).
Comme u¢ — u® est solution de
~Auf —u?) +e(uf —u’) = —eul

munie des conditons aux bords (1.1]),et que ||u°|| g1 < C||f||z-1, on obtient directement
lu® —u|| 1 < Ce — 0.

Il est tout aussi facile de continuer a tous les ordres, en écrivant

K
uapp,K _ § Ek:uk
k=0

avec u* solution de
Auf = uF1

muni des conditions aux bords (1.1]), on obtient

K
u® — Z ek
k=0
Remarque 1.4.1. D’un point de vue formel, cela correspond & effectuer le développement asymp-

totique
(Id—ea ™)) =3 (e(a)™h)"
k

< CeiH,

H?!

qui est valide d’un point de vue spectral pour |e| < Ay Lavec A > 0 la plus grande valeur propre
de l'opérateur (—A)~1.

On voit donc que pour des exemples simples les perturbations régulieres d’EDP ne posent
pas de problémes particuliers.

1.4.2 Un petit exemple de perturbation singuliere

Le cas des perturbations singulieres étant plus complexe que le précédent, pour une fonction f
réguliere, cherchons a résoudre sur le segment (—1,1) I’équation

— 02Ut +ut = f (1.2)

munie des conditions aux bords
u®(=1) =u(1) = 0.
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On voit qu’en tant qu'équation elliptique (|1.2) admet bien une unique solution vérifiant

1 1 1
5/ |(9wu8|2d33—|—/ [uf|?dx < C/ |f|?d.
-1 -1 -1

Maintenant si € < 1 peut-on dire que u ~ u® = f?

L’approche qui vient naturellement est de regarder 1’équation vérifiée par u® — u®

—e0%(uf —u®) + (uf —u’) = 02 f.

Mais ici si 'on essaye de multiplier par u® — u® et intégrer par parties on obtient

1 1 1
5/ 10, (u® — u®)Pdx + +/ |(u® — u®)Pdz = / fuf —u®)da
-1

-1 —1

le terme de bords en nous empéchant de conclure.
Une méthode efficace pour obtenir la convergence de u vers u’ (et d’autres renseignements
plus précis) est de remplacer dans les estimations que 1’on vient d’essayer de faire u® par

1 1-

ot les termes dits de couches limites uP9/¢ sont petits en norme, et donc ne se voient pas forcé-
ment dans la convergence (u? ~ > u°), mais permettent d’avoir u®?? qui vérifie les conditions
aux bords.

Notons que ces couches limites sont parfois plus qu'un simple artefact mathématique. En
effet si 'on poursuit le développement asymptotique de u® que ce soit en puissance de € ou en
régularité, il est possible de voir de tels termes apparaitre.

1.4.3 Bref historique

Prandtl proposa lors du 3éme congres international des mathématiciens en 1904 le concept de
couche, pour décrire la limite non visqueuse des équations de Navier-Stokes en présence d’un
obstacle. Depuis une tres large littérature mathématique sur les couches limites dites de Prandtl
a vu le jour. Le but ici n’est pas de faire une présentation exhaustive de ces résultats. Nous
citerons simplement quelques jalons parmi les développements récents

o dans le cas stationnaire, et tant que la vitesse tangentielle reste de signe constant, Olei-
nik [58] a montré le caractére bien posé des équations en s’appuyant sur une formulation
parabolique du probleme. Plus récemment 1’ Ansatz de Prandtl a été justifié dans ce cadre et
pour deux situations différentes par Guo et Iyer [44], et par Gérard-Varet et Maekawa [34].

e Dans le cas dépendant du temps, I’équation est bien posée dans des espaces a forte régularité
(voir les travaux pionniers de Sammartino et Caflisch [64], [65] dans un cadre analytique,
récemment étendus & une régularité Gevrey par Gérard-Varet et Maekawa [36]). L’équation
est également bien posée pour des données monotones voir les travaux d’Oleinik [58] récem-
ment revisités par différents auteurs [57], [3], [50]. Néanmoins sans ’hypotése de monotonie,
des instabilités apparaissent dans les espaces de Sobolev [39], [33].

Concernant les couches limites en géophysique, leur observation physique date aussi du début
du 20&me siécle, avec notamment ’explication par Ekman [25] dés 1905 de 'influence des couches
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FIGURE 1.1 — Maille uniforme et maille adaptée.

limites qui porteront son nom sur les courants océaniques. Les premiers travaux sur 1’étude
mathématique de modeles océaniques remontent aux études de Lions, Temam et Wang
ainsi que Embid et Majda (voir aussi les travaux de Babin, Mahalov et Nicolaenko, par

exemple [4].) En ce qui concerne les couches d’Ekman on réfere a [12], [40], [56], [11], [21].
p

1.4.4 Couches limites et simulations numériques

Enfin, commentons rapidement 'importance du phénomeéne de couches limites pour les simu-
lations numériques. Comme des variations fortes ont lieu sur des petites distances, un schéma
numérique doit prendre en compte un tel comportement afin d’étre précis.

Considérons par exemple des équations issues de la MHD, modélisant un fluide conducteur
en rotation se déplacant dans un champ magnétique fixé. Les équations sur la vitesse v et sur la
perturbation du champ magnétique b sont de la forme :

B-Vv-MYA-1)b=0
B-Vb-MYA—-1)v=0

ou B est un champ magnétique fixé et M un nombre sans dimension appelé nombre d’Hart-
mann. Pour plus de détails sur la modélisation, notamment les conditions aux bords, et 'analyse
mathématique, voir Chapitre [5]

Supposons que l'on cherche a résoudre numériquement ’équation pour un grand nombre
d’Hartmann M. Alorsil faut s’attendre & des variations de la solution sur des échelles tres petites,
nécessitant un pas de maille au moins aussi fin. En effet la Figure obtenue avec un maillage
uniforme tres fin (3 x 10° degrés de libertés) montre le phénomene suivant : prés des bords et
le long d’une ligne de champ (appelée ligne de cisaillement) les fonctions v et b se mettent a
varier tres rapidement sur des échelles tres courtes. Il s’agit bien entendu de couches limites : des
couches d’Hartmann de taille M ~! prés de la sphére extérieure et des couches de cisaillement de
taille M~2 le long de la ligne de champ tangente a la sphere, on réfere de nouveau au chapitre
pour une description plus détaillée. La connaissance a priori de I'emplacement et de la taille de
ces couches limites permet alors d’adapter le maillage en conséquence.

Pour illustrer ce dernier point, on a choisi comme les parameétre numérique M = 400, la
résolution se faisant a ’aide d’éléments P1 et du logiciel FreeFem++ .
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F1GURE 1.2 — Comportement typique de v et b.

En calculant les erreurs effetuées, on observe, que ce soit en norme L2, H' ou en terme
d’énergie associée au systeme (|[v]|2, + [[b]12.) + 47 (Ilvll%: + [|b]/%1), que la connaissance a priori
des couches limites permet de gagner un ordre de grandeur. Le tableau[I.I]montre bien ce résultat
pour les deux mailles de la Figure [1.1

Degrés de liberté | Erreur L? | Erreur H' | Erreur en énergie
Maille uniforme 3707 7x107% | 2x 1071 1074
Maille adaptée 3256 8 x 1072 2 x 10° 1072

TABLEAU 1.1 — Comparaison entre les mailles.

1.5 Organisation du manuscrit

Dans le chapitre suivant, on présente I’ensemble des modeles qui seront étudiés dans ce manuscrit,
ainsi que quelques outils utilisés & cet effet.

Le Chapitre |3| est dédié a I’étude du probléme de Proudman (fluide en rotation rapide entre
deux spheéres), ainsi qu’a I’analsye de plusieurs des couches limites qui apparaissent dans ce cas.

Le Chapitre [4] se concentre sur I’étude de la couche d’Ekman équatoriale, qui est précisément
une couche limite du probleme de Proudman. Ce chapitre correspond a un article, accepté dans
ZAMP sous réserve de modifications mineures.

Le Chapitre 5| présente un probléme de magnétohydrodynamique, dans lequel apparaissent
des couches de cisaillement cousines des couches limites du probléeme de Proudman.

Enfin, dans le Chapitre [6] on construit des solutions changeant de signe pour une équation
de type Burgers stationnaire avec viscosité transverse. Il s’agit d’un travail en collaboration avec
Frédéric Marbach et Anne-Laure Dalibard.



Chapter

Introduction

Outline of the current chapter

2.1] Notations] 13
[Context of the thesis| 17
2.3 [ About degenerate elliptic equations| 32
[2:4] [The one dimensional Proudman problem] 33

2.1 Notations

Let us start by precising some notations used in this thesis.

Perhaps the most currently used and nevertheless misleading one is the use of “C” to denote
any constant. As often, we will denote C' any positive constant, regardless of its exact value,
rather than tracking all the constants and their dependencies.

For example we can write, for a fixed polynomial P, something like

oo _112 o0 1, _—1
/ ‘P(g)e*@ ] dggc/ e=207¢ T ge < Ce.
0 0

In all generality, we will not specify the dependencies with respect to the parameters of the
problem. However, if these dependencies are noteworthy, we will denote them by indices. For
example we will write, for € > 0:

Va,b € R |ab| < C.a® + b

2.1.1 Functions

Functional spaces

Let Q be a sufficiently smooth subset of R%.
We will use the classical, see for example [§], functional spaces on Q. More precisely, for p €
[1,400],s € R,k € N we will denote LP(£2) the usual Lebesgue space, H*(Q2) the usual Sobolev

13
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1.5
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Figure 2.1 — A cut-off x such that xy =0 on (0,1/5) U (4/5,1) and x = 1 on (2/5,3/5).

space, and C*(9) the space of functions whose first through kth derivatives are continuous. Note
that we will consider inhomogeneous Sobolev space, for example

2
Jall e = [ (IVul® + 1)

If there is no possible confusion about the domain we will simply denote these spaces LP, H?,
Ck.

Norms

Let (H(9), | - |l2) be a usual functional space contained in D’'(Q2). We will extend || - || as a
function from D’'(2) to [0, +oc] by setting || f||x = +oo if f ¢ H.
This allow us to write for example

H(Q) = {f s.t [[flla < +o0}.
Note that, from a given norm, several spaces can be defined, notably when dealing with traces
condition. For example, for Q a bounded domain and ||u||§11(m = [o [u]* + |Vu|?, we have
Hi(@) = e e
Hy (@) = Cx(@) 1.

Smooth functions

We will denote C*°(2) the space of infinitely many times differentiable functions and C$° the
subspace of €™ with compact support. If the domain is unbounded, we will denote by C;° =
C> N L*>® and C§° the space of C* functions such that f(z) — 0 when |z| — oo.

An important subspace of such functions will be cut-off functions. It is essentially a mol-
lification of an indicator function, see figure 2.1 We will often denote by x such functions
independently of the sets.

Special functions

Some particular functions will be used repeatedly.
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e For K a regular subset of 2, 15 will be the indicator function of K, i.e

1 fzekK
1 =
K (@) {0 itz ¢ K.

o We will sometimes use the notation f(z) instead of f to emphasize on the dependency on
the variable z. A common example is that, for n € C we will denote € the function

es : (a,¢) — e,

Differential operators

We will denote by O the partial derivative. For example if f : (z,y,2) — f(z,y, 2) we will denote

of
For multiple derivatives
o*f 2 2

In order to avoid confusion when the indices is a number, it will refer to the position of the
variable. For example

Oof =0y f.

Note that if no confusion are possible we will also use indices to denote derivatives, for
example

ayf = fy
f = fyy-
We will also use indices on the Laplacian to specify the variables if needed.
Af=02f+0,f+02f
A, f=00f +02f.

For a function of only one real variable we will sometimes use ' to denote the derivative. For
example, for f:t € R — f(t),

i _
= f =0,

2.1.2 Smallness

As our objective is to construct asymptotic expansions, the notations about smallness are crucial.
We will use the standard Landau notation for real-valued functions o, O and ~. For example

f(e) = 0-0(g(e))

means that there exists a real-valued function h such that lim._,q h(g) = 0 and f = hg. If there
is no possible confusion we will also denote it by

f(e) = oc(g(e))
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or even
We will also denote

which means that
Vk €N, f(e) = o(").

For functions having value in a normed space of finite dimension, the choice of the norm
does not modify the topology, so we will not precise it. But the choice of space is of utmost
importance in the infinite dimensional setting. For (H, || - |[%) a normed space and € — u® from
a neighborhood of 0% to H we will note

for a real-valued function g iff
[[u]l2 = o(g(€))-
And we will note
u® = oo (9(€))

for
Vk €N, u® =ogx,cr(g(e))-
2.1.3 Some indications

We finish by some indications that are not mathematical notations, but rather guidelines that
we have tried to follow.

o The variable ¢ € R? denotes the Fourier variable.

e The variable ¢ denotes the boundary layer variable, i.e the rescaled distance to the bound-
ary.

o The variable A will denote the Laplace variable, or exponential rate, like in e**, or roots of

a characteristic polynomial, since the three are related. Sometimes it will be denoted by 7
or .

e The variable § will often be the size of the boundary layer.

When studying a function u, a certain number of “accents”, [bar/tilde/hat] and superscripts
will be used.

¢ The solution of an equation depending on a parameter € will be denoted u°.
e The approximate solution will be denoted u®PP.
e The function @ will be the Fourier transform of u.

e The function @ will either be a “constant” u (either with respect of one variable or one
iteration of a procedure) or a limit, for example lim._, u®(z) = @(z).

e The function u will sometimes be the Laplace transform, but mainly any modification of
u for technical reasons. For example a cut-off of u will can be denoted 4 = wy.
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e The function u is a vector valued function. The coordinates will often be named after
corresponding physical quantities. For example in the Proudman problem we will often
denote u = (uy, uy).

o We will also sometimes use the capital form to represent traces. For example the trace of
u can be named U.

¢ When making boundary layer expansions we will use two types of functions: interior (some-
times called outer by physicists) terms and boundary layer (sometimes called inner) terms.
The interior terms will be typically denoted u*™. The boundary layer will be denoted u®
when working in the global variable and ©”” when working in the boundary layer variables.

x

W (z) = uBL (¢) = uPL (5)
e In order to distinguish between boundary layers, we will also add superscript corresponding
to the geometrical position, for example [/r for left and right and ¢/b for top and bottom.

e When doing expansions we will denote the order of the term by a superscript k. Thus, an
expansion can look like

app_ E Sk zntk +€kublkl( )+5kublkr(x)
—x Ty —
_2 :816 zntk +€kuBLkl +€kuBLkr T )
5; Or

The most important point to note is that we will often drop all these superscript and accents
when focusing on specific term. In the previous expansion, if the focus of the paragraph is the

study of x — uBLk! (%ﬁ”), then, for simplicity, we will instead denote it simply ¢ — u(().

2.2 Context of the thesis

2.2.1 Quick historical context

In 1904, at the Third International Mathematics Congress, Prandtl proposed the notion of bound-
ary layer to explain the the so-called d’Alembert paradox: incompressible and inviscid fluids does
not produce any drag, contrary to what is experimentally observed, see Figure

In modern terms, the problem was that the approximation for large Reynolds number Re > 1

of
1
8tu+(u-V)u—§Au+Vp:0
u(t=0) =ug

by non-viscous fluids and Euler equation
ou+ (u-V)u+Vp=0
V-u=0 (2.2)
u(t = 0) = UQ
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Euler Flow past a circular cylinder Navier-Stokes Flow past a circular cylinder
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Figure 2.2 — Solution of Euler equation on the left, flow of a fluid with Re > 1 on the right.

is valid for the upcoming flow, but becomes invalid near the the domain boundary. One of
the main reason is that the boundary condition for the parabolic Navier-Stokes u|gsq = 0 is of
different nature than the one of the hyperbolic Euler equation (u-n)so = 0. The proposition of
Prandtl was to keep the Euler equation far from the boundary, and in a neighborhood of
small size (\/%) of the boundary to consider a boundary layer. For = Ry x R, this is to take

uN(t, )—{ uP(t,2,y) for y > VRe
YY) = (u<t,x,%),\/ﬁv (t,x,ﬁ)) for y < Cv/Re.

And the boundary layer term (u(x,(),v(x,()) is searched as a solution of the so-called Prandtl
equation
Opu + u0yu + vOcu — 82u = —0zPe

Ozu+0v=0

with ad-hoc boundary condition to ensure both the no-slip boundary condition and the recon-
nection with the main flow

: E
(U’U)K:o =0, Clglolou = Ujy=0s U|t=0 = U0-
Since its first derivation, the Prandtl equation was widely studied, as was the reconnection
between Prandtl flow and the main flow. We refer to the introduction of Chapter [6] for more
details, but to summarize:

o for the stationary case, as long as u > 0 Oleinik proved the well-posedness of the
equation, by using its parabolicity. And more recently, the Prandtl ansatz was justified for
this case, by Guo and Iyer , and by Gérard-Varet and Maekawa .

o For the time-dependent case the equation is well-posed for high regularity spaces (see the
seminal work of Sammartino and Caflisch , in an analytic framework; these results
were recently extended to Gevrey regularity by Gérard-Varet and Maekawa ) The
equation is also well-posed for a monotonous initial data, see Oleinik’s works which
was recently revisited by several authors , , . However, without the assumption
of monotonicity, instabilities can appear in a Sobolev setting [39], [33].

On one hand, despite the recent advancement, notably for the stationary case with u > 0,
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it seems reasonable to state that the Prandtl expansion and the passage from Navier-Stokes to
Euler remains an open problem in its full generality.

On the other hand, boundary layers are not restricted to Navier-Stokes with large Reynolds
and Prandtl layer. Actually, this is a very generic phenomenon in singular perturbation of PDE.
As explained by Gérard-Varet [31], on a domain Q (99 # (), for any problem of the form

1
Duf + —Lu® + Q(u,u®) = f*in Q
€
+ boundary conditions for u* on 92

where D, L are differential operators, with D of higher degree than £, and Q a non-linear term of
lower order, boundary layers are to be expected. More precisely, even if the approximation u® — @
with @ solution of Lu = 0 can be valid in a very weak sense, in the energy norms required to
obtain traces and strong convergence such an approximation is insufficient. A symbolic analysis
shows that u can formally be approximated by

u(z) + Zk: uPt (d(””(;;m)
BL

where u;’"(¢) being almost zero for ¢ > 1 are called boundary layer terms, and 45 going to 0
when € — 0 are called the boundary layer sizes.

Remark 2.2.1. Prandtl equation does not fit into this framework. Indeed, the main balance is
between #-Awu and the non-linear dyu + (u - V)u + Vp. This is one of the difficulties of this
equation.

Such singular perturbation problems appear naturally for geophysical fluids, as non-dimensional
quantities can be very small (see Table , One such example is the Rossby number Ro quan-
tifying the strength of inertia versus the earth rotation. For oceanic circulation Ro < 1, which
added to the fact that Re > 1 gives birth to the so called Fkman layers at the bottom and at
the top of oceans. But if the Ekman layers emerged around the same time as Prandtl, their first
description being in 1905 by Ekman [25], their mathematical study began much later. We can
cite, among others, the work of Grenier and Masmoudi [40] in 1997, Desjardins and Grenier in
1999 [21], and Masmoudi in 2000 [56], for the Navier-Stokes-Coriolis equation

1

1 1
Ou+ (u-Viu+ Eeg X U — R—%Ahu— Rezagu—i—Vp: f
V-u=0 (2.3)
ugn =0
u(t =0) = up.

A simple version of the theorem they obtained can be stated as follows, in the well prepared
case

Theorem 2.2.1 (Grenier and Masmoudi [40]). Let @ = T? x [0,1]. Let us suppose Rey, is
ﬁxed,% and Ro are bounded, that
Ro

Re,
and that Re,Ro — %, where € [0,00] is called the Ekman pumping.

=FE—0

Let us suppose that the initial condition ug € L?(Q) and source term f € L*((0,00) x Q) are
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well prepared i.e
8Zu0:O,/u0=O,uo~63:O
0,f=0, f-es=0.

Then, there exists global weak solutions uf** %= of (2.3) such that

e if < +00
Ro,Re.

lim J[u — (,0)[| o< ((0,00),12(2) = 0

where U is a two dimensional flow satisfying a damped Navier-Stokes equation

Do+ (- Vo) i — Ay it + /280 + Vo yp = f
Vg =0

Ujg=0 = Uo-

o if B =00, then, Vtg > 0

Ro,Re,

lim [lu = 0l o< ((t,00),22(2) = 0-

Remark 2.2.2. For stationary Ekman layers, the main balance is between the two linear terms
192y and ﬁe;; x u + Vp (and the divergence condition). As a consequence, the boundary

Re.
layer looks like a linear ODE in z, with an explicit solution called the Ekman spiral.

However, if we replace T? x [0,1] by @ = {x € R® s.t rg < |z| < r1}, i.e the volume between
two spheres , the question of the behavior of u in such limits remains open, due to difficulties
near the equator. In fact, the size of Ekman layers depends on the latitude # and goes to 400
when 6 — 7, causing the construction to break down.

More generally, Gérard-Varet and Paul |37] showed that, in the linear case, the main obstacles
to the construction of the boundary layer expansion are the degeneracies:

o frequency degeneracy, when the size of the boundary layer depends strongly on the lateral
frequency,

o geometric degeneracy, when the size of the boundary layer depends on the lateral coordi-
nates.

Where in both cases lateral refers to the coordinates on 0f2.

2.2.2 Objective and methods

In this thesis, we will consider three different physical problems, all originating from geophysics
or fluid mechanics. In each case, a goal was to keep the mathematical justification as close as
possible to similar work done by physicists.

For the Proudman problem and the equatorial Ekman layer it is the work of Dormy, Mar-
cotte and Soward [54] and for the shear layer in Magnetohydrodynamics the one of Dormy and
Soward [22|. Concerning the recirculation, the starting point was the existence of explicit recir-
culating solution of the stationary Prandtl equation, called Falkner-Skan solutions [27].

From a methodological and mathematical point of view, the main works on which this thesis
is based are the following:
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1. The article of Gérard-Varet [31] explaining the study program of these boundary layers of
linear origin, completed by the one of Gérard-Varet and Paul [37] resolving the construc-
tion of these boundary layers outside the so-called degenerate cases (when the size of the
boundary layer varies according to the tangential frequency or tangential coordinates).

2. The work of Fichera (28], showing how to adapt the classical tools of the theory of elliptic
equations to degenerate equations. Here degenerate mean that the symbol of the operator
is non-negative, but not necessary positive. For example

(%Eu—aju—o-(?iuzo

can be seen as such an operator with specific boundary conditions. And using the the-
ory developed notably by Grisvard [41] such boundary conditions can be various and in
polygonal domains.

3. Finally, the works of Dalibard and Saint-Raymond [18], [17], highlighting among other
things, two key points in the construction of boundary layers: the notion of an approximate
solution in the sense of the energy balance and that of boundary layer operator.

Several methodological insights can be drawn from the experience.

The first is that formalism in terms of boundary layer/interior operators makes it possible
to approach the construction of the different terms in an almost algorithmic way. This con-
struction is very close to the widely used matched asymptotic expansion (see for example the
monographs [13], [49]), as it decomposes the problem into boundary layer (inner) and interior
(outer) regions. The main differences are the way we reconnect these regions, with the use of
compatibility conditions, and the way we treat each region, as we solve a PDE with the exact
number of degree of freedom of point [1| using methods from point

As a consequence, this formalism is naturally adapted to the more general framework of
point 3} the energy norm of the remainders at each step is clearly identified, and the knowledge
of such norms is sufficient to pursue the expansion to the next order. Moreover, it is robust
enough to adapt to degenerate boundary layers.

The second one is that the robustness and results of the classical elliptical framework can
be used to carry out a thorough study of the so-called degenerate elliptic equations. This is of
particular interest for boundary layer originating from elliptic PDE, as these are naturally of this
type.

Let us now describe more precisely the organization of this manuscript. First, in Section
we illustrate how the boundary layer and interior operator can be used to obtain an asymptotic
expansion. The example chosen is the one-dimensional variant of the Proudman problem, leading
to a simple mathematical analysis but keeping most difficulties of the articulation between orders
and regions. Then we will develop:

e Some results on the Proudman problem in Chapter [3] followed by a mathematical analysis
of the equatorial Ekman layer in Chapter [4]

e A similar construction for an equation coming from Magnetohydrodynamics shear layers
in Chapter

o The study of a toy-model of recirculating Prandtl solution in Chapter [6]

2.2.3 Proudman problem and equatorial Ekman boundary layer

In Chapter [3] we look investigate the so-called Proudman problem. This problem represents
a stationary and linearized version of the Navier-Stokes-Coriolis equations (2.3)). With v the
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Figure 2.3 — Summary of the different boundary layers in the Proudman problem.

azimuthal velocity and 1 the stream function, the main equation reads as

d.v—EA} =0

(2.4)
0.+ EA; ;v=0
with boundary conditions on v, 3,1 and v
Vg = Vjaa Intjan (2.5)

Yo = 0.

This equation may seem simple, but, in the case of a spherical geometry, a large number of
1

boundary layers appear when E — 0: the well-known Ekman layers of size E2 (far from the

equator), several shear layers of sizes F %,E ? and E% and an equatorial layer of size E ixE %,

see Figure 2.3
Fluid contained between two disks

Even though the Ekman layers are well-known, we start by re-deriving them in the case of a
fluid contained between two disks, i. e. a domain

Q={(z,2) e TxR, st yo(x) <z<m(x)}

with 79,1 smooths, 71 — 79 > ¢ > 0. This allows us to use on a practical case the formalism of
boundary layer and interior operators.

Proposition 2.2.2 (Exemple of boundary layer operator). Let (V(x), ¥(z), Y (x)) be smooth
functions, satisfying the compatibility condition

(1+9)(x)?) "1 1 _
- T\P(x) n E(V(gc) — Y(z)) = 0. (2.6)

Then, let us define the boundary layer size 6y = VE(1 + 76(95)2)%. Let us define the boundary
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layer term u® = (v, 6p¢)) (d(%ro))’ where w = (v,1) is solution boundary layer equation

O — 0l =0

2.7
8,;1;—1—8?1} =0 ( )

with boundary conditions vic—g =V, Opjc=0 = T, Y|c=0 = do¥. Then ub solves

00" — EAZ o™ =1y
Zval + EAgc,zUbl =Ty
with boundaries conditions: bl bl bl
(U P 75z¢ )lFO = (V" \II’T>
(Ubl7wbl7 8z¢bl)|rl =0.

And the remainders, r, and ry are acceptable remainders. In particular

Irylz> < CEY
Iryll -+ < CES.

Remark 2.2.3. Note that, the compatibility condition (2.6 (which can be related to the Ekman
pumping) and the corresponding boundary solution, depends strongly on the angle between the
axis of rotation and the boundary and on FE.

This means that we can lift-up imperfect boundary condition with boundary layers, as long
as the conditions satisfies . All it remains is to solve an approximation of , but replacing
the 6 boundary conditions of by the 2 compatibility conditions at the top and the
bottom. This is simply achieved by considering an interior operator, similar to Proposition [2.2.2
but replacing the boundary layer scaling ¢ = d((z, z),aQ)E%1 € [0,00) simply by the original
scaling (z, z) € Q, and with interior equation

d,v=0
0,¢ = 0.

Remark 2.2.4. This construction can be further formalized to allow higher corrector, it is only
a matter of taking the remainders of one order as a source term in the boundary layer/interior
equation of the next order.

Assembling together these pieces allow us to conclude:

Proposition 2.2.3. Let y9,71 € C*®(T), such that C~' < v — 9 < C. Then the solution
of (2.4) with boundary conditions

Us=ys = Vi On¥jz=n; =0
w\z:%‘ =0

converges in L? x H' towards (v,0) where v depends only on x (this is Taylor-Proudman theorem,),
and is a mean between the top and bottom boundary condition, weighted by the relative size of
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the Ekman boundary layers:

ey = Q6@ Fvola) + (14 @) Fur @)
(L7 ()) 78+ (14 (2)?)

Case when the lower disk has a sigular shape

Consequently, we then investigate the physical case of a geometric degeneracy, where the bound-
ary admits a singularity with the shape vo(z) ~ (—2)*1,<0, the sphere corresponding to oo = %
Indeed, for such -y, the corresponding v is discontinuous so shear layers must appear, in order
to ensure v € H'. Using the first order Ekman boundary layer operator as an effective

boundary condition

) 11 1
A bt o) =0,
(ot s fo-m)

we derive formally the equation satisfied by the first order of the flow far from the boundary
() 0+ (1) Hon) = () " Hoo+ (L4 ~Hon)o— (11 —70) VED20 = 0. (28)

Neglecting \/E(?ﬁ leads to the weighted mean (2.8)) of the previous proposition. But for a singular
7o, such approximation is invalid. Further analysis show that two different boundary layers
appears at x = 0:

e For x > 0, where g is not singular, a Ei layer corresponding to the boundary layer
equation
agu —u=f.

e For x < 0 where 7 is singular, a F Ta layer with boundary layer equation
8gu —C Ty = I

Even though these equations admit explicit solutions, we choose to treat them using the previous
boundary layer operator framework and elliptic methods. As a consequence we are able to lift
off the discontinuities, recovering for example the value of v at = 0, v(0) = vy + O(F ﬁ) )
But these layers are not enough to conclude the construction. Indeed, 1 still has a jump at

x = 0. Another nested shear boundary layer is used to lift these discontinuities. It is the same
boundary layer as the one for a vertical wall, called the Stewartson Es layer, of size E 3 and
equation

0,v — 82%/} =0

0. + 8?1) =0.

If this equation is close to what will be the equatorial Ekman equation, it avoids most of its
problems. Thus we can solve it without difficulties, the main notable fact being that the layer
size varies like (Ek)3, where k is the vertical frequency (i.e with respect to z)

For each of these layers we display the corresponding boundary layer operator. If all the
interconnections far from the equator are understood from a very formal point of view, we were
not able to complete the construction, precisely because of the equatorial layer.

Chapter 4] based on an article accepted under minor modifications in ZAMP, then focuses
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on this equatorial layer. The equation governing it is

1
0,v + 20yv — 58;1/) = Sy
1 (2.9)
0.0 + 20,1 + 58511 = &,.

For the domain y > 0,z > 0, it does not fit into strict frameworks already pre-established in
PDE theory. However, a relevant angle of attack seems to be to use the theory of degenerate
elliptic equations and a Lions-Lax-Milgram theorem. The Theorem shows that there exists
a weak solution in the energy space

1 3
Theorem 2.2.4. For any V,T € HZ (Ry), U € HZ (Ry), and for various conditions at z = 0
([(DN(I}(I11)) there exists a weak solution of (2.9) such that (v,v,0yv)y—o = (V,¥,T). This

solution 1s such that
2 2
212 P
>+/Q<|ayw| +'1+y2 ><+oo.

2 2 v

= P v

o0, = [ <| ol +
Moreover if v € L?,4 € L? this solution is unique.

Remark 2.2.5. Thus, we are able to lift up to 3 boundary conditions at y = 0. For z = 0 the right

functional setting is to lift only one degree of freedom, for example v|.—g, 1|.—¢ Or ¥|.—g — Av|.—0.

Remark 2.2.6. The L? integrability, which implies uniqueness, is recovered for multiple variants,
for example with the addition zeroth order terms, or if y is bounded.

In addition, a transparent boundary condition is exhibited. Not only this is an important
help for numerical simulations, but this also makes it possible to propose a credible candidate
for the boundary layer operator’s compatibility conditions. Unfortunately, technical difficulties
of integrability do not allow the study to be concluded completely.

The Figure summarizes the location of the various boundary layer in the manuscript.

2.2.4 About shear layers in Magnetohydrodynamics

In Chapter 5, we look at an equation coming from Magnetohydrodynamics theory. It describes a
rotating conducting fluid between two shells, when a strong exterior magnetic field B is applied.
Under the scalings described in Section the equation is of the form

M(B-V+a)b+(A—c)

v=20
M(B-V—-a)v+(A—-c)b=0

where the unknowns are the azimuthal velocity v and the magnetic field b. The Hartmann
number M being the origin of singular perturbation, as M > 1.

This problem is very closely related to the Proudman problem of the previous chapters. For
example, in this setting, the equivalent of the Taylor-Proudman theorem is the Ferraro’s law of
iso-rotation, stating that when M — oo, v and b depends only on the magnetic potential, i.e
B-Vv=0, B-Vb=0.

Note that, up to taking the potential vector A and the scalar potentialg as new coordinates,
we can reduce the study to a uniform magnetic field B = Be,.

Without surprise, the mathematical results are similar to those of the Proudman problem,
the Ekman layers being replaced by the Hartman layers. Note that these Hartman layers are
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Chapter E

Section

[ Subsection : Ewiw laycr] [ Subsection ok layer j

[Subsection E% layerj

[ Section |3.4] Ekman layers J

Chapterm Equatorial layer

Figure 2.4 — The organization of the first part of this thesis.

simpler than the Ekman ones, as the compatibility condition we obtain does not depend on M
or a normal derivative.

Proposition 2.2.5. Let V, B € H?({r =10}), and let f be with exponential decay of rate n < 1,
i.e

/ /Oo D2 f(x,0)e*d¢dh < +oo
Ty JO

Suppose that the following compatibility is satisfied
VO +BO)= [ (1= f+ 760 (210)
0

And, in order to avoid degeneracy, let us suppose that V — B and f cancels like cos(6)? when
0—Z.
2

Then, there exist u® = u (0, MT;)Z?e)) solution of the approzimate equation

M. +a)b+ (A

(A= o= M2+ 2t
M0, —a)v+ (A

—c)b= M*f' + M
(Ubl7bbl)rzro = (V. B)
(’Ublv bbl)r:rl = (Oa 0)

with source term f% = f (0, MTC_OZ‘()@)). Moreover, the remainders are satisfying

172 e + P2l e < CM 3.
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Figure 2.5 — The three different configuration of magnetic field line.

Boundary condition for M < +oo \ Effective boundary condition

Dirichlet on b, Dirichlet on v Dirichlet on v +b orf on v — b
Dirichlet on b, Neumann (or Robin) on v Dirichlet for b
Neumann (or Robin) on b, Dirichlet on v Dirichlet for v

Table 2.1 — Effective boundary conditions.

The only additional step is to treat the boundary conditions for a conductive shell, as the
usual Dirichlet condition is replaced by a Robin transparent condition

But the formalism of boundary layer operators allows us to treat this without difficulty.
A consequence of Ferraro law of isorotation is that we must distinguish three types of field
line for the exterior magnetic field:

(I) When the field line goes from one shell and then goes back inside it without intersecting
the other shell.

(IT) When the field line goes from one shell and then intersect the other shell.
(III) The tangent case, separating the two previous cases.

For the case v and b are simply fixed by the compatibility condition of the Hartmann
layer on the shell. For the case it is a simple mean between the two conditions. But across
the line of type a discontinuity appears.

This discontinuity cannot be lifted by a simple use of the so-called Shercliff layers, equivalent
to the E3 Stewartson layers. In fact, two degeneracies occur: a geometric degeneracy at the
tangency point between the field line and the boundary, but also a boundary condition degener-
acy. Indeed, from the analysis of the boundary layer operator, the effective boundary condition
obtained for the interior term changes according to the main boundary condition, see table

This creates a shear-layer of size E? at the tangent magnetic field line admitting a
singular behavior at the tangency point between the field line and the outer shell, as can be seen

in Figure [2.6]

TFollowing the sign of n - e
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Figure 2.6 — Isovalues of v and b for a dipolar magnetic field B and M = 400.

z z
Opb+Ab=0,v =19 L T v = V0 [ T
‘ l
| |
| |
l l
.v=0,b=0 b=0,v=0 b=0 b+v=0

Figure 2.7 — Model for studying the boundary condition degeneracy, and effective boundary
conditions on the right.

In order to focus on the singularity created by the boundary condition degeneracy, we consider
a toy model, used by Dormy, Jault and Soward , where the geometric degeneracy is forgotten.
The shear layer equation is now, in Alfven variables v + b, the two coupled parabolic equations
inside R x [0, 1]

(0-(v+b) —a(v—0b)) —F(v+b) =0 2.11)
(az(v—b)—a(v—&—b))—i—{“)g(v—b):0 .
with effective boundary conditions of Figure
V){z=1} = VQ  bj{z=0,0<0} = 0 (v +0)|{2=0,250} = 0. (2.12)

Following the works of Grisvard , we know that the change of boundary condition type
at (x,z) = (0,0) does not hinder existence in low regularity spaces, but create singularities,
preventing any higher order estimate.

For example, if we were to solve —Au = f € C° on R x R} with boundary conditions
U)y=0,050 = 0, OpUjy—0,2<o = 0, we would obtain, for any R > 0, u € HY(|r] < R) but u ¢



2.2. Context of the thesis 29

H?(|r| < R). In fact one can show using duality arguments that

0
u= u'  4v/rsin <2>
€H?(|r|<R)
EH?(|r|<R)

where v € R and (r,6) are the polar coordinates.

For our problem we also have existence in anisotropic Sobolev spaces, and by using parabolic
estimates we recover a similar behavior: the solution is the sum of a regular term and of a well
identified singular term.

Proposition 2.2.6. Letvg be smooth. There exist one and only one solution (v, b) of (2.11)), (2.12))
satisfying the estimate
/ (102 + [bI2 + [Bcu[? + 0cbP?) < C.
Q

In fact v,b are in HY(Q\{|(s,2)| < €}) for all e > 0. And, more precisely, there exist a constant
E€R and v, b7 € H*(Q) such that

v = ,U'r‘eg + Eusing
EHY(Q) ¢H(Q)
b= bpreg + Eusing )
~~ SN——
EHY(Q) ¢H'(Q)

Where u*™9 is a fized function which look like erf (%) near (0,0).

In the process, we also discuss some numerical aspects of this shear layer. Lastly, we turn our
attention to the layer created by this singularity and show that it is in fact an equatorial layer.

2.2.5 The problem of recirculation for Prandtl layers

Let us start by briefly recalling the difficulties of the stationary Prandtl equation due to the
change of sign of u.

U0y + vOyu — V@iu = —0gp (2.13)

Ulp=g = Up Uly=0 =0 Vjy=0 = Vo (2.14)
u(z,y) — U(x) when y — oo. '

Indeed, since Oleinik’s work, local existence of solutions holds under the assumption of posi-
tivity.
Theorem 2.2.7 (Oleinik, Samokhin [58]). Under the the following assumption

1. (positivity of initial condition) ug > 0, up(0) = 0,u((0) > 0 and ue(y) — U(0) when
Y — 00.

2. (regularity assumption) O,p and vy are Ct, ug, uf and uj are bounded and satisfy Holdér
condition.

3. (compatibility condition) at the point (x,y) = (0,0), vo(0)dyuo — vdzug = —dxp(0)+ O(y?).
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Figure 2.8 — The recirculation described by Prandtl in [59]

There exists a solution (u,v) of with boundary conditions on (0,X) x (0,00) for
some X > 0.

Moreover, a number of bounds on theses solutions can be obtained, notably u > 0 for y >0
and Oyu >c¢ >0 for0 <y < C.

And, in the case Oyp < 0,v9 < 0 or O.p < 0 such result holds for any X > 0.

The constant sign of u being a crucial element of the proof, the question then arises of
the physical adequacy of this hypothesis in the case of an adverse pressure gradient, O,p > 0.
Unfortunately, it has been known for a long time that a phenomenon called boundary layer
separation might occur: for an adverse pressure gradient, in general there exist * > 0 such that
uy(2*,0) = 0. Formal asymptotic expansion by Goldstein [38] followed by Stewartson [71] show
that v may develop a singularity in the vicinity of z*, namely

Uy(x,0) ~poyer CVa* — 2

for some positive C'. The validity of this singularity was proved recently by Dalibard and Mas-
moudi [15] (see also the recent work [66]). However, to the best of our knowledge, there is no
mathematical work addressing the behavior of the Prandtl equation beyond separation.

The rigorous construction of "recirculating” solutions, i.e. for which w changes sign, is there-
fore an important step in understanding the Prandtl equation.

Despite the theoretical difficulties that appear when such changes of sign occurs, there are
explicit solutions of with such recirculation. These self-similar solutions correspond to a
Euler flow up = usz™ (m > —1), i.e a pressure gradient pp = mu?_ 2?™*! negative for m < 0.

More precisely they are of the form u = uqx™ f’ (yme_l) where f satisfies, in non-dimensional
variables, the so-called Falkner-Skan ODE, see Figure

FU IS (1)) =0
— (2.15)

A method to build a whole family of recirculating solutions would then be to work in a per-
turbative way in the neighborhood of such solutions. However, this raises a number of difficulties.
Some are linked to the non linearity of the Prandtl equation, and to the fact that the Prandtl
equation around a recirculating flow can be considered as a degenerate elliptic system. In such
a context, the correct linearization of the Prandtl system is not obvious. The other source of
difficulty stems from the non-locality of the equation. In order to focus on the interplay between
non-linearity and recirculation we decided to work on the following toy-model
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Figure 2.9 — Numerical solutions of the Falkner-Skan equation for various (.

uOzu — 8§u = f. (2.16)

If a linear version

00pu— Dou = f. (2.17)

where o has no sign, called the forward-backward heat equation has already been considered, for
example by Baouendi and Grisvard [6], to our knowledge has never been studied precisely.
As long as u is far from zero, this can be seen as a quasi-linear version of the heat equation.
But when u changes sign, the equation behaves likes a forward parabolic equation in the zone
u > 0, and like a backward parabolic equation in the zone u < 0.
The objective is then to construct, using an iterative method, a sign-changing solution wu, in
the neighborhood of an explicit solution 4. The key points are the following:

o A careful choice of boundary conditions. The idea is to perturb the boundary conditions
@ by small functions d; and to choose as boundary condition for u, at x = x;

U, = U+ 0;

where 4
i = {m = x;, (—1)Z (’U + (Sl) > 0}

o The analysis of elliptic problems of the form (2.17)). Since it is a degenerate elliptic
problem, this is done through methods inspired by Fichera [28] in anisotropic spaces
Xk ={ustVO0<j<k, Ofue L? %0 uc L?}.

« Existence and estimate of weak solution in X© of this elliptic problem.

e Under the hypothesis of existence of smooth solutions, existence and a priori estimates
of strong solution in X'. Then higher estimates (in X?2). This is where compatibility
conditions on d; appears.

e The use of a well-chosen iterative scheme to conclude. Indeed, since the geometrical struc-
ture of u (the zone u > 0 and u < 0) plays an important role in the construction of a
solution, a standard linearization does not work. We rather rely on the following iterative
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Ulat-so>0 = U+ o

U|ﬁ+51<0 =u + 61

Figure 2.10 — Boundary conditions for (2.16]).

scheme )
(ﬂ + un)amunH - Byun+1 =0

Upt1]s, = 0i-
This allows to obtain Theorem which can be summarized as

Sketch of Theorem Assume that the existence in X' for smooth data holds.

Let 69,0, € C* satisfying some compatibility conditions.

Then, under the smallness condition on 8;, there exists a strong solution u in the class X2 to
equation endowed with the boundary conditions of Figure which satisfies the stability

estimate

[u—allx2 < C([|do]] + [|01]])-

Moreover, this solution is unique in a X2 neighborhood of .

2.3 About degenerate elliptic equations

Several boundary layer problems studied in this manuscript fall into the scope of degenerate
elliptic equations. We have mostly presented self-contained proofs in the rest of this manuscript.
However, for the reader convenience let us recall the main ideas behind this theory. A typical
degenerate elliptic equation can be written as

o(y)0zu — 8§u =0 (2.18)

in a domain [zg,x1] X [—1,1] where o(y) is allowed to change sign, and [{oc = 0}| = 0. The main
ideas are the following:

e In order to prove existence we mainly need an a priori estimate.

e In order to obtain an energy inequality for degenerate elliptic equations, we need to pre-
scribe adequate boundary conditions to obtain positivity of boundary terms obtained in
the integration by parts.

e In order to prove uniqueness, classically we need to have existence of solutions of the dual
problem which is similar to (2.18)).
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e When formulating the dual problem, dual boundary conditions must be identified.

We refer the interested reader to the work of Fichera [28],0leinik [61] and Baouendi and
Grisvard [6].
Assuming that o is smooth, define the sets

Ei = {(w =z (=1)"o(zi,9) > 0)}.

Let D; be two domains, D; C {z = z;,y € (—1,1)}, and u; € L*(D;).
Then, it can be proved that the equation (2.18) has a solution a solution if the following
boundary conditions are enforced

Upy=+1 =0
U D, = U
with
And uniqueness holds if
¥, C D;.

This type of results will be used extensively in Chapters and [6] Notice that, in Chap-
ters [4] [5] the degenerate elliptic equations we will consider are actually systems, so they do not
fall exactly into the framework above. However, the strategy designed by Fichera 28] will allows
us to identify the correct boundary conditions for these problems.

2.4 The one dimensional Proudman problem

In order to illustrate some basic techniques of boundary layers expansions and specificities of
Ekman layers, let us focus first on a toy-model of the Proudman problem. We refer to the
Section for the physical derivation.

The equation is the following linear ODE with constant coefficients

.0 — Bt =0
. (2.19)
0.+ E0;v=0
for z € (0,1) with boundary conditions
0) = vo, (1) = vy, .0(0) = ,p(1) =0
(0) = v, (1) = w1, D:(0) = 2.1 220)

$(0) =¢(1) = 0.

Despite the fact that it is straightforward to obtain an explicit solution by solving a 6 x 6
linear system (see Figure [2.11]), and to obtain an asymptotic expansion from it, namely

v — Uo-gvl i <U0 ;m) e~ V5B cos (\/;7E> + <U1 ;v()) 6_% cos <(1\/;7EZ‘)> +OL°°(\/E)
B vi—w) ViV - 2T
B (3) E(252) )

VB (25 e e (L2 4 2) o m)

we will try, in this subsection, to use more advanced tools to obtain such an expansion.
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Remark 2.4.1. Note that the explicit calculation is not uninteresting as it is the study of the
symbol in z of the operator in the original Proudman problem.

More precisely, if we look for solutions as (v,v) = ZM(V#,\IIH)G”Z (u = i€ in a symbol
analysis), then the equation , for each pu, rewrites

Eu? I Vil _ (0
pw o —Eut)\¥,) \0)"
—_——
AM
So in order to obtain non-zero solutions we must have det (4,) =0 i.e
E?uS + 4 =0.

This leads to 6 (counting the multiplicities) possibles values of p, which are % and 0. For

each such p we then choose (V,,,¥,,) € ker(A,). For p = i\%i we obtain a kernel of dimension 1,

when for 4 = 0 we obtain a kernel of dimension 2. Thus, at the end,we have 6 =1+14+1+1+2
linearly independent solutions, and there remain is to write down the 6 x 6 system associated
with the 6 boundary conditions (2.20)) for these solutions and check if it is invertible.

The step in the following analysis are quite generic:
o Establishing an energy estimate, and from it obtain a notion of approximate solution.
¢ Finding the boundary layer scalings, and the number of degree of freedom.

o Establishing the boundary layers operators, alongside their compatibility conditions, if
needed.

o Establishing an interior operator, alongside its compatibility condition, if needed.

o Articulating the previous operator in order to obtain an approximate solution.

2.4.1 Energy estimate and stability
The existence and uniqueness in H' x H? of a solution of (2.19)), (2.20)) comes straight from
Lax-Milgram theorem along with the estimate

1
B [ (0.0 +1020P) < C (ol + o).
0

In fact, we have a more precise estimate.

Proposition 2.4.1 (Stability estimate). Let (v,1) with homogeneous boundary conditions and
satisfying (2.19) with source terms

0.v — Ea;ll/f = fw
0.9 + E0%v = f,.

Then
Ellollzn + El¢l5: < C (1follf— + 1 follF-2)
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Figure 2.11 — Explicit solutions for vy = 0,v; = 1 and various values of E.
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and

1 2
lollZ> + 1l < € (fv||L2 1 fulli + & (/ fv) ) .

Proof. The first estimate is simply the one obtained by Lax-Milgram. The second one requires

a more elaborate construction.
Let us consider the equation
w4 iB*w = ¢

with boundary conditions w(0) = w(1) = 0.

Then, as
1 1 1
/ |w|2fiE/ |5‘Zw|2:/ ow
0 0 0

it is sufficient to show that w = v + 19,1 solves (2.21)) for a well chosen ¢.
Let ¢ = if, + Fy, where 0,Fy = fy such that ||Fy||r2 < C||fyllg-1. We have

S (w+ zEafw) =00+ Ed*v = f,
9.R (w+iEd2w) = 0.,v — Edp = f, = 0.Fy,.

Meaning that w + iE0?w = ¢ + K, with K € R. So all it remains is to bound |K|.

Let w be the solution on the dual equation
w—iBd*w =1

with w(0) = w(1) = 0. Then,
/(w+iE8§w)w: /wm: /(¢+K)w

Taking the imaginary part, as fol w= fol v € R, we obtain

K:—Z(IM

(J@)

— 144 (q_
But w is explicit, w = 1 - eviE” — evas (179 + 0c= (E™), so

K1 <0 (lol+ = [ 1)

(2.21)

O

Remark 2.4.2. o The condition that [ f, must be small is a natural one. Indeed we imposed
9 = 0 on all boundaries, whereas the physical condition is that v is constant on each

connected component of said boundaries.

¢ We already see that, in order to improve the results, the boundary layers, here of the dual

equation, must be constructed.

In fatc, the stability estimate can be rewritten as:

Proposition 2.4.2 Stablhty and approximate solutions). For E > 0 let u = (v,¢) € H' x H?
be the solution of (2.19 , , and let wP = (vPP %Py € H' x H? with [2.20) as boundary
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conditions and satisfying
82’11 - E@ﬁw =Ty

0. + E@?v = 7y.
Then

2
1 1
2 2 2 2
v—werww—wwmp30<wmg+me1+E<AaJQ>

2 2 — 2 2
o = 0?3+l = 673 < CE (Il + ol )

(2.22)

when E goes to 0.

Thus we see clearly the objective: to construct approximate solution u®P such that the
remainders r are small, in order to conclude for the convergence of u.

2.4.2 Boundary layer ansatz, boundary layer operator

The construction of an approximate solution relies on a boundary ansatz. We look for an ap-
proximate solution as the sum of two terms:

e An interior term satisfying (up to an acceptable remainder) the equation in the whole
domain but not all the boundary conditions. This will typically be the function @, with
lower order terms if necessary. In our case, we see that @ from the Taylor Proudman
theorem fulfills the equation with an acceptable remainder, but we have only 2 degree of
freedom for the boundary conditions when 6 of them must be satisfied.

o A boundary layer term (or multiple boundary layers), localized in a small region near the
boundary, of size decreasing to 0 with E. These terms fulfill an approximate equation,
and the associated boundary conditions are such that the sum of both the interior and the
boundary layer terms satisfy the global boundary conditions. This boundary layer term,
even if fundamental to the construction, is very small in low regularity norms (such as L?),
and so may not appear directly in the convergence result.

This can be summarized (for only one boundary layer) as

u?PP = ui”t(z) + ubl(z) (2.23)
——
=u(d(z,I')/dE)

with u*™t satisfying the equation in the whole domain and u® also solution of the equation but
localized in a region of size going to 0 when F goes to 0, d(z,T') < 05 = 0g—0(1).

The construction of u® is such that u® + "t satisfies the boundary conditions, this is why
we will state that the boundary layer is lifting the boundary conditions of the interior term.

Following a formalism used by Dalibard and Saint-Raymond [18] we will see this lifting as a
generic operator, constructing a boundary layer solution from boundary conditions. Here this
very simple operator reads as

Proposition 2.4.3 (Boundary layer operator). For (V,U,T) such that

/2
Y i/ —-T = .24
5 +V-T=0 (2.24)
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there exist a solution u® = u (z/\/E) x(z) of (2.19) satisfying

7]l = o(E>®)T
(WP, 04" . = (V, 0, )
(Ublu ll)bl, az¢bl)\z:1 =0

and the following estimate

s

[0l < CET™3 (4] 5e < CE73,
Remark 2.4.3. Some basic remarks can be made about this operator:

e This operator is the bottom boundary layer operator. The exact same result holds for
z = 1 substituting z by 1 — z and (2.24)) by

2
JEYHV =T =0 (2.25)

o In this simple setting r is essentially 0 in all norms, as the boundary layer equation is an
exact rescaling of the main equation. For more complex models we will have to check the
size of r in the adequate norms and if necessary take r as a source term for a higher order
correctors.

e Quite generally, the boundary layer operator can depend on the tangential coordinate or
frequency. In fact this formalism was introduced in [18], notably in order to consider the
degeneracy (in frequency) created by resonant surface stress.

e The cut-off function y is a purely technical construction, and has close to no influence.
This is why we will forget it when writing ansatz and scaling from now on (we will write

U (z/\/E) instead of u (z/\/E) x(2)).

Proof. The idea behind this corrector is a simple application of the generic method developed
notably by Gérard-Varet in [45] and later precised by Gérard-Varet and Paul in [37].

The first step is to identify the scaling v/E through the study of the characteristic ”manifold”
(here a finite set of points). With A(&) the symbol of the operator

_ g4 ;
ao- (T8 k)

this manifold is the set of ¢ such that det(A(¢) = E2¢5 + €2 = 0.

Thus, the scaling is £ ~ %, and so we have a boundary layer size of V/E.

In such boundary layer scaling with ¢ = ﬁ and

(W% (2), 9" (2)) = (v(¢), VE¥(C)) (2.26)

(& #)()-0) o

TMeaning that Vs, k > 0 we have ||7|gs = o(E¥), see th notations in Section

the equation is simply
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Figure 2.12 — The modes of the Ekman boundary layer operator.

with a rescaled characteristic polynomial

A+ A2 =0.

Here we can explicitly compute six roots: =% and 0 with multiplicity 2, see Figure [2.12
V2

Remark 2.4.4. e A more usual approach would be to consider a Fourier transform and to
compute the determinant of the symbol. We choose here to consider characteristic poly-
nomial as it is an ODE, i.e we consider e*¢ instead of e¥¢. It not only allows to clearly
see the decay at infinity in an ODE framework but, more importantly, it is closely related
to the initial boundary condition problem and to the Laplace transform (see for example
the use of such transform of Gérard-Varet and Paul [37]). Ultimately both approaches are
equivalent with A = €.

e Note that the fact that A = 0 is a mode is sometimes referred to as degeneracy of Ek-
man layer. This mode creates an additional term in the interior flow, as constants (and
polynomials) terms are relevant in both boundary layer and interior scalings. This mode
is exactly the one creating the Ekman pumping as it allows the exchange of energy be-
tween both scalings. However, following the general framework described in [45], we will
use specifically the terminology degenerate only for modes strongly dependent on tangent
coordinates or non-normal frequencies.

As we need decay to 0 when { — +00, we only keep the two roots with negative real part:
e ==

V2
The next step is to compute the dimension of the kernels EL for both modes. We obtain

dim (Ey) = 1 so we can lift up to 1 + 1 = 2 boundary conditions, Thus, we need 3 —2 =1
compatibility conditions.

Ar =

More explicitly, the solution is of the form

v(¢) = ay et +a_er¢

() = —Aparet — A a et ¢
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where ax € C. As a consequence

2(0) 1 1
D(0) | =ap | A | eMO+a [ 2|0
dc1p(0) —AZ -\

Therefore, the compatibility condition, i.e the additional constraint we require to recover the
right number of degrees of freedom, is to have boundary conditions in the 2 dimensional subspace
of C? spanned by (1,—\y,—\2) i.e

— V2(0) + v(0) — Bp(0) = 0 (2.28)
which leads to ([2.24)) in rescaled variables.

Then, considering the scaling (2.26]) with

[ollas = O)  [l¢]la- = O(1)

we obtain the claimed estimates.

In fact to obtain traces vanishing exactly on I'y we must multiply the previous solution by a
cut-off function x(z) such that x =1 on (0,1/3) and x =0 on (2/3,1)

As ub and all its derivatives are op (E>) for z € (1/3,2/3), the remainder term created by
this cut-off is o( E*°) in all norms. O

Construction of an approximate solution

Once both boundary layer operators have been identified, we can now look for an approximate

solution of the form ([2.23)).

More precisely we consider the ansatz

. ) 11—z
e = 3 pt (umt’k(z) +uPlbh ('z) +ublnk ( )) ~ (2.29)
- VE VE

Identifying each order, the equations in the interior domain are

int,k __ o4, int,k—2
0,v o
z - Yz

b) ¢int,k _ 7821)””’]@72 (230)
and for the boundary layer terms we consider the equation (2.27)).
The interior and boundary layer terms interact through the boundary conditions
. fork=0 . vy for k=0
VIR () 4 o BLbR () = ik — Vo IR (1) 4 pBLbE (1) = YR =
(©) 0=V 0 for k> 1 W) =" 0 for k > 1

’L/Jint’k(()) 4 wBvaak_l(O) =0 Ql}int’k(]_) + ’t/JBL’t’k_l(O) =0
azwint,k(o) + azz/JBL,b,k(O) =0 azwint,k(l) + az,(pBL,t,k(O) =0
The previous study of the boundary layer operator allows us to decouple the interior and the

boundary layer. Thus, we can rewrite the previous expansion in terms of the interior flow alone:
the equation is (2.30) and the boundary conditions are given by
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_\/iwint,k-{—l(o) + (vint,k(o) _ ‘/Ok) _ 621/)i"t”“(0) -0

\/gwint,k—&-l(l) + (,Uint,k(l) _ Vlk) _ azwint,k(l) —0.
Remark 2.4.5. As expected, we obtain the right number of boundary conditions for the closed
expansion of the interior flow. Here this is simply because out of the 6 modes we choose 2 for the

top boundary layer, 2 for the bottom one and the two remaining are the ones associated with
the 0 modes (invariant by scaling) and correspond in fact to the interior problem.

(2.31)

In particular, with k& = 0, the equation leads to 10 and v*"*? being constant, and we
obtain with k = —1 that ¢""%(0) = :0(1) = 0 so "0 = 0.

With k& = 1 we obtain that ¢! is also constant, and using again the boundary condition
of k = 0, denoting the constant v*"*? and ! by U° and F' respectively, reads at the
first order

V2§ + (T° — ) =0
V2F (0% —0) =0

leading to the announced values for the first order for u.

As these interior terms and the associated boundary layer are an acceptable approximate
solution (as defined in[3.2.2)), in particular we can finally conclude that

ﬂ:(m070): ('UO;’U170).

The estimate on the remainder allowing us to derive the strong convergence in L? (and even in
the energy space).

Note that, in this simplified setting, we can pursue the asymptotic expansion up to any higher
order without any additional difficulty.

Generic framework and diagrams summary

This whole construction can be summarized as a construction with the boundary layer operator
and interior operator.

This interior operator is the explicit integration of the equation , and can be expressed
in a similar way to the boundary layer operator of Proposition

Proposition 2.4.4 (Interior operator for zero source term). For Vo, Wo, To, Vi, ¥y, Tq such that

Vi—Vo=0
‘Ifl - \Ifo = 0 (232)

there exist u*™* solution of (3.9)) satisfying

7]z =0
(,Uint7 ,(/)int, anwznt)lzzz — (V:“ \I/i, Tz)

and the following estimate for all s

[0 s < C [0 gs = 0.
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Indeed the interior equation is obtained by neglecting the Ed%t) and the Ed?v and reads as

0,v=0
0, = 0.

Which is immediate to solve given the boundary conditions.
In fact it is as easy to solve for the equation with a source-term

Proposition 2.4.5 (Interior operator for a non-zero source term). Let f = (fy, fy) be smooths
Sfunction and Vo, ¥o, Yo, V1, V1, Ty such that

1
V1 — Vb = / fw(Z)dZ

2.33
\Ill - \IIO - / fv ( )
(=1)"Ti = fu(d)
Then there exist u*™t = (v™™ ™) solution of

00" — EOly™ = f, + Er"
0,4 + BEO%™ = f, + Erint
(7,0, = (Vi T)
and i
Ire ™ as < 11 fell o

i e < W foll s -

The proof being once more the explicit integration of the interior equation

azv = flll
az'l/} = fv-

Note that the remainder 7***, in this simple setting, is

MLt 6 flll
= 035,

Remark 2.4.6. The loss of regularity between the source and the remainder is a natural phe-
nomenon in singular perturbation expansions, but is of no concern in this particular example.
Indeed, in the following asymptotic expansion we have will f© = 0 € C* so by induction we
have in fact f*¥ € C> for all k.

In order to articulate these operators at each order we can follow matching methods popular-
ized by Van Dyke [72]. Here the boundary conditions for initializing the expansion are unknown,

int,0 wnt,0 =
so we let V,Zo = V2 =0 be a free parameter.

e We construct an interior term satisfying the equation up to a lower order remainder.

TNote that, in this case, as the resolution is explicit, there is no need for source term or remainder in the
boundary layer. This is why these are in on the Figure @
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boundary conditions satisfying (2.24) ——| BL operator —— b

source f

|

u'™t «— INT operator

I

remainder Er

boundary conditions satisfying ([2.33))

Figure 2.13 — Boundary layer and interior operator blocks'.

int,0 _  int,0
|z=0

|z=1

source term 0

|

w0 INT operator 0 BL operator 0

l

ant,0

0

|

wimt:l «—— INT operator 1

J,

,.i/l/.l

ubl0

Figure 2.14 — The usual Van Dyke construction. The value of v is chosen in order to have

boundary conditions on compatible with the interior operator.
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The constructed solution does not satisfy all boundary conditions, so we lift the mismatch

in the boundary condition for v by a boundary layer, thus setting the values of v‘bzlfi and
bl,0
3277[1‘2:1,.

This creates a mismatch in the boundary conditions on ¥,—¢ and ¥,—;.

This is lifted by another interior term u*™*1 of order v/E. But in order to be compatible
with 9,91 = 0 we need ,—g = 1).—1.

This condition leads to the choice of v.

This construction, summarized if Figure can then be iterated to higher orders.

Remark 2.4.7. Apart from the terminology, interior instead of outer and boundary layer in-
stead of inner, there are two differences between this construction and the general framework of
boundary layers as used by physicists.

The first one is that rather than the matching principle, which can be summarized as,

uint(z — %) _ ubl<< _ —‘rOO)
u(¢=0) =

we use the following _
u™(z =) +u’(¢ = 0) = v
u? (¢ = +00) = 0.

These formulations are very close, but the second one allows us to work with functions
decaying at infinity rather than having a finite limit at infinity, leading to easier functional
spaces.

The second one is the matching orders, as we see the second order of the interior expansion
exerts an influence on the first order of said expansion, through the choice of v. This free
parameter U show that the principle (for example put forward by Van Dyke in [72]) that
higher order terms have no influence on lower order terms is not always satisfied.

But we see that the decomposition of the boundary conditions between the ones in the
hyperplane and its orthogonal allow us to close directly the interior expansion, without
the need to navigate between multiple orders in order to set free parameters.

Thus, it is easier, at each step, to choose simultaneously the boundary condition for the
interior and boundary layer term to satisfy all compatibility conditions.

As we have 3+ 3 + 6 = 12 traces to choose (3 for the bottom boundary layer operator, 3
for the top boundary layer operator and 6 for the interior operator), satisfying 1 +1+4 = 6
compatibility conditions (1 for each boundary layer operator and 4 for the interior operator), a
simple argument of dimension shows

Proposition 2.4.6 (Figure [2.15). Let (Vo, ¥g, Yo, V1, ¥, T1) € RE. » »
Then there exist one and only one (VP Wl B VPl Wbl bl yiint int yint yint \pint yint)
such that

Vo' WL 1Y satisfy [2.24);
VP WY satisfy ([2.25);
Voint’ \I/f)nt, T%)”t, Vf”t, \Iﬂint> Tzint satisfy ‘ :
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%)\I/07T03‘/1)\I/17T1

BC
decomposition

‘/Oint, \I/ént, 'rém&7 ‘/1““7 \I/zint’ 'rzlnt
Figure 2.15 — The decomposition of boundary conditions.

o And ) )
Voznt + Vobl _ V07 Vlznt + Vlbl — V'17

\I,%')nt + \I/bl — \1107 \Iﬂint + \I/bl _ \Ijla
Tgmf + Tbl _ TO7 Tzint + 'rbl _ Tl-

Remark 2.4.8. Tt is important to note a crucial particularity of Ekman layers: this decompo-
sition mixes scales, meaning that W] is one order higher (in VE) than Vo and Y@ This
very phenomenon creates the dependency of the Ekman pumping with respect to the latitude.
This mixing of scales originates from the order of the bi-laplacian: as it requires two boundary
conditions, ¢ = 0 and 9,% = 0, but of different orders (as differential operators) it is impossible
to satisfy both boundary conditions with only one scale.

This is a generic phenomenon: in order to lift a Dirichlet condition with a boundary layer
of size €, a term like u(z/¢) is to be used, when, in order to lift a Neumann condition, it would
rather be eu(z/e). The important consequence is the following: any Dirichlet corrector of order
1 creates a Neumann error of size e 7! and any Neumann corrector of order 1 creates a Dirichlet
error of order €. The same effect appears notably in the Munk boundary layers as there is also a
fourth order operator. Note that in the case of MHD, see Chapter [5] the equation is very similar
but the A2% is replaced by a Ab. As a consequence the interior flow does not depend on the
latitude. However, such scale mixing still appears with Robin boundary conditions.

Remark 2.4.9. In this example we have done nothing more that choose a decomposition of bound-
ary conditions into subspaces adapted to the eigenvectors of a one dimensional differential oper-
ator. Quite generally the compatibility conditions can be Dirichlet to Neumann like conditions,
as both the interior and boundary layer equation will be PDE without explicit diagonalization.

With such decomposition, we can close both boundary layer and interior equation of each
order as in equation . This is illustrated in Figure m

This allows us to prove the validity of this boundary layer expansion:

Proposition 2.4.7. For vg,v; € R let u” be the solution of (2.19)). Let u®P be the result of the

previous construction
wulPP — uO,'Lnt + ubl,b,O =+ ubl,t,O + uznt,l.

Then when E — 0
[uf — uP| L2 = o(E>)

[u — u®PP || = o(E)
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0

|

wint0 «——— INT operator 0

BC
decomposition

BL operator 0

w'tl «—— INT operator 1

,,)/m‘.l

Figure 2.16 — The use of boundary condition decomposition.

Proof. This is only an application of the previous operators, in the very particular case f = 0. [

Remark 2.4.10. In this very particular equation we can close the expansion after a finite number
of application of the various operators. In all generality this is not the case and, as the total
order of the expansion is limited, the order of convergence is never o( E*°).
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3.1 Physical modelization

3.1.1 Context

When describing geophysical fluids, the classical Navier-Stokes equation

Ou+ (u-Vu—vAu+Vp=0
V-u=0

taking into account both advective and diffusive terms for incompressible flow is not sufficient
to capture the observed behavior of fluids. In fact, additional physical effects described by
supplementary variables, such as temperature or salinity, come into play. Besides these thermo-
dynamical effects, one major specificity of geophysical fluids flows is the occurrence of additional
gravitational and inertial effects: the stratification and the Coriolis force arising from the rotation
of Earth.

Among these various effects, the Coriolis force alone is sufficient to explain some crucial ob-
servations such as the intensification of currents near the west coasts of oceans (for example the
Gulf Stream or the Kuroshio), the angle between the direction of the wind and the effective di-
rection of surface currents (the Ekman transport) or some behaviors of dynamo effects associated
with the magnetic field of Earth and other celestial bodies.

47



48 CHAPTER 3. Proudman problem

In order to assess the importance of rotation, we can set up the ordering of the various time
scales associated with Earth’s dynamic as in Table This show that, contrary to everyday
experiences with fluids, the effect Earth rotation cannot be neglected in a geophysical setting.

Physical effect Earth rotation | Oceanic circulation
Typical time scale 1 day months

Table 3.1 — The time scales of geophysical effects.

In order to have a more quantitative approach, we can write down the usual Navier Stokes
equation in a rotating frame.
The derivation is standard, with the sum of three additional forces: Euler, centrifugal and
Coriolis.
dw . -
— xzx +dx (@xa)+ 20xXu
dt —

i Coriolis force
Euler force centrifugal force

As we will be dealing with a stationary rotation, we will use a cartesian basis (e, ez, e3)
such that & = %63, so the Fuler force is zero, and as all potential terms, the centrifugal force

Gx (@xa)=—-3V|dx 2| can be absorbed into the pressure gradient term.
Thus, finally, within this framework only the Coriolis force matters and the resulting equation,
called Navier-Stokes-Coriolis, is
Ou+ (u-Vu— vAu + fes x u+Vp=0
inertia diffusion Coriolis (31)

V-u=0

in a domain (2 and completed with boundary conditions, for example no slip boundary conditions
ujp0 = 0. (3.2)

As in the remaining part of the chapter, we will treat the pressure force Vp as a Lagrange
multiplier of the constraint V -« = 0. If needed this pressure force can be recovered, for smooth
decaying solutions, through

—Ap=V-((u-V)u+wes x u).

3.1.2 Non-dimensional parameters and orders of magnitudes

As usual in Physics the relative strength of each component of equation is displayed through
the identification of various non-dimensional parameters, Reynolds, Rossby, Ekman, etc.
Starting from now we will denote by ~ the dimensional quantities and the non dimensional
will be tilde free.
The dimensional equation is on

O + (- V)i — VAT + Tez x U+ Vp=0

with [{] = s, [4] = ms™", [V] = [V] = m™ !, [7] = m®s7 @] = s~1,[p] = m?®s~2 and
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the dimension of € in m. So, given the fact that the fluid is incompressible this is a kinematic
problem with only two independent physical dimensions at work.

The usual choice is to introduce L, the characteristic length of the problem (in m), and U
the typical velocity of the flow (in ms~!). Thus, we define

e u=Uu
e T=1Lx
T_ L
o = ﬁt
and obtain ) )
0 -Vu— —A — Vp=10
o+ (u- V)u Te u+ROexu+ D (3.3)
V-u=0
where
e Re = YL is called the Reynolds number
e Ro= Llf is called the Rossby number.

Equation ([3.3) is completed with non-dimensional boundary conditions on 02, for example
ujpq = 0. As we will see later, the balance between rotation and diffusion is the one driving the
boundary layers. Therefore, we also introduce

Ro v

called the Ekman number.

It is to be noted that oceanic circulation displays two length scales (depth and width) and
a turbulent behavior, which can be modelized through anisotropic viscosity as written in the
book [11] by Chemin, Desjardins, Gallagher and Grenier:

To take this effect into account, it is usual in meteorology and oceanography to replace
the —vA term by —vp Ay — vy 0s.

Table summarizes the definition and the typical values of the previous non dimensional
parameters in various contexts.

Ordinary fluid Ocean Geodynamo! Solar dynamo?

L 1m ~ 103 — 10°m 10%m 10%m

U Ims~? ~1073ms~! 10 4ms~? 10'ms—!

v 107 5m?s~! ~ 107 %m?2s~1 107 m?2s! 10~ 4m?s!

f | 1.5 x107%rads™" | 1.5 x 10~ %rads™! | 1.5 x 10~ *rads™" | 5 x 10~ rads™!
Number Expression Balance Ordinary fluid | Ocean | Geodynamo | Solar dynamo
Reynolds Re % Inertia/Diffusion 10° 10° 10° 10™3
Rossby Ro L%, Inertia/Rotation 10" 1072 10°° 1072
Ekman F i Rotation/Diffusion 107 1078 10718 1071°

Table 3.2 — The non-dimensional parameters for the Navier-Stokes-Coriolis system.

TThe geodynamo is the movement of the inner liquid core of the earth, and the solar dynamo take place inside
the sun. See for example the book of Dormy and Soward [67] for a physical description and analysis of all of these

phenomenon.
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3.1.3 Taylor-Proudman theorem and Ekman layer

These values clearly indicate the usual ordering Ro < 1 <« Re for geophysical fluids, so one can

expect that at lowest order (i.e Ro =0 and Re = +00) the equation (3.3)) reduces formally to
esxu+Vp=0
i b (3.4)

V-u=0

with boundary conditions
(u . ’n)aQ =0

i.e

—us Op 0
ur | +[0p| =10
0 (93p 0

O1u1 + Ooug + O3us = 0.

This leads to O3u; = d3us = 0. Moreover, ju; + Osus = 0 and using the divergence free
condition we obtain dzus = 0.

As the remaining boundary condition is u-njgq = 0, in the case of a flat boundary the formal
solution of with Ro =0 is

u = (Ul,’lLQ, O) with aguh =0 (35)
——
Uh

meaning that the flow is two-dimensional and independent of the height. This is the Taylor-
Proudman theorem and is one of the key features of rotating fluids.

Another key feature comes from the fact that the Taylor-Proudman theorem is not compatible
with most boundary conditions if € is bounded in x3. For example if the boundary conditions
are up(x3 = 0) = ug, up(xs = 1) = u; and if up # u; then dzu, = 0 cannot be fulfilled.

In fact near the horizontal boundaries the hypothesis Ro < 1i.e L > % is no longer valid as
a new characteristic length is to be considered: the distance to the boundary. This problem can
be resolved by introducing boundary layers lifting these trace incompatibilities. The size of these
layers, called Ekman layers, scales typically as v/ E. The Ekman layers are responsible for both
the Ekman transport (the angle between the wind forcing direction and the surface courant) and
a phenomenon called the Ekman pumping, a dampening effect as these layers “pump” energy
from the main flow.

If Ekman pumping is not directly visible without writing down some equations it can be
illustrated by a simple experience (proposed in [20]). When stirring a cup of coffee/tea, the
beverage rapidly goes to rest. If the diffusion term —ﬁAu is the major source of dissipation
then the characteristic slowing down time is

L? (5cm)?

— ~ ————~— ~ 25min
v 10-6m?s~!
this result clearly contradicts everyday experience. One can show that as the Ekman pumping
is caused by the normal velocity of order v/E, the associated characteristic time is

Tdiffusion =

-1
VERwY 1 R _ Scm ~ Luin
w VEw Vw107 5m?s I x 1s 1

TEkman pumping — <

a value easily observed experimentally.
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Figure 3.1 — Taylor-Proudman columns and Ekman layers.

3.1.4 Proudman problem

In [60] Proudman proposed a simplified model in order to understand the effect of the spherical
geometry on rotating fluids. The idea is to consider a viscous fluid between two rotating spherical
shells and to use the following set of hypotheses:

e We assume that non-linear terms can be neglected in front of the other terms as the driving
mechanism is usually the linear balance between diffusion and rotation. The idea is to verify
a posteriori that these non-linearities indeed do not modify the general behavior of the flow
dynamics.

e Stationarity is also assumed system i.e 0; = 0. Note that this assumption changes the na-
ture of the equation and disregards the possibility of waves created by the balance between
inertia and Coriolis forces, the so-called Rossby waves (we refer to [11] for more details
about these waves).

o Finally, we assume that the flows are axisymmetric. Indeed, if the problem is invariant
through rotation around the axe e = e3, so must be the function wu.

Under these assumptions the problem writes

esXu—FEAu+Vp=0
V-u=0

in the domain €, the boundary conditions on 9Q =T =T UT'; (where I';,i € {0,1} are the two
concentric spherical shell, see figure are

(3.6)

(u-n)pr =0 (non penetration condition)
(u¢)jr, = v; (no slip condition)
v; being the driving velocity on the boundary of the spheres. This problem, called the Proudman

problem gives birth to various nested boundary layers of different scaling that we will discuss
later.
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Figure 3.2 — The Proudman problem.

Remark 3.1.1. Note that these hypotheses are justified from mathematical point of view far from
the equator, since in the fully non-linear and non-stationary problem the boundary layer are still
constructed from this linear part, see for example [11].

These hypotheses and the resulting equation can be extended to other configuration where the
flow is bounded by two rotating surfaces (for example two rotating wavy disks as in Section
or rotating shape looking like x® as in Section o= % being the case of the sphere).

Even in this simplified configuration, no explicit (or almost explicit) solution exists and, as
the physical value of E is of order 1078, direct numerical simulation is out of reach (presently
such DNS can only consider cases up to E = 107% — 1077, see the discussion in the Phd thesis
of Marcotte [53]).

A precise understanding and a careful analysis of boundary layers effects are clearly needed
before any explicit or numerical resolution, because these layers can affect the main flow as the
Ekman pumping does.

Such an analysis, coupling a detailed study of the scaling and behavior of boundary layers
and a well-chosen numerical scheme for the most degenerate boundary layer was done recently
by Marcotte, Dormy and Soward in [54]. The main idea is to identify the different boundary
layers scales and equations and their coupling both between them and the main flow. The goal
of this chapter and of the following is to provide a mathematical background to such analysis.

3.1.5 Reformulation of the Proudman problem

Let us first reformulate the Proudman problem in the variables used in [54]. In the cylindrical co-
ordinates (s, ¢, z) of Figure the axisymmetric hypothesis assumption leads to a reformulation
of the problem. Since Ogu = 0 the constraint V - u = 0 reads in cylindrical coordinates

éas(sus) + 0,u, = 0.
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Thus there exist a scalar function 1, the stream function, such that

1
us = =00, u, = —0(s1).
s
Denoting v the azimuthal velocity we then obtain on the cylindrical basis
7821/}
u= v . (3.7)
305 (sv)

The Stokes-Coriolis equation in the ¢ component is
0,9 = —EDv
and taking the curl we obtain
v = ED%).
where we have denoted

D=0, (ias (s~)> + o2

An important point is the boundary conditions in these new variables. The no-slip boundary
condition leads to v = 0, 9,% = 0 on the boundary, when the non-penetration condition leads to

b =0.

So the problem is reduced to a 2-dimensional elliptic system in the two coordinates (s, z)

v —ED*) =0 (3.8)
0.4 + EDv = 0. '
The effect of the curvature, namely the %[“)S — Siz, does not change the qualitative behavior near
the equator s = g > 0, and does not change the boundary layer as it is of lower order. Thus,
we will focus, in this chapter, on the following equation

0.0 — EA2 4 =0
’ (3.9)
0.+ EA, ,v=0
with boundary conditions
v, = v, Optr, =0
Ir. = v Sa¥yr, (3.10)
Yr, =0.

3.1.6 Boundary layers

With these variables, when F < 1, the Taylor Proudman theorem reads

d,v=0,9v=0
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Figure 3.3 — The two-dimensional Proudman problem for spheres.

and, as previously, we recover the incompatibility between the fact that v is independent of z
and the boundary conditions. Far from the equator this incompatibility is resolved by classical
Ekman layers. But as a straightforward calculation (detailed in Section shows that the size
¢ of the boundary layer depends on the latitude 8, more precisely

Thus two consequences arise

o When approaching the equator, as § — /2, this size is no longer small with respect to 1,
thus the core hypothesis of boundary layer ansatz is no longer valid. This is the so called
degeneracy of the Ekman boundary layer near the equator. This ultimately leads to the

. . 1 2 .
equatorial Ekman boundary layer of size £'5 x E5 as we will see.

e Moreover, the strength of the Ekman pumping is in fact proportional to the size of the
Ekman layer. Therefore, the equation on the interior displays a discontinuity (in fact a soft
singularity) at the tangent cylinder s = Ry (see figure . This leads to additional nested
boundary layers of sizes E ? B 1 and E3 named Stewartson layers. Note that the E 3 layer
is identical to the one near a vertical wall when the two other ones are shear layers driven
by the Ekman pumping.

A summary of these geometrical configuration of these boundary layers is depicted in Fig-

ure [3.41

3.2 Preliminary results on the Proudman problem

3.2.1 Mathematical setting

In the following, €2 is a smooth bounded set of R? with 9Q = I'gUT'1, where I';. For the spherical
problem we will have Q2 = {(:C, 2) ERZstrd <224+ 22 < 7“1}, I'; being the circle 22 4 22 = 7.
In fact, if our focus is the various boundary layers, we can, using symmetries reduce the problem
to Q= {(z,2) €T xR s.t v(z) < z < 71(x)}, see for example Figure [3.6]



3.2. Preliminary results on the Proudman problem 55

R

E "7/ Vcos©

E 7/ Vcos©

- :E2/5'

~
T

Figure 3.4 — Summary of the different boundary layers in the Proudman problem.

The mathematical setting is the following: for £ > 0 let us consider u® = (v,%) solution

o B 0 EA2 4 =0
2V — z,z2¥ =

0.+ EA; ;v =0.
We also recall the boundary conditions (3.10))
’U|1’*0 = Vo U\Fl =1
6n¢|1"0 =0 an’l/)ﬂ"l =0
Y, =0 Y, =0.

We are interested in the behavior of u® when E — 0, i.e we look for a convergence result or
even an asymptotic expansion of w¥ in norms relevant to the physical problem.
Let us briefly go through standard estimates and methods.

3.2.2 Existence, energy estimate and weak convergence

The very first step is to notice that for all E > 0 equation (3.9 is an elliptic equation, as a
consequence

Proposition 3.2.1. Let E > 0. There exists a unique solution uf = (v ¢F) € HY(Q) x H(Q)
of (3.9) with boundary conditions (3.10) fulfilling the energy inequality

E|? 2 B2 2 2
<
E/Q|Vv | +E/Q|Vw \ —C(””O”Hé(m*””l|H%<rl)>' (3.11)
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In fact, if v* € H*(T;) with s sufficiently large, u¥ satisfies the more precise estimate

2 2 2 2
L1+ [P+ [ 1905 4B [ (9205 <€ (kg + lonl,) - (312)
Q Q Q Q
Remark 3.2.1. In terms of the velocity u, the estimate (3.12) is the analogous to
ullze + ElVull2 < Cllurll 3 -

Where u is solution —EAu + Vp = 0 with the previous symmetries and boundary conditions.

Note that we will refer to the norm and the associated space of estimate (3.12)) as the energy
norm and the energy space.

Proof. The existence and uniqueness follows directly from the a priori estimate (3.11)) and Lax-
milgram theorem. Let us remark that the estimate (3.11)) does not involve the Coriolis force as
it is skew-symmetric

/ (007 P + 0.7 F o) =0
Q

as
(WFypF)aq = 0.

The key point for the more precise estimate in this estimate is the L? control, and the
key idea is to use the 0, terms to recover it.

The goal of this section is to be as simple as possible, but as this inequality is essential to the
definition of approximate solution we will give a short sketch of proof, to highlight some general
difficulties and ways to circumvent them. The first approach would be to multiply 0,¢¥+FEAv =0
by 0,%. This leads to [|0,%]|z> < C. And formally multiplying 9,v — EA% by e*)v we recover
—1 [|v?|W (2)e"®) < [ A%pveh®). But due to the fact that 1 and v do not belong to the space
functional space, not only ve™*) is not a valid test-function for this part of the equation, but
more importantly there is a problem in boundary terms when performing integrations by parts.
Therefore, we must use the structure of the equation more carefully.

Note that, along the way and due to the fact that the equation is homogeneous in 3, we
recover better powers of E than announced:

2 _1 2 1 2 1 2
/ B |? + B / 0.0 + B} / VB[ + B} / 920" < C (Jlooll3reqry) + Io11recryy ) -
Q Q Q Q

(3.13)

But this is of no use in the rest of the chapter, since the cause of this improvement is the absence
of source terms.

The first step is to multiply the 0,9 + EAv® by 0,4F. We then obtain, since wllfm =0,

OntBe, = 0
10:0 172 < CE0® | g |97 | e (3.14)

In particular equation (3.11)) leads to [|0,4F||L2 < C’||v0/1||H%. As the domain is bounded in z,

through Poincaré inequality we recover || 2.
Moreover, we can notice that the previous estimate can be refined with respect to the powers of
E. We lift the non-homogeneous boundary conditions with a lifting term u! = (v!,!) € H' x H?

(in this case 1! = 0). The fact that ||[v!||z: = O(1) led to (3.11]). With x a cut-off function and
vl = oly (Cl(z’i\/%ﬂ)), then v! is also a lifting of the boundary conditions but with |[v![ > = O(E%),



3.2. Preliminary results on the Proudman problem 57

||171||H1 = O(E~13). We set (vE,¢F) = (v,9) + (¢%,0), with (v, 1) solution of the same equation
but with homogeneous boundary condition and a non-zero right hand side.
As the exact estimate of (3.11]) can be rewritten using (3.14))

E/|VU| +E/|Aq/;\ <E‘/Vu Vol | + ‘/ lazd)‘

(EuvnleEnvlnHl) ( (||v+vl|H1+|w+0|zz)+c||vl||i2)

with this lifting, we recover in fact
1 1
Ex|vllm + E* @)z < Cllvojill, s

Remark 3.2.2. o This scaling v/E is the one of the Ekman layer, but this construction does
not comes from a boundary layer. In fact this scaling comes from the balance between vl
and EAwv!, which is not the Ekman balance.

¢ We cannot hope to improve these estimates, in the sense that we cannot have better powers
of E in front of each term of the sum. In fact, for the Ekman layers, all terms of (3.13)) are
of order O(1).

We can then bootstrap higher regularity using elliptic regularity theory, provided that vg
and vy are smooth enough. For example ||[AvE |2 = E7Y|0,0F |2 = O(E™3), so |vE| 2 =
O(E~1), if v; € H3(T;). Using this with [|A(AYE)|| g = E~Y|0,0]|; = O(E~%) we obtain

7
[9% s = O(E~ 7).
Using interpolation on k, we then obtain for all 1 < k < 2

_2k—1 _2k—1

vl e < CrllvoyillasE~ 1 1Vl e < Crllvo || B~ 3

To obtain the inequality on ||v|r2, now that we know that v has enough regularity, we
consider w a weight (typically an exponential), and use (vF — v!)w as a test function on the
equation 0, (vF — ') — EA%¢y) = -0,

The only problematic term when integrating by parts [ A?(vF —v')w is [ VAY- V(v —vh)w,
as we cannot proceed to further integrations by parts due to boundary conditions. But as
|E [VAY - V(0P —vhw| < By ]l (vF — o' || < CEI_%_%HUO/lH%{S we finally obtain

[P llze < Cllvos -
O

So uF is bounded in L? x H' and there exist uw € L? x H' so that, up to an extraction,
u® — @ in this space.

With (w, ¢) a test function in H? x H?® compactly supported in 2, integrating by parts and
taking the limit £ — 0 in the weak formulation allows us to obtain, in a weak sense,

0,0=0
P =0.

This is indeed the Taylor-Proudman theorem of the flow is independent of z, and the velocity
of each column is in the plane orthogonal with the axe of rotation, as ) = 0.
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In order to obtain strong convergence and additional information on v we must rely on a
more elaborate construction.

3.2.3 Stability estimate, approximate solutions

The leading principle is to construct an approximate solution u®PP such that

0,0 — EA2p™P = p,,

9.4 + EAGP? — 1, (3.15)
satisfying the set of exact boundary conditions
app _ app _ app _ app _
Yr, = vY0Yr, =1, 8z1/7|1-*0 = 3n1/)|p1 =0 (3,16)

app __ ,,app __
Ve, = Yir, =0

As the problem is linear, the energy estimates (3.11)),(3.12)) lead to a stability result: with
r = (ry,ry) = r’ + 7 we have

B o — o[ + B 6 = v < € (205 + gl + 27 b + 27 1)

[0 = v |+ 0 = v, < € (Irlfe + Irull3s ) -
(3.17)
Thus, following Dalibard and Saint-Raymond [17], we define an approxzimate solution from the
energy balance:

Definition 3.2.2. A function u®P = (v%P )%P) € H' x H? is said to be an approvimate

solution of (3.9)-(3.10) if it is a solution of (3.15) with the exact boundary conditions (3.16]),

such that r = (ry, ry) is an acceptable remainder i.e

2 2 2 2 2 2
Irols + Il = o (o 1a + g 213a + B (o) + 6713 ) )
when E goes to 0.

Specifically, it is to be noted that if u®PP is an approximate solution and is convergent in
L? x H' to @ when E — 0, then we also have u¥ — .

The goal of the following subsections will be to construct such approximate solution in dif-
ferent settings.

3.2.4 Some bibliographical remarks

This problem was first proposed by Proudman in [60], the formal analysis of the scales being
completed by Stewartson [69,|70]. For both a physical and numerical detailed analysis we already
cited the work of Marcotte, Dormy and Soward [54], and for a formal derivation the article of
Gérard-Varet [31].

From a mathematical point of view, the Ekman layers (in the complete Navier-Stokes-Coriolis
problem) are well understood since Grenier and Masmoudi [40], and the monograph of Chemin,
Desjardins, Gallagher and Grenier [11].

Let us stress two main features of the complete Navier-Stokes-Coriolis problem, that does
not appear in the simplified setting of the Proudman problem.
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e First, contrary to Navier-Stokes-Coriolis, Proudman system is linear, removing the obvious
additional difficulty of the non-linearity, and allowing a full use of linear methods. But as
explained by Gérard-Varet [31], a quick a posteriori computation show that it does change
the nature of the boundary layers: (u- V)u = uyp, - Vu + uzdsu so for a flat boundary all

these terms are of low order, since uz ~ ¢ = O(v/E) compensate the 3 = O(ﬁ)

e Moreover, the removal of the time dependency has two effects. On the one hand, we lose an
easy control of the L? norm in the energy estimate at all scales. But on the other hand it
avoids the difficulties of the dispersive nature of the limiting equation when time is present.
These additional difficulties require attention to the domain (whole space, torus with or
without resonance) and to the initial condition, distinguishing the part contained in the
kernel of the singular operator (well-prepared case) from the part that is not (ill-prepared
case). If we were to add d;u to the equation, the time dependency would create waves.
Indeed, as the Coriolis operator L : u — e X u + Vp is skew-symmetric, the interaction
between the two terms

1
Oyu + ﬁLu

create waves of frequency in ﬁ. Thus, all convergence results require the application of a
filtering operator, e T,

Several refinements of the Navier-Stokes-Coriolis have also been studied from a mathematical
point of view. Some of them, modifying and refining the boundary layer analysis, are the
following:

e The S-plane model, taking into account the variation of angle between the axe of rotation
and the normal of the surface, for example by Gallagher and Saint-Raymond [29], and by
Dutrifoy, Schochet and Majda [23].

e The model of a rough bottom, taking into account the rapid variations on the ocean floor,
see for example Gérard-Varet in [32].

e And the model taking into account the forcing of the wind at the top of the domain
was studied by Masmoudi [56|, possible resonance being treated by Dalibard and Saint-
Raymond in [18].

3.3 Overall view of the construction

We first start with an analysis of the Ekman boundary layer for a non-flat, but non degenerate,
boundary. The key point is that the analysis of the Ekman boundary layer equation

(4 5 () -()
O¢ 762 P 0
show that there is only two degree of freedom (corresponding to the two roots of A® + A? such

that ®(A) < 0) for the solution. As we must lift three boundary conditions, v, d,% and 1, we
obtain that we can lift such conditions if and only if we have one constraint satisfied, that is

\/cos(6) 1 B
£ (v— 1)) =0 (3.18)

Sl
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Figure 3.5 — Interior v for various values of EF. The discontinuous v is in

where cos(f) is the angle between the axis of rotation e, and the normal to the boundary.

Following the same type of construction as in Section for a fluid between two shells 'y,
I'; rotating with respective speeds vy and v, we obtain a convergence in L?, when there is no
geometric singularity (i.e cos(6) > ¢ > 0) toward (7, 0) with

Vo V1
/cos(0o) + \/cos(61)
1 + 1
v/cos(0o) \/cos(61)

v =

(3.19)

We will consider this case in Section 3.4

For a singular geometry, while the previous computation is formally justified, it cannot be a
good candidate for an approximate solution as it discontinuous.

In fact, using once more (3.18) we obtain an equation of the form

(% 1 1

<\/cos(90) * \/005(91)> - <\/cos(90) * \/cos(6;)

) v+ hVEd*w =0 (3.20)

The Figure is obtained, for I'y and I'; two circles, by solving equation with finite
elements. We can see that two boundary layers appears at the left and the right of x = 0.
Computing the numerical solution for various values of E leads to the two sizes, E7 and ET and
a value vZ (0) ~ E=s,

In order to lift such discontinuity we need to introduce boundary layers at the right and left
1 2
of = 0, of respective sizes £1 and E7.

At this stage, if the v obtained is a good choice as an approximate solution, the associated
is not. In order to lift it, we need to consider the equation

0.0 — Edhp =0

3.21
0.0 +E?v =0 (3.21)

and to construct an other shear layer, of size E3. This last hear layer will be the focus of

Subsection B.5.5]
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Figure 3.6 — Two non-flat disks.
3.4 The Ekman layers for two disks
Let us now consider two non-flat disks i.e a domain defined by
Q={(z,2),z € T,y(zx) <z <y(x)} (3.22)

where 9,71 are smooth functions (see Figure , such that ~; — 7 is far for 0, 0 < C71 <
Mn-—%<C.

The goal of this subsection is to show that the Ekman pumping depends on the size of the
Ekman layers, size that increases drastically with the latitude.

Such results were already obtained by Chemin in a much more complete setting and can be
found in lecture notes by Chemin, to be published in Morningside Lectures in Mathematics [10].
Thus, we will not provide too many details of the inner computations in order to focus on the
expression of ¥, as this expression will be the main cause of the shear layers.

We will denote by ;(x) the angle between the normal vector and the vertical axis as showed

in Figure B.7]i.e
1

We recall the objective: to construct an approximate solution of (3.15)-(3.16) as

cos (0;(x)) =

1—
uPP = y(z) + uBlt (m, 62> +uBLb <x, Z) +
1

such that the remainder satisfies the Definition [3.2.2]
The approach is also the same as before:

o Identify the scaling and equation of the boundary layers and construct a boundary layer
operator.

e Construct an interior operator.

o Articulate these operators in order to obtain an asymptotic expansion, up to a sufficiently
small remainder.
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Figure 3.7 — Ekman layers for non-flat disks.

Boundary layer operator

Because of the topography, the boundary layer variable (, the rescaled distance to the boundary,
is no longer a simple multiple of z. In fact we have in boundary layer variables (see Figure

and equation (3.24]))
Ax,z ~ (5;285 82 ~ 5;1 cos(&i)ac

and the corresponding boundary layer symbol is

—E57t 57  cos(6;)i€
67 teos(0)ie  —E&;%¢% )

K3

This leads to a boundary layer size of

Note that the boundary layer size varies with the tangential coordinate, but since 7y ; are
smooth we always get §; = O(E?2).

As soon as the scaling is identified we can define precisely the boundary layer operator

Proposition 3.4.1. Let s >4 and V,T,¥ € H*°(Ty) such that

1
W) + (V) = X)) =0 (3.23)

There exists u® = u (x, M) € HY(Q) x H?(Q) solution of (3.15)) satisfying

0

B do()

(Ubla ¢bl7 8Zwbl)|1‘o = (‘/a l117 T)
(Ubl, wbl7azwbl)|rl -0
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with remainder terms satisfying for all s < sg — 2

s

7o)l e < CETHE7%

Irolls— < CEI7S
and the following estimate for all s < sg
0" < CEA™E ¥ |lge < CEATE,

Remark 3.4.1. Note that the restriction on the regularity s for both the solutions and the re-
mainders is only a restriction of regularity with respect to =, due to the regularity on V, Y, ¥. If
these functions are C°° then the same estimates hold for any s.

Proof. For this proof we will drop the index 0, writing for example cos() = ——— instead of

) 1+4"2

cos(fy) = Noers

Since the boundary conditions are regular with respect to « and no degeneracy appears (cos(6)
far from 0) the idea is to construct the boundary layer for each x as if it were a plane with a
constant slope.

More precisely, let ¢ be the rescaled distance to the boundary, ¢ = d ((z,2),T') /§ and o the
tangential coordinate.

By the local inversion theorem there exists p > 0 such that, in the tubular neighborhood
d((x,2),T") < p, the change of variables (z,z) — (o, () is well-defined, and the jacobian is

g*ﬁ 2—2” _( cos(8) 4+ 0,0 cos(0)5¢ + 0,sin(0)¢  sin(H)d 3.94
2 g—z ~ \—sin(0) — 9,0sin(0)5¢ + 9,0 cos(0)5¢  cos(8)d (3.24)

Noticing that as 8,6 = £9,6tan(6)d, as long as 6 is far from % (and 6§ € C*), we obtain

92 95N\ _ [ (L+oc(1))cos(d) (1 + oc=(1))5~" sin(6)
(a §§> a (_(1 "‘scw(l)) sin(f) (1 +Oiw(1))671 cos(0) :

Keeping only the main terms, we get the boundary layer equations in boundary layer variables
uPt = (v(0,¢),8(0)¥(0,C))
cos(0)6 ' 0cv — E§ 10t =0

cos(0)6" 1 Ocp + ES0%v =0
i.e considering the choice of 4, equation ([2.27)):

=00 O\ (v _ (0Y
(9( 3? v 0
The boundary conditions, in term of boundary layers variables, are
1
ve=0 =V,  s¥e=0="Y, OYi=0=T.
Hence, the analysis is the same as in the 1D Ekman boundary layer of the preceding subsection,

since we consider that ¢ does not strongly vary. Thus, we have two modes with negative real
part and, for each of them, the corresponding kernel is of dimension 1. Thus, we can lift up to 2
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boundary conditions and, more precisely, any boundary condition in the hyperplane defined by
equation , which is exactly the relation up to the boundary layer scaling.

Once such construction is done, we need to evaluate the remainders. For example, for u =
(v(0,¢),6(0)(a,¢)) € C*, the explicit computation leads to

o] = |0:(6%) + EA, 20 — cos(0) (Ocv + Ov))|

1 2—-k 1

ks L . 1 3.25

<Gy [ SN BT 000k + B (020 + ER Y |050| + EX [0y (3:25)
k=0 j=0 j=0

where Cy depends on the function 8 and is finite as long as cosl(O) and 0760,1 < j < 4 are finite.

Remark 3.4.2. e There are two main types of errors when approaching the whole equation
by the boundary layer equation: the variations with respect to the tangential variable o
of the profile, i.e 9,v,0,% = O(1), and the variation with respect to o of the angle and
boundary layer size i.e 9,0 = O(1),9,6 = O(9) (and all the lower order terms arising from
the cross derivatives).

o Thus, all these estimates are no longer valid when 6 is too close to 7, or if variations with
respect to o are no longer of order 1, i.e if the boundary layer is degenerated.

There is a last technical step: we need to multiply the obtained function by a cut-off function
x(d((z,2),T0)) where x(Y) = 0for Y > p and x(Y) = 1 for Y < p/2. This ensures both
the validity of the change of variables and the null boundary condition on I';. As the functions
display explicit exponential decay in ¢, this only introduces o( E*°) error terms, and we obtain the
claimed H?® bound from the scaling, the size of the remainder follows from and a density
argument. To see a more detailed justification of such scalings, we refer to the Appendix ,
keeping mind that the constructed profile has exponential decay. O

Note that if we want to pursue the asymptotic expansion, we need to consider the remainder
terms as a source term for the next boundary layer corrector. The complete boundary layer
operator is given in the following Proposition (written in boundary layer variables)

Proposition 3.4.2. Let sg > 4 and f = (fo, fy)(0,() € H*(T x R") exponentially decreasing,

i.e such that L
||f8nc||H5074(T><R+) <C, VT] < E (326)

There exists a constant Hy, depending linearly on f, such that for any (V(x), ¥(x), T(x)) in the

affine hyperplane

1 1
- 5 V@) + (Vi) - (@) = Hy. (3:27)

there exists a solution ub = (v(a,(),8(0)(0,C)) of

00" — BAL 4" = B cos(8)? fy (0,€) +1y(0,€)
04" + EA, 0" = cos(0) £ (0,C) +10(0,)

with the same estimates as in Proposition[3.4.1 Moreover v is also exponentially decreasing in

the sense of (3.26]).

The proof is the same as in the previous proposition with f = 0, the only difference being
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the source term in the equation solved by u, namely

4
(—3< ag) <¢> _ (fw(a, C))
9 0;) \v ACNG)

treated by the use of the explicit Duhamel formula or an explicit Laplace transform, both ap-
proaches leading to the condition (3.27)).

For an example of explicit computation, see the example in Annex [A] or the construction of
the E4 boundary layer operator in Proposition Note that the condition to have exponential
decay, present both condition (3.26) and Lemma is not too restrictive. In fact, this is the

natural condition coming from the variational formulation of such ODE;, see for example the use
of adapted weighted Sobolev spaces in Subsection [3.5.3]

Interior flow

Having obtained such conditions, we can consider the interior flow. The interior operator is still
the same as the one in one dimension (i.e an integration with respect to z) the conditions (2.33))
being slightly modified

Proposition 3.4.3 (Interior operator). Let so > 4, f = (fu, fy) € H*(Q) x H*°(Q) and
Vo, Wo, To € HF (D), V4, ¥y, Ty € HF 4(Ty). Let us suppose that the following compatibility
conditions are satisfied “
Y1 (T
V@) = Valo) = [ fula,2)d:
Yo(z)
7 ()

Uy (z) — Up(z) = / folz, 2)dz (3.28)

Yo (@)

1 A0’
il 2fv('7i)

V1+7(z)

. Then there exist u*™t = (vt ") solution of

(—=1)'Li(x) =

B — BAPY = g 4 B
az/(/)int + EA’Uint = fv + Erj)nt
(,Uint7 ,(/}int7 anwint)lz:i — (V:“ \I/i, Tl)
and for s < so—4 i
Iy o2 < CE
Il < CE.

Remark 3.4.3. It is important to note that error terms are also coming from the fact that we
consider 9, = O(1). For example, 1" (x, z) = Wo(z) + f,yzo(x) firt(z, T)dr, so

z

= a2, (%m o )fi"t(x,f)d7> .
Yo(x

So not only at each step do we have a loss in regularity with respect to z but also with respect
to x.
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More precisely we point out that the remainder r, is equal to

nt _ 783?)%7“‘, o 0'2 l’,zni

Ty

the blue term will be the source of the shear layers in the next subsection. Indeed, it will be no
longer negligible when strong variations with respect to x appears, causing the various boundary
layers of Section [3.5

Nevertheless, we finally state the following result
Theorem 3.4.4. Let u® be a solution of (3.9) in the domain Q defined by (3.22), where

Y0, 71 € C®°(T), y1 — Y0 = ¢ > 0, with boundary conditions v, vy € H*(T).
Then when E — 0 we have uf — (vi"°,0) in the energy space (3.12)) where

0 gy _ B@o(@) (@) _ (1 +3h(@)) o) + (1491 @) o),

do(x) + 01(x) (1+ 76(1')2)_% T+ 71(99)2)_ (3.29)

Proof. The construction is exactly the same as the one in the 1D case, as we have sufficient regu-

larity with respect to z for the first iteration. Indeed, it is sufficient to construct v*™t0, int:0 q)int:1 ,bl,b/t,0
in order to have the precision required to conclude. The influence is seen in the splitting of the
boundary conditions. Here at first order the system is

int,0 wnt,0 _
3n¢‘p1 - 5’n1/1‘p0 =0

nt,0 _ int,0 0
YIry Yry T

int,0 int,0 __
1/)|F1 - w\ro =0

int,1 int,1 __
¢|F1 - ¢\F0 =0

cos(bo) Broo . 1, BLboO BL.b,0
— 5 Yt 50— O, ) =0

cos(01) pro1 , 1, BLp1 BL,b,1
vE a0 o) =0
s vo=o

3 BL,b/t,0
6717/}'1?:&70 + 8nw|1—‘1 /t - O
int,1 BL,b/t,0 _
dj\lﬁ + wlFi =0

so the closed equations on the interior term are

8Z1/)znt,0 =0
int,0 _ ,int,0 __
Vlz=ng = Yz =0
az,vznt,o =0
az,(/)znt,l =0

i in 1 in
(—1)i*! /cos(9i)1/1‘zi’71i + 7 (v‘zi’i - vz(x)> =0.

From there we obtain
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Yo + V1

im0 ) = Vo0 Voo
- 1 + 1

/cos(0o) \/cos(61)

wint,l(x) _ U1 — Yo

B V/2cos(0g) + /2 cos(6y)

O

Note that if we have enough regularity on vg; we can pursue the asymptotic expansion up
to a higher order, see Figure |3.8

In this case of a higher order expansion, we must keep track of the remainder in the boundary
layer operator. In fact these remainders are the source terms of the next boundary layer operator.
They modify the constant H ¢ of the next order boundary layer compatibility condition, and thus
the interior flow. This is why the splitting of the null boundary conditions for higher orders is
non-trivial.

Ekman pumping for Navier-Stokes-Coriolis

Here, the Ekman pumping manisfested through the fact that the limit flow satisfy, with x; =
(1+92)4,
ko(x)vg + K1(x)v1 — (Ko(x) + K1(x))v = 0.
In the time dependent case instead of we expect that the Ekman pumping manifest through
a damping term in the evolution equation. And, formally, if we add the time dependency, by

integrating with respect to z (i.e projecting over the kernel of Coriolis operator) the formal limit
we obtain for w = [ v is

(71 = 70)0w + (ko (x)(w = vo) + 1 (z)(w — 1)) = 0.

As mentioned in the beginning of this section, the result is only the stationary and
linear case of general result proved by Chemin [10]: the convergence in the non-linear and time
dependent case with an axisymmetric and well-prepared initial condition.

In our notation, with @ = {(zp, 2) = (rcos(d),rsin(f),z) € R® yo(r) <z < 0=} the re-
sult of Chemin can be summarized as the following:

Theorem 3.4.5 (Chemin). Fore > 0 let U® be a solution of

1
OU® +V U @U" —veAU® + —e3 x U+ VP =0
V.US=0, Usy=0, US(t=0)=u

With Uy well-prepared, i.e Uy = (0,00(r),0). Then (up to a smallness condition due to the

non-linearity) U¢ converges in L} (R*, Q) to (0,9,0) with v solution of

(L+A80)" +1
0 —0(r)
o(t =0)

8tf)(t,7°) + \/27 v 0

—~

Yo

Similar behavior was also derived by Rousset in [63] for the MHD system (and also with
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axisymmetric and well-prepared conditions) where the limit flow is solution of

du+ E(x)u=0
U(t = 0) = Ug

where E(x) is the Ekman pumping (depending in fact on both the Ekman number, and the
Elsasser number A corresponding to the ration of magnetic and Coriolis forces), with strong
variations with respect to the distance to the axis, even being singular close to the equator

E() = L (Al cos(0)] + /T + A2 cos(O))

2| cos(9)|3

It is to be noted that if the bottom topography is strongly varying, vo(z) = 7 (%) then the
problem is very different. Indeed the boundary layer equation is a true PDE rather than an ODE,
in a possibly unbounded domain. We refer to the work of Gérard-Varet [32], of Dalibard and
Prange [16], and of Dalibard and Gérard-Varet [14]. Following Gérard-Varet and Masmoudi [35]
these authors reduce the analysis to this boundary layer PDE in a bounded (in one direction)

domain using a transparent boundary condition, relying on a Dirichlet to Neumann operator.

3.5 The shear layers

We have previously supposed that «/ is regular and bounded, leading to the validity of the
boundary layer expansion.

If it not longer the case, for example in the sphere o (z) ~ (—x)%1$<0, the previous ordering
and computation break down.

The goal of this section is to investigate the behavior of the main flow in such cases and, as

the exponent % is not specific, we will be interested in 9 admitting a singular behavior like z¢,
a € (0,1).

3.5.1 About the validity of Ekman layers

One of the questions to be answered is to determine the critical latitude 6. up to which we can
use the Ekman layer expansion. In this perspective let us recall the size of Ekman layers

5 _ E _ VE
bV eos(8:) (14 ()2

Let us notice that one of the core boundary layer hypotheses, the localization near the bound-
ary, namely § < 1, leads to the necessary (but not sufficient) condition cos(6.) > E. But long
before this scaling, the predominant balance shifts from the Ekman balance to another one called
the equatorial scaling.

In fact the core assumption of the previous computation can be seen in the Jacobian 7
namely
0500

cos(0) > cos()’

(3.30)

a—1

But in curvilinear coordinates if 7, goes to —oo as x we have near x = 0 (with ¢ = 0
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corresponding to z = 0)

T c _
~—0~cos(f) ~ — ~cx'™* o~ ca”
2 "o

2c

50 050 ~ cos(0) . , thus the previous assumption ([3.30) is in fact

1—2a

cos(@)““'%_ o = cos(@)z(sl_:;) > E?

i.e
cos(6) > Ese o> Evea. (3.31)
Note that if o = % we indeed recover the %—scaling of the sphere.
When cos(6;) < E =4 another boundary layer appears, the so called equatorial Ekman bound-
ary layer. This boundary layer is probably the main difficulty of understanding the Proudman
problem for several reasons:

e Although the Ekman layers equation are simply linear ODEs with constant coefficients,
the boundary layer equation at the equator is a PDE which does not fit well in already
well understood classifications, see the discussion at the beginning of Chapter

e The connection to the main flow is also less obvious. It would seem that a boundary layer of
size (Ez)% called by Marcotte, Dormy and Soward [54] a similarity sublayer is responsible
for this connection.

o Finally, the transition between the classical Ekman layer and the equatorial Ekman layer
is also non-trivial. The hope for this part, once the equatorial layer is sufficiently well
understood, would be to apply techniques similar to the ones by Dalibard and Saint-
Raymond [17] to connect two different kinds of boundary layers. Unfortunately we were
unable to prove uniqueness and to obtain strong decay estimates for the equatorial Ekman
layer, which prevented us from proving a convergence theorem in the spirit of |17].

A discussion about this layer will be the focus of the last section of this chapter and of
Chapter

But as long as the distance and scalings to x = 0 are far greater than F 375 it is reasonable
to study the interior flow as solution of the equation obtained through the use of non degenerate
Ekman layer. This study will, at least, lead to the description of 3 nested boundary layers, called
the Stewartson i, % and % layers in the setting of a sphere.

3.5.2 Objective

The goal of this section is to study the equation of the interior flow with Ekman type boundary
condition, i.e assuming that the Ekman boundary condition is still valid.
For simplicity, we will work with = € (—1, 1) identified as the torus T, and consider only

e x+— y1(x) smooth,

o yo(x) = 2*L<ox(z), where y is cut-off function equal to 1 on (—1/3,0) and 0 outside

(=2/3,1/3),

e Ot <7 —70 < C for some C > 0.
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1_,1 E1/3

L}’\\

El/(3+oc)

— 1/4
>. < E

Figure 3.9 — The shear layers when vy ~ (—x)<.

For the horizontal variable we will take periodic boundary conditions in x. This setting is
represented in Figure (3.9

We will denote by v the expression given by .

We recall that we are trying to construct a approximate solution as

u®PP — uint (l‘ Z) + ubl,Ekma,n (J) d((l‘7 Z)a Fz))
) ) 5Z .
If we keep all the terms in the main equation (3.9), and apply the boundary conditions
corresponding to the Ekman boundary layer operator of Proposition we obtain that "t =
(v 4pit) must satisfy, up to small enough remainders

8Z,Uz'nt _ EAi’zwint =0
6z¢int + EA%ZUint =0

) ) (3.32)
(71)i+17wint 4+ (vint _ Ui) o anwznt > =0.
( 6i ﬂ ( ) lz="i
Remark 3.5.1. e Let us stress that we were not able to rigorously derive such an equation for

the interior flow, but that physical analysis and numerical simulations suggest that this is
indeed the correct equation, see [54].

 The equation [3.32] seems undetermined, as there is too little boundary conditions for its
order. This is indeed the case, but if we require 4™ to be bounded in H'(Q) x H?(Q)
uniformly in F, then the first order of the asymptotic behavior is unique. For example,
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in the non-singular case, it is in fact the one described by the v™0 it0 4int:l of the
previous subsection: u*™ = (v'"0 0) + Op2(VE).
The idea to construct an approximate solution of (3.32)) is, as before, to identify the right

asymptotic expansion and to compute the remaining terms.
But, for this case, since we have

cos(fp) ~

a Y —z)1=  forz <0
for x >0

the ¥ given by is discontinuous at x = 0 if vy(07) # 50(0+)§2§81§i§1§81;"1(Oﬂ. The con-
sequence is that we do not have v € H' and cannot continue the asymptotic expansion, as the
remainder from E920 will not be in H~! (it is in fact the derivative of a Dirac mass).

The assumption to neglect F9?v in the interior operator is thus false, this term creates
boundary layers near x = 0.

Note that we have a similar problem for the expression of 1! in the previous subsection, as
it has a loss of regularity like 21 we can keep all the terms as remainders except 92!

Thus, in order to construct an approximate solution u®PP (in the sense of of

satisfying the L? convergence
u®PP — (1,0)

we will in fact construct 3 boundary layers

E3ta Ez Es

e The ub"! and u"" are boundary layers, respectively at the left and the right of 2 = 0,
lifting the discontinuity of ©. These will be constructed in Subsection (3.5.3).

o The u"¢ layer lifts the discontinuity of ¢ and will be the subject of Subsection

The rest of the section will be the study of the various layers. And Figure illustrates the
articulation of the various boundary layers. In this section we will use the previous construction
of the Ekman layers, and focus on the blue terms.

3.5.3 Stewartson 2/7 and 1/4 layers

The usual asymptotic expansion v'" = v 4+ O(VE), 9" = 0+ VEv + O(E) suggests that the
rescaled equation we need to consider is in fact

.0 —E29% =0

. +VEPv =0

(3.33)
<(—1)i+1\/Ew + i(v - vz)> = 0.
|z=";

0 V2

Indeed, the lower order terms from 9,1|,—,, and 0202 can be treated as remainders, sufficiently
small in the correct spaces.

If the variation of z occurs on a scale E?, we expect E29% ~ E3 48 while VEO2 ~ E2~25
Thus, as long as 8 > 1 (the Ekman scaling), E29* < B29?
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Far from the boundaries

[Equatorial layer]

Figure 3.10 — Objective of Section

But, even from a formal point of view, a necessary condition for this expansion to hold is that
the scalings are of size E# with 8 > 37101 > % Therefore, this heuristic prompts us to consider
first a constant (with respect to z) v.

This Taylor-Proudman theorem reads as 9,v""? = 0, and 9,9™"! = C(z). As a consequence,
the integration of with respect to z (i.e projection on the kernel of the singular operator)
gives as equation

(o(@)vo(2) + k1 (x)v1 (x)) — (Ro(@) + k1 (2))w(x) = (1(2) = Y0(@)VEG w(z) =0 | (3.34)

where, for simplicity, we denoted w = v*"*? the first order of the interior operator expansion
corresponding to these heuristics, and with

ilﬂ(m) — i — ; _ (1 + /(x)z)_
2 TVE T VeosBi@) '

In the case where both kg and k1 are smooth, we obtain the usual expansion. But here kg(z) ~
(—95)%1 for x <0 and 1 for > 0.

NG

Remark 3.5.2. Note that using x; instead of v; allows us to consider Neumann conditions for v
on I';. Since Neumann boundary conditions does not create boundary layers (at least at the first
order), this indeed formally corresponds to x; = 0. This is the case for the Proudman problem
on a sphere where the symmetry conditions leads in fact to kg(z) ~ x_%1$<0, as the symmetry
leads to the condition d,v =0 at z = 0.

The study of in such a case will be the goal of this part. We will see that this ODE is

the one creating the E/ sta and BT boundary layers.
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Far from the boundaries

/-
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‘ E3+a layer ‘
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S - <
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1
/

" Ekman layers ‘

Equatorial layer

Figure 3.11 — Objective of Subsection in blue.

Proposition 3.5.1. Let vg,v; € H2. For E > 0 let w be the solution of (3.34). Let

’TJ((E) _ Iio(l')ﬂo(x) + ,K;l(x)vl (LU)
HO(x) + K)l(x)

Then, when E — 0

w(z) = B(x) + BT BLd (_Sf ) 4+ wBLr <$l> + Op2(E55).
E3+a Fix

Where wBE! wBE are boundary layers terms defined on Ry .

But, first, let us comment on the stability estimates of (3.34) with a remainder r
(ko 4 k1)w — (71 — Y0)VEw =r.

This equation is an elliptic equation and since (ko + k1) ~g- |a:|mT_17 by Hardy inequality

o< [P < ooy,
71—

Thus, the problem is well-posed in H' with the estimate

/|w|2(:0_‘_’F;l)dﬂc—l—\/E/|(‘3,Uw|2 SC’/wr.
1=

If we had to study this equation on its own, the energy norm on the remainder r = 10 + !
would be

_ 1 _1
17 (ko + K1) "2 |22 + B3 Y| -1

Nevertheless, as our final goal is to study (3.32)), we will not make use of the additional
(Ko + K1)~2 ~ x5, even if difficulties come from z = 0.
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Scaling

Let us denote once more ¢ the boundary layer variable. With ¢ = E~8z, we obtain for z > 0
the equation

(k101 + ovo) (BC) — (k1 + ko) (E*O)v(¢) — (11 — 90)(E¢Q)E>~2#0v(¢) = 0

and as all functions are smooth and the expected solution decays at an exponential rate we can
write for example ro(E”() = r(0) + O(E®). Thus, the predominant balance leads to 3 = 1 i.e
the boundary layer equation

(Kovo + £1v1)(0%) — (ko + K1) (0T)w(¢) — (71 — 70)(0)0Zw(¢) = 0 for ¢ > 0, (3.35)

where ( = zE~1 is the boundary layer variable. And for x < 0, with ¢ = (—z)E~#, as

a—1

ko(z) ~ |z| 2 we obtain

a—1  «

P ) w(O) - (n =0 (BP B P02u(c) =0,

k1(0)01 (0) + EP T ¢ T 1 (0) — (m(o) + BP

The predominant balance principle leads to

a—1

B —3

1
:7—2 =
2 peb 3+«

i.e the boundary layer

T

C = 1
. . E=va (3.36)
¢ 7 w(0) = ¢ w(€) = (11— 0)(0)Fw(¢) = 0 for ¢ >0,

where ( = —zF e is the boundary layer variable.

Note that in the case of most physical interest, namely the sphere a = %, we recover the
standard E# boundary layer.

For simplicity, we will denote xo(07) + x1(0) = & and 71 (0) — 70(0) = h.

Boundary layer operators

In order to quantify the decay via weighted spaces, let us also define for s € N and A > 0 the
norm H3(RT) by

gy = | 103Re<ac
and for p € (0,1]
[ f]

H3., (5) :/0 |02 f7e" dg.

The associated spaces are
S HS
= O ((0.00)
s 00 Hi,p
\p Cc ((07 OO)) .

We will use p =1 for the % layer, and p < 1 for the 34%1 layer.
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Remark 3.5.3. Note that H3 ,(RT) < H*((0,1)) for all s € N. As a consequence, trace inequal-
ities hold for all s > 1. in particular, if if w € H§ , and 0 <k < s —1, then w® (0) = 0.

This allow us to easily derive a Hardy inequality with an explicit constant:

Lemma 3.5.2. Let A >0, p € (0,1]. Then for all w € 7—[}\71) we have

= 2 2P 22 [T 1 2_22¢P 1 2_2x¢P
[Ocw|“e**>"d¢ > p“A C272p\w| e d¢ — p(1—p)A <2—7]D|w| e d¢. (3.37)
0 0 0

Proof. This is a straightforward computation, for w € C°((0, +00)),

/oOO ’ac(wemp) i ¢ = /Ooo |0cw|?e*¢" d¢ — /0Oo |w|0; (EACPQ (6“20)) d¢ + /Ooo |w|® (3§6ACP)2 d¢

= [Tl ac— [T (N0 4 plp - 1¢E) e g > 0
0 0

P .
L |w|?e?*¢"d( is a lower order term far from 0, and can

Remark 3.5.4. The term p(1—p)X [;° <

be absorbed by fooo C2%2,)|11)|262MIJ(1!C for large ¢. In fact, this term, due to the behavior of (?
near ¢ = 0, disappear completely if we use as a norm

1 ey = [ 10PN ag

with ¢§ > 11);)\1’. As all of this is of no practical consequence, we will keep the more natural

definition with a simple weight e*¢”.

O

In the next two Propositions (3.5.3] , we will define the boundary layers operators. We
start with the E% boundary layer, which occurs on the right of the shear line z = 0.

Proposition 3.5.3 (Stewartson Ei boundary layer operator). Let 0 < A < . For all
feH)R")

there exists a constant Hy, depending linearly on f, given by
Hy = _/000 f(r)e Virdr
such that for any WO, W1 € R satisfying
\/EWO + ETW, = Hy (3.38)

there exist w” = w (ﬁ) solution of
4

(1 —0)(@)VEw" — (ko + k1) (@)w® = f ( 1) + E%rbl(x)
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with boundary conditions
wbl(o-‘r) =W,

&Cwbl (0+) = W1 .

The boundary layer profile w (x) is identically zero outside (0,1/2). The remainder r® =

L . . O + .
r (Ei ), with v € (5., H5(RT) satisfies,

s

”rbl”HS((o?%)) < CEs" % Vs<0.

Remark 3.5.5. We can, in this proposition or in the following, replace H by H3° for so € N and
the estimate on the remainder is then true for all s < sg. A way to see it is to derive sg times the
boundary layer equation with respect to {. As this introduces further difficulties and the only
estimations we need on the remainder are negative norms, we will not do so.

This can be derived from the explicit integration or Laplace transform of the boundary layer
equation

ho2w(¢) — rw() = £(¢) (3.39)
w(0) =W, w'(0)=EiW;.

from where Hy = — [~ f(r)e=VE7dr, which is indeed a continuous linear form on H. We refer
to the Annex for this exact example.

However, in order to introduce a generic framework used for the next boundary layer operator,
let us also briefly use methods based on the theory of elliptic PDEs.

0<A< \/E (3.40)

We search w € ?—l}\ solution of the elliptic equation . The solution will be a varia-
tional solution, coming from Lax-Milgram theorem. In this setting, Wy and W7 are respectively
Dirichlet and Neumann traces.

First notice that up to a compactly supported lifting we can suppose that Wy = 0, i.e consider
an homogeneous Dirichlet problem.

Then, in order to use the Lax-Milgram theorem in our weighted setting, the only requirement
is to check whether

Proof. Let

T (CPw+ B w o2 2
/0 (a<w+hw) w ePd¢ > Cllwl2,

holds for any w in a dense subset of 3.
And integrating by parts, for w € C5°()

/OO (—82w + Ew) cw e2Ad¢ = /OO |8Cw|2 e + —16262>\C + X lw|? ) d¢
0 " h 0 2°¢ h

:/ <|8<w|2+ (_4)\2+’$62A<) |w|2) 2 ¢
; 2" Th

K
= [l + (=22* + Dllwlg

Using the Hardy inequality (or simply Poincaré in this case) (3.37))

lwll3y > A2l
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We finally obtain the claimed coercivity as long as
—2\ 40742 >0

ie o
= >\
h
Once we have existence in #}, using the equation 97w = Fw+ +f € H3 we obtain the elliptic
regularity

lwllag < C (Wo+ g ) -
This allows us to define the Neumann trace d;w(0). The function (Wy, f) — 9cw(0) is obviously
linear, leading to the condition like (3.38) in order to have Wi = 9,w(0).

In order to obtain the explicit expression of this Dirichlet to Neumann operator, taking as a
test function a solution of the dual equation, namely e~ V%S we have

/OOO (o2 + ) w-emVEac —/OOO F(Q) - emVRCdC
Bewe VI fwdeeVE] T 4 [ (o 1 ) e VR wdc = — [ f(¢) e VEdC
[ }0 / ( ¢ h) /0

0
W1+\/§Wo 0

After introducing the cut-off x, the remainder terms are

Eir(¢) = (((n = 90)(EH) = (n =20)(0)) 92(¢) = (1 = o) (BHO) = (k1 = k0)(0) ) w(C) ) X(EHC)
errors from the approximation of no variation w.r.t  in the boundary layer
+ (1 = ) (B (2BEX (B 0w + BEX(BEOw ) + (1 = x(BXO))F(Q)

errors from the cut-off x

50, as 70,1, Ko,1 admit a Taylor expansion, we obtain r € 7—[% for any A< A, with a control of the
norm uniform in F

Irllse <Cxx (i = Yollwoe + 11 = rollwsoe) llwlleg
A ’ A
+Cs = voll=lwllay + Cx Al Flleg

As this is true for any A< A (but C5 , blow up when X — A) we obtain the proposition, since
the estimate on 7 comes from the scaling as before (see Annex [A.5)). O

We now turn towards the so-called E7 boundary layer, of size E s for a generic boundary
profile. This layer occurs for z < 0, and its particularity is that the rate of decay, previously \/g

is now formally |/ 7¢ “* who depends on (, and goes to 0 as ( — oo this is where the weighted
spaces M , are used.

Proposition 3.5.4 (Stewartson EFa boundary layer operator). Let

0< A< h2

3+«
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and
fe H§7HTQ(R+).

There exists a constant ¢, and a constant Hy, depending linearly on f such that, for any
WO W1 eR satisfying
2 1
coh™ oWy + E3+a W, = Hf (341)

there exists w = w ( z > solution of
E3+a

(1 = 70) @VEPRM — (k0 + k) @)l = B~ (f (—E”ﬂ) " E)

with boundary conditions
w’(07) = Wo

W' (07) =W,

and w®(x) is identically zero outside (—1/2,0). The remainders r* = r ( z >7 r e
Mz H%HTQ(RJ“) satisfies, Vs < 0

I ey 0p) < CET 50
Proof. The boundary layer equation is

hZw(¢) — T w(C) = £(Q).

Thanks to the change of variable ¢ — h‘#%a(: we can restrict ourselves to h = 1.
Here we can also compute an explicit solution of the homogeneous equation in terms of Bessel
3+a

functions. With w({) = Wy/CG ()\C T) the homogeneous equation becomes

(26 (ACH ) a6 (ACF) - ((aig<“4“)2+ <a2+3>2> G (x) =0

with A = ﬁ we obtain the very definition of the modified Bessel function of the second kind
([1] p.374). Since we look for decaying solutions, we finally obtain the explicit solution for the

homogeneous case
4 3ta
w(¢) =Wo \/EK%H <a—|—3< B )

o

note that we recover the result of [54] for a = 3.
We can then use Duhamel formula to obtain the generic solution and condition. The main

interest of this explicit solution is less its existence than the explicit value of ¢,, namely

w,(0) (a+3)a“+3 r (%)

>/ (k)
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and thanks to the asymptotic behavior of Bessel K functions we see that the rate of decay is

,LCHTQ
jw(Q)] < e7FFat .

which is not an exponential decay, but is still decaying faster than any rational function. In
particular, we still have the size of o( E*°) for x > Esta.

To use a weighted Sobolev space as we did previously, the only point of importance is the
coercivity. Let us first notice that, the control the singularity of ¢ %2 near 0 is of no concern for
such formulation as we have H!-like regularity near 0, and %ﬁl > —2.

We will work in the space ’H%\m for A < A, where p will be chosen later and A, will be fixed
small enough.

The computation is very similar to the previous one. For w € C§°((0,00)), we have
& o— D o P ]. P o — P
/ (fangrCle) cw e d¢ :/ (|a<w|%%< + (Qagem e > |w|2> d¢
0 0
e 1 a— »
= [ (196wl + (5 @272~ 2000 0 + 7 Y ul?)
0

[e%S) s
= Hw”i& . er(l 7p)A CP*2|w|2 +/ (72)‘2[)24"21’72 + C‘%M“,"Z(g_)/\(pdc.
’ JO

>0

We must ensure the positivity (or at least positivity when combined with the other ones) of the
last term (in blue). Near 0 the two other terms can help, but at infinity the ’H&’p norm contributes

to A2p2¢?~2 at most’, and the other positive term is decaying too fast. More precisely, thanks

to (3.37)), we have
(1-e) <||w||?{; +p(1 —p)/ C”‘2w|2> +/ (—2X%p2¢% 2 4 ) |w[?ed¢
3P 0 0
z/ (—(1+ NP2 4+ ¢ ) w2e " dC.
0

So we must at least have (“Z" stronger than ¢2P~2 at infinity i.e

a—1 3+«
2p—2 < —— < .
p =" p 4

Thus, we set p = po, = 3*%. For p < p, we then need to control the behavior near 0 by the
Hi’p norm. But for p = p,, sufficient condition to have coercivity is then

—(1+e)Mp2i+1>0

for some ¢ > 0. This leads to

4
A< A= —= .
Do 3+«
The rest of the proof is then exactly the same as before. O
Remark 3.5.6. e Note that we obtain in fact a sharp estimate on the rate of decay, not only

on the power of ¢ in the exponential but also on the A.
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" Ekman layers ‘

Far from the boundaries

-

‘ E7% layer
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7
|

Equatorial layer

Figure 3.12 — Objective of Subsection are in blue.

« This approach is ultimately the same as considering w = me*¢” before working on m.

These proofs show that the angle of attack consisting in considering the boundary layer
equation as elliptic-like equation is not only relevant but also leads to robust and sometimes
sharp results.

3.5.4 Interior terms and connection between operators

Let us now focus on the interior terms. Since the limit problem is of order 0 as a differential
operator there no need for boundary conditions.

But, as mentioned before, since v is discontinuous, it is not in the energy space H'. A first
approach is to consider that v is like a Heaviside function,

D ~ps0 0(07) 1o + 9(07) 150 (3.42)

and that we would be able to lift the discontinuity by two boundary layers and linear algebra:

bl,l

w =7+ w4 wbh" (3.43)

with wb>! and w®"" the results of the preceding boundary layer operators with respective traces
W{, Wi and Wi, WT satisfying
o(07) + W =o(0") + W§
0+Wl=0+Wwr
oW+ Es=w! =0
Wi+ EiW! =0
from where we obtain a unique solution.

Remark 3.5.7. Note that the seconde condition W} = W7 can be weakened. Indeed, if W{ # W7,
we would still have w of (3.43) in H*, but it would introduce a remainder term

VE (W] - W) 6
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which must be either o(1) in L? or o(E %) in H~! in order to be an acceptable remainder. Thus,
we can instead choose only W} — W = o(1).

. . . N [7]o ! (o]0 S B 4
The main point of this solution is that W] = ————%——, W; = — L ——— and that
1,%E3+a 1 1,%E3+a 1
we obtain N
v(07) + €ev(0
w0y — 207) + e0(0”)
1+4€
where c L c 1—a
€= ——LE3a "1 = — L EiGta) ,
C Ci
Remark 3.5.8. In the relevant case for physics, we have a = %, leading to ﬁ = %. As

a consequence even if F is small, typically £ = 1075, the value E=s cannot be neglected for
applications. However, from a mathematical point of view, it is still a small parameter.

Unfortunately, the previous expansion is not quite complete from a mathematical point of
view. Indeed, if we expand ¥ near 0 we have

KoVg + K1V1
Ko + K1

=vo(07 )1a<o +

@ =
Kovo + K101
Ko + K1

(07)1us0 + K1 (o1 — Uo)(O_)xl_Ta 1oco+O(z'™9). (3.44)

veont continuous but ¢ H!

vdisediscontinuous

As a matter of fact, apart from the discontinuity, the lack of regularity is only near z = 07,
and can be removed with a cut-off localized near 0~. The scaling of this cut-off is, fortunately,
the same as the boundary layer, allowing us to lift the remainders by the left boundary layer
operator. These difficulties are more linked to the singular z~ "2 of the equation than to the
discontinuity of v.

To illustrate the difficulties let us look at the toy-model of the % layer, for a = % on (—1,0),
T iw — VEd*w = f.

Note that we do not prescribe any boundary conditions, as they will be lifted by the boundary

k
layers. Then, when trying to construct without precautions a solution of the form w = %", E= wk.
We obtain, even at the first step

e If the source term has the same singularity than the coefficient, f = 271 then w® = 1 and
the remainder is 0.

5

o If feC'and £(0) = 0 then w®(z) = 23 f(z) ~o- 23 and w® € H'.
e Butif f =1 then w(z) =27 i.e wy ¢ H'.

Our goal is to have as a source term Kovg + k1v1. Following the decomposition (3.44)), we
first isolate the discontinuous part of v, which we lift thanks to boundary layers of sizes F 1
and F 3%@, as described previously. There remains to treat the part v°™. This correspond to a
source term f¢™ = (kg + k1 )v°". Note that not only v°°™ is continuous, but also v<°"¢(0) = 0.

We cannot usev®™ it the approximate solution up to x = 07, since it will lead to v ~-
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(—x)kTa ¢ H', so we isolate the singularity in this source term, by writing
cont __ i cont i cont
/ _X<Eﬂ)f +X(Eﬁ)f '
But if we cut-off at a size E?, the error created when differentiating two times the cut-off will
l—a
be of L™ size E~27 compensated by the smallness of v, of (Eﬁ) * . The critical scaling is
then, without surprise
smallness of the singular perturbation
=
—a 1
E? xE 2 x  EFEY Zlef=-—.
3+
cut-off  smallness of v°°™?
Proposition 3.5.5 (Lifting of f<°"). There exists w'™ € H? such that
cont __ Ko + K wint _ _ @a2wint =7
f 0 1 Y1 =" z
with
) ) fcont
w™ e H* lim ||w™ — —— =0.
T ES0 Ko + K1 |2
7|2 < CEvo=

The remainder satisfy
Proof. In order to prove this proposition, let x be a cut-off function such that y = 1 on (0,1)

(-x(5%))

and x = 0 on (2,400). Then with
cont
wint — f
Ko + K1

)% (s)

3

we obtain
| v - on
e — (ko + k1)w™ — (11 — ’YO)\/Eﬁiwmt — < : > feont ()
: —X
— EE Ny 1 o

(71 —0) < X <E§l .

; ! —T /‘(‘m:/

20v1 — A EE*‘;M/,/ )I '

+2(71 Y0) X <E~"'l“>(”<h‘,l+h~(,>

|7;54.r;)” X// ( —I ) < '/‘(‘on/ )

/ Esta K1 + Ko

bl

Remark 3.5.9. If we were to iterate the construction, the second term (in blue) is ¢ and all
are .
All the terms are of same size in L? et us compute for example the size of r*. We have

the others (in green)
1 82 cont 2d
~1,1) (*E“%ﬁ)‘ R

(

iz < e [
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cont

and as v is uniformly smooth, except near 0~ where it admits a singular expansion

vt = (—2) 3t ay(—2) " Fag(—a) T

Thus, we finally obtain

—a—2-2.

77| 12 < C'max (E%JFWQO,E%) — CEves,
O

We now have u®P = p@s¢ 4 pbbl 4 ybbr 44yt Tet us comment on the associated remainders.
There is no difficulties for the ones coming from the shears layers used to lift the discontinuity.
Concerning the remainder in (1 — X)\/EB%UCOM the same type of computation as above shows
that we do not gain additional power of FE iterating the procedure. The green remainders in the
previous proof can be considered as source terms for the next order boundary layer. It is possible
that this process could be iterated.

Remainder rbluv rgreen Tbl,r
T T 3

L? norm Etv2a Et¥% E3 E6i3a

Can be used as a source for the next order operator No Probably Yes Yes

Table 3.3 — The different remainders.

We can remark that, except for »”/“¢ all terms can be used as source term for next order

operators. This is unfortunate because the current expansion is not precise enough to ensure
the H! convergence. If this difficulty was absent, then with an order sufficient to have all
remainders op2(E %), the stability estimate will ensure the H' convergence, and in particular
that u®(z = 0) ~ C, B2, a fact of physical importance.

At this point of the construction, we have thus constructed corrector for ¥ such that v™™ is
continuous. But,if we go back to equation , we see that the associated 1"t can have jumps
across © = 0, as we will explain below. Lifting these jumps is the purpose of the next subsection.

3.5.5 Stewartson % layer

Indeed, if the previous shear layers are enough in order to construct v, the corresponding 1) is
KoK1

v= \/5(50 + K1) (o1 = o).

Thus, far from z = 0 there is no problem but there is a discontinuity, ¢(0~) = 'ii/(g) (v1 — o)

hen ¢ (0) = — 2O (v, — wy).
when 1 (07) \/5(1'*‘21(3(32) (v1 — vo)

In order to lift this discontinuity, related to the fact that 0,v = FE %8;11/1 was neglected, we
need another boundary layer. If we write the whole symbol of (3.32)) its determinant is

02+ E?05 =0

prompting the scaling




3.5. The shear layers 85

Far from the boundaries

— —
‘ E5% layer ‘ ‘ E7 layer ‘
"/N/, / %

( “Interior” )

1
‘// N\
\ E3 layer ‘

) — .
‘ Ekman layers ‘ \

Equatorial layer

Figure 3.13 — Objective of Subsection are in blue.

And the corresponding kernel leads to

P = VEY((,2)
W = Esu((, 2).

Remark 3.5.10. Note that the /F is the exact scaling of the first order of the interior problem.
This means that, if we consider the scaling and equation of equation this factor disappears.
The notable point is the E % in front of the . Indeed, this shows that any error created in the
v variable will will be small, leading to a possible correction with next order shear layers.

The boundary layer equation is thus

8211—8211/) =0

3.45
0 + 8?1} =0. ( )

This is in fact the same boundary layer than the one near a vertical wall, called the Stewartson
layer. For the boundary condition we need the Ekman homogeneous condition. But as it write

(_1y+h£¢4-J;(Eév-¢Ea¢Q::o (3.46)

Kq \/5 :
we will consider only the first order condition, ¥» = 0. This approximation is only valid up to
—a 1
27 ~ FEfier~ BT < Eﬁ, so such approximation is acceptable within our framework.
The goal of this subsection will be to show that the boundary layer equation

8Zv—8gw =0

3.47
.1 + 020 = 0. (3.47)

with boundary condition ¢.—,, = 0 can lift the discontinuity on ¢ at z = 0.

Unfortunately such layer is deeply connected to the equatorial layer. Therefore, we will still
try to lift discontinuity on v, but our proposition will only hold rigorously in the non degenerate
setting, kg, k1 smooth. For more explanations on the link between the vertical shear layer and
the equatorial layer, see the discussion at the end of this chapter.
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Let h = 71(0) — 79(0). The main ingredient is the construction of said boundary layer is the
flat case, i.e 79 = 0, 71 = h, near a vertical wall:

Proposition 3.5.6 (Flat stewartson 3 layer near a wall). Let Qo = (0,1) x (0,h). Let
1
O<n<%(%)3 and sg > 1.
Let W, V,T € H*((0,h)) x H®5((0,h)) x H*~35((0,h)). Suppose

T(0) = T(h) =0

T0)="(h)=0 (3.48)
and
h
/ V(z)dz = 0. (3.49)
0
Let f = (fy, fu) such that
h
(Folimo = oo =0 . [ 16,21z =0 (3.50)
0
with regularity
£ = (for fy) € My (00720 5 gpmax(Os0=d), (3.51)

Then, with the boundary layer scaling ( = E*%x, there exists

ubl(x,z) = (Eév(<7z)a E%¢(Ca Z))

solution on Qg of

" — EAYY = Eb (fw (E ’ ) T (éé ’ ))

80" + EAM = B2 fv<
Es3

with boundary conditions

bl __ bl _
|z=0 — ¥z=h —

(W, 0" 0,7 jpmo = (B3 W, ESV, E5 )

1
uzOforx>§.

With the estimates

ol

. 1
[0 |+ () < CESH875 Vs < 50 + G

s 1
[0 g () < CE2T575, Vs < 59— G
and T satisfying the estimates
13
170 ll3¢5 (0,4 00)x (0.0 < B Vs < 50 — -
23

Hs ((0,400)x(0,h)) < B3, Vs <59 — —.

Il -
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Remark 3.5.11. The condition (3.48]) on v is a compatibility condition between v),—o and ¥.—o.
And the one on V is not restrictive. Indeed, we can lift constant V(z) = V simply by

(x,z) =0
v(z,2) =V.

Note that, in this case, this is not a boundary layer profile but rather an interior one. We will

. . . . 3 .
see in the proof that for a Fourier mode k in z the boundary layer size is actually (%) , so this
is no surprise that k = 0 correspond to an interior term.

Proof. We will use a boundary layer term satisfying (3.47)), and compute the remainders.

As, contrary to the boundary layer operator we have constructed until this subsection, this
is a true PDE and not an ODE we will first focus on the homogeneous case f = 0.

We can, as previously, rely either on an explicit computation or an abstract argument.

For the explicit computation, as ¥(0) = ¥(h) = 0 and foh Vdz = 0, let us use the decompo-
sition

¥((,2) = Z ar(¢) sin(rkh™12)
k=1

v(¢,2) = Z by (¢) cos(mkh™'2)
k=1

Without loss of generality we can suppose that h = .

Note that, for a non-flat €2, such functions does not verify exactly the boundary condition,
as the boundary is not perfectly flat. Nevertheless, we will work as if 79 and v; were constant,
computing the trace remainder later.

The homogeneous equations on ayg, by, are
—k‘bk — 821% =0
kag + 8§bk = 0.
This is a simple ODE, for each k£ € N, and the characteristic polynomial is
A6 — 2

with three roots with negative real part, and three with positive real part. In particular there
is no A = 0 modes thanks to the boundary conditions at z = ;.

Thus, with
N\ = -1 ifl=0
B = S
we obtain that any functions

Y= Z Z akJe’\"k'gC sin(kz)

k=11€{—1,0,+1}

v = Z Z by 1M FI € cos(kz)

k=11€{—1,0,+1}
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Figure 3.14 — The modes of the Stewartson boundary layer operator

is solution, as long as

kl
VkeN,VI e {~1,041}, buy+ Tzak,l = 0. (3.52)
l

Remark 3.5.12. It is important to observe that the size of the boundary layer is not E3 but
1

[N

(%)

)3 Thus, at high frequency this layer is too small to satisfy the assumption presiding the
derivation of the model. This was to be expected as the critical scaling is

1
3
(f) > B o k< B

i.e variation at scales z > E3 . This is exactly the equatorial scaling (3.31), as z = z®. This is
why this layer, called the similarity sublayer since it size can be seen also as (Ez) 3, is a candidate
for the connection between the equatorial zone and the main flow.

More precisely, with V(z) = 32, o, Vi cos(kz), ¥(2) = 3oy Wrsin(kz), T = 32, -, Ty cos(kz)
we obtain for all £ > 1 - = z

-1
ak,—1 1‘ 1 11 } 1 Uy
o I QS TR N I
a1 (—1-/3i)k3 e (—1+V3i)k3 Ty
2 2
i 34 - i
& . 3 6\/5 ) 145\/5
Wy 1 +?Vk -1 +?Tk 1
. 3 3+iv3 3
V3 6

—1—+/3i
2
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The computation of the size in Sobolev norms is then explicit, for n < %7

[e%e] T 2 e’} (mp+3m2) 1 2
L[ eforearvf dsic < €3 [T 3 ot 00 g
0 Jo k>170
k2(’€§+3kz) 1 1
3
<Oy (|\I/k|2+2|Vk|2+2|Tk2>.
i1 k3 —2n k3 k3

Remark 3.5.13. Notice that, once more, the limiting regularity is with respect to the tangential
variable z. A more precise result could be obtained by considering anisotropic Sobolev spaces.
But as the final norms for the whole problem are isotropic we will not do so.

So for s € N

+ || T

e az-(0,1)x 0,000 < Co (1911 ey 0.y + 1V Ly b comy)

1
"7z ((0,m))

Remark 3.5.14. Note that, since the high frequencies in z are localized in a region of size k%, we
3
obtain in fact a slightly better (—i—%) regularity than expected.

We obtain similar results for v, noticing that by ; = O(k‘%aw).
And the remainders are, in boundary layer variables

ry = BO?v=—E Z Z Af2k2k%ak,le>‘lk§< cos(kz)
E>1 1

so,as 2- (24 3) — 5 = 13/3,

z s+13 1 1
[[rve” ||§{5((0,1)><(0,+oo)) < C,E? Z k2ot <‘I’k|2 + ]7%|Vk|2 + ]{:,%|Tk|2> .
= : ‘

and similarly, as r, is due to the fact that we neglect E9? + Elf%agag

1 1
Irue™|3. < Cy Y- (B2R2+875 4 pigzrati=i) (w + IVl + kzmﬁ) :
>1 3 3

After the cut-off and the scaling (see Lemmas IA.5.2) we obtain the announced estimates.
For an source term f # 0, one can simply solve the ODE with non zero right hand side

—kby, — 0tar = fyr(C)
kay + 8§bk = for(()

where fy i, fv,r are the decomposition in sines and cosines of f,, f,, with respect to z.

But let us treat the case of arbitrary f and homogeneous traces with a more abstract frame-
work. Indeed, this will show us that the well-posedness of this system in not due to the explicit
Fourier transform and ODE resolution, but rather to the boundedness in the tangential variable
z.

Note that the estimates on regularity and decay obtained are not as good as the ones coming
from the previous explicit resolution. But this is more robust as (0,1) x (0, +00) can be replaced
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by most domains bounded in one direction.

These methods are very close to the ones used for the equatorial Ekman layer, and are detailed
in Chapter[d] Therefore, we will briefly use them and insist on the simplifications stemming from
the boundedness in z.

First, multiplying the equation by (¢, v) we obtain the a-priori estimate
00 1 00 1 e’} 1 9 e} 1
/ / . (v1) dde—i—/ / |8<v\2dzdc+/ / 02| dzd¢ < / / f-u.
o Jo o Jo o Jo o Jo
=0

If f has sufficient decay this allow to us to conclude the existence in the space

/|8§v|2 +/|5§¢|2 < 400

and Hardy inequality allow us to obtain the decay

/<|84112+‘§ 2) +/ <|a§¢|2+

But this not enough to obtain a small scaling or the uniqueness. Indeed, need at least a L? decay
at ( — oo.

Y

<‘2

2
) < 0/ (ICHo? + 163 fyl?) < +oo.

As this is an elliptic problem in ¢ we can derive Caccioppoli inequalities. For a cut-off function
X € C¥ suchthatx(()zOforC<%and(>M—|—1,andx(C):1f0r1<C<Mwehave

[ X0 (ot + 1020 < © ( [ Goco+1a20) + [ (@0, + 0P +1c2@2 5 + fw>|2)) |

And using the equation

0,v = 8211# + fu
0,0 = —8?1) + fo
we thus obtain, for any n > 0

M 1
[ [ ok vparyiacs o ([ ook rlezer) + [esiotsp).

uniform in M

As 1 has Dirichlet conditions on z, we can conclude by Poincaré inequality with respect to the
z variable

%] 1 [e’s) 1
/ o |2dcds < o/ / 0.0[2dCdz < +oo.
1 0 1 0

Using Poincaré inequality again, but with respect to ¢ € (0,1) we have

/01 / <o 1 / Jocufdcd: < +.

Combining the two estimates, we obtain a control of the L? norm, fooo fol [¥]?dzd¢ < +oo0.
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For v, we have

/ (% dz-/ agvdz—— /8z¢dz /fq,dz

»(Cs 1) $(¢,0)=0 =0

S0, as fo (0,2)dz = 0 we obtain fo ,2)dz = a¢ + 0. But the growth is controlled using the
fact that Ll((O 1)) € L%*((0,1)) and a Hardy inequality

1
<c//
0

The only possibility is thus @ = 0. For almost any (, fo ,z)dz = 0, therefore we can also use
a Poincaré-Wirtinger inequality to conclude

e 1 oo 1
/ / [v|?d¢dz < C/ / |0.v|* < C.
1 Jo 1 Jo

To obtain ﬁnally ||UHL2((O,oo)><(0,1)) S C.

,2)dz

v(ifz) dz € L*((0,+00)).

X

This L? control of the solution is very useful: it ensures decay of the solution and is used to
rigorously prove uniqueness. In fact, if w is a valid test function, then the energy estimate leads
to uniqueness for 0 source term and homogeneous boundary conditions, the general uniqueness
follows from linearity. But, as detailed in Section of the next chapter, the key obstacle to
such analysis is the integrability.

Note that we can in fact recover more than just L? decay. Indeed, as the Caccioppoli in-
equalities are localized in ¢ and Poincaré inequalities are pointwise in (, we have

M 1 M+1
ARG [ [ oo i+ ioza).
1 0

unlform in M

Remark 3.5.15. The only dependency of C' is with respect to the size of the domain, trough the
use of Poincaré inequality. If the domain is (0,00) x (0, k), then

M h M+1 h
[ [ ey sciaeny [T [T ol + oo + eioz )
1 0 0 0

This shows that the L? analysis is no longer possible if h = +0o. Moreover we will see that
the constant C' leads the decay of the boundary layer, so the rate of decay will decrease when h
increase.

For an arbitrary weight w, the energy inequality formally obtained by taking uw as a test
function is, if well defined,

[ covoo+ [ (|a§¢|2w — 200.[20kw + ;|¢|Za§w) +f (|8Cv|2w - ;|U|Qa§w) < [t

Thus, for A > 0 and xa a cut-off function such that x(¢) = 1 for ( < M and is zero for
¢ > M + 1, taking e xs as a weight,
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M 1 M+1 1
[ [ G0tep +10ap) azic <c [ [ (ool + ol + o) e
0 0 M 0
M+1 1
+C>\/ / (10cY)? + |92 + [v]?) e*dzd(
0 0

C M+1 1
+X/ / | f|?edzd¢
0 0

where C' is uniformly bounded when M — +o00 and A — 0. So with
M 1
BoM) = [ [ (100 + [0 + o) Xz
o Jo
M 1
i) = [ [ (02 +10.0P) Xdzac
o Jo

M 1
Fan = [ [rpeas

this can be rewritten as
C
Ei(M) <C(Eq(M+1) — Eqg(M)) + CAE{(M +1) + XF(M +1). (3.53)

The important point is that we are able to control Fy by E;. More precisely, thanks to the
localized Caccioppoli

m+1 1 m+1 1
[ [ Qoo+ 1op + Py eazac < & [ [ (ocu + 0 + 1of?) dadc
m 0 m 0
m+2 1
< Cerm /(\a§¢\2+\a<u|2)dzdg
m—1 0

m—+2 1
< C’e)‘/ / (102917 + [0cv|*) e dzd(
-1 Jo

meaning that
Eo(M+1)— Eqg(M) < C(ELy(M+2)— E; (M —1)).

So combining this inequality with (3.53) and the monotony of M +— F1(M) we obtain
C
E\(M)<C(Ey(M+3)—FE(M))+EXE{(M+3)+ XF(M +3).

Remark 3.5.16. Note that we do not explicitly compute the constants. The main point is that
they are uniformly bounded near M = 0 and A = 0. The exact value of C and € will prescribe
the rate of decay we can obtain, but here we are only trying to obtain any rate A > 0.

c c
< (—— e .
E\(M) < <1+C+€>\>E1(M+3)+ TF(OM +3)
—_———
ax
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So, with M fixed, for all K € N, using the fact that E;(N) < Cye**N

K
c
Ei(M) < ¢¥B\(M + 3K) + N > g TFP(M + 3k)
k=1

K
C _
< Ca(@e™) K e + 23 gl FF(o0),
k=1

As a consequence, if A > 0 is small enough, since gxe®* < 1 and F(o0) < +00, we can deduce
that E7(M) is bounded (uniformly in M), i.e that

00 1
2,712 2 A 2 2
| [ (020 +10coR) Xz = oy + g < +oc.
O

Let us comment on the trace remainders. Indeed, in the previous boundary layer operator,
we considered g and 1 to be constant. This is not the case, so the trace condition are not
exactly satisfied. As 71 is smooth, given the decay of the profile we have, with 9* corresponding
to the k-mode in the previous Fourier decomposition

| gl:nyl (.’17)| S C (Z |a:]€7l|> Eéeink§zE7§ k'("}/l(x) _ 'Yl(o))

l

2 1,1
<C (Z |ak,l|> kS EzF5 [yl poe.

l

And as vyo(z) — 70(0) ~ %10 we have similarly

1 _1
(W2 ()] < C (Z |ak,z> Bhe et Hhlale

l
<o(Shm)e-smies
l

Using the fact that ), |ax; < C(|¥|+ k3 |V¥| 4+ k~37TF), we can then estimate precisely the
error at z = 7;(z). But, as the way to correct these traces errors is through a %—boundary layer,
the quantity of interest is

|+

|z:%‘,(E%C) HH%(O,-‘,—OO) ’

for 7 < 1. Note the choice of s instead of s — % as the limiting regularity is the vertical one.
Therefore, lifting a trace t; € H*((0,00)) by x;(2)t;({) with x; a C° function is more than
enough in term of regularity. A crude estimate leads to

: 24s
< _ 3 218
lez:'“(E%OHH%(O,.;_ ) CynE3 Ek El :|ak,l\k +

< CMEL%\/Z oo (i k3 VA 4 o3 SR ),
k

k
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So we obtain a acceptable estimate as long as 2?3'5 — 50 < —% ies<3sy— %

Remark 3.5.17. If s is large enough we obtain more regularity than sg, but this is not a surprise.
It is simply linked with the strong anisotropy of the regularity, and with the fact that higher
frequencies decay faster that the lower ones.

We can do a similar analysis for 7y. The main difference is that near ¢ = 0 the trace admits
a singularity like (®. So the estimates on ({p, +00), {y > 0 are of the same nature for any s > 0,
but we can only derive ’H% estimate near 0

o3 33—«
< CinE= Uk
H¢|Z:’YO(E%C)HH%(O,+OO) < Gy B zk:zl: |ay, Uk

< Cﬁ,nE?\/Z k250 (|\Ilk|2 FE3VE2 4+ k—%|Tk|2) \/Z ;201§ —s0)
k k

We have similar estimates for the traces of v

. o 3= gy
Hvlz:%(E%C)HH%(()Hroo) < G (H\IIHHSO + HV”HSO’% + HTHH‘*D’%) zk:k ( 3 )

and for s =0, at z =g

2 47(1750
H0 (0, +00) < i (H\IJHHSO VI eo-s +\|T||HSO_%) zk:k (452 ==0)

H”v:ww%o‘

Remark 3.5.18. For v the derivative is not as singular as one can expect. Indeed the worse term
is cos(kE'5 (). So instead of a ¢* singularity we obtain a ¢**, which is in H'(0,1) for a > 7.
As a consequence, for o > i we can obtain estimates in 7—[}7 as long as sg > 2.

And for 9,1 we also obtain

13

< - =

’ 8nw\z:’yl(E%C) HH%(07+OQ) < € Vs <35 2
5 «

n 1 < v - - —.

‘ g wlZ:’Yo(E%’C)HH%(O,J,-OO) s C Vo> 2 3

So with sy > 4 we obtain sufficient estimate on the traces on v, 1, 0,1 to bootstrap the
construction to get as close as wanted to the exact boundary condition (|3.46))

(—1)”1%1/1 + (E%u . \/Eazzp) —0.

1
V2
Proposition 3.5.7. Let vp,v1 be two smooths functions. Let K € N.

Then under the exact same hypotheses as Proposition with the modifications
o Qqr = (0,1) x (0, h) is replaced by Q= {(x,2) s.t 0 <x <1, y(z) <z < n(x)}.

o so > 1 is replaced by sg > 4.

we obtain the same results as Propositz'on except for the boundary condition (3.5.6)), 1|.—¢ =
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Y).—p = 0, which is replaced by, ¥ < n

H( 1) — ¢+7(Eev_fan¢)

H
Proof. For the construction, let € > 0 small enough, x¢, x1 be C* function such that

Xi|z=v; =
Xilz=~1_: — 0.
The proof is a simple induction on K. For K = 0 this is only the construction of Proposi-

tion [B.5.6] and the estimate of the trace remainder.
For K > 0 let us suppose we can construct such approximate solution (v, %), with TiK =

(—l)i‘*‘léqﬁK + % (E%UK - \/E@nwK) H, () such that |TF| < CE"+.
Then let

Y= koTd xo — k1 TE X1

We have (v59K) +(0,9!) satisfying exactly (3.5.6). And the error f! generated in the equation
by adding this lifting is such that

K+1
Hfl”q.ﬁo 2 x?—[gﬂ 4 < CH¢ HHS‘J <(CE s

n+e/2

When the solve the boundary layer equation with V=¥ =71 =0 at ( = 0, ¢» = 0 at the top
and the bottom and with f! as a source term. And finally with u! such solution we have
K41 _ K 1 i
u u + u + u

lift the trace  lift the error created byu!

satisfies the equation up to an acceptable remainder, and has traces

7 1
1T 0 = |1 (= )“ ¢” ﬂ(E ~VEoW")| < CEY | < CEST B,

S0
Hy

Remark 3.5.19. In fact, using the previous remark, for o > i, the source term corresponding to
this lifting, f = (f,, fy) is in H% X ’H%. So the loss of regularity is completely compensated by
the elliptic regularity, since f € 7—[717 X 7—[% is enough to consider sg = 3.

But, our goal is not to construct a boundary layer near a vertical wall. It is to lift the
discontinuity of 1) without creating another discontinuity. The idea is to consider an approximate
solution u = u_1,.0+u4 1,50, and it seems that the conditions in order to have (v,) + (u,v)
in the right functional space is

[Wlomo = —[¥]smo  [V]o=0 = —[V]s=0 [02¥]o=0 = —[0x¥]s=0

i.e, 3 conditions when we have 34+3 = 6 degrees of freedom. Using only this approach our problem
is under-determined. Nevertheless, we want not only to be in the right functional space, but also
to have a small remainder. And when computing (9. (v + v) — A%(¢ + 1), 8. (¢ + ¥) + A(v + 1)),
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due to the construction of u, terms like

ry = [03(1 + ¥)]a=0 Jag +[02 () + )] a=0 0, + [0 (¢ + )]a=0 + [(¢ + )] =0
—_~ — =

€H—2 cH-2 =0 ¢H—?2 =0 ¢H—2
Ty = [az(v + @)}zzo (S,:;*(] + [(U + l_})]r:O
cH-1! =0 ¢H—1
appears. If the term in must be exactly 0 to have a remainder in an acceptable space, the

ones in blue are also problematic. In fact, the Definition [3.2.2| of an approximate solution allows
the remainder to be in negative Sobolev spaces, but the trade-off is that their norms must be
small, for example we need ||r,|z2 or E~1||r,||z-1 to be smaller that the energy norm of the
approximate solution. But &y ¢ L?, so we need to take [0, (v + ¥)]z=0 = 0 (or at least o(E),
which is not the case for an arbitrary jump).

Note that, in all practical cases the jump created by the previous boundary layer are in
C*°((0,1)) (and even constant), so we can choose an arbitrarily high regularity. This will be the
setting of the following proposition, even if one can replace C'*° with a high order Sobolev space.

Proposition 3.5.8 (Flat stewartson # layer for a jump). Let @ = (v, ¥) such that (v,7) €
HY(Q) x H%(2), @ is an approximate solution of (3.32) on Q\{z = 0}, and

[O]o=| < CES  |[050]ow| < CETS
[W]o=| < CE* |[09]c=| < CEF
|[02)c| < CE™5  [[934]c~| < CE2.

Then there exists ubt, such that

7

e w+ub e HY(Q) x H3(Q);

o @+ ub is an approvimate solution of (3.32) on the whole domain Q.

Proof. The first step is to consider a version of the Stewartson layer for a wall (Proposition [3.5.6])
taking into account the higher order normal derivatives:

Lemma 3.5.9. Keeping the notation and hypothesis of Proposition there exist Hy an
1 2 1

hyperplane of E = H%°~™3 x H%073 x H® x H°73 X H%0~3 x H%~1 wjth codimension 3, such
that for any (VO, VY, w0 Wl W2 W3) € E satisfying

(VO v wt Wl w2 wd) e Hy (3.54)
there exists an approximate solution satisfying
(0,830, 0, By, D20, 924) |4 = (ES VO, B~V B30 Es Ul 502 E~50%),

There is multiple ways to prove this lemma. For example, if f = 0 it follows directly from
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the explicit expression

Y= Z Z ak,leMk‘gCSin(kz)

k=11le{-1,0,4+1}

o0
1
v = 72 Z ap Ak NP Ceos(k2).

k=11€{—1,0,4+1}
and the computation, for all k, of the kernel of the modified Vandermonde matrix

SN EE NSRS 1 ALjks A2 K3 kA3,
Agkél )\gki 1 Aokél )\gki kA3
Maks  Mgk3 1 Apks Aks kA3

Whatever the method, we obtain three conditions defining H:
14+V3i 1-— \/52}

1
V)\e{, 5 5

N0 4 NI 4 AR S0 A2 S TSV - RV = /OO e whe (A2k*1f¢,k - k*%fv,k) (¢)dC.
0
Note that the existence of such operator can, as in Subsection be derived from traces
operators once enough regularity on the solution is obtained, but it seems difficult to obtain the
claimed regularity on the traces using this method.
With this Lemma obtained, all it remains is to choose the 6 + 6 = 12 degrees of freedom
satisfying the 6 4+ 3 + 3 = 12 conditions

WO — 00 =[] VO-VO=—[p] W -V =_[9,]
V202 = [0 VI-Vi=—[9,0] ¥ -W = —[0%

0 1 0 1 2 3
(VO VE 00, Wl w2 0 ) e Hy,
VO,V ut, ol v 0% ) e Hy .

Comparing to the previous computation, we need one more verification. Indeed, as {V?, ‘I’j}i:172,j:1,...74
are function of z we have to check that the solution obtained by computing each mode % is in
the correct functional space. More precisely, we have to check that

([0], [0:0], [¥], [0:40], [020), [934]) € H*0™% x H*™5 x H* x H*~% x H*~5 x H*L,

This is indeed the case, and in particular we can take sg > 4. Then, thanks to the previous
analysis we can obtain traces errors as small as needed. We then lift these remaining errors by
an arbitrary lifting, which is of size E*S in all pertinent norms. O

3.5.6 How to put the pieces together 7

o For the reduced equation , which is justified at a formal level far from the z = 0, we
have constructed every building block, as long as dp remains small. It seems that the only
remaining difficulty is the change of boundary conditions when 4, ! 0. Indeed, for the
E3 layer, if o is small, the first order of the effective boundary condition is v.—,, = 0,
while it is v — 0,% = 0 for a large Jy. And we will see in Section that this change of
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boundary condition create a singularity.

As a consequence, we could hope for an approximation result for (3.32) if dq is modified in
a neighborhood of 0 into a &y such that &y can be greater than v/E but does not go to oc.

e For the Proudman problem between two spheres me must avoid two obstacles: the degen-
eracy of the Ekman layer, creating among other the difficulties related to we just
raised, and the equatorial Ekman layer. However, there are at least two ways to make the
previous computations sufficient to conclude in the whole Proudman problem.

1. The first one is to drop the degeneracy, but to keep the shear layers. This correspond
to either & = 1 (from a formal point of view) or a smooth kg but a vy admitting a
discontinuity at x = 0. We will study this setting in the Subsection

2. The second one is to choose carefully vy and vy such that the problematic boundary
layers does not appear at the relevant scalings. This correspond to a high order of
cancellation of v1 — vg at £ = 0, or a v; — vy supported outside a small equatorial
zone. Note that we were no able to do so in a way that let the shear layers appears.
Nevertheless, the computation of the following paragraphs suggest that these obstacles
are indeed local obstacles.

Smooth x; and discontinuous v;

In this subsection we will consider that kg, x; are smooth but that vy has a discontinuity at
x = 0. Note that the following result can be adapted in the case where k¢ is discontinuous but
not singular at * = 0. The case of physical interest is kg = 1,<¢ corresponding to a rotating
cylinder inside another rotating cylinder of larger radius, kg = 0 being the Neumann condition
born from the symmetry of the problem.

This problem was described by Van der Vooren in |73] and already highlight the interaction
between the i and % layers, and the similarity sublayer.

We will make use the %—boundary layer operator of Proposition and %—boundary layer
operator of Proposition [3.5.6

In fact with these two operators identified the construction is almost immediate.

Proposition 3.5.10. Let vy,71 € C°(T) and vo,v1 such that vy € C°(T) and

Vo = vgeg +1x<0

—~
€C>(T)
. Let u® be the solution of (3.9) with boundary conditions (3.10). Then

Jim [l — (0,0)] . =0

with
KoUg + K1V1

Ko + K1

v =

Moreover we have in fact the asymptotic expansion

W=

u® = (9,0) + u'
3

(Eml) +ulhs (;1) + lower order terms (in L?).
4

Sketch of proof. This proof is only an application of the boundary layer operators of previous
section in the following order:
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1. We first construct an approximate solution from the Ekman and standard interior operator
of Section The main problem is the fact that u®? ¢ H! x H2.

2. We then construct two £ i operators, lifting the discontinuity on . However we have still
a discontinuity on .

3. We construct the E3 operators in order to lift the discontinuity on ).

Note that we can continue up to any order with this configuration. O

The case vy ~ v;

As all the shear layers at * = 0 are driven by (vg — v1), we can avoid them by requiring that
vg — v1 has a high order of cancellation near x = 0. This is the goal of this subsection.

In order to quantify more precisely how close to the equatorial zone we can get let us develop
the explicit calculation of Proposition in the case of a sphere, i.e yo(z) = (1 — \/—:1:) 1.0

In this case (¢,0) = ( O R 9) where R is the usual radius of the polar coordinates.

Denoting by a4 (f) the two functions used to characterize the boundary layer functions of
Proposition [3.41] we have

v(r,0) = ay(0)e” B2 /cos(9)(R-1) +a_(0)e” E~2\/cos(8)(R—1)
Y(r,0) = — P (maJr(H)e_lf@iE%\/W(R—l) + ﬂaf(g)e—ljg E%M(R—l))
’ cos(0) \ V2 2

so, dropping the + for the sake of the computation,

0,v = cos(0)0pv — r~sin(0)Ogv

_ L @i L YO gy sin(0)? Veos(O)(r —1)
v (0)2 A — - o (6) () Zeos(d) 7T
—_—

¢

and
Ay v =71""0,(romw)) +r 2050

A2 cos(0) A - iz (a"(&) B Aa'(&) sin(6)

B sin(0)?
=5 cos(0)v + . T o(6) a(0) cos(0)

2,2 A
4 cos(6)? (W =20 - §C> Y

Similarly

8.0 = —A2cos(0)v — % (— \/Ejossi(n;;)) ‘Z((Z)) n Aﬁzzzga) (A — 1)) v

and a explicit expression for A2 1.
This allows us to compute explicitly the size of the boundary layer solutions. For example

2 2
) o2\ V/cos(0)E™ 5(r—1) _ I a?(0) EQ/ a’(0)
112 // — v rdrd — c( /COS(G)ng i)
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From there we can conclude the convergence but only in a setting that exclude any shear
layer

Proposition 3.5.11. Let vy, v1 € C* such that vo — v1 cancels itself to the order 3 at x =0, i.e
a4(0) = @’ (0) = a’Z(0) = a’?(0) = 0.
Then when E — 0 we have u® — (v,0) in the energy space, with

Ko+K1

U1 for x > 0.

v =

{W forz < 0

Remark 3.5.20. We have

KoUg + K1V1

=1 —+

Ko + K1

o ro(@)—vy(x)
14z 4

The singularity of the term, source of all the various shear layers, being compensated by the
cancellation of vg — vq.

Sketch of proof. Constructing the interior and boundary layers up to the first order, as in the
case of two disks, and computing explicitly the remainders, we obtain the result.

The three points to keep in mind are the following:

o From the Ekman condition (2.24]) we obtain, as v'™ = v

. Ki(vg — 1)

Lo — )
atr = —(vg — V) = .
* 2 0 2(/€1+I€0)

o The associated 1™ = 0+ does not create any additional difficulty.

e« We cannot use a usual cut-off for the boundary layer created near the equator. As a
consequence, when the boundary layer size on I'y is greater than 1 this create a trace on
;. This trace is at least C® and of size (in terms of |V| + E~2|¥| + |8, ¥|, which is the
adequate L° norm on I'y)

1 _1 4_% 5= 5
76—0 cos(Q)E™ 2 |Oéi(9)| <C (I _ 6) e—C\/T < CE2
cos(0) 2

which is sufficiently small to lift by any function without perturbing the energy estimates.
O
Remark 3.5.21. This result is far from optimal. For example Rousset in [63] managed to prove the

nonlinear stability of Ekman-Hartmann boundary layers with a well-prepared initial condition
ug satisfying an assumption of cancellation near the equator, the hypothesis (H):

[uo ()] < Ccos(9)]3.
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The use of a localized cut-off

Maybe the best approach to justify the construction would be to stop the Ekman layers at an
angle 0 such that (5 —0) < EfB. More precisely, rather than considering a4, i.e vg — v1, to
be like (5 — )% for k large enough, a more natural construction would be to choose a. with
compact support. Indeed, our ultimate goal would be to use the methods proposed by Dalibard
and Saint-Raymond in [17]. In this study, they displayed that the best way to connect such
layers in not through a global boundary layer with varying size and amplitude, but the use of
cut-offs in different subregions.

Ekman

equatorial
XEkmanU + Xequatorial 4 + -

Where Xpgkman and Xequatorial are localized so that Xgrman(d) = 0 for § > Z — CEP, and
Xequatorial(f) = 0 for < Z — CEP

So we must evaluate the error with a of the form oy = x4 cos(0)

o
with support far from 0. This can be a perspective for future works.

), with 1+ smooths and

3.6 Formal remarks on the equatorial problem

In the case relevant to geophysical physic the previous assumptions do not hold as the model
often studied is typically vg = 0, v;1 = 1x <o, and the sphere is o = %

In order to find the equatorial scaling let (X, Z) be the global variables. We must look for the
new scaling and boundary layer near the equator X = 0, Z = 0. This layer has the particularity
to be a of small size both in the distance to the boundary and the angle 6. From this observation
we must expect two scalings and a PDE in a 2D domain instead of an ODE. In order to have a
simple fixed domain let us choose as coordinates y = X + Z 3 (which behaves like the distance
to the boundary) and z = Z (rather than the exact distance to the boundary and 6).

With this change of variables followed by the rescaling y — Efvy and z — EP-z we obtain

— — Ello 1 1-a
0z = B0, + E-Pv S50,
«
—282 — 1 — Sl 0 P4 —« — —za, 1 1-0a 1-— i
Axz=E P02+ B9+ L~ 2p,+2152 62 215 R+ E By+1222 .5, (szla 3y32+720‘zi 23y>_
e} « o

As B, > 0and 1 > a > 0 we have —26y+21jT“-ﬁz > —2f, and —ﬁy—l—%-ﬁz >
—2max(fy,B;). As always, we then neglect (i.e these will be put in the remainder) the lower
order differential operators if their power of F is greater than the one of higher order terms. This
leads to the approximation

—x 1 —
0z = B0, + s Lz,

1

Axz=E 2202 4 %92 4 Bt 3% 0:2-27229,0, + Lot

—z
o
And the operator to be considered is
1—2« l1—a 1—a 11—
(El—zﬁzag L2 N R P oyaz> BPro, 4 B AYH IR A1 1T,
1— 1— 1—2 1— 2
E-Bro, 4 Pyt iEY Bz 1. %o, (El—Qﬁzag + B8y 92 4 gl At o -fszzéz—”“ 8yaz)

The predominant balance leads to 8, = ﬁ, B. = 5= . The scalingisv=v,¢ =FE E= ¥, and

—a’
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Figure 3.15 — The change of variables. The additional vertical Ekman layer is in darker blue.

the equation in this new scaling (keeping the same names for the rescaled variables)

c

(8Z + zl_Taay) v — a;j¢ — E”l'%(‘)gz,) + lot =0

((’L + szaay) Y+ 551) + 152‘;%:030 + Lot =0.

Note that, to neglect a priori the higher derivatives with respect to z (in blue) may leads to
the formation of a new nested boundary layer in z. This is indeed the case, and this boundary
layer is of size E® where —23 = 6 - é:—g —65ie = % . é:—g Therefore, in the interior variables
the vertical boundary layer size is

And the associated equation is
Oz — 0%+ lot =0

0z + 02v + Lot =0.

So this is no more than a standard Ekman layer, as the geometry is flat. This additional layer
can be seen in Figure |3.15

The final boundary layer equation we must investigate is thus

(0:+25°0,) vt =0

(0:+25°0,) v+ 220 =0 (3:59)

on the domain | y >0,z >0 | This is the goal of the next chapter, but let us make some

preliminary formal remarks.

First, some heuristics of what happens when one term of the equation becomes negligible:

o If we forget about the 0, term, i.e the degenerate nature of this layer, we can work as if z
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is constant, and end up with
11—
27 Oyv — (“);11/) =0
2w Ay + 820 = 0.

11—«

Therefore, in boundary layer variables, with the characteristic length 5; = 2z~ 2o , and with
y = §,¢ we recover equation ([2.27)), i.e the classical Ekman layers equation. As the error

. . . 1—a . .
from making such assumption is 9,uF*man (yz 2 )7 i.e like

1 l-a l-a
—yz 2o exp (—)\yz 2a )
z

we see that we can hope to justify such approximation, for example via a series expansion
in inverse powers of z, only for z > 1.

o (e
Moreover in (r,#) variables, as y = (r —7"0)E7ﬁ and z ~ (cos(@)ﬁ) E™ 3= we obtain

u (yz%> =u ((r —1o)E” 5% cos(f) T T BT 33&‘12—5)

(r—rop)
E

cos(0)
This show that we reconnect, at least formally with the Ekman layers for large z.

e On the contrary if we forget about the zd, term, i.e the influence of the geometry, we
obtain on the domain (0, 00) x (0, 00)

0,v —8;11/1 =0

3.56
0.4 + 020 =0 (356)

which is the unbounded version of the %—layer. Using a Laplace transform with respect to
z we obtain an ODE in y with characteristic polynomial

N p?=0

where p is the Laplace variable. Thus, as long as the traces at y = 0 (and source terms)
are in some space H; with s > 0 and n > 0, we can solve explicitly the equation and lift
up to three boundary conditions.

But, the striking feature of this approximation is less its explicit resolution than the asymp-
totic scaling. In fact, if we scale down to the equatorial layer but keep the orthogonal basis
(z,z) we recover (with  instead of y) on the domain z > 0,2 > —cz=. Note that
this is the same as considering along the characteristic of the transport 9, + 2 Oy
Anyway, in these variables the limit z — oo is the connection to the %—layer. And the
parabolic scaling we can derive formally is

i.e in the variables of the whole space

2 6
E3:¥a 22 ~ F3—a x6_
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Transition to degenerate
Ekman layer

A o1
< \ y ~U Z 200

\

>

Transition to
Stewartson 1/3 layer

Vertical Ekman layer

>

Y

Figure 3.16 — The connections between the equatorial layer and the others boundary layers.

This is exactly the scaling z ~ (Ez)3 of the +-layer.

This connection between the asymptotic parabolic scaling of the equatorial layer and the
similarity sublayer is also present in the MHD problem of Chapter [5] where we will give
more precisions.

o Lastly, if we forget about the higher derivatives in y, we recover a transport equation whose
characteristic are the iso-x. This is just the Taylor-proudman columns, but has no effect
in our study where we search only the boundary layer terms.

Figure summarize the connections to the others layers in the variables (y, 2).
Let us now make remarks on the domain and boundary conditions of equation (3.55)) in its
entirety.

o If the domain was rather y € R,z > 0 than y > 0, z > 0 a simple Fourier transform in y
1
would leads to two equations on wy = v £ (—A)2 1,

3

O, wy + 20w =+ (—A)2 wy

so one behaves like a solution of a parabolic equation, the other as the solution of a
retrograde parabolic equation. Therefore, we must cancel the retrograde solution, that is,
in terms of degree of freedom, to constrain one with respect to z propagation. This is why
we can only prescribe 2—1 = 1 condition at z = 0. It is also to be noted that this analysis is
less obvious for the domain y > 0 due to the fractional character of the differential operator
and the importance of boundary conditions at y = 0. We nevertheless expect to have a
differential condition when taking traces in z. This will the idea behind the transparent
boundary condition.

o If we consider from a very formal point of view the characteristic polynomial in y of this
equation we obtain
A — (zA+0.)?

Therefore, as in Fourier 9, = i§ we see that the mode A = 0 appears only for low frequencies
in z. But the degenerated character is linked with the high frequencies. So it would seem
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reasonable to lift up to 3 boundary conditions on y = 0 (and not only 2 as for the Ekman
scaling).

Remark 3.6.1. The previous point shows that, contrary to what can be expected in a
bounded domain, the main obstacle here will be integrability rather than regularity.

To give an example of this integrability obstruction, we were unable to prove existence
and uniqueness in the same space, for this equation and domain. However, we recover the
well-posedness as soon as an additional zeroth order term ensure a control of the L? norms.
This additional control can probably be with time dependency, giving a L (L?(2)) control
and replacing H® estimates by L?(H*(2). But this introduce many more problems outside
this particular scaling, from internal waves to boundary layer stability.

A less radical way would be to introduce damping terms, for example the equation
20+ (0. + 250 Ol =
cpdyb+ (0 +27a 0y )v—0,¢p =0
—eyv + (82 + szaay) ¥+ 0jv =0.
This may seems innocuous in the interior scaling as this correspond to

o B o AY 4+ 0yv — EA%) =0

e, B o0+ 070+ EA%0 = 0.

However, this create modifications the boundary layer scalings, and has no physical ground.

3.7 Conclusion and perspectives

We were able to recover the several boundary layers scalings of a variant of the Proudman
problem and to study for each one of them the boundary layer equation associated.

The very well-known Ekman layer of size 4/ sze)'

. . 1 1 .
Two shear layers of respective sizes E3+e and F1 (i can be seen as the very particular
case a = 1).

A layer, corresponding to the %—Stewartson layer near a wall. This is to be noted that the
actual size is rather (Ek)%, explaining the connection to the equatorial problem.

The B35 x E5& equatorial layer. This last one is of a different nature from the preceding,
as it is a true PDE an cannot be reduced to a one dimensional problem.

From a methodological point of view, the two main ingredients are:

The use of the boundary layer operator framework, introduced by Dalibard and Saint-
Raymond in [18]. This not only allows for a much simpler approach when closing equations,
but also is essential for the connection of the shear layers, especially when the size are
different.

The program proposed by Gérard-Varet [31] in order to study these linear boundary layers
operators. And, even for simple ODE, the use of classical elliptic theory, rather than
explicit resolution, for more robustness.
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However, we were not able to conclude for the study of the whole problem, for three main
reasons:

(I) First, the interior operator associated with the Ews boundary layer, even if precise enough
to conclude the L? study of (3.34), is not precise enough in high norms to pursue the
expansion and to connect to the others layers at higher order.

(IT) Secondly, the Stewartson E 3 boundary layer operator seems no longer valid in a singular
geometry near z = 0, i.e when it connects to the equatorial zone.

(III) Lastly, the connection between the Ekman layers and the equatorial zone is also missing.

Note that if the first difficulty seems to be a technical one, probably due to a wrong choice of
cut-off, the two other ones are deeply connected to the equatorial Ekman boundary layer.

For this equatorial layer, we were able to obtain, up to a small variation of the problem,
existence and uniqueness. We were also able to obtain elliptic-like interior regularity. But the
main point is that we were able to identify a transparent boundary condition. This is highly
probable that this transparent boundary condition ensures the connection with the Ekman layer.
A clue to the connection with the Stewartson layer would have been estimates alongside transport
characteristic, but we were unable to find any.

The Figure summarize the zones of difficulty.
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E] /(3+a)

<
1/4
> < L
1
77 )i

>

Figure 3.17 — Zones of difficulties for Proudman problem.
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In this paper we study the well-posedness of a simple model of boundary layer for rotating
fluids between two concentric spheres near the equator. We show that this model can be seen as
a degenerate elliptic equation, for which we prove an existence result thanks to a Lax-Milgram
type lemma. We also prove uniqueness under an additional integrability assumption and present
a transparent boundary condition for such layers.

4.1 Introduction

In this article we will study the linear Ekman boundary layer near the equator for a rotating fluid
between two concentric spheres. With v the azimuthal flow velocity and 1 the stream function,
the equation we will consider is
L4
0,v + 20yv — iay = 5y
1
0, + 2049 + gajv = 8,.

109
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We will mainly consider three domains and boundary conditions:
(I) The domain is y > 0,z > 0 and the boundary condition at z = 0 is ¢,—o = 0.

(IT) The domain is y > 0, H > z > 0, the boundary condition at z = 0 is ¢j,—o = 0 and the

. 1 1. .-
one at z = H is 1,—g = Av, where A : Hj — H~2 is a non-positive operator.

1
(ITII) The domain is y > 0,z > H and the boundary condition at z = H is v,—y = vy € Hj .

Other cases can be obtained by altering the z boundary conditions (for example .- =
—Av|.—9). The boundary condition at y = 0 will be

V=0 =V, Oythjy—0 = T, Py = ¥

and when not especially specified we will take V =7 =0, ¥ = 0.

Since their description by Proudman [60] and their formal analysis by Stewartson [69, |70]
the behavior of highly rotating fluids have been widely mathematically studied. We refer to
the book of Chemin, Desjardins, Gallagher and Grenier [11] for more details. Although the
case of a horizontal surface (and the resulting Ez boundary layer called Ekman layer) is now
well understood, especially since Grenier and Masmoudi [40], several other geometries have been
considered. For a vertical surface (i.e the axis of rotation is perpendicular to the normal) the
resulting boundary layer of size E 3 is well known and analysed (for a formal analysis see for
example Van de Vooren [73], and for a detailed analysis with anisotropic viscosity see Bresch,
Desjardins and Gérard-Varet [7]). In the spherical case the main difficulty is near the equator: as
the latitude goes to 0 the Ekman boundary layer degenerates and the classical analysis becomes
invalid, leading to the need for an additional assumption of smallness near the equatorial area
(as in the article by Rousset [63]). It is to be noted that for small latitudes the S-plane model is
used to take into account the variations of the angle between the axe of rotation and the normal
of the surface as done by Dalibard and Saint-Raymond [19].

In this paper we will focus on a linear and time independent model taking into account the
spherical geometry (or any other similar geometry) in the vicinity of the equator. The resulting
boundary layer (of size Es x E%) was first derived by Stewartson [69] and is a typical example
of so called degenerate boundary layer [45] 37]. The derivation of the equation and its numerical
analysis have been done notably by Marcotte, Dormy and Soward [54], and is briefly recalled
in the appendix, but up to our knowledge no formal proof of the well posedness of the problem
exists.

For equation we will prove the existence in the natural energy space. We will also prove
the uniqueness assuming additional integrability. For case and for variants these additional
assumptions are redundant and we have one and only one solution, however for case [(I){and
the resulting space is smaller leading to an incomplete result.

A simplified statement of the existence and uniqueness result for s, = sy = 0 is:

Theorem 4.1.1. For any V,T € Ho% (Ry), ¥ € HO% (Ry) there exists a weak solution of (4.1)
in cases|(I(IDI(ILI), This solution is such that

dyv € L*(Q), 8% € L*(Q).

Moreover if v € L% 1) € L? this solution is unique.

When uniqueness holds, a transparent boundary layer operator (similar to the one in [54])
will be described. Such an operator is of great interest for numerical analysis or for connecting
the boundary layer to the interior solution (or in this case to other boundary layers).
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The main difficulty of the problem is that each approach to prove well-posedness stumbles
on a different term. Let us observe the influence of each part of the equation:

e The 0, term is the obvious source of the degenerate character of the equation as a boundary
layer equation as without it we recover a simple ODE with respect to y. More precisely at
each z we recover the classical Ekman layer. Even if its size diverges as z — 0 one can make
a formal expansion in powers of \/z and y/1/z which is the same as doing an expansion in
\/ﬁ for the Ekman problem.

e The 20, term associated to the fact that y > 0 is also a major source of difficulties as it
renders the spherical geometry. It prevents any simplification using symmetry arguments
and as a counterpart of a simple domain it creates transport along characteristics z—y?/2 =
¢ which will create problems when trying to prove uniqueness. A possible approach would
be to use well chosen weighted spaces that follow transport along those characteristics but
we were unable to obtain satisfactory results with it. Without this transport term we
recover the simple case of a vertical geometry.

e The fact that the equation is a system and without a maximum principle prevents us from
directly using modulated energy methods or entropy estimates that are usually helpful in
such situations, for example in cross-diffusion problems.

e Another main difference with standard cross-diffusion is the order of the operator in y:
one term is a laplacian but the other is a bilaplacian. This asymmetry coupled with the
boundary at y = 0 is the main obstacle when trying to find better variables for the problem
as the different regularity leads to mismatches in boundary conditions. The same problem
arises when trying to use the decomposition between symmetric and skew-symmetric term
for Carleman like estimate.

For these reasons, and the fact that the domain in y is unbounded, our approach will be to
consider the problem as a degenerate elliptic one. As a drawback this overlooks the structure of
the skew-symmetric term containing the 0, and transport terms and leads to sub-optimal results
in terms of regularity with respect to z.

In the first part we will deal with existence with a proof similar to the ones used by Fichera [28].
The main point is the use of a well-chosen space of test functions for a duality approach. This
space must ensure both a coercivity condition for the adjoint via a positivity of boundary terms
and the recovery of the boundary conditions which are weakly formulated. These two constraints
dictate the set of admissible horizontal boundary conditions.

In the second part we will show the uniqueness by standard energy methods. We will also
propose variations of the main problem allowing a uniqueness result in the same space as exis-
tence. For such variants we will define a transparent boundary operator similar to a Dirichlet to
Neumann operator and of great importance for numerical simulation.

4.2 Existence and properties of weak solutions

In this section we prove the existence of weak solutions of using duality and energy methods
for degenerate elliptic equations similar to the ones used by Fichera [28]. Thus, multiple boundary
conditions can be weakly prescribed at z = 0 and z = H, but the energy space is not regular
enough to guarantee proper traces.

In the rest of the article we will denote w = (v,) and s = (Sy, s»). The equation can then
be formulated as Lu = (T — %D)u = s where we defined the positive symmetric operator D and
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the skew-symmetric operator T' as

(0 vy (00 0
T<8z+28y 0 >’D<o —2)

The operator D leads to the choice of the energy space Ey and the operator T’ prescribes both
the allowed horizontal boundary conditions and the choice of the test function space. It is to
be noted that the z derivative and dependence is only involved in T, so it has no corresponding
term in the energy space.

We will provide a detailed analysis for cases and and for homogeneous boundary
conditions.

The other cases follow the exact same analysis, except for the choice of the space of test
functions, which must be adapted to the horizontal boundary conditions. We will discuss non-
homogeneous boundary conditions in the next subsection.

4.2.1 Statement of the result

We define the Banach space Ey by

2
2 2 v 2 12 (s

and to enforce homogeneous boundary conditions at y = 0 we define
2)

2
v 2
uzo,O:L(|ayv|2+\y >+/Q<\8§w| +

Lastly for the weak formulation we denote the graph norm

)

v
v

lull g, = lullg, , + [ Tullg, -

Note that Eq lacks regularity with respect to z to have traces at z = 0 (or z = H). Moreover,
u € Fj requires not only some weak (negative) regularity on d,u but also a better integrability
than just Fjy.

An important point is that these z boundary conditions are derived from the space of test
functions. Let us consider

D ={w(y,2) = (w(y, 2), ¢(y, 2));w € C((0, +00) x [0, +00)), ¢ € CZ((0, +00) x (0, +00))}
for caseand
D ={w = (w,¢);w € C((0, +00) x [0, H]), ¢ € C°((0, +00) x (0, H]) 8.t ¢p.=pp = —A"wp.—pr }

for case|(1I)| Note that in fact we can replace D by its closure under the F; norm.

Given this set of definitions, the following existence theorem holds, where as for the rest of
the paper C' denotes a numerical constant

Theorem 4.2.1. Let s = (s, sy) € Ej.
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(i) (existence of weak solutions) There exists u € Eg o such that Voo = (w, ¢) € D
1,5 o 1
—v0,¢ — 2v0y¢p — =0,v0, ¢ + [ =Y. w — 2Y0yw — ZOyvOyw = | sypP+ [ s,w
Q 2vY Q 2 Q Q
(4.2)
and

lull g, , < C sl

(ii) (boundary conditions) If w € Eg N HE,, then i.—o = 0 and in case Vpmg = AVpo—p.

(iii) (interior regularity) If@;.s € E}, we have a Caccioppoli type inequality: for allyo > 0,21 >0
there exist Cy, ., > 0 such that
%)

Lo 10 10 < e, (hel, + 5
0,00 )21

Remark 4.2.1. as we have
14
0,v = —z0yv + §3y¢ + sy
1
8.0,0 = —202) — 53371 + Oysu

from the interior regularity with respect to y we can obtain interior regularity with respect to z.

Points and will be proved in subsection [4.2.3] [4.2.4] and |4.2.5 respectively.

4.2.2 Remarks on nonhomogeneous boundary conditions

The previous result only considers homogeneous boundary conditions. As usual we can recover
nonhomogeneous boundary condition by lifting these boundary conditions. In this subsection we
will briefly discuss this lifting.

Note that an important difference with Ekman boundary layers is that we are able to impose
3 boundary conditions at y = 0 whereas in classical Ekman boundary layers only 2 boundary
conditions can be imposed. This difference does not come from any particularity of our system
as the same number can be prescribed if we replace the transport 0, + 20, by Au + c0, with
A,¢ # 0. On the contrary, one can only prescribe 2 2 conditions for Ekman layers. this comes
from a degeneracy of the Ekman system, which causes the Ekman pumping.

In order to consider nonhomogeneous boundary conditions we will need the following lemma:

Lemma 4.2.2. o Let ¥ € HO%(RJF) i.e W € H2 and W(0) = 0. Moreover suppose that
U € H:. Then there exist r € FEqy such that

Lr € Ej and ||Lr||ly < C/(1+ z)\Il||H%
0

Ta=0 = 0, Tyly=0 = 0, Tyjy=0 = ¥, OyTyjy=0 =0
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o Let YT € Ho% (Ry) i.e such that Y € H= and

/1 wdz < 4o00. (4.3)

z
Let suppose moreover zY € H? (RY). Then there exist r = (ry,ry) € Ey verifying
Lr € E] and ILrllg < Cl(L+ Z)THH%
0

Tl=0 = 0, Tojy=0 = 0, Tyjy—0 = 0, Oyryjy—0 =T

o Let V,ug € H2(Ry) such that

1 _ 2
0 ¢
and 2V € Hz. Then there exist r = (ro,7y) € Eg verifying
Lr € E|
Ty|z=0 = V0, Ty|z=0 = 0, Tyly=0 = Vv, Typly=0 = 0, ayrw\y:O =0
and
1
[V(©) —w(Q)?
IZrllg < C A+ 2V, +lleoll,,, + % |

The proof is exactly the same as the one of theorem 1.5.2.4 in Grisvard’s book [41]. Once
the compatibility conditions (4.3),([4.4) are verified, one can find r, € H'(Q) and ry, € H*(Q)
verifying the boundary conditions. The only difference is that we first need to lift (1+2z)(V, T, )
and then divide the lifting by (1 + z) to obtain the correct integrability of zd,r.

Note that there is no physical sense of non zero ¢, |—¢ in our problem. In fact this corresponds
to the non penetration condition, and a non zero ¥ will create a pumping similar to the Ekman
pumping. However we included this case for the sake of mathematical completeness.

Moreover these hypotheses are far from optimal, in fact we recover more regularity with
respect to z than needed for Lr.

Once this lemma is established, by linearity, considering the equation for w — r with source
term L7 we can solve the equation with source terms satisfying the hypothesis of the lemma.

In the rest of the paper we will thus consider only homogeneous boundary conditions at y = 0.

For a nonhomogeneous horizontal boundary condition in case condition then be-
comes L

Viz=H = VH € H02

This condition will be used in the formulation of the transparent boundary condition.

4.2.3 Duality principle (proof of@

To prove the first part of theorem we will consider the equation as an elliptic equation,
albeit a degenerate one. It will allow us to use classical functional analysis and to carefully
encode the boundary conditions in the functional spaces.
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Equation (4.2) can be seen formally as the following problem: find w € Eyo such that
Voo = (w,¢) € D C Ey,

1 1
(L, @) gy g, = /Q —00,¢ — 200y — 5851/1813(;5 + /Q —p0w — 2hOyw — iayvayw
= /swqﬁ—i—/ SpW = <s7w)E17E1
Q Q
where L : Eyo — EY is a continuous linear operator as ||u||g, < ||u[ g, , and

(Lu, w>E1,E{

1
Auwﬂw+24@ﬁ%w+@wmﬁsmmmwwwmmﬂmmmwMJ

Through usual functional analysis methods (typically Lions-Lax-Milgram theorem, see lemmam
for details) we have at least one solution of Lu = s as long there exist a coercivity inequality for
the adjoint operator L* : By — Ej g, i.e a constant C' such that

VWGDCEli

Il = Cllwlg, -
We have for o € D
1 1
(L, @)y oy = /Q —0,wp — 20w — §a§¢a§¢ + /Q —0:9w — 20w — SOy woyw
1
=5 [ 133+ oyl - [ o)+ 20,(wo).
Q Q

Using the fact that w and ¢ are in C2°((0,400) X [0, +00)) Hardy’s inequality (see for exam-
ple [55]) reads as

1 2
3 [ 10367 + o, = I,
The first term arising from the skew-symmetric part T is
/ 20y (we) = 0.
Q

The last term arising from the skew-symmetric part T is

—A@ww

For case this term is 0 thanks to the boundary condition i.e the fact that = € D.
For case we have

7/ az(w¢) = /w|z:HA*w\z:de < 0.
Q y
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So for all cases
2
<L*wvw>E6,0,E0,U <-C ||W||E0,0
leading to the inequality

1wllg,, <ClIL =g -

As @ € D we have Tu = —L*u — $Du and as | Dw| 5 < c||w||p
0 0,0

I s, = Il + 1Tl 5y, < Ilg,, + 17wl , +ellls,, < ClL Iy -

We recognize the coercivity inequality needed to prove the point (i) of the theorem.

It can be checked that all the other cases can be analyzed along the very same lines, the main
point and only part where z boundary conditions appear being the sign of — fQ 0. (we).

4.2.4 Boundary conditions (proof of |(ii))

As functions in the energy space Ey do not display sufficient regularity to have traces at z = 0,
we used the duality formulation to prescribe such boundary conditions in a weak sense. For
example |,—¢ = 0 means that for all w € C2°((0, +00) x [0, 00]) we have

/Qwazw =0

It remains to demonstrate that for a sufficiently regular solution this formulation is equivalent
to the aforementioned boundary conditions.

To do so, let us consider u € Ey N HE . a solution of ([.2)) (note that all weak solutions for a
smooth source term have interior regularity by the point (iéi)). Then all considered traces are
well defined.

Let h be a regular function such that h(0) = 1,supph C [0,1) and g € C2°((0, +00)). With

wy, = (wy, ¢y) = (g(y)h (%) ,0) = (9(y)hn(2),0) € D used as a test function we get

1
—/ 1/J3zwn+/ —Z(r“)ywnw—&-faanv :/svwn.
Q Q 27y Q

As ||yl g, = 0 when n — 0,

lim / 0w, = 0.
Q

n—0

But 0.h,, is approximating the identity, so

/Q Dby — /0 " g()(y, 0)dy
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thus for all smooth g
| sty =0
0

ie ¢(y,0)=0.
Similarly for case with

w = g(y)hy,(z)
¢ =—N"g(y)hy(2)

as n goes to 0 we obtain

/Q (A*g(y)v — bg(y)) Dhn(z) = 0
which leads to

/OOO (Avy, i —by.n) (y)g(y)dy =0

for all g. This is the expected result.

As for the previous point the other cases (notably vj,—yz = 0) can be described along the
same lines.

4.2.5 Caccioppoli type inequality and interior regularity

In order to obtain interior regularity we use the elliptic character with respect to y (associated
with the D part of the linear operator) to obtain Caccioppoli type inequalities with respect to y.

Let 6 a smooth function on R such that

=0if ¢ € (—00,0]
0(¢)q €[0,1]if ¢ € (0,1)
=1if ¢ €[1,400)

Let z—1>0, L > yp > 0 and define

221 — z) (2y - yo) <2L - y)
2)=0— )0 0
X(y,2) ( o " T
then y is a smooth cut-off function such that xy = 0 outside (yo/2,2L) x [0,221) and x = 1 inside
[vo, L] x [0, z1].
Let p. an approximation of the identity with support inside R~ and u. = p. *, u. We have
u. smooth with respect to y and solution of equation (4.1) with a source term s. = p. *, s.

Using the equation we can deduce that 0,u. is also smooth with respect to y so 8_5“6 x* and its
derivatives with respect to y are in Fj.

With 873 (83115)(4) as a test function, integrating by parts we obtain after cancellation of most
skew-symmetric terms
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- [ Bvdtvont - [sdvotvont ~ [Oudivad + [ oot -
2 / 025, 02X + 0250, 0Pvax
Integrating by parts again, we get
/8;11)5851)5)(4 = —/|82v5\2x4+ %/85%85%62)(4
= —/|8§’UE\ZX4— %/85’1}881/0585)(4—1— i/|8yv5\28;1x4
[osotivad = [Pt + [ ovoiudinte. - [ ofvogu.in’
1

= [10gwePx +2 [opw.giv.on — 5 [ 1o3v.pont

Moreover, defining n; ! = 16]|6/[|2, (711 + 2 (y% + %)) > 16 sup |(9,+20,)x|? and using Cauchy-

Schwarz inequality

1 _
‘/8§v68§¢6(3z +Zay)X4 < R/(5§¢s)2x4 2 +m / ‘3§v5|242‘(3z +Zay)X|2X4
1 o M
< gy ] @™ 5 /(Iayve|2 +|030:])42( (0. + 20,) x> X"

IN

1 1 1
3 [+ [ (Gl + i)

and similarly with Ln; " = (||9”||goy4—2 + %) + (||0’||2 2 4 %)
0

Yo

1 _ -
<1 [ 1osePt 1o (1082 4 (4t - 2o )

1 1
< 33 2.4 7/8 2
<7 [0+ [1o,0

’/ agvsayvsﬁj){l

1
< [+ [0 (100 + (aa - Do)
< 1/\3% |2x4+i/|62¢ 2.
— 4 Y £ 772 Y 1>

Therefore combining all these previous inequalities we end up with

‘/ 337/}6851/)685)(4

1 1
[+ [t < [@oesdiiont + sedio) + 0 (n n n) [0t + 2307

where ¢, C' are numerical constants.
Using the fact that x > 0, x = 1 on (yo, L) % (0, z1) and taking L — 400, we finally obtain
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2 2
10wt [ 1050 < o (i, + 108511,

The claimed estimate follows from ¢ — 0.
This concludes the proof of theorem

4.3 Uniqueness and transparent boundary conditions

In order to prove that admits a unique solution, we try to rely on an energy estimate.
However the drawback of the weak formulation is that such an estimate makes no sense in the
energy space as integrability with respect to z is missing. In other words, we cannot take u as
a_test function. In this section we will show the uniqueness of the solution_in a smaller space
Ey. It is to be noted that as the difficulties appear when z — o0, in case |(II)| we can recover
uniqueness.

Once uniqueness is obtained we can reduce the study on the whole space to the study on a
bounded (in z) domain thanks to so called transparent boundary conditions. We will exhibit
such boundary conditions and in the last part briefly see their explicit formulation in a simple
setting.

4.3.1 Uniqueness

The main obstacle to uniqueness is once more the lack of information with respect to z in
the energy space. More precisely if, instead of a degenerate elliptic equation, we consider
as a transport equation, the transport term being 0, + 20, with a cross-diffusion term
4
% (_%2 86’ , the main risk is the loss of mass along the characteristics y — % = ¢. Unfor-
tunatei!y, in the unbounded case we were not able to show that such a problem does not occur
as such characteristics go to infinity. However up to a hypothesis of integrability we can show
uniqueness of weak solutions.
Let Ey be the set of all functions u = (v,9) € Eg such that v € L? and ¢ € L? i.e

2
2 2 v 2 2 12 ’ll)
2 _ a - 0)
)% /Q<| vl +‘1+y +|v>+/ﬂ<| Y| +'1+y2

Theorem 4.3.1. There exists at most one solution of (4.2) in E’B.

+ W) (4.5)

Proof. As before we will focus on the case the other cases following similar analysis.

By linearity it is sufficient to show that if u € Ej is a solution with homogeneous boundary
conditions and s = 0 then uw = 0. Let u be such a function.
The formal argument is the following. Define

oo
£2)= [ w20t 20
0
We obtain differentiating with respect to Z

d&€ 1 & 2 2
G35/ 180 0. 2) 410,08 0. 2)ay > 0
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So £is 0at Z =0, L' and non-decreasing. The only option is then £ = 0 almost everywhere.

This leads to
[ 1820 + jo,0 =
Q

i.e ¢ =0 and v = 0 considering the boundary conditions.

However we cannot apply directly this formal argument as it requires to use u as a test
function, which is not possible due to insufficient z regularity, i.e Eg ¢ Ej.

So let u. be the convolution with respect to z of an approximation of the identity p. (with
support in R™) with .

Then u. € E1 N EV(M and the function

eA2) = [ on.200clo. 21y
is well defined in L'. Moreover it is differentiable as v.,1). € C’SO(Lj) and using the fact that
0.0 + 20yve — }841&5 = r;/’
9%
0. + 201 + %851)5 =r!

where 7. = 20,u. — pe *, (20,u) = (2p:(2)) *, Oyu (which goes to 0 in L? when £ — 0), we
obtain

So
E —Ein L.
and L 1
dZE ”3 / ‘821” (Y, Z) + 10y U\ (y, Z)dy in L*.
From there g7 = 5 J;* |32¢’ +18,v|* dy as a distribution so

Eewht

To conclude it remains to show that the now well-defined £(0) is indeed 0.
By the Caccioppoli inequality of the theorem for all a > 0 the trace v|.—g >, is well
defined and [ v(y, 0)¢(y,0)dy = 0, so

£(0)=0
The previously formal argument can now be used to obtain uniqueness. O
It should be noted that we can obtain the uniqueness in Ej in the following variants:

o If the domain is bounded in z (case|(II)) then using the interior z regularity, the boundaries
at z = 0 and z = H and Poincaré inequalities in the z variable we can recover a control of
the L? norm of u , the boundaries condition at z = H leading to £(H) < 0.

e If the domain is y € R, z > 0 then Fourier analysis leads easily to existence and uniqueness
(see last subsection).
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o If the equation includes additional zero order terms then the natural energy space (dictated

by D) is fE\a instead of Ey and thus include an L? control so the existence and uniqueness
is assured (see next subsection).

o If there is no transport term then the equation is the same as the one for the F 3 Stewartson
layer and uniqueness can once more be recovered with explicit Fourier analysis.

It is reasonable to hope that uniqueness indeed holds for the case of (4.1) but we need to
have a better control along characteristics to show it.

4.3.2 Transparent boundary conditions

Similarly to the Dirichlet to Neumann operator for elliptic problems (used for example by Gerard-
Varet and Masmoudi [35] for Navier-Stokes equations), in this section we show that solving the
equation on the whole space is equivalent to solving the same equation on the two subdomains
(0 < z < H and z > H) with adequate boundary conditions on both subdomains.

Such a decomposition can be used to focus the study in a bounded (with respect to z)
subdomain, which is especially useful for numerical analysis (as done in [54]) and for deriving
boundary layer operators as in [18].

Unfortunately to make such a study a proper uniqueness result is needed. For this reason we
will study variants of the initial problem, namely the one with additional zero order terms. It
ensures that the energy norm controls the L? norm. The modified equation reads as

1
0.v + 20,yv — §8§¢ — ) = Sy
1 (4.6)
0. + 20y + 5851) — U= 8.

As before, the boundary conditions at y = 0 will always be v|,—o = 9y¥y—0 = 0,%),—0 = 0.

The horizontal condition will be either or

The previous analysis leads to both existence and uniqueness for (4.6). With ||z =
Il 5, + |l 5/, where Eq is defined by (), we have

Lemma 4.3.2. There exist a weak solution of (4.6) in case[(T), and|(1I1)
This solution is unique and
lullg < ez

— — —
Moreover in case if 0,5 € E1 and s € Eyy we have O,u € Ey and
0wl < C (10:sl g + sl ) -

Proof. The proof of this lemma is exactly the same as before, the only new point being the
control on d,u. This comes from the fact that in this particular case we can deduce boundary
conditions on 9, u.

More precisely we have d,u verifying inside the domain

1
0.(0,v) + 20,(0,v) — 583(821/)) — 0,1 = 0,89 — Oyv W
1 :
0.(0:¢) + 204 (0,1) + 583(820) — 0.0 = 0,8, — Oytp
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and the boundary conditions at y = 0 are 9,v = 9,0,% = 0,0,% = 0. Moreover, contrary to the
original problem (4.1]), we have (9,1, dyv) € L? and E; C L? so

10250 = 0,0, 0.50 = 0,075 < C (10:8l 5 + sl ) -
All that remains is the boundary condition at z = 0. In case the equation (4.1) leads to

azU|z:o = Sy|2=0

which is an admissible boundary condition. O

Once we have obtained this result we can now consider transparent boundary conditions.

Theorem 4.3.3. (i) (v-to-yp operator) For all H > 0 there exists a non-positive operator
1

Ag : Hf — H~% such that the only solution of (4.6) in the domain y > 0,z > H with
boundary condition v,.—g =V wverifies Y.—g = AgV.

(i) (transparent BC) Let Hy > 0 and let s verifying the hypothesis of lemma be a source
term with support inside 0 < z < Hy. For any H > Hy let u® be the solution of ([4.6) on
the domain y > 0, H > z > 0 with boundary conditions of type

b b b
Vlomo = 0,00y = Arvj—py

and let u; be the solution of (4.6) ony >0,z > H with type boundary condition

t b
Ve=H = v|z:H

and zero source term. Then ullyc,cny + u'l,>py is the solution of (4.6) on the whole
domain y > 0,z > 0 with boundary condition ¢|.—o = 0.

Proof. We start by the point i.e the definition of the operator Ay .

1
For V € Hg let u" the solution of (4.6) in case|(I1I)|with nonhomogeneous boundary condition
v.=g = V. Let us recall that such a solution is obtained by considering homogeneous boundary
condition but with a source term sV = Lr" where v is an appropriate lifting.

1
Similarly for any W € HZ let u" be the solution of ({.6)) with W= = W.
Using the same argument as in the proof of theorem

0(2) = / T YY)y, 2)dy

is well defined and in W1 (note that £ is the quadratic form associated with the bilinear form

Q) and

dQ  [*

= (8§¢V8§1/)W + ayvvava +oV o + z/JVwW) (y, Z)dy.



4.3. Uniqueness and transparent boundary conditions 123

So as

1Q]l~ < C||Qllwrs < C ( / V| + / (02 2™ + 00" 9, 0™ + 0V + M)W>)
<l g 1" llg < ClisY Iz 1™ 15

<clvi 41wl ,
0

2
0

we obtain

VW e HE

= e < 1 1
Wl < iy

2
0
This means that wl‘;= g €H ~2 and moreover the application Ag : V +— 1/J|‘;= y 1s continuous

1
from H{ to its dual space.
At last since Q(Z) — 0 when Z — oo we have

/ VAHde:/ v¢g:de:_/ / 10207 2 + (0,07 2 + [0V |2 + |9V Pdydz < 0.
0 0 H 0

and therefore Ay is a non-positive operator.
It remains to prove i.e that this condition is indeed a transparent boundary condition.
First of all let w be the solution of (4.6)) in case|(I){and with source term s.

Then by lemmav has proper trace in HO% and v|,—p, ¥|.—pg are well defined. So ¢,y =
Apv.—g and w is a solution of so by uniqueness in the case we have ulo<.<pg = ul.

We deduce that ui’Z: 5 is well defined and is an admissible trace so u' is well defined and
once more by uniqueness in case ul,> =u'.

We can prove this result without solving the problem on the whole space: by constructing w
from u® and w! in order to show that such v-to-1) operator is necessary to ensure the continuity
of both v and .

With u = ublogng +u'l,>py it is straightforward to see that the weak formulation on the
whole space is verified for any test function with support inside 0 < z < H or z > H.

Let @ = (w, ¢) € D. Let x be a smooth function such that x(s) =0 for |s| > 2 and x(s) =1
for |s| < 1.

Then with x.(z) = x (Z;H) using the fact that @ = woy. + @ (1 — xc) we obtain

(Lu, @) = (Lu, @ (1 = Xc)) + (Lu, @wxe) = (s + 0, (1 — X)) + (Lu, wx:)

as ©o (1 —x.) is the sum of a function with support inside 0 < z < H and a function with support
inside z > H.

The last term is
1
/Q —v(0: 90X + $O2xe) — 200y PXe — 5851/)85¢X5 + Yox.

1
+ [ —¢(0,wxe + wdyxe) — 2YOywxe — iayvﬁywxg + vwxe
Q

and we will show that it goes to 0 when € — 0.
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Indeed as u € E‘\a and o € EI we have when ¢ — 0
1 1
/ *UaszXe*ZUabeXe*iajlba;(bXerwﬁbXsJF/ *d)azwx‘s*ZwawasfgayvawaEWvaXe — 0.
Q Q

As o is identically 0 near y = 0 and s = 0 near z = H using once more the same arguments as
before

/ VDX + Ywd.xe — / (0" — ')+ (" — ¥'Yw) (g, H)dy
Q y=0

which is zero, as the boundary conditions can be rewritten as v* — v* = 0 and ¢® — ¢t =
AHUbfd)t :AHvbfAH’Ut =0. O

4.3.3 The case of the half plane

In the case where the domain is the half-plane z > 0 existence and uniqueness are a lot more

easier. In fact we can use Fourier transform. Denoting by f(&, z) the Fourier transform of f(y, z)
with respect to y one can see that the problem can be rewritten as an ODE for each &

82 + Z’Lf _54 i}:\ _ §IZ
_62 az + Zlf '¢ B 3/; '
Hence with wy =0+ |¢ \12 the problem is diagonalized

~

0.y + (2i€ F €0z = 5
and the explicit solution is

L2 . Z 2.2, N
By (€, 2) = Dy (0)e TiteHlEl +/ e~ T EEP ) 5T (5)ds
0

Note that two exponential modes appear: one in e~ 1€°% and one in €léI°#. To ensure that Wy
ansd @_ are both in L?, a necessary and sufficient condition is that the coefficient of exp(|¢|32)
is 0. This offers another explanation of why only one condition at z = 0 can be fixed.

For the transparent boundary condition, if there is no source term this condition simply
becomes w4 (&, H) =0 i.e
VE U+ €l =0

which in real space translates as Ay = —(—A)%l. This is exactly the condition used in |54] for
the numerical approximation.

3
2

it .
It is to be noted that in this case the operator Ay goes in fact from H® to H? which is the

expected regularity as 0,1 is of the same regularity as v.

But in our case because of the transport term we cannot use symmetries to extend (4.1]) to
the whole half space.
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4.4 Appendix

4.4.1 Physical derivation

We recall here the main steps of the derivation of (4.1)) and refer to |54] for details.

We consider the Stokes-Coriolis problem between two surfaces of revolution I'y (our main
focus will be spheres of radius Ry) and denote by (X, ®,Z) the cylindrical coordinates. The
Stokes equation of an incompressible fluid rotating around the axis ey where we neglect the
transport, in non-dimensional variables and with F the Ekman number, can be written as

Vp+ezxU—EAU =0
V-U=0.

We consider non-penetration boundary conditions on I'y

U-n=0
U=Viep +YTieq X n.

If we consider an axisymmetric flow, U = (Ux(X,Z),V (X, Z),Uz(X,Z)) then the incom-
pressibility condition becomes OxUx + 072Uz = 0 so there exist a stream function ¥ such that

A
U= |4
—0x VU

The corresponding equations are

8,V — EA%U =0
9,0 + EAV =0

and the boundary conditions

V\F+ = V+7V|F— =V_
OV =Y4,0,¥p- =7T_
\IJ‘F:(::() =0

When E — 0 we obtain the formal equations 07V = 0, 9z% = 0. So at the main order in F,

inside the domain
V(X,Z)=VY%X)+o(1)

(X, Z) =0+ o(1)

In order to find V° and pursue further the asymptotic expansion we must consider the boundary
layer ensuring that the boundary conditions are satisfied.

Near a horizontal boundary (i.e constant Z) we recover the classical Ekman scaling

V:v(X, Zl)
FE2

. Z
U=FE¢ (X,
(x5
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1

Figure 4.1 — The different scalings and boundary layers

and with (z, z) the rescaled variables the boundary equation is

v — 0% =0
.0 + 0%v = 0.

Note that the same equation holds for any boundary as long as cos(f) = ez - n does not
approach 0 where 6 is the angle between the normal of the surface and the axis of rotation. In

this case the scaling is

Z = %
Ez cos(f)~2

For a vertical boundary (i.e constant X) the scaling is
X
V=v (17 Z>
Es
1 X
U=Eiy( 2
v (Eé )

and the equation
0,0 — 831/1 =0
9.0+ ;v =0.
In the case of cos(#) approaching 0 the previous scaling and equation are no longer correct.
If the boundary is Z = (—X)*1 x <o, denoting by Y = X + Z= the equation becomes
. . 2
(az + olelTay> V_E (a% FOR 4 2oflleayaZ) T=0

(aZ v a—lzl%"ay) U4 E (a; T o2+ Qa—lzl%’ayaz) V=0
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The scaling is then

VU( yl ; Za)
Es—a FE3-«

1 Yy z
U = E5a ,—
¢(E3—la Ea)

and the associated equation becomes

4

—a (1-a)
d,v + oflleayv — 8;11/1 — EG=% 531/1 =0

. 2(1—a)
Db +a 2w B+ 020+ B 920 =0

with domain y > 0,z > 0.
3(1—a)
The higher terms in J, lead to another boundary layer of size £2G-=) in z i.e a standard
3(1—o) e

Ekman layer of size F2G-o)T1-a = F 3. Note that this Ekman layer can be expressed in term of
a boundary condition connecting v and 0,1 but that in the physical case it is simply a symmetry
condition, ¢ = 0.

Considering only the higher order in F we obtain the announced equation for the spherical
case o = %

Note that there are other boundary layers in the vicinity of the equator or of the cylinder
X = R_, but since we do not describe them in this paper we did not include them in figure

We refer to |69} |54] for a complete physical description.

4.4.2 Duality argument

To prove existence of a solution we used a simpler version of Lions-Lax-Milgram [51] which can
be rewritten as:

Lemma 4.4.1. Let E and F two reflexive Banach spaces and
L:E—F

a continuous operator.
Let D C F a dense subspace of F' and L* the adjoint of L from F to E’.
If there exists a constant v > 0 such that

Vv e D, ||| g = v [|vll (4.8)
then for all f € F' there exist a solution u of
Lu=f
with

1
lull g < 5 11l

The proof is elementary but as we did not find this exact formulation in the literature we
detail the proof for the reader’s convenience.
Let us first notice that the relation (4.8)), also called observability inequality, ensures that L*
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is injective. Thus the linear form

¢:L°D >R
L= (f,0) pr

is well defined. Moreover it is continuous
* 1 *
lo(L™v)| = [(f,0)p p | < I fllp 0]l p < p £l I L]l g -

As D is dense we can define ¢ as a continuous form on L*F C E’.
Using Hahn-Banach theorem, we then extend ¢ as a linear continuous form on the whole E’.
As F is a reflexive Banach space there exists © € E such that

Vg € E'\(u,9) g g = 0(9)
and in particular
VL*v € L*F, <u,L*v)E’E, = ¢(L*v) = (f,v>F,’F
ie

Yv € F, (Lu,v)F,7F = <f7v>F,7F.
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In this chapter we propose the study of a system closely related to the Proudman problem. From
the point of view a physics we consider a different context (magnetohydrodynamics rather than
geophysical fluids), although the governing equation share some similarities with the previous
Chapter. This problem was suggested by Emmanuel Dormy during a discussion.

5.1 Introduction

5.1.1 Physical derivation and orders of magnitude

We consider a viscous incompressible and electrically conducting fluid between two rotating
spheres and with an imposed exterior magnetic field, as proposed for example by Hollerbach [47].
This model can be seen as the simplest extension of the Proudman problem to MHD.

Let us briefly derive the equations of the problem. In addition to the fluid equation and

Coriolis force, we must take into account:

¢ the magnetic force in Navier-Stokes equation,

e the Ohm law in a moving fluid,

e both Maxwell-Ampere and Maxwell-Faraday equations.

129
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We end up with the equations of evolution of both the velocity v and magnetic fields B within
the context of dissipative MHD

VxB)xB V
(VxB)xB  Vp

Ou+ (u-V)u+ Qes X u — vAu — = 0
PHoO p
8tB+V><(VXB—u><B> = 0
OHo

where p is the mass density and pg is the magnetic permittivity of vacuum, o the electrical
conductivity, and v the kinematic viscosity ensuring ohmic and viscous dissipation.

The terms involving the rotational operators in both equations can be rearranged to obtain :

(B-V)B-VB*2  Vp

Ou+ (u-V)u+ Qez X u — vAu — = 0
PHo p
AB

B—-Vx(uxB)—— = 0.
oo

Introducing the typical length L and velocity U, we can define four independent adimensional
quantities describing the balances between the various dynamical processes described by these
MHD equations, summarized in Table Their typical values can be found in the book of
Dormy and Soward [67].

Name Symbol | Definition Balance
Reynolds Re UL/v Inertia/Viscosity
Rossby Ro U/QL Inertia/Rotation
Magnetic Reynold Rm ULugo Magnetic convection/Magnetic diffusion
Alfvenic Mach Ma Uyop/B Mass velocity /Alfven velocity

Table 5.1 — Primary adimensional parameters.

The rescaled MHD equations in a rotating fluid are thus given by

1 1 1
f)tu+(u~V)u+Eegxu75AufMGQ(B~V)B+Vp = 0
BtB—Vx(uxB)—%AB = 0.

Usually a set of three secondary adimensional parameters is introduced according to the defini-
tions:

Name Symbol | Definition Relation
Ekman E v/L*Q E = Ro/Re = A/ M?>
Elsasser A aB?/pQ A = RoRm/Ma? = M*E
Hartmann M L?B%c/pv | M? = RmRe/Ma?> = A/E

Table 5.2 — Secondary adimensional parameters.
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Figure 5.1 — A conductive fluid between two rotating spheres, and with a dipolar magnetic field.

We assume a static equilibrium between two rotating spheres

A
RoRm

(B-V)B+Vp=0
AB =0

and consider a small differential in rotation between the two spheres, |%’ < 1. Then
the linearization in an axisymmetric setting and in cylindrical coordinates (s, ¢, z) with a fluid
velocity and induced magnetic field along eg.

B =B+ fpey

u = vey.
with |v] < 1, |b] < 1 leads to the coupled equations

—Avey — M [(B-V)bey+ (bey -V)B] = 0
—Abey + M [(vey - V)B — (B-V)vey] = 0.

This can be rewritten as
B
M—Z+M(-V%b:0
s s
b )
Ab——2+M(sB-V)f = 0.
s s

or

Remark 5.1.1. Following Kleeorin & al. [48] and Starchenko [68], we can also consider a more
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general linearization as it was done in the Proudman problem (3.7)), with

-9,
U = veg + 0 1)
s7104(s")
-9,
B = B +beg + 0 a.
s7104(s")

In this case the equations we obtain are

20, + E(A — s~ 2)o + A%(B V)(sh) = 0
20.v— E(A — s+ sA(B-V) (s7(B-V)) =0
Ms(B-V) (111) +(A-s5Hb=0 (5.1)

S

%(B V) (58) + (A — s 2)a = 0

We remark that for A = 0 we recover the Proudamn equation (3.9)), while our current setting
is the formal |¢| < 1.

Remark 5.1.2. Note the non zero commutators s™(B - V)(sT'e). We will see that these terms
create a coupling in the equations written in the so called Alfven variables.

The boundary condition for the azimuthal velocity is simply the no-slip condition on a moving
shell, i.e

’U|p0 = ’()07U|p1 = V1.

For the field b the main physical condition is to have the continuity of both b and its normal
derivative. The associate boundary condition varies following the electrical properties of the
shells. More precisely, according [68] and [22], we must distinguish the insulating shells from
the conductive shells.

e For an insulating shell the boundary condition is

bl[‘:O

e For a conducting sphere we must have across the boundary

=0
20u], =0

where o is the conductivity. The magnetic field b inside the conductive sphere b satisfying
the equation

(A—a)b=0 (5.2)

where a(s, z) = % i.e the main equation with v = 0.

From a mathematical point of view, the continuity of b and 0,,b can be expressed trough the
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Figure 5.2 — Ilustration of Lemma

Dirichlet to Neumann operator of the equation (5.2))
Onbir = —Abjp

where —A is the Dirichlet to Neumann operator associated with the equation (5.2]). As this result
is very useful, let us recall the simple demonstration of this fact.

Lemma 5.1.1. Let Q1 C Qg be two smooth connected domains and let I' = 0Q1 and n the

normal vector from O to Qo (see Figure[5.3). Let a € L°°(Qy). There exists an continuous and
. 1 1
negative operator A : Hz(I') — H~2 (") such that

o Any b € HY(Qg) such that b is solution of (5.2) inside Q1 and [b]r = 0 and [9,b]r = 0

satisfies

anbu-\ + Ab‘p =0.

e For any be 00\ such that

there exists a unique b inH () satisfying

- b\ﬂo\m - b,
— b solution of (5.2)) inside Qq,
- [b]r =0 and [6nb]r = 0.

Remark 5.1.3. In most practical cases A can be explicitly computed. For example, if €7 is the
unit disk and a = 1 we obtain, in terms of Bessel functions,

_AeinG _ I‘In|(1)
I (1)

ein& )

Note that, thanks to the recurrence relations of Bessel function, we have II‘:“((ll)) ~n.
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Proof. The main point is to establish the properties of the operator A.
Let T € Hz(T'). Then, there exists by € H'(;) solution of

AbT - (le =0in Ql
bT|F =T on 891

Moreover, ||br||g1(0,) < C’||THH%(F).

We then define AT by
—A(T) = aan‘p S H_E(F)

The operator T is obviously linear. And, by definition, for any 3 € H'(Q;) we have

/FA(T)ﬁp/QIVbT~Vﬂ+/QIabB.

For any © € Hz(I), there exist 3 € H(€;) such that Bir = © and ||Bl g1 (e, < C|O]

with C' a universal constant depending only on §2;. Thus

H%(F)’

(AT, ©)

<[ vbr-ve+ / a(s)bB

(921 1951

(S
[N

H 2 H
< 1Bl @) bl 1 (021

<8l 1 bl @) < ClO|

H3(T) H%(F)HT”H%(F)'

This is the case VO € Hz (I), so HAT||H,% < C’||T||H% ,and A is continuous. And with 8 = b we
recover the positivity of —A.

The first point of the Lemma is verified by definition, note that, thanks to the condition
[0nb] = 0, there in no difficulty when defining 0,,b;r.

For the second point, let b € H'(Q0\Q1) such that (8,,,Z+ AE) " =0.

We define b by bIQo\le = Z, and bjq, solution of

Abml - a(S)bml =0in Ql

_ (5.3)
b|Q1 = b|p on an.

Then [b]r = 0 by definition. By the jump-formula, as b is H' on both subdomains and has no
Dirichlet jump b € H*()). And as Onbja, = —Abjq,, anbmo\g—l = _Abmo\sTl we also obtain
the continuity of the normal derivative across I'. The uniqueness follow from the uniqueness

of . ]

This physical problem exhibit multiple boundary layers when M > 1, see Figure but
before let us first simplify the problem.

5.1.2 Main setting

If the previous model, even if the domain Q C R2, all the geometry comes from a three di-
mensional problem, for example for all integration by parts in a circular domain must use
V- (w) = Orwy + %wT + %6@71)9. Thus, for simplicity, we choose to study a fully two-dimensional
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Figure 5.3 — The expected boundary layers.

model
M(B-V+a(s,2)b+ (A —c(s,2))v=0

M(B-V —a(s,z))v+ (A —c(s,2))b=0
where a > ag > 0, ¢ > ¢g > 0 are regular functions, representing arbitrarily the zeroth order
coupling.

The only difference in this two-dimensional model, is that B now satisfies B = V+A = —V¢
(instead of B = VA x (egs™!)). So the dipolar field is

(5.4)

S
A==
r2
z
¢_7'2

instead of the formulas (2.1) of [22].

In order to focus on the shear layer we will consider the equation on the domain defined by
r € (ro,r1) and A € (Ag, A1) where Ag and A; are chosen such that A* € (Ag, A1). This choice
allows us to avoid the equatorial boundary layer near r = rg,z = 0 and simplify the analysis,
since iso-A surfaces are characteristics of the interior term.

Lastly thank to symmetries we can limit ourselves to z > 0.

With a source term f, the system we will consider is, inside €2,

(5.5)
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z=0

Figure 5.4 — Physical domain €.

with homogeneous boundary conditions
Vp=r, = Oa Vjr=ro = 0
bjr—r, = 0, (0,0 + Ab)
azv\z:O =0, b|z:0 =0

Vja=a, = 0,bj4=4, =0

=0

|r=ro

Vja=a, = 0,0j4=4, = 0.

Note that, if, instead of the variables (s, z), we use the variables (A, ¢) we obtain (using only

VLA =-Vg)

M (|B|?0g + a(s,2)) b+ (|B|*Aa,p — c(s,z)) v = MFf,
M (|B[?8y — a(s, 2)) v+ (|BI*Aap — c(s,2)) b= Mf,

(5.7)

so the dipole problem maps exactly to the constant B = Be, problem up to a change of a and c.

As a consequence, the equation we will consider in all generality will be

M (=0, +a(s,2))b+ (A —c(s,2)v=Mf,
M (=0, —a(s,z))v+ (A —c(s,2)) b= Mfp.

Introducing the Alfven variables V1 = v £ b these equations write also as

M(@ZV+ - CLV_) - (A - C)V_;,_ = MF+
MD.V- —aVi) + (A —e)V. = MF_

(5.8)

(5.9)
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A2+¢2:L

70

=0

Figure 5.5 — Reparametrization of the domain

with boundary conditions
V+\r:r1 = V—\r:rl =0
V+|r=r1 + V—|r=r1 = 07 (87’ (V+ - V—) + A(V+ - V—))
(0. Vy + 8ZV_)‘Z:O =0, (V4 — V—)\zzo =0

=0

|T‘=7"1

(5.10)
Vija=a, = V_ja=a, = Vyja=a, = V_ja=a, = 0.

Moreover, we will also change the nature of the transparent boundary condition: instead of
taking for A the Dirichlet to Neumann operator we will simply take —A to be a positive constant.

Remark 5.1.4. This simplification keep the main properties of the Dirichlet to Neumann op-
erator, and many results remain the same. The only difference is in the construction of the
Hartmann layers when tangential frequency goes to +o00. This simplification will be discussed in

Subsection [5.3.3

Remark 5.1.5. This system of equation is very close to the Proudman problem studied in Chap-
ter [3l Let us emphasis some differences

o First of all, one of the main difficulties of the Proudman problem was the asymmetry
between v and 1, as the equivalent of Alfven variable V1 would be the non-local wy =
v+ (—A)%w, leading to difficulties when considering boundary conditions. Consequently,
we can expect easier estimates.

e The geometrical coupling a seems not that important but in fact is of importance when
considering for example the shear layer, see Section

e More importantly the boundary conditions are a crucial point of this model. Indeed even
for a = 0 the problem is non-obvious as Vi are liked through the boundary conditions.
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5.2 Preliminary results

5.2.1 Existence, uniqueness and stability estimates

As usual, we start by deriving estimates for the main problem.

Proposition 5.2.1. For any f € H™ ! x H™! there exists only one solution of (5.8)), (5.6)
satisfying
[l F + 1017 < CM (| follFr—s + [1follFr—) -

More over if f € L? x L? then
[vl|Z2 + 18172 < C (follZ2 + 1fuollZ2) -

Proof. Let E be the space of (u,v) € H' x H! satisfying Vp=rg = Vjp=r0 = Ojy—=p, = 0.
The equation can be rewritten as: find (b, v) such that for all (w,8) € E we have

M/Q (0:bw + 0;v6 + a(vB — bw))—l—/

(Vv-Vw+cvw+Vb~Vﬁ+cbﬂ)—/
Q

r=rQ

ABS = M /Q (oot fo3)

From there, as —A > 0, the existence follows and with (w, 8) = (v,b) we obtain the claimed H*
estimate.

The idea to obtain the L? estimate is to take a test function like (w,b) = (b,v). Note that,
contrary to Proudman problem, there is no longer difficulties emerging from the asymmetry in
regularity between v and 1, as both v and b are in H'. Unfortunately, because of the Robin
condition on b, it does not match the boundary conditions.

We can easily recover the estimate on v, with (w, 8) = (0, ve*)) we obtain

M/ (O + 0,vve?) 4 aneh(Z)) +/ (Vb -V (Ueh(z)) + cbveh(z)) = M/ fbveh(z)
Q Q Q
and from there

n e T e

so with h(z) = Az with A large enough (but independent of M) we obtain the claimed L2
inequality on v.

h/
G_E +

[u2e < ’/ Vb - Vel
Q

/ (D.bh + cb) ve"
Q

SCILMHfHHfl Sch\/ﬁ rlv‘th

To obtain the same on b we reiterate this method but in Alfven variables. This will allow to
obtain bounds on b + v, which is sufficient as we already have bound on v. With Vi = e**V 4,
we have

M@,V 4+ AV —aV_) = (A+2X0, + N> — )V, = MF,
MO V_4+AV_—aVy )+ (A+2)0, + N2 —¢c)V_ = MF_

so with Qr = QN {r < R}, for o < R < r; we obtain dropping the ~and taking, from a
formal point of view, as test-function in the first equation V;1q,
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(()\M +c— )\2)‘/2 — G,MV+V7) +/ ‘VV+|2 — 8TV+V+

Qr T'r

=M FLV,
Qr

(M —22) /Q 300+ |

R

(M—2>\)/F %|v+|2+/Q (AM + ¢~ N)V2 4 aMV, (Vy — 20)))

1
+/ |vv+|2—aR/ |v+|2+f/ viP=m | Fov,
QR FR R FR QR

with ET(R) = fQR |V, |2 (all the previous computations can be justified by computing OpE
in a weak sense) we thus obtain

1
(M =2\ 4+ R )ORET + (N + Gmin — )M + ¢ — N2)ET —04ET < M%HFHH - / IVV, |2
Qr
ie

OREY + ET - M'04ET =G

where |G|~ < C and oy, ag far from 0 uniformly in M for A large enough (but independent
of M).
More over we know that E*t(rg) =0, E* is increasing and OrE™ (r1) = [ [b]* = O(M).
r1
From there, for example by integrating with respect to R, we can conclude thatFE, (r1) =
O —o00(1), leading to the L? stability.
O

Without surprise we will consider an approximate problem

M (=0 + als, 2)) b7 + (A — e(s,2)) PP = M(f, + 1)

M (=8, — a(s, 2)) VP + (A — ¢(s, 2)) bW¥PP = M(fy + 13) (5.11)

the energy estimate being also a stability estimate: if u®PP satisfies the approximate equation
with the exact boundary conditions (5.11) then

lo = o2 |0 + (16 = bPP[[Fn < CM (|Iroll3— + ol 1)

(5.12)
lv —vPP |22 + [|b = 07|22 < C (IrollZ2 + I7oll72)

From there, and following once more Dalibard and Saint-Raymond [17], we search an approx-
imate solution such that by denoting » = rg + 71 the error term:

Definition 5.2.2. A function u®PP = (v%P b*PP) € H' x H' is said to be an approzimate

solution of (5.8)-(5.6) if it is a solution of (5.11) with the exact boundary conditions (5.6), such

that v = (1,,7) = 7% + 71 is an acceptable remainder, meaning it satisfies

ol + M
M—oco M||Ju — u®P|p2 + ||u — uP|| 1
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5.2.2 Expected boundary layers

As mentioned in the introduction, we expect three kind of boundary layers, see Figure |5.3

e The Hartmann layers of size M ~!/z near the shells r = ro and 7 = r;. These comes
from the scaling 9, = cos(f)d, ~ EJ?. Tt is to be noted that these layers degenerate near
z = 0, and that near the conductive shell, we expect a smaller amplitude, as we have Robin
boundary conditions.

e Near the line A = A*, due to the discontinuity of the limit solution, a shear layer with a
1
scaling M2 similar to Shercliff layers. This layer comes from the scaling 9, ~ Ed2.

e Near r = 71,2z = 0 these layers degenerate into the equatorial Hartmann layer of size
M~5 x M~5.

We will thus start, in Section 5.3} with a quick study of the non-degenerate Hartmann layers,
showing how to treat the Robin condition using such operator. Then, in Section we will
analyse how these shears layers behave when A = A*, i.e when a change of the boundary
conditions occurs.

Construction of an approximate solution

If we intend to construct an approximate solution on the whole domain the steps would be

e The construction of the Hartmann layer and the associated boundary layer compatibility
condition. These layer of size (Mz)~! degenerate close to the equator and Propositionm
provides their construction under an hypothesis of non-degeneracy.

o Using the compatibility condition the construction of an interior term. This rises no prob-
lem, but the term we obtain is discontinuous at A = A*, i.e, z = 0.

e This discontinuity is lifted through a shear layer of size M -3,

e The boundary layer effective condition create a degeneracy of the boundary conditions for
the shear layer, leading to a singularity. This is the main objective of Section

o Lastly an equatorial layer lifting this discontinuity must be constructed. It seems that
adapting tools from Chapter [4] for this context is sufficient to achieve such purpose.

5.3 Hartmann layers

5.3.1 Hartmann boundary layer operator

Let us first recall the definition of the weighted spaces we already used in Chapter [3]in order to
solve boundary layer equations:

Definition 5.3.1. Let A > 0,59 € N and k € N. For (0,¢) — u(6,¢) a function from (0,1) x Ry

we deﬁne
! %) 9 2 oana
2 k o n
sg.k — u| € .
”LLH?LAo,k E : /O /O | ¢vo |

0<i<sg
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50,k

Then, we have already seen that for sy < s, k< k, A< A, Hf\o’k — HX , and more
importantly the technical Lemmas allowing us to write for example the scaling, for
s < 8o

: 1_
i (-2, = et

The Hartmann layers are very similar to the Ekman layers. In fact we have the following
boundary layer operator

Proposition 5.3.2 (Hartmann boundary layer operator). Let sg = 2, V, B € H?(I'g), and let
f with be with exponential decay of rate n < 1, i.e

2,0 2,0
FeH” xH". (5.13)

Suppose that the following compatibility is satisfied

V(6) + B(O) = / T (1= e (fy + £)(6,Q)d. (5.14)

And, in order to avoid degeneracy, let us suppose that f
V(6) — B(0) = O(cos(6)?)

F = O(cos()?). (5.15)

There exist ub* = u (0, g(:(zg) solution of the approxzimate equation (5.11) with source term
bl _ r—r
o =M (0.55)-
(vblvbbl)T:T‘o = (Va B)

(Ublv bbl)T:h = (07 0)

and the estimates, for allm <n

7ol + lIrsllyoo < C

lollygss + Bl < C-

leading to
I e + (Il < M3

[ 0% [ e+ [|0%| s < CM>"% for s € {0,1}.

Remark 5.3.1. If ’9 — g‘ > ¢ > 0, then we can replace sg = 2 by sg > 2. In this case we need

V,B to be in H*(I'g) and f € H;>*0~2. And, we obtain v,b € HE™, rymp € 7—[%072’5“72, the

loss of derivative coming from the neglect of 9.

Remark 5.3.2. The condition (5.15) is far from optimal. Indeed, not only we can make a trade-off
between power of cos(f) and power of M, but, moreover, the area where cos(f)~! > 1 is small.
So if we are interested in the global L? estimate of r? we must take this into account.

Proof. Let us choose the polar coordinates (r,0), and as for Ekman layers start with f = 0.
Then the equation is

02 +r710, +r720% —c —M (cos(0)0, +r~'sin(0)dp + a)\ (v _ (0
-M (cos(@)& +7r~Lsin(0)0p — a) 02 +r710, +r720% — ¢ ot ) —\o

T
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Figure 5.6 — The modes of the Hartmann boundary layer operator.

so the, keeping only the higher order in d, we obtain as a characteristic manifold

—£2 —Mcos(0)i&| _ 4 2,
M cos(0)ic e =& — Mcos(6)°¢ = 0.
Therefore, the scaling is
1
r=Tot M cos(6) ¢
——
do
And the boundary layer equation is
—0cb+ 0?0 =0
co (5.16)
of corresponding characteristic polynomial
A=\ =0.
There are 4 roots: —1,+1 and 0 as a double root. The only admissible mode is A = —1
leading to
v(¢) = ae™°
b(¢) = —ae™*

for a a € R. From there we deduce the compatibility condition

V+B=0.

We can now estimate the remainders. By symmetry, it is sufficient to estimate r,,.

Thanks to the simple form of v and b we have the explicit value of r,(6, ¢).
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More precisely, with u® = u | 6, ! g 1o we have the Jacobian

0
¢

O ubt _ % 0\ [(Ocu

op ) =\ tmac 1) (gpu)

And, as in our case —aggo = tan(¢), we obtain,
M Iro] <C ( M cos(6)[0c0] + [030] + ——|0c0p0] + ——— (¢|acv] + ¢2|820])
v ¢ 0 cos(6) "¢ cos(0)? ¢ ¢

(5.17)

1

We thus obtain the claimed estimate for ¢ far from 5. For 6 close to 7, as b and v behave like

+(V — B)e~¢, the condition to have 7, € ’H%’Q and of norm O(1) in this space is

1/, 1 1 1
— —_ - B
|7 (3 + g+ ) + (0 ) =)
which is indeed the case thanks to the condition ([5.15]).

For a source term f # 0 the same computation applies. The only point where one must be
careful is the rescaling as

0? —M cos(0)9,\ (v*V (M fY
—M cos(0)M O, 0?2 wt) A\ MY

9 =0\ (vy_ 1 M fb
(% %) G) e (i)

so in order avoid degeneracy when ¢ — 7 the condition ([5.15) is used once more.

<C

L2

becomes

Lastly, for the estimate on u?, 7%, terms like C fog f;: ’cos(@)ﬂe_AM(’"_m) cos(6) ’2 rdrdf must
be estimated near ¢ = 7. But thanks to (5.15), all the powers 3 are > 0, so we recover
O(M~1). O

Remark 5.3.3. The main difference with the Ekman layers of Chapter [3|is that all traces are
Dirichlet traces. As a consequence, the size of the boundary layer does not appears in the

compatibility condition (5.14)).

Remark 5.3.4. The same operator exists for 7 = r; with the only difference being that (5.14]) is
replaced by

v—BAwaeWnnmwc

Note that both conditions can be rewritten naturally in terms of the Alfven variables V..
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5.3.2 Expansion without shear layers

Since the interior equation is simply

(_az )bznt fv
(_az _ ) int fb
there is no difficulty to construct an interior operator.

Remark 5.3.5. In the case where we have Dirichlet condition for b on both shells, and a = 0, we
can conclude that the geometry has no effect on the limiting flow. Indeed the previous operator
is sufficient to conclude that the limit of the solution (v,b) of

MOob+ (A —c)v=
Mo, v+ (A—¢c)b=0
inside
Q={(z,2);70(x) < z < y1(x)}
and with boundary condition
(v, b)|z='yi = (vi, ;)

is

- Vo + V1 bo — b1 by + by Vo — V1
(”’b)_(2+2’2+2)‘

And this is true no matter vy, v1, as long as they are smooth.

The only non-obvious step is how to work with the Robin condition. In fact, effect of scale
mixing comes from this Robin condition on b. In fact, as 9,bf% is of the same size as 3 bllllo, the
only way to lift a condition 0,b + Ab = 0 is to lift the Neumann trace 0,b, leaving a D1r1chlet
error one order smaller. This error is then lifted by the next order boundary layer operator.

More precisely, as the boundary layer solution are in a one dimensional affine space, we can
liftt any k& boundary conditions as long as k — 1 compatibility are given. These compatibility
conditions comes from the explicit solutions of the boundary layer equation, combined with the
boundary layer scaling.

For example, we have the exact same Proposition as Proposition if we replace the
compatibility condition by

1

VitV = [ 0+ e 20 i (5.15)

and the boundary conditions by

@, 8,6"),—,, = (V,N)
27‘0 + T1

(%, ") = (0,0) for r > 3

Remark 5.3.6. We can as easily construct a boundary layer operator that lift directly the Robin

condition, but we will not do so. Indeed, such operator would mix the power of M at each step,
for example the asymptotic expansion with such operator look like

; 0
v = Z Mfkvin,k + Z (Oék(a) + ﬁl‘;\; )) e—M(r—rg) cos(6o) + Z,ykefkf(hfr) cos(61) +
k k k
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which is correct but betrays the idea of asymptotic development where orders are ordered.

Proposition 5.3.3. Let us a,c € C*(2), ¢ > 0, a > 0 with a,—g = 0. Let vo,v1 €
C*(Ty),C(Ty) A > 0.
Letu = (v,b) € HY(Q)x H'(Q) be the unique solution of with boundary conditions (5.6)).
Then when M — oo we have
lim ||(v,b) = (,b)]| . =0

M— o0
with .
) e o DIy (@) for fa] < 1o
’U(iC, Z) = le(m) a(z,7)dr
el Ty () for |x| > ro
and

baosy {7 O T =) (@) forfel <y
’ 0 for |x| > ro

In fact, for all K € N we have an asymptotic expansion

K K
u = Z M EymtK (g ) + Z M~ EumtEt (9 M cos(0)(ry — 7))
k=0 k=0
K
+ Z M~ Byt Kb (9 M cos(0)(r — 1)) + Op2 (M*(KH)) .
k=0

Remark 5.3.7. A similar result holds for vo,71 € C*(T), 70 — 11 > C and Q = {(x, 2); v (x) <
z < yi(x)}.

Sketch of proof. We have all the operators we need, represented in Figures
o The interior operator take a source term 7** two boundary conditions vi’k - bi’k, vé’k and
construct an approximate solution up to a remainder M ~1pi*+1,

o The top boundary layer operator take a source term r** and two boundary conditions
vf’t, b]f’t satisfying condition (5.14)), and construct an approximate solution up to a remain-
der M—1pth+l

o The bottom boundary layer operator take a source term r%* and two boundary condi-

tions vg’k, ng’k satisfying condition (5.18)), and construct an approximate solution up to a

remainder M~ 7t*+1 and with a remainder bor the Robin conditions 8,b — Ab = nJ* .
More precisely, the idea is to lift at each step, in boundary layer variables
DpbF T = AD*. (5.19)

And at each step we distribute the value of the parameters such that all conditions are
satisfied, as we have the exact number of degree of freedom.

As all terms are C'*°, there is no problem with the loss of regularity. At the step k of the
construction the errors are

e For the interior remainder
,,,z,k+1 _ OL2 (M—K—l)
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ik
) rh )
kE bzl,k Ué’k
Interior &
k ik ik
by 0.b— Ab);
+ by i (0. )o

Figure 5.7 — Interior operator if there are no shear layers.

ptk
Urvk L= 'Ujlt}k l (’Uf k bt,k’) t q

¥ +—— TopBLk [——om L1/
bfzk 1 bi,k i (’U?k - b?k) + fo - e_C)TEk(C)dC =0

!

plk+1

Figure 5.8 — Top boundary layer operator k

o For the boundary layer remainders

. _K—1-1
rb,k+l7,’,t,k+l :OL2(M K—-1 2)

e For the boundary conditions
(3nb — Ab)k+1 = Op> (MiK*l)
which can be lifted with an arbitrary function, corresponding to a remainder

b= 0p(M~ ).

So continuing the construction up to the order K + 1, we obtain the claimed expansion.

O
rbik
_ n;”g: f:ok)b‘zq —0 — Bottom BL k£ — anblz_zbz,:;;(j\iczg,(k%)ng k
pbikt1

Figure 5.9 — Bottom boundary layer operator k
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5.3.3 Remarks on the transparent condition

Instead of the transparent condition , which we will denote (0,.b+ DtoNb)r, = 0 of the equation
(—A+¢)b=0

we choose for simplification a constant Robin condition. In a way, it correspond to the replace-
ment of Ab by r=19,.(rd.b) + A%b for some \.
The main consequences of such simplification are the following

e The DtoN is non-local while the multiplication by A is localized. This is not a major

problem, as in the physical case DtoN is localized in frequency, i.e for each mode ™’ we

can solve the problem with a fixed A,,.

e More importantly the corresponding A, goes to oo when n — +oo. This is more problem-
atic, but one can hope that such mode are not created by the boundary conditions.

In order to do explicit computation without the spherical geometry, let us consider a bottom
conductive shell in the half space z < 49(z) = 0 and a top insulating shell in the half-space
z >y (z) = 1. We will also take a =0, ¢ = 1.

Then the equation is inside the domain T x [0, 1],

Mob—(A—-1)v=0 5.20)
Ma,v—(A—1)b=0. (5.

If we suppose that the conductive half plane has the same conductivity than the fluid the bound-
ary conditions are
V)z=0 = Ub, V|z=1 = V¢

D=1 =0 (5.21)
[b]ZZO = 0) [azb]z:O = 0

where b satisfy inside the domain T x (—o0, 0)
(A—1)b=0. (5.22)

The natural framework is to use Fourier series in the x variable.
Inside the conductive half plane

b— (K> +1)b=0

SO =N =N
b(k,z) = e~ VTR 2],

and in particular

9.b(k,0) = —/1 + k2b(k, 0).

Remark 5.3.8. We see that if £ > 1 we have what can be considered as a boundary layer inside

) 1
the conductor, of size VAEaER

In Alfven variables with v4 = v £ b the equation is

FMO, 0% + 0%0x — (K + 1) =0
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We obtain for v+ two modes:

e an interior one

AE

w\»—‘

=S (M F VM) = F kQ L
+ k<M { 77
e and a boundary layer one
1
N = 5 (M + VM (7)) = £M + Orrooe, 1 (D).

Remark 5.3.9. The so-called interior terms are in fact, at high frequencies, boundary layer terms
too.

With v, = c+e)‘t 7+ c;e)‘;rl(z_l),ﬁ =c;eN* + o e # the boundary conditions are
1 e~ 1 1 P 263 (k)
e 1 et e eh | | 200(k)
M +VIFR e OAG+VITR) A —VItR - Vitre||a 0
e 1 —et —e’\;l o 0
1 0 1 1
A 1 eti 0 o(M—2)
MAVI+HE 0 =N —V1I+E =)\, —VI+k2
AF A7
i 1 —e’i 0

The first order is

cj:M(2l+W&@+@D.

And an explicit calculation seems to showthat if v°, v? are bounded in H?, uniformly in M, then
the limit in L? is

which is the same as in the case where the bottom boundary condition is a Robin condition.

But, unfortunately, when dealing with the whole problem, the shear layers create naturally
high frequencies (the inverse of the boundary layer size), so such heuristic is no longer valid.
However, from a numerical point of view [22] it seems that the construction of the boundary
layers does not changes too much, as there is no equatorial boundary layer on the conductive
shell.

5.4 Toy model for the shear layer

5.4.1 Setting

From the analysis of the Ekman equatorial layer in Chapter |3] it appears that the shear layers
are not due directly by the geometrical degeneracy of the problem, but by the discontinuity
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V+ + V_ = 2’UQ

|
|
|
|
|
|
|
|
!
!
|
|
|
1

V+*V_:O V+:O

Figure 5.10 — Domain and boundary conditions.

arising from the change of boundary conditions. As a consequence, in order to investigate this
phenomenon without being perturbed by the degeneracy of Hartmann layer, let us consider (|5.8))
on the domain T x (0, 1), with boundary conditions

bj.—g = for x <0

5.23
(Onb + Ab)|.—¢ for z > 0. ( )

Vjz=1 = 0Q bz=1 =0 v),=0 =0 {

Remark 5.4.1. As noted by Dormy, Jault and Soward [22], this approximation could be formally
justified a posteriori. Indeed, for a shear layer of size § < 1 in the z variable, the domain
z > (—x)*1,<0 becomes z > §*(—x)*1,<0 after rescaling. Thus, for the shear layers (and not
the equatorial layer) and Dirichlet traces, both geometry are very alike.

From the study of the first order of the Hartmann boundary layer operator, the effective
boundary condition are

e For z = 1, the conductive shell, we obtain
(Vi 4+ Vo) =1 = 2vq
e For z =0, x > 0, the insulating shell, we obtain the Hartmann condition
Vijz=0,e50 = 0.
e For z =0, x < 0 the symmetry conditions read as b =0 i.e
(Vi = V_)2=0,2<0 = 0.

The exact problem we are interested in is

M(@ZV+ — (IV_) — (A - C)V+ =0

M@, V- —aVy)+ (A —c)V_ =0 (5.24)

with the boundary conditions of Figure where the perturbation vq is smooth.

Remark 5.4.2. In order to remain close to the physical problem, we choose to consider the
problem with no source term and non-homogeneous boundary conditions. What follows can
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be adapted for non-homogeneous source term. Indeed the only oversimplification would be to
choose boundary conditions in such a way that no singularity appears at (0,0). But as we will
see this is not the case if vg(0) # 0.

The goal is to construct an approximate solution, in the sense of Definition First, if vg
si zero near x = 0, the usual construction works

Proposition 5.4.1 (Interior operator without shear layer). If vq(0) =0, v (0) = 0, then there
exists Vi, V_ approzimate solution of (5.24)) satisfying the boundary conditions

(Vi + V_)|Z=0 = 2vq

(5.25)
(Vi =V )z=02<0 =0 (Vi)z=0,050 = 0.

Proof. If we drop all lower order terms the equations we obtain is

Ve —a(z,2)V_ =0
0. V_ —a(x,2)Vy =0

From there the solution is straightforward

V+ = Oz(x)ef le a(x,¢)d¢ + B(z)ef joz a(z,$)d¢
V. = a(z)e 12 a@0de _ gy i aeod

and this is not surprising that we have the right number of degree of freedom on the boundary
conditions, leading to

for x <0
B(z) = —a(x)e Jo 2@ for > 0.

This explicit expression, Vi = vg(x)e” Jla(@.Qd¢ 1,50(vg(x)e™ Jo a(#,0)4C) eads to remain-
ders

T4+ = (A — b)Vi
1
=0p2(1) £ (5;_OUQ(0) + 20— (W’Q(O) — /O a(0, g)d@(@))) e Jo a(0.0d¢

So, as long as vg(0) = 0 and v;(0) = o(1) we obtain an acceptable remainder in the sense

o 622 5

From there one way would be to distinguish the first two order of the Taylor expansion of
v near 0, i.e write vg(z) = vg(0) + vy (0) + vg(z). But a more robust way is to separate the
scales through judicious cut-off

T

va(a) = vo@)x (5 ) +va(@) (1-x(5))-

where y(z) =1 for |z| < 1 and is equal to 0 for |z| > 2. In this case an additional error term is

created, of size 2 in L> norm, and localized in |z| € [g, %‘S}

With such cut-off, A, ., becomes M ~2692 + 9. Thus, the balance is 3 = %, and the corre-
sponding scaling
1
r=M?2s.
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5.4.2 Study of the shear layer equation

Let us study the equation (5.26)) with boundary condition (5.27) near z = 0. The previous
scaling (z,2) = (zE~2,2) = (s, 2) leads to

M (0.Vy — a(0,2)Ve F 92V4)
+ (M(a(O,z) - a(M_%s,z))VjF + (0% + b(M_%s,z)Vi> = 0.
Therefore the boundary layer equation we obtain

0, Vi —aVe F02Vy = 0. (5.26)

Existence and uniqueness

Proposition 5.4.2. For any £ € C°(R) there exist a solution of ([5.26])
0,Vy —aVz FO2Vy = 0.
with boundary condition

(V+ + V—)\z:O =K

(5.27)
(V+ - V7)|2:07m<0 =0 (V+)\z:0,m>0 =0.

More over this solution is unique, and satisfies

// (1Vi 2 4 |0V + |V |2 + [V_[?) deds < C.
Rx(0,1)

Proof. The first step is to consider, thanks to a well-chosen lifting, an equation with homogeneous
boundary conditions and a source term f localized near z = 1.

Using exactly the same proof as for Theorem for the equatorial Ekman equation, we
obtain existence in the space

2 2 SO S L A
V%, = //RX(OJ) <|85V+| + 0 V_|* + BES! + ‘ B )dzds < +o0
as long as, for any solution of the dual equation
—0. Wy —a(0,2)We F?°Wy = Fu (5.28)

with the dual boundary conditions of Figure [5.11

(W+ + W*)‘ZIO =0

(5.29)
(W+ - Wf)\z=0,a:<0 =0 (W*)IzzO,:c<0 =0

we have the observability inequality

1Fslze = C (IW e, + 10:W k) -
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Wy -W_=0 W_=0

Figure 5.11 — Dual boundary conditions.

Thanks to the equation ([5.28)), it is enough to prove that
[Fellmy = ClW g,

and, multiplying equation (5.28]) by (W, W_), we have indeed
/uaw;+FJMJ:/X—@wqw;—aWLW4—£wqw;)
+/H@WMLMMU%—%WMQ

1
= [ @wiP s o)+ 5 [ o (Woi W)

1 ' 5
:/ﬂmwm+wmw%+2@+/ n;).
Jz2=0,x>0

>0

In order to obtain the L? integrability, for a > ag > 0 we use the formal computation

J[ a1 rasis = | [oviv s, as] : s [[ v g dsas

<0+ \/ ] s+ |f_|2>dsdz\/ [ v+ 1v-pyasa:

which can be justified by computing in a weak sense (in the spirit of the proof of Theorem |4.3.1])

d

izl _, Vi V_(s,Z)ds.

Or, alternatively without the hypothesis on the sign of a, we can use the same methods as in
Subsection thanks to Cacciopoli inequalities, interior regularity in s (far from s = 0) to
have regularity on z and then Poincaré inequality as the domain is bounded in the z direction.

From this integrability, we recover the uniqueness, using the same methods as in the Theo-

rem of Chapter [4
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O

Remark 5.4.3. The dual boundary condition are formally the ones needed to have no boundary
terms when integrating by parts in order to obtain the weak formulation.
For example, here,

/@MM@—@%WJ=/

|z=1

WM@—KWJ—/JWM@—WWJ

— / (Vo , Wy +V_0.W_)
and the condition
V+W+ - V7W7 = 0
e for V; — V_ is equivalent to W, + W_ =0,
o for V; — V_ is equivalent to W, — W_ =0,

o for V; =0 is equivalent to W_ = 0.

Regularity

Taking inspiration from Section we see that we can obtain elliptic regularity far from
the boundaries. More precisely we recover regularity with respect to s thanks to Cacciopoli
inequalities, and we use the equation expressing 0,V from V4 and 0%V to recover regularity
with respect to z.

In fact, we can recover regularity far from (s, z) = (0,0). In order to quantify the regularity
let us define, for £k € N and w C Q let

lul, o) = / (105ul? + |8+ 1uf?)

For example, the energy space is Fj.

Proposition 5.4.3 (Regularity of the solution). The solution V' of Proposition is in fact
in E1(Q\{|(s, 2)| < €}) for all e > 0.
More precisely there exist a constant Z € R and V% € E1(Q) such that

V_ e Ei(Q)
Rl L2
V= V¥ —|—E/ e Tx (s —/zr)dr.
€E1(Q)
EEo(Q)\E1(Q)

Remark 5.4.4. Such behavior, that the solution are in higher regularity space modulo a finite
dimensional space of singular function is to be expected. Indeed, for elliptic equation with change
of boundary conditions such phenomenon appears, see the work of Grisvard [41], [43].

Proof. The idea is to look at each equation as a forward or backward heat equation with a
smooth source term.

tx is any cut-off function such that x(0) = 1.
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From V*+ € L?, there exist zo € (0,1) such that V. (-, z9) is well defined and L?.
Then, we solve the equation
0.V, + 0%V, = F(s,2)

where F, = —aV_ is such that
I1F 40y = [ 1FP +0.FI? < 4o
For z > 2y thanks to the smoothing properties of the heat equation, or the explicit expression
Tiles) = e v T - [ € enF g e
Zo

we recover that
Vi€ E1((z0 +€,1) x R)Ve > 0.
And
Vi1 € H*(R).

For z < 1 thanks to the smoothing of the backward heat equation

0. V_+9*V_=F_ € Ey(Q)
V_(z=1) € H*(R)
so, similarly we have
V_ € E1((0,1) x R).
And
V_|.—o € H*(R).

Remark 5.4.5. We can continue the bootstraping in order to obtain C*° regularity far from (0, 0).
The idea is that, at each step the regularity on V. is used to obtain more regularity on the source
term F and V_|,_;.

The singularity of V. is due to its initial condition
VJr\z:O = 1s<0vf|z:0

which can be discontinuous at s = 0. ‘
Let us decompose by linearity V. into Vy = VI + V"9 where

DV — DRV = aV

Vleg(& z=10)=(V_(s,0) — x(s)V-(0,0)) Ls<o (5.30)

and ) o s
0.V, g—GSV+ 9=0

) (531)
ijng(& z = 0) = X(S)V—(070)15<0~

where x is a cut-off function such that y(0) = 1. Note that for y = 1 we recover the erf(sz~2)
but that for an unbounded domain in s we must take x decreasing at infinity. But the behavior
of the function near (s,z) = (0,0) is nevertheless the same.

Since V_(s,0) — x(s)V_(0,0) = 0, (V_(s,0) — x(s)V_(0,0)) 15«0 is H', and we recover the
claimed regularity on V*"9,
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And the expression of ijg is explicit from the heat kernel. O

Remark 5.4.6. For the case k = 1 we recover as singular part

“(a2)

which is exactly the singularity constructed by Dormy, Jault and Soward [22]. The main point
is the visible self-similar scaling

2o | [1]

5
7
5.4.3 About the singularity at (0,0)

How to compute = ?

A question that emerges from the previous Proposition is to find Z, or more generally V_,,_o,
as Z is a linear function of V_|,_,(0).

Note that we can formally write the linear form x +— =. Indeed, for ¢ € C°(R) let W¢ be
the solution of the dual equation with inhomogeneous boundary conditions

(W-i- + W—)\Z:O =0
(W+ - Wf)\z:O,z<0 = (b (W*)lz:(),ac>0 = ¢

Then the weak formulation leads to

| st as == [ otsv-(s.0as

So with ¢ — ¢ we recover V_(0,0). Unfortunately, such method requires additional information
on the dual problem, which is exactly as difficult as the main problem.

In their paper |22] Dormy, Jault and Soward proposed a numerical scheme in order to compute
the solution and notably V_(s,0) for a = 0. Let us comment the method they used.

Let K; be the heat kernel at time ¢ i.e

_(s— f>2

Ku(s) u(T)dr.

\/H

Solving the heat equation on V4 from 0 to 1, followed by the backward heat equation on V_
from 1 to 0, we obtain V_ as a fixed point:

e At 2=0, Vi (s,0) = 1540V_(s,0).

Solving the heat equation (as a = 0) there is no coupling we obtain

V+(3, 1) =K * (]—s<OV— (87 O))

o At z=1wehave V_(s,1) =k — Vi (s,1) = kK1 % (15¢0V_(5,0)).
e Solving the backward heat equation from 1 to 0 we recover

V_(5,0) = K1 * (k — K1 * (1s<0V_(5,0)))

5.32
:Kl*K—KQ*(13<OV_(S,O)). ( )
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So it is necessary that V_j,_o satisfy (5.32), and it is also a sufficient condition as this
construction from such V_ ;¢ leads to a correct solution.

Formally the equation (5.32) reads as

v = f— (K2 (gv-))
with g = 15<¢.

The scheme proposed by [22] in order to solve such integral equation is to write

vo=> ot (5.33)
k

where v° and

i —— (Ky * (18<0v]i)).

(5.34)
G(vh)

However, the operator G is not a contraction, and the numerical convergence rely on the positivity
of G, as (—G)¥ is of constant sign (—1)*, thus creating an alternating series.

In fact
G:L? - L?
u = (Ka x (1s<ou))

is a linear operator, bounded (and of norm < 1) as

1G (w2 = [[ Ky * (ug)lle < [lugllre < [luflm>-

We can express explicitly G as e~ % times the Hilbert transform to obtain a full spectral
description of G. But here, as we only want (1 + G)~!, it is enough to notice that for \, with

~ 1 1
X = Aepl=P— 24>
max 3=l = A= g+ 5>

we have

1(G = Nul|* = / (IA — e 2P lag? + A Pu(l — g) + 20\ — e ) R(wgu(l — g>>) < 222|[u||2.

As a consequence rewriting

12

(1+G)_(1+/\)( /;Jrf)

we obtain that the alternative scheme

1
W= ——f
144 (5.35)
k+1 A_Gk
VI = ——w
- T I+
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converges with geometric speed, as long as, V2X < 1+ A. In this case,
oo
R
k=0

is well defined in L? and is indeed a solution of (5.32)). Note that from v_ € L? and the equation

v_ = f — Ky * (gv-)

smooth

we recover that v_ has the same regularity than f.

Remark 5.4.7. In practice two values of A are of particular interest: A = % as it correspond to
the best rate of convergence, and A = 1 as it is sign preserving. The scheme ([5.34]) correspond
to A =0.

In order to illustrate these methods, the Figure [5.12] represent the solution obtained after a
few iterations, and Figure the norms of v* with respect to k.

Link with the equatorial layer: some heuristics

The fact that V, ¢ H! was to be expected, as even the equation has a change of boundary
conditions. But in order to be an approximate it need to be in H'. This is the same problem as
for the discontinuity at x = 0.

The term we neglected was, in shear layer variables, 92V, . The equation we need to consider
is thus

VI — PV - MOV = 0 (5.36)

with boundary condition at z = 0,

sing
V+|Z:0_ X 1s<(]~

eC>
The scaling is then
1
= M2
3 7 (5.37)
z=M""C.

Which is an equatorial like scaling. There would remain to decompose V. |.—o as Vi .—oX(sE )+
Vijz=o(1 — x(sE~#) with a right 4 and y a cut-off localized near 0, so that the first part create
an equatorial layer and the second one a non singular shear layer.

5.5 Conclusion and perspectives

In this chapter we have constructed various boundary layers for the main MHD problem, notably
the well-known Hartmann layers and a shear layer of size M ~%. For this shear layer, the change
of effective boundary condition create a singularity. This singularity is expected to be lifted by
an equatorial layer.

Link with the equatorial layer

The scaling of the equatorial layer is dictated by the combination of two balances:
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k
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Figure 5.12 — First terms of the series expansion
> h—o Uk i.e n+ 1 terms in the series (5.33).
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_1
B2

e The parabolic scaling N

e And the scaling of the geometric degeneracy, for example, for a sphere z = /z leading to
the 5 x E3.

This is the same for the Proudman problem when we use both the scaling x = (%)% ~ (Ez)3

of the E3 boundary layer and the geometry & ~ (—xz)*1l,<o. But here, in the MHD problem,
we are clearly able to see the influence of the equatorial region: it is a well-identified singularity,
preventing the approximate solution to be in the space H!(f2).

So the role of the equatorial layer is not only to lift the boundary conditions in a very
small area, but more importantly, it is to lift such singularity (as the shear layers were lifting a
discontinuity), in order to have the approximate solution in the energy space.

Remark 5.5.1. If we were to write down the equatorial layer equation, we will obtain a very close
to the equatorial Ekman equation

D+ 20,0 — ;b =0

) (5.38)
0:b + 20,b — 9yv =0
on the domain
y>02z>0.

But, this equation is much more simpler than the one studied in Chapter as it can be explicitly
diagonalized into two independent parabolic equations

Vi +20,Vy —02Vy =0

. (5.39)
O.V_ + 20,V_ + 02Vy = 0.

Thus it is likely that in this case we can justify the full approximation.

Perspectives

This MHD toy-model proved itself to retain most characteristics of the Proudman model with
two main differences

e Contrary to the Ekman boundary layer compatibility condition, the Hartmann boundary
layer compatibility condition does not depends of the size of said layer. If it does not
prevents degeneracy, as we still have % — 00, this has multiple consequences: for example

we no longer have the singularity in the effective boundary condition, (so there is no
1
equivalent of the E3+~ layer).

e From a technical point of view, the bilaplacian is replaced by a laplacian. This allows a
full use of the symmetries of the problem, as demonstrated by the diagonalization of the
equatorial equation, v and b playing symmetric roles (which was not the case for v and ¥
in the Proudman problem).

This model therefore seems to be an excellent choice for a complete study of the following
three behaviors: degenerate layers, shear layers and equatorial layer, as well as their respective
interactions. Indeed, the tools used for the Proudman problem can be adapted without further
difficulty (and even with simplification, see previous points).
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6.1 Introduction

The goal of this work is to prove the existence and uniqueness of sign-changing solutions for a
stationary Burgers equation with transverse viscosity. More precisely, let us consider the equation

u0zu — Oyyu = —1, (6.1)

in the domain Q := (xg,21) x (0, H), where xg < x1 and H > 0 are real parameters. Then, for

all fixed g € (0, H), the function

_ 1

u:=5y(y-y) (6.2)
is an exact solution to (6.1]), that changes sign at y = y. Our purpose is to construct a solution

to (6.1)) in the vicinity of u, by perturbing the lateral boundary data #),—z, and U=, -

161
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6.1.1 Motivation from recirculation problems in fluid mechanics

Our motivation stems from fluid mechanics. Indeed, the stationary Prandtl equation, which
describes the behavior of a fluid with small viscosity in the vicinity of a wall, reads

u(‘?zu + 'Uayu - ayyu - _8IpEa

Uly=0 = Vjy=0 = 0, (6.3)
lim u(z,y) = up(z),
Y—>00

where ug(z) (resp. pg(z)) is the trace of an outer Euler flow (resp. pressure) on the wall, and
satisfies ugO,up = —0.pE.

As long as w remains positive, can be seen as a nonlocal, nonlinear diffusion type
equation, the variable x being the evolution variable. Using this point of view, Oleinik (see
e.g. |58, Theorem 2.1.1]) proved the local well-posedness of a solution of when the equation
is supplemented with a boundary data w,—o = uo, where ug(y) > 0 for y > 0 and such
that uj(0) > 0. Let us mention that such positive solutions exist globally when 9,pg < 0, but
are only local when 0,pg > 0. More precisely, when 0,pr = 1 for instance, for a large class
of boundary data ug, there exists * > 0 such that lim, .+ u,(2,0) = 0. Furthermore, the
solution may develop a singularity at z = z*, known as Goldstein singularity. The point z* is
called the separation point: intuitively, if the solution of Prandtl exists beyond x*, then it must
have a negative sign close to the boundary (and therefore change sign). We refer to the seminal
works of [38] and Stewartson [71] for formal computations on this problem. A first mathematical
statement describing separation was given by Weinan E in |24] in a joint work with Luis Cafarelli,
but the complete proof was never published. Recently, the first author and Nader Masmoudi
gave a complete description of the formation of the Goldstein singularity [15]. A preprint of
Weiming Shen, Yue Wang and Zhifei Zhang indicates that this singularity holds for a large class
of initial data [66].

Because of this singularity, it is actually unclear that the Prandtl system is a relevant phys-
ical model in the vicinity of the separation point z*, because the normal velocity v becomes
unbounded at x = z*. Consequently, more refined models, such as the triple deck model (see
citeLagree for a presentation of the triple deck), were designed specifically to replace the Prandtl
system with a more intricate boundary layer model in the vicinity of the separation point. How-
ever, beyond the separation point, i.e. for x > z*, it is expected that the Prandtl system becomes
valid again, but with a changing sign solution.

To the best of our knowledge, there are no results on the well-posedness of when the
solution w is allowed to change sign. Such solutions are called “recirculating solutions”, and the
zone where u < 0 is called a recirculation bubble, the usual convention being that ug(z) > 0, so
that the flow is going forward far from the boundary.

A family of explicit self-similar solutions, called Falkner-Skan profiles, are known, and are
given by

u(z,y) =z f'(¢), (6.4)
-1 m—1 4.5
_ _ 6.5
v y) =~y (O - v CIQ), (6.5)
where ( = ("‘Tﬂ)%yycr%1 is the self-similarity variable, m is a real parameter and f is the

solution to the Falkner-Skan equation

B (1)) =0, (6.6)



6.1. Introduction 163

where 8 = n%—Tl, subject to the boundary conditions f(0) = f/(0) = 0 and f'(+00) = 1. Such
flows correspond to an outer Euler velocity field ug(x) = ™.

For some particular values of m (or, equivalently, /), these formulas provide physical solutions
to which exhibit recirculation (see [9]). But the question of solving in the vicinity
of such flows is an open problem. Apart from the usual difficulties of the Prandtl equation
(nonlocality of the transport term vd,u = —dyu foy O,u, nonlinearity), the issue here lies in the
fact that in the zone where u > 0, (6.3)) can be considered as a (forward) heat equation, whereas
in the recirculation zone u < 0, ecomes a backward heat equation. As a consequence, the
intuition is that must be supplemented with a boundary condition at * = xg in the zone
where u > 0, and at * = z; in the zone where u < 0. Of course the exact sets on which these
conditions are prescribed depend on the solution w itself, and the line {u = 0} can be seen as a
type of free boundary.

In order to focus on the difficulties associated with this change of sign, we have chosen in the
present work to consider the toy-model 7 which differs from through the lack of the
nonlinear transport term vd,u and through the boundedness of the domain. This allows us to
put aside the specific problems associated with the term vd,u (nonlocality, loss of derivative).
Concerning the boundedness of the domain {2, we emphasize that our results could most certainly
be adapted to a domain of the type (zg,x1) x (0,400), which would be closer to the Prandtl
setting . In the latter case, there are essentially two issues that we do not address here.
The first one is the construction of a special solution & € L™ ((xg,x1) X (0,4+00)), such that
u(z,y) = us(z) as y — oo. It is then quite natural to look for @ as a self-similar solution, in
the spirit of Falkner-Skan flows. We are led to study a nonlinear 1d ODE; we do not expect this
step to give rise to any substantial difficulty. The second issue about the boundedness of € lies
in the fact that we repeatedly use the Poincaré inequality in the vertical variable in the proofs of
the present paper. When switching to a non-bounded domain, we will probably need to replace
the Poincaré inequality with some variants, such as the Hardy inequality, and thus to adapt the
functional spaces used here.

6.1.2 Statement of the main result

We must now specify the boundary conditions for equation (6.1). At y = 0 and y = H, we
simply choose Dirichlet boundary conditions, namely

Uy=0 =0, Uy—p = Uy—p- (6.7)

At 2 = xp and 2 = 11, we perturb the trace of 4. Let 8,5, € C1([0, H]) vanishing at both
endpoints, i.e. such that 6;(0) = 6;(H) = 0 for ¢ € {0,1}. We also define the sets

Yo = {(z0,¥); u(zo,y)+ do(y) > 0},

6.8
¥y = {(z1,v); w(z1,y) + d1(y) < 0}. (6.8)

Following the above discussion, we endow ([6.1)) with the lateral boundary conditions
upy, = u(wg,y) +6;(y), forie{0,1}. (6.9)

When &y and d; are small enough in C*([0, H]), there exist yo,y; € (0, H) such that ¥y =
{zo} X (yo,H] and X1 = {z1} x (0,y1) (see Lemma in the Appendix). However, we do
not require that the critical points satisfy yo = y or y1 = 7 (see e.g. Fig. where yo < 7 and
Y1 > 7).
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y=H
o
,,,,,,,,,, y=vy
u=20
b))
-
y=0

Figure 6.1 — Geometrical setting of the problem

Let us now introduce the functional spaces we will be working with. For k € N, we set

X = {ue L*(Q); dlue L*((wo,21); H'(0,H)), 0< j <k},
k
. , (6.10)
llull xx = Z 05ullL2(0) + |0y 0%ull L2 (q)-
=0
We also introduce X§ given by replacing H'(0, H) with HZ(0, H) in the definition of X*.

Our main result is the following local well-posedness result, which holds up to the validity of
a conjecture concerning the existence of strong solutions to a linearized problem.

Theorem 6.1.1. Assume that Conjecture holds (see page |168). There exist constants
C,c,n > 0, depending only on 2, such that the following statement holds. Let §y,6; € C*([0, H]),
vanishing at both endpoints, satisfying the following compatibility conditions

2
5;)? 1 5! 3 \®
5112 = i+ 6;|62 / (9; / 2 : A1
e .Li“+ i+ [ w0 [ (B (52g) ) <+ o)

and Aq; € C([0, H]) with Aq1,0(H) = A11(0) =0, where

1
Ay = (@) 07 + f (i, ) = b(wi,-)0q] -
Then, under the smallness condition ||8;||c1 +|9i||a < ¢, there exists a strong solution u in the
class X2 to equation (6.1) endowed with the boundary conditions (6.7) and , which satisfies
the stability estimate

=l x> < C(ldo | + 61])- (6.12)

Moreover, this solution is unique in a neighborhood of u in Xg of size 1.

quadratic flow @ defined in (6.2). This allows to fix ideas and draw pictures (as in Fig. [6.1]).
However, it is very likely that the theorem (and the proofs we develop) still hold with minor
adjustments when # is a smooth function (depending on both z and y) with ||4y|| e small
enough.

Remark 6.1.1. Theorem is a (conditional) well-posedness result in the vicinity of the
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6.1.3 Scheme of proof

We will prove existence and uniqueness of solutions separately. We consider here strong solutions,
so that uniqueness is fairly easy to prove (see Section [6.4)).

Concerning the existence, a first natural idea would be to linearize equation (6.1]) around the
solution @, and to use a fixed point theorem. However, this strategy fails. Indeed, since u, = 0,
the linearized equation would read

U0pu — Oyyu = f, (6.13a)
U|y:0 = u|y:H = 0, (613b)
ups, = ;. (6.13¢)

There are several issues with this linearized equation. First, equation (6.13a)) can be considered
as a degenerate elliptic equation (see [28]). As a consequence, we can supply (6.13a)) with a
boundary condition at = zq (resp. = x1) on the zone {@(xg,y) > 0} (resp. {u(z1,y) < 0}).
But, except for particular choices of g (resp. 1), this set differs a priori from ¥y (resp. X1). As
a consequence, the boundary condition should be modified, but then there might be an
error in the boundary conditions. Second, if we perform a fixed point argument, the right-hand
side f in should be f = —ud,u. Therefore we need to have regularity estimates on d,u
in order to close the fixed point argument, but solutions of the linearized equation do not satisfy
such estimates. This phenomenon corresponds to a “loss of derivative”.

Hence we will rather construct solutions of through an iterative scheme, which does
not rely on the linearized equation (6.13a). In a way, the issues stemming from the linearized
equation come from the following fact: in equation , the geometry of the problem
is dictated by the line where the whole solution w changes sign. On the contrary, in , the
geometry of the problem follows the cancellation of . Keeping this in mind, we will construct a
sequence (U, )nen solving the following iterative scheme

(’17, + un)awun-i-l - ayyun-i—l =0,
Up11]y=0 = Unt1|y=H = 0, (6.14)

Up+1]3; = 61

We are able to prove the existence of u, in X°. However, the existence of a solution in X* for
k > 1 (and its uniqueness) is harder to prove, in spite of the fact that we are able to obtain
a priori estimates in X2 on the solution if we know that it belongs to this space. Therefore,
unfortunately, our theorem only holds under a certain conjecture (see Sections and for
more details). Under this conjecture, we will prove that the sequence (u,,)nen converges strongly
in X!, and we will set u := lim, o0 (@ + uy,). Although the equation for u,, bears a strong
resemblance with , it does not share any of the issues mentioned above. This scheme is
similar to the one used to construct solutions of quasilinear symmetric hyperbolic systems, see
for instance [5, Section 4.3].

The plan of this work is as follows. In Section we study the well-posedness of linear
problems which are generalized versions of . Section is devoted to the proof of conver-
gence of the iterative scheme which proves the existence of a solution to the nonlinear problem.
Section [6.4] is devoted to the proof of the uniqueness of the solution to the nonlinear problem.
Eventually, Section gives details on a possible strategy to prove Conjecture [6.2.6
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6.2 Well-posedness results for the linear problem

We start by introducing notations and regularity assumptions which will be implicit throughout
this section. Let u € X2 be a reference flow. We define the associated inflow lateral boundaries
at x = z; for i € {0,1} by

Y= {(zs,y); (-1)'u(z;y) >0}. (6.15)

We also introduce an associated weighted space L2(X;) for boundary data defined by the norm

A (6.16)

Let b€ L>(), f € L*(Q2) and §; € L2(;). These regularity assumptions, along with u € X2,
will be implicit in the sequel. We consider the following linear problem, which will be denoted
by P[u, b, f,0] when we will need to refer to it with different inputs:

udyu + bu — Oyyu = f,
Uly=0 = Uy=n =0, (6.17)

This system can be viewed as a degenerate elliptic system. Fichera studies such systems in |2§]
and proves existence and uniqueness results concerning weak solutions under various assump-
tions, the key point being the choice of the regions where boundary conditions must be imposed
depending on the properties of the degenerate elliptic operator. His proofs mostly rely on maxi-
mum principles and the construction of signed super or sub-solutions. Here, we focus on solutions
to with more regularity, which are not covered by Fichera’s work.

Definition 6.2.1 (Implicit constants). In this section, most results and estimates hold up to
a smallness assumption on some norm of the coefficients in . We will use the notation
II- || <1 to denote the existence of a constant ¢ > 0, depending only on the geometry of Q (and
not on any other parameter), such that, if || - || < ¢, the result holds. Similarly we will write
A < B when there exists C' > 0 depending only on the geometry of § such that A < CB.

Lemma 6.2.2. For ¢ € X', there holds

[0l < ol x- (6.18)

Proof. By Sobolev embeddings, one has ||¢]| g < ||¢||L:c(H;) < \|¢||H1;(H;) < @]l xr- O

Definition 6.2.3 (Weak solution). We say that u € L?(Q) is a weak solution to (6.17) when, for
all v € HY(Q) vanishing on 0Q\ (Zo U X1) with d,,v € L*(Q), the following weak formulation

holds
/ U (—10v — UV + bv — Oy v) = / fo— / udv + / udpv. (6.19)
Q Q P o

Definition 6.2.4 (Strong solution). We say that u € H*(Q) is a strong solution to (6.17) when
Uyy € L?(Y), the partial differential equation (6.17) holds in L*(2) and the four trace equalities
hold in L? of the four parts of the rectangular boundary of O%).
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Proposition 6.2.5 (Existence in X°). When ||ug||L= +||b||L= < 1, there exists a weak solution
u € XQ to (6.17) which moreover satisfies the estimate

lulfo S 1172+ D 16l

1€{0,1}

T2(m0) (6.20)

Proof. We proceed by viscous regularization in the horizontal direction. For small ¢ > 0, we
consider the vanishing viscosity problem

ud,u’ + bu® — £0yu° — Oyyu® = f,
oo = tyrr = (6.21)
(uu® — €0,u%) s, = ud;,

(axue)‘gg = 0,

where X¢ denotes ({z;} x [0, H])\¥;. For each fixed € > 0, this is an elliptic problem set in a rect-
angle with mixed Dirichlet, Neumann and Robin boundary conditions, which are inhomogeneous
and with variable coeflicients.

Let V := XJ N HY(Q). Hence V is a Hilbert space for the usual scalar product in H*(2).
The variational formulation associated with (6.21)) is

Yo eV, a(uf,v) ="L(v), (6.22)

where we define

a®(u,v) := /Qayuayv—&—s/gawuawv—&—/ﬂu((b— Uy )v — udyv) —|—/

uuv—/ uuv, (6.23)
5 )

c
0

£(v) ::/va—/21 U61U+/z udov. (6.24)

It is clear that a® is a continuous bilinear form on V and that ¢ is a continuous linear form on
V. Moreover, for all u € V,
[ e
ZIUZ;‘

o (uyu) = ¢ /Q (Do) + /Q (Dyu)” + /Q (b iu) DY

1€{0,1}

2 1/ 2 } / 2
Zs/ﬂ(ﬁmu)JrQ Q(ayu)+2 > ) uju?,

iefo,1} Y ZiUEY

(6.25)

thanks to Poincaré’s inequality in the vertical direction, provided that [|b]|p~ + [|uz|/r~ < 1.
This proves that a® is V-coercive for each fixed £ > 0. Thanks to Lax-Milgram’s theorem, there
exists a unique u® € V such that (6.22) holds.

Moreover, by Cauchy-Schwarz, for any v > 0, one has the estimate

2 1 UUE2
/zi|u|6i+2 2 /| () (6.26)

e c 1 1
0) < yllellza + ZIFIG + 5 D0
7 1€{0,1}

1€{0,1}

Using again Poincaré’s inequality in the vertical direction and choosing v small enough, we
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conclude

%0 + 0w 22 < 1122+ 3 / 62, (6.27)

i1€{0,1}

Hence, we can extract a subsequence which converges weakly in X% to some limit u € X.
Moreover, this limit satisfies the estimate ([6.20)).

Let us check that u is a weak solution to (6.17). Let v € H!(£2) vanishing on 9\ ($¢ U 34)
with 9yyv € L?(Q). Hence v € V and we can plug v in and integrate by parts to obtain

/ u ((b—ug)v — udyv — Oyyv) + / €0, ut0yv = / fo— / udyv + / udov. (6.28)
Q Q Q S %o

Using the fact that u® converges weakly to u in L?(Q) and that £0,u® converges strongly to 0 in
L?(Q) (thanks to (6.27)), we conclude that the weak formulation (6.19) holds. O

Conjecture 6.2.6 (Existence in X' for smooth data). When [Ju,||r~ 4 [|bl|r~ < 1, if u,b, f €
C>®(Q), §; € C>°(%;) with do(H) = 61(0) = 0 and satisfy the compatibility conditions

A € L (%), (6.29)

where

1
u(x;, )
there exists a strong solution u € X} to the linear problem (6.17).

AN

(07 + f (@i, ) — blxi,-)di] (6.30)

We give details concerning a possible strategy to prove Conjecture in Section [6.5)

Lemma 6.2.7 (Uniqueness of the weak solution for smooth coefficients). Assume that Con-
jecture holds, ||ug||Le + ||bl|re < 1 and u,b € C®(Q). Then, for all f € L*(Q) and
8; € L2(X;) there exists at most one weak solution u € L?(2) to (6.17).

Proof. Let ui,us € L?(Q2) be two weak solutions to (6.17). Then, for all v € H'(Q2) vanishing
on 90\ (X0 U Xq) with d,,v € L*(Q), the weak formulations (6.19) give

/ (u1 — u2) (—udyv + (b — uy)v — dyyv) = 0. (6.31)
Q

Let h € C2°(£2). We apply Conjecture to obtain the existence of v, € X, a weak solution to
the adjoint problem with a force term h (which is compactly supported in £2) and null boundary
data, P[—u,b— ug, h,0], i.e. v, solves —ud, vy + (b — ug)vy, — Oyyvp = h and moreover vanishes

on 9N\ (Xp U X1). Since vy, is a strong solution, dy,v, € L*(Q) and we can use it as a test
function in (6.31). Hence, for every h € C2°(Q)

/ (’U,l — UQ)h =0. (632)
Q
Thus u; and uy are equal. O

Lemma 6.2.8 (Estimate in X! for smooth data). Assume that Conjecture holds. Under
the same assumptions as in Conjecture when ||bgllLz < 1, the unique strong solution
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u € X} to (6.17) satisfies the estimate

lller S U ey + D2 (10013 e,y + 100,
1€{0,1}

%mi)) . (6.33)

Proof. Let u € X} be the strong solution to (6.17) constructed in Conjecture which is
unique thanks to Lemma Let w € H'(Q) vanishing on 9Q\ (X U¥1) with d,,w € L?(Q).
Then w, € L*(Q) and, since u is a strong solution to ([6.17), there holds

— / (u0pu + bu — Oyyu)w, = —/ fwg. (6.34)
Q Q

Integrating by parts and using u|s, = §; yields

/Q(amu)(*uaxw*uszr(b+u1)w78yyw) :/

(fmfbmu)wf/ uALler/ uAq ow. (6.35)
Q PN 3o

Hence d,u is a weak solution to the problem P[u,b+ 1, f, — byu, A1), where f, —b,u € L?().
Since u and b + u, are smooth, Lemma [6.2.7] applies and 0,u is also the solution given by
Proposition to this problem, for which (6.20]) holds, which proves

0zullo SN fe = baule + D I1ALill72(s,)- (6.36)
1€{0,1}

Moreover ||byullpz < ||bzllr2l|ullpe S |[bzllnz||u|lx: thanks to Lemma [6.2.2) which concludes the
proof of (6.33) in the regime ||b;|r2 < 1. O

Corollary 6.2.9 (Existence in X1). Assume that Conjecture holds.  When ||ug||p= +
[0l < 1, for all u € X2, b € L®(Q) N Hy(L?) such that ||byllp2 < 1, f € Hy(LY) and

§; € CO(X,) satisfying 6o(H) = §1(0) = 0 and (6.29), there exists a strong solution u € X¢ to
(6.17) which moreover satisfies the estimate (6.33)).

Proof. Let ¢ > 0 be given by Conjecture and Lemma such that, when ||ug||p~ +
6| Lo + [|b2]lz2 < ¢, both results hold. Let u € X2 and b € L>(Q) N H}(L?) be such that
[ugl[zoe + [1bllzee + [|b2llL2 < ¢/2. Let f e HY(L2) and &; € C°(%;) with 6o(H) = 61(0) = 0 and
ALi S Li(zi).

We construct a sequence u™,b", f* € C*(Q) and 6! € C*°(%;) with [[ul|pe~ + ||0"||L~ +
03]z < cand [y [u"|(AT;)?* < [ [u[A7;, such that u” — u in X? (in particular uy — u,
in L>(Q)), b™ — bin L>=(Q), f* — fin L*(Q) and 6" — §; in L*(X;). We choose u™ such that
3P =3, foralln e N.

Regularization of the problem data. To this aim, we denote by R™ a sequence of regularization
operators from L? to C™ (e.g. defined by convolution with a kernel), for functions defined either
on  (in two variables) or on X; (in one variable). We design this sequence such that it is
uniformly continuous from each Sobolev space to itself. We set u™ := R"[u], b" := R"[b],
f™ = R"[f]. Moreover, we construct 0" such that

At = u"| =2 R" |:|U|%A1,i:| : (6.37)
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This means that ¢;* are defined implicitly as the solutions to
(67)" = 6" (wiy )37 = [u" [ R [[ulF Aus] = f"(@i,0), (6.38)

with dg(H) = 61(0) = 0 and &)(yo) = d1(y1) = 0 where ¥y = (yo, H] and X1 = (0,91). A
consequence of (6.37) is that

o= [ (r mian]) < [ iat, (6:39)

i

One also has
1 1macez)y < CrIfllmaes)- (6.40)

Convergence of the boundary data. Let g' denote the right-hand side of . One has
gr € C*°(%;) and g — |u|Ay1; — f(zs,-) in L?(%;). Thanks to Poincaré’s inequality, for
|6™]| L= < 1, problem has a unique solution 67 € H!(X;) with the given boundary
conditions. Moreover, this solution depends continuously on the source term and on the zero-
order coefficient, so that 67 — §; in L(%;).

Convergence of the sequence of approzimate solutions. For each n € N, we apply Lemma [6.2.8
to obtain the existence of u™ € X{, strong solution to the regularized problem. In particular,
there exists C' > 0 given by Lemma [6.2.8| such that

o B < CI gy +C 3 [ (02 + (A10%)

ie{0,1} (6.41)

< CCulflpuy +C0n X [ misti+e ¥ [ i

i€{0,1} 1€{0,1}

thanks to (6.39) and (6.40). Since 6 — §; in L?(%;) and u™ — u in L°°(Q), the right-hand side
of (6.41) is bounded. Thus, the sequence u™ is uniformly bounded in X} and we can extract a
sub-sequence weakly converging to some u € X{ which satisfies . For each fixed v € H(Q)
vanishing on 9Q \ (Xo UX4) with 9,,v € L?(2), for all n € N, the weak formulation reads

/ u™ (—u"0yv — ujv + b — Oyyv) = / fro— / u"dtv + / u"dgv. (6.42)
Q Q P 2o

The weak convergence of u™ in L?(Q), the strong convergence of u" and u? in L>°() and the
strong convergence of 67 in L?(¥;) imply that u satisfies the weak formulation (6.19). O

Lemma 6.2.10 (Uniqueness of the weak solution). Assume that Conjecture holds. Then,
when b € L*°(Q) N HL(L2) and in the regime ||ug| e + [|bl|e + [|b2]lz2 + [[Uzellr2 < 1, there
exists at most one weak solution u € L?(2) to (6.17).

Proof. The proof is exactly identical to that of the uniqueness result for smooth coefficients
Lemma [6.2.7] except that we obtain the existence of a solution to the adjoint problem from
Corollary instead of Conjecture [6.2.6| Applying Corollary requires the assumption
(b —u,).|lL2 < 1, which motivates the chosen regime. O

Corollary 6.2.11 (Existence in X?). Assume that Conjecture holds. Then, when b €
L*(Q) N HZ(L2) with ||beellz> <1, f € H2(LZ) and 6; € C°(%;) satisfying |[ug |z~ + 0]z +
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bz|lp2 4+ |[ueel 2z < 1, A1 € CO(E)) with Aqo(H) = A1 1(0) = 0 and such that the compatibility
conditions
Ay € L2(%) (6.43)

are satisfied, where
1
u(z;, )

there exists a strong solution u € X& to (6.17), which moreover satisfies the estimate

Ay i= [Allll + fo(iy ) = bo(xs, )0 — (b + ug) (x4, ')Al,i] ) (6.44)

lalfee SN F2zay + D | Ial(0F + A+ A3 ). (6.45)
i€{0,1} i

Proof. First, thanks to Corollary there exists a solution v with regularity X! which satisfies
(6.33) and it is unique thanks to . Moreover, d,u € X is a weak solution to the
problem Plu,b + uy, fi — byu, Aq]. This solution is unique thanks to Lemma because
btu, € L®(Q)NH(L?), |[uelle + [usellr> < 1 and [|b+ug|[ze + [[(b+us).|/2 < 1. Hence
O, u is also the solution given by Corollary to the problem Plu, b+u,, f, —byu, A1]. Thanks
to , it satisfies the estimate

10l S Ife = boulidyazy + D (1A
1€{0,1}

L2 T llA?Jll%g(Zi)) : (6.46)

Moreover,

[bavll 22y S N1baulle + baatillL> + [|beOzull >
S bzl llullxo + 1ol L2 lull Lo + bz ]| Lo | 02w 22 (6.47)
S bzl + 1bae | 22) ullx

using Lemma This concludes the proof of (6.45)) using the assumption [|by.||z2 < 1.
(If by, is larger in L2(£2), one can still obtain (6.45) up to multiplying the right-hand side by
1+llbm”%2)- O

Remark 6.2.1. Tt is likely that one can iterate the construction and prove the existence of solutions
with regularity X* for k > 2, provided that one assumes enough regularity on the data and
enough compatibility conditions.

6.3 Fixed-point scheme for the nonlinear problem

In this section, we prove the existence statement of Theorem thanks to a nonlinear fixed-
point scheme well-suited to the geometrical structure of the nonlinear problem, which avoids a
“loss of derivative” in the horizontal direction, as sketched out in Section

Let ¢ > 0 small enough to be chosen later. Let 6y,d; € C*4([0, H]) with ||| < ¢, for the norm

defined in (6.11]) which corresponds to compatibility conditions, and vanishing at both endpoints.

Let x € C*(R, [0, 1]), identically equal to one on [—%, 1] and compactly supported in [—3, 3].
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We define the initialization profile of our iterative scheme as

uo(@,y) = do(y)x <M’> +d1(y)x (M) : (6.48)

Tr1 — Xo Tr1 — o

Hence, there exists Cy > 0 such that ug € X§ and [Jug||x2 < Cy (|60l 0,y + 16112 0,m)) <
2cCy,.

We define the sequence (un)nen by induction on n where u,41 is the solution to as
explained in Section At each step, we intend to apply Corollary Therefore, let
Cy,c2 > 0 be given by Corollary (i.e. for which ||ug|lpe + ||ugellrz < co implies the
existence of a solution u € X2 with an energy estimate (@ holding up to the constant Cs).
We apply the proposition with u = @ + u,, v = up41 and b = f = 0. From the boundary
conditions in xg, 1 of , we infer that u,y, = d;, so that u; = u + §; is independent of n
and therefore the compatibility conditions and are satisfied once and for all, from
the assumption .

Let us prove by induction that ||0,un||Le + [|Ozatinllr2 < c2 and |Jup||pe < ||@[[poo. This is
true for n = 0 up to choosing ¢ small enough. Applying estimate (6.45]), we obtain

[ung1l%e <205 (6.49)

Hence the bounds propagate if (2C5)z¢ < min{ %, ||t/ L= }. We deduce that the sequence u,, is
uniformly bounded in X2.

We now turn to the convergence of the sequence. Let w,, = upy1 — uy, € Xg. Then w,, is
the strong solution to

(’U + un)aﬂcwn - ayywn = _wn—la;cuna
(wn)lyzo = (wn)ly:H =0, (650)

The A, ; associated with this problem 6.501 are null because the boundary data is null and the
trace of the force also. From Corollary [6.2.9| and estimate (6.33]), we obtain, under the condition
|0ztnllLe < ¢1 (which is uniformly satisfied provided that ¢ is small enough, and where ¢; is

given by Corollary ,

||wn||§(1 < (Hwn—laxunHQL? =+ ||ax(wn—1aﬂcun)”%2)

< C1 (100unllE e w11y 12y + 19satinl |3 w13
< C1C lunlz -1 %

< (2010203202) ”wn—l Hg(l

(6.51)

Hence, the sequence ||wy,| x: decays geometrically provided that ¢ is small enough. This guar-
antees that u,, converges strongly in X! towards some limit u, € X}. Moreover, thanks to the
uniform bound in X2, one also has u, € Xg with ||us||xz < |0l + ||d1]]-

We define u := % + us. The strong convergence of u, to us, in X' allows to pass to the
limit in the weak formulation of the partial differential equation because u,0,Upt1 — UooOplico
in L2(Q). Hence, u € X? is a strong solution to with boundary conditions and ,
and it satisfies the stability estimate .
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6.4 Local uniqueness of solutions to the nonlinear problem

We prove the local uniqueness statement in Theorem

The argument is straightforward: if two strong solutions u; and us exist which are close
enough to the reference solution u, their difference w := u; — us is the solution to a degenerate
elliptic linear equation with null source term and boundary values, so it vanishes identically.
Moreover, up to choosing ¢ > 0 small enough (i.e. 2Cc < 1), the solution u of which we prove
the existence is indeed in the ball of radius 7 > 0 within which we prove the uniqueness, thanks
to the smallness assumption [|&;]| < ¢ and the stability estimate (6.12).

Let ¢; > 0 be given by Lemma [6.2.10] and C > 0 as in Lemma [6.2.2] Let us prove that the
uniqueness holds within a ball of radius 1 := ¢1/(2Cq) > 0.

Let u1,us € X? be two solutions to with boundary conditions and satisfying
lup — || x= <nand |lug — @l x2 <n. Then w := u; — uy € X2 and solves the system

u10,w + (Opug)w — 8510 =0,

’LU|Ei =0.

According to Lemma (applied with u = u;, w = dyus, f = 0 and §; = 0), w is null as
soon as ||0yu1l||pe~ + ||Ozuz|lLe < ¢1. By the Sobolev embedding Lemma |0zt || <
Callur — @l| x2 < nCq and the same bound holds for ||0yuz| . This concludes the proof of the
uniqueness within the ball of radius 7 in X?2.

6.5 Strategy of proof of Conjecture [6.2.6]

In this section, we have gathered some steps towards the proof of Conjecture We regularize
problem (6.17)) by viscosity, and we consider throughout this section the problem

m@iug + bu® — Eam;cua - ayyuE = fu

Ujy=o = Uy=p = 0, (6.53)

2 — 5.
u‘z:xl - 527

where §; € C>([0, H]) is a smooth extension of §; € C°°(F;). We assume that u, b, f € C(Q).

Let us lift the boundary data by setting u; := xo(z)do + x1 ()01, with xo, x1 € C([z0, z1])
and y; = 1 in a neighbourhood of x = x;, x;(x) = 0if [x—a;| > |xg—21]/2. Then &° := u*—u; isa
solution of with homogeneous Dirichlet boundary conditions (thanks to 6o(H) = do(H) = 0
and 51(0) = 61(0) = 0) and with source term }E = f —u0u; + buy — €0z2u; — Oyyuy. Note that
]~“E is bounded in W*o->°(Q) uniformly in €. Hence, without loss of generality, we can always
assume that §; = 0, which allows us to look for a solution in H}(Q). From now on, we drop the
tildas, and consider equation with é; = 0.

Note that if ||b||cc and ||u]|eo are small enough, then existence and uniqueness of a solution
u® € H(Q) follow easily from the Lax-Milgram Lemma and the Poincaré inequality. This
solution satisfies, provided |Juy||z~ < cg, ||b]loo < co,

10,u%[172 + £l 00”72 < CollFIIZ2- (6.54)
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The goal of the present section is to derive higher regularity bounds on the sequence (u®)e > 0,
in order to give a partial proof of the validity of Conjecture Note first that if f € L?(Q),
then the results on elliptic equations in corner domains (see for instance [42, 43]) ensure that
u® € H?(2). Moreover, if f is more regular, say H>(), then it can be easily proved that
u® € H*>* () by induction. These arguments legitimate all the following integrations by parts,
where we attempt to obtain estimates independent on ¢.

6.5.1 Difficulties with a mixed boundary conditions strategy

Instead of working with (6.53), it would also be natural to adopt the following scheme, with
mixed boundary conditions

0, U + bil® — €0, U° — DyyU° = f,

(6.55)

The Neumann boundary condition on the sets {z = z;, (—1)*u(z;,y) < 0} is a kind of transparent
boundary condition, whose purpose is to avoid the boundary layers which will occur in the vicinity
of these sets with the approximation scheme (6.53)) (see paragraphbelow). It can be checked
that the solution of also satisfies the estimate . It is then natural, keeping in mind
the X' a priori estimates of section [6.2] to look for estimates on 0,a°. If 4° € H?(f2), then it is
legitimate to differentiate equation with respect to z and to perform energy estimate. The
reader can then verify that if the compatibility condition is satisfied, the family (4°)e>0
is uniformly bounded in X!. Passing to the limit, we would prove Conjecture 1.

However, this strategy fails. Indeed, looking at the results of Grisvard on elliptic equations in
polygonal domains [41], we see that in general, %° does not belong to H?(2), because of the sharp
transition between Dirichlet and Neumann boundary conditions. More precisely, let y; € (0, H)
be such that u(x;,y;) = 0, and (—1)"u(z;,y) <0 for y € (0,;), (—1)'u(z;,y) > 0 for y € (0,y;).
In other words, X9 = {(z0,y), v € (yo,H)} and 1 = {(z1,y), v € (0,y1)}. Then Theorem
4.4.3.7 in [41] implies that

as € u:ing, 0 + u:ing, 1 + H2(Q>7

and
< o 12 . [ Oci
Uging, i = C’era)i sin -

in the vicinity of (z;,y;), where

Tei = (W +(y— yi)2)1/2 7

r — I;

\/g(y_yi).
1/2

are smooth outside a neighborhood of (z;,y;), but their singularity in rl;

tanf. ; =

The functions ug;,, ;
prevents 4 from belonging to H?2.

Unfortunately, it seems difficult to control the dependency with respect to € of the constants
C.,i, and to prove that they vanish in the limit ¢ — 0, for instance. Therefore, we rather chose

to work with the Dirichlet problem (6.53)), and to deal with the boundary layers therein.
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6.5.2 Vertically weighted vertical regularity estimates

In order not to burden the presentation, we will present the vertical regularity estimates (and
the subsequent estimates on the trace of 9,u®) in the slightly simplified setting where b = 0. The
extension to an arbitrary b (smooth and small in L norm) is easy and left to the reader.

First-order estimate

We multiply (6.53) by —u?d,,u° to obtain

/1112(6yyu€)2 - /Iu?’&gu8 yyus—l—e/UZ&Ewusayyus = —/quQ@yqu (6.56)
The second term is
—/m38xu€3yyu€ = 3/MQMyaxusayug+/U33xyu€6yu€
= 3/uuy(f + €02u" + Oyyu®)Oyu — g/luzlum(ﬁyug)2
3 (6.57)
=3¢ /(quuy + Ullyy ) Opu® Oyu’ + € /(uuyy + qu;)(&cua)2
+ 3/u1uy(f + Oyyu®)Oyu’ — g/uzux(ayu5)2.
The third term is
g/uQamusayyuf = —25/1uuw01u66yyu5 —E/UQ&CUE@wqu
= —25/mu18$u58yyu5 —&—E/UQ(@MUE)Q +2€/tuuyawu58wus (6.58)
- —25/mux6$u58yyu8 + 5/1112(8%115)2 - 8/(8xu5)2(muyy + uf/).
Hence, when u, uz, uy, 1y, and 1., are bounded in L*°, we obtain

[y u® |z + elludeyullliz < Cillf]*. (6.59)

Higher-order estimates

Lemma 6.5.1 (Commutator formula). For everyl € N, there exists (I4-1) functionals ay o, ..., quy :
Cl([0, H];R) — C°([0, H]; R) such that, for every weight x € C'([0, H];R) and every test function
¢ € C=([0, H|;R), there holds

l
XToye = anw X 0, (x9).- (6.60)
1’=0

Moreover, there exists C; > 0 such that, for all x € C'([0, H)),

1
sup |l [x]ll= < Ci ( sup ||X1_182X||Loo) . (6.61)
0<I<l 0<i<l
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More precisely, for 0 <1’ <1, the function oy [x] depends polynomialy on the functions Xi—la;',x
for 0 <1 <1, with a total degree (in x) of I =1.

Proof. Let x,¢p € C*°. For every [ € N, the Leibniz formula yields

l
1 1 5 /
ﬁxlaf,(xqb) =y Cl—l'ﬁxl o, (6.62)
'=0
where we introduce, for ¢ € N,
Ioiiq
cii= XTI (6.63)

with, in particular, ¢o = 1. Letting similarly, for 0 < i < I, a; := X9} (x¢)/i! and b; :=
XTH(0ip)/i!, one obtains the equality a(y) = C(y)b(y), where C(y) is the lower triangular
matrix with coefficients Cij(y) == ¢i—j(y)di>;. Since ¢g = 1, detC = 1 and C is invertible.
Then, and are respectively consequences of the invertibility of C' and of the explicit
computation of C~! from the cofactor matrix. O

We proceed by induction on & € N*. We differentiate (6.53|) with respect to y, k times, we
multiply by u2k8§u€ and we integrate on the whole domain. Hence

2k qk+2 eqk, e 2k qk ek, € 2k k e\qk,e __ 2k k k e
—/Iu 0y uf oy u +/1u 0, (10, u°)0yu fe/u (OzaOyu®)0yu = /Ill (0 f)Oyus. (6.64)
The right-hand side is estimated by Cauchy-Scwharz as

1
™10y fIIZ: + 5t~ oyutZs. (6.65)

N =

/ u?* (9 f)opu <
We move on to the left-hand side. Integrations by parts in y in the first term yield
2% ak+2, ek, & _ 2k ak+1, &)2 2k—2/ak, £\2
_ /u 20 b = /m (1) — k(2K — 1) /m (a2, (6.66)

where the boundary terms in y = 0 are null because u vanishes on y = 0. Concerning the
boundary terms in y = H, by induction we get estimates on 8’;u|€y: - Up to a lifting of these
boundary condition before performing the estimates above, with a lifting compactly supported
in the zone where u > 0, we can always assume that these boundary terms are zero, without
affecting the rest of the estimates.

Integrations by parts in x in the third term and the homogeneous boundary conditions at
x = xg and z = x7 for u® yield

—g/u%(amagus)akus :£/u2k(8$8§u5)2 +le/qu_lmx(awﬁguE)(agus)

y

> E/u%(am@;jus)Q — ke||luug|| Lo (c/u%(aza];ue)z +cl/u2k2(8§u5)2> (6.67)
2

> 5 [t 0,05 - sek w3 [ w2 0fu)

The second term is the trickiest. When all 9, derivatives hit the d,u® term of the product,
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a single integration by parts in x and the homogeneous boundary conditions at x = x¢, x; yield

/ w1 (0,00 =~ / utu, (9Fue)?

(6.68)
2% + 1 k.
e R A

>
We compute the remaining terms using the Leibniz formula and using the commutator lemma
for x = u and ¢ = 9, u®.

k—

> (1) [0 e

—
-1

-

I

> <

(]

(f) /(uk*jﬁgﬂ'u)(ujﬂazagus)(@fjue)uk*l (6.69)

> .
= O

(k) /(u’“—faj—ju) (i aj,l[u}ulai(uamua)> (8§u5)uk_1.

=0 \J 1=0

Plugging (6.53) to compute 9} (ud,u) yields

k=1 j
I, = Z <I;> /(uk*jﬂ@g*jm)a]’?l[u]u”l(é‘éf + 3Zl/+2u5 + sﬁmﬁéus)(ﬁgjue)mk*l. (6.70)
j 0

=0 I=

<

With obvious notations, we split I in three parts: I 7, I2 5, and I3 g,,. One obtains

k k—1
[I2,¢| < Ck <oi“<pk ||uila;m||Lw> <||mkla§u€|iz +y ||ui+1a;f||§2> . (6.71)

=0

In I 5,,, we bound carefully the term corresponding to j =1 = k — 1, and we bound roughly
the others. This yields

1 1
< SlFoy  ul T + Sy [ [l oyt 7

-2
o K =1 (6.72)
+ Cy, ( sup IIUH@;uIILw) <u€||§2 +) IIUZ‘13;u5||2m> ,
0<i<k

| IQ,GW

i=1

The I ,, term requires an integration by parts in . The boundary terms in = z¢ and x = z;
vanish thanks to the homogeneous boundary conditions satisfied by u® and its y derivatives. For
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0<1<j3<k-—1,onehas
5/(ukfj*la?’j*ju)aj,l[U]UZH(amaéus)(a?’jua)ukfl

= —5/(mk_j_lag’j_ju)aj,l[u](ulazaéus)(ukaxafjue)

(6.73)
—e(l+k) /(ukﬁ_l(?;;_]u)ajﬁl[u]tuac(ulﬁwﬁiua)(uk_lﬁgue)
—e/u@x(aﬂ[m]mk_j_lﬁfj_ju)(ul@x@;us)(Mk_lﬁsus).
We conclude that there exists C > 0 such that
- k=1
|20, | < §||uk318§u5||%2 + eCr A* <||1uk_1(9§u8|2L2 +3° ||u’813;u6||2L2> , (6.74)
i=0
where we introduce
A = |lug||p=~ + sup Hmi_laéuHLw + ||an(ui_1a;ll)||Loo. (6.75)
0<i<k

Plugging the estimates (6.65)), (6.66)), (6.67)), (6.68)), (6.71), (6.72), (6.74) in the energy equality
(6.64) yields by induction on k € N*,

k
k0L |25 + b, 0k 2 < Cr(A) (IIf%z 3 ||ui+1a;f||%2> . (6.76)
=0

for some constant Cy(A) independent on f, €, u®, but depending on u through A.

6.5.3 General strategy

In order to derive uniform X! estimates on the sequence (uf).~0, a natural idea would be to try
and derive bounds on J,u®. However this strategy, if used without precaution, is bound to fail.
Indeed, as e vanishes, we expect boundary layers to form in the vicinity of {z = z;} \ ;. More
precisely, let us look for instance at the behavior of u® far from the line of cancellation of u, in
order to simplify the discussion. In such regions we have

_Eaza:ue + Ua:cue = Ge,

and g. is locally bounded in L2, according to the preceding paragraph. We then classically
observe that boundary layers occur close to x = x( in the region where u < 0, and close to
x = x1 in the region where u > 0. More precisely, close to x = x(, we expect that

u‘gz/mi
wou

in the region where u > 0, and
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in the region where u < 0. This heuristics leads to

. (1 REIPPR
Ozu® ~ —B(y)exp | — / u(z’,y)dx >
€ € Juy

close to {z = 2o, u < 0}. Hence we do not expect d,u° to be bounded in L? uniformly in e.

However, if we substract this boundary layer part from 0,u®, we can hope that the resulting
function is bounded in L2. This is the core of our strategy to prove Conjecture More
precisely, the goal is to construct a boundary layer corrector W€ such that 0, u. — W€ vanishes
on {x = z;}\ X; (except possibly in a neighborhood of size £ of the endpoints of ¥;), and such
that

—0, W& — 0y W + 10, W* + u, W = O(1) in L*(Q).

Indeed, if we are able to construct such a corrector, then v¢ := d,u. — W€ satisfies

—E020° — Oyyv® + u0,v° + ugv° = O(1),
Vyeo = Uy = 0,
Vie=rinz = 0
In the system above, we have assumed that the corrector lifts the trace of J,v° on the whole
domain {z = z;} \ ¥;, which will not quite be the case.
A classical energy estimate would then prove that

5/(875115)2 +/<ayv6)2 <c

Since the boundary layer part is exponentially small outside a small set whose size depends on
g, we infer that 9,0,u® is bounded in L?((xg + &§,z1 — &) x (0, H)) for all § > 0 (with a bound
independent of § provided ¢ is small enough). Hence u¢ — u in X!, and u is a solution of .

This strategy is not quite complete in the present paper. Indeed, because of the degeneracy of
the vertical regularity estimates, we have a bad control of the traces of 0,u® as we approach the
points where u(x;, -) vanishes. Consequently, we are only able to lift the trace of 9,u® outside a
neighborhood of size ¢ of such points. This prevents us from using directly the energy estimate
above, which must be modified. An option is to construct a suitable weight p®, as we will explain

in paragraph

6.5.4 Estimates on the traces of 0,u°

Let us now go back to equation (6.53). We define Ve(X,y) := e0,u(xo + eX,y), for X €
(0, (21 — m0)e™ 1), y € (0, H). According to (6.54), we have

IVEN L2 (0, (1 —20)e-1)x (0,18)) < CollfllL2()-
The estimates of the previous paragraph also entail that
||1L1(5L'0 +eX, y)kagljvg||L2((0,($1—10)8_1)><(OaH)) <C.

Furthermore, note that

—£0; [axue exp <i/ u(x’,y)dx')] = (f 4 Oyyu® — bu) exp (i/ u(x',y)dw’) .
0 0
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Therefore

Ox

Ve exp (— /X u(xg +5X',y)dX’>] =G (X',y),
0
where the function G¢ is such that
[ (20 + X, 9) 0y G| L2((0.1) x (0.1)) < Chs
and the constant Cy does not depend on . Standard trace estimates immediately entail that
HU(IO,y)kﬂafv&zoﬂm(o,m < Cy

Going back to the original variables, we infer that

5 Ck
[[u(zo, y)’““f){,“@zum:% 220,81y < - (6.77)

Remark 6.5.1. This estimate is certainly sub-optimal on the sets ¥;, where we expect 0, u® to
be bounded. However, we will not need to lift the trace of d,u® on ¥;, and therefore we do not
look for finer estimates.

6.5.5 Lifting of boundary layers

As in the previous paragraph, we focus on the boundary layers close to = = xg, and leave the
ones close to x = x; to the reader.

Let us set
B (y) := e0,u’ (zg,y).

The estimates of the previous paragraph ensure that for all £ € N, there exists a constant Cj
such that
||U(330,Z/)kﬂaijEHLQ(O,H) < Ck. (6.78)

We will lift this trace thanks to a boundary layer corrector. In order to have a small enough
remainder in the equation, we will need to construct several orders of correctors. We first explain
how the main order corrector is constructed, and then how the iteration works.

e Main order boundary layer corrector:

Let us define, for = close to g, y < yo,

T—x — Be 1 [
Vo (2,9) =x1 ( e 0> X2 <y6ay0> #exp <E/ M(m’,y)dﬂf’> :

where x1,x2 € C*®(R), with x2(Y) =0for Y > —1, xo(Y) =1 for Y < —2, and x;1(X) =1 for
X <1, x1(X) =0 for X > 2. The parameters «, > 0 will be chosen later on. Let us merely
mention that we require that o« < < 1 — a, so that o < 1/2.
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We then plug Vi into the equation satisfied by v® := 0,u®. We have

Ry = —€0;.Vy — 0y Vs +u0d, Vi +uVy
1

/ T — o Y—Yo e 1 v / /
—ETﬁM (55) X2 ( o ) Bf(y)u(z,y) exp (6 /xo u(z al/)dx>
1 T — T Y — Yo 1 [*
—sTﬁxlf (EB) X2 (EO‘> B*(y) exp (5 /m0 u(x’,y)dx’)
<y — y0> BE] exp <1/ u(:z:’,y)dx’)
€ € Juy
2 r—x — r *
S (S5 e (L) ] ([ wietan e (2 [ utetga)
o Zo
— T 1
X2 (y ay()) Be (/ Uy, (2, y) dm’) exp (/ u(x’,y)dw’)
€ - € Jao
1 L — To Y—% Be * / dz’ ? L [* / dx’
T3X B X2\ T uy (2, y) dz’ ) exp - u(z’, y)da" | .
xo Zo

Let us now assume that u,(zo,y0) > 0. In a neighborhood of (zo,yo), we have, since u is
smooth,

u(z,y) = uy(y — yo) + s (20, yo) (& — z0) + O(|z — 2ol* + |y — yo[*).
If (z,7) belongs to the support of x1((z —x — 0)/e?)x2((y — yo)/e%), then

| — x| < 27 <« e < ly — yol-
Consequently, there exists a positive constant C' such that for (z,y) as above,
u(z,y) < C(y — vo).

‘We infer then that .
[ nla ) do’ < 0= o) - o) (6.79)

0

On the other hand, since u is smooth,

/ Ohu(a’,y) dy‘ < Clz — x).
xo

In order to estimate the error associated with V{7 and higher order correctors, we will rely on the
following Lemma:

Lemma 6.5.2. Let u € C*(2) such that u,(zo,yo) > 0.
e Forallk e N, if |y — yo| > &%,

T —x 1 [*
(x—xo)kxl( e O> exp (5/ u(x’,y)dx’)

e For allm e N, for alll >0,

iy = snltoy (5a (2522

k+3
<C <E) .
L2 ((z0,z1) |y - y0|

< Qg (HmtDea,
L2(0,H)
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o Ifx—mg € [eP,269], and y — yo < —€2,

exp <i/ m(x'7y)dx’> < exp(—Ceftarly,

0

We postpone the proof of Lemma to the end of this subsection.

Using our choice of a and 3, the third property of Lemma [6.5.2] ensures that the terms
involving derivatives of y; are o(eV) for all N. Let us explain how to estimate one of the terms
in R§ (we shall leave the other ones to the reader, since they follow a similar pattern.) We have,
using the first property,

1 x—z - 1 /®
—-X1 < B O) X2 <y ayO) ayyB)S exXp </ u(zla y)d‘rl>
5 I3 3 € Jao L2((xo,x1)

Se 2y (y—yo> ly — yoL™/?|8,, B°|.

50(

The second property then implies
Lo (=20 L (Y% o B exp }/Iu(z/ y)da’
€ eh gv vy € Ju ’

It follows that

L2(Q)

""5’

IRS|le Se 7%,

Therefore the sole construction of R§ is not sufficient to have a remainder that is O(1) in L?,
and we must construct higher order correctors.

e In order to construct higher order correctors, the idea is the following: for every j > 1, we
construct V7 such that V7 is an approximate solution of

—€0:2 Vi + 10, V) +u, Vi = —R;_q,
5 =0.

Jlz=z0,y<yo

The error generated by 9,, V7 will then go into the next error term, namely R, since it is expected
to have a less singular behavior than —ed,, within this scaling. We will use the following result:

Lemma 6.5.3. Let (1,(; € C®°(R) with Supp(; C [—2,2] and Suppls C (—o0,—1]. Let a €
C>(Q), P e R[X], N >0, and define

P = Na(z,y)G (x ;fo) G2 (y gﬁy()) P (i /m U(fﬂ’yy)d:v’> exp C /xo u(a, y)dx’> :

Then the following properties hold:

o 1B SN

o Setting

— _ 1 T x
QF = gl_N%Q (.ﬁ €a$o> Co (y EBZ/O) 9] (E /mo m(x’,y)dac’) exp (i /gc0 u(x',y)dx/) 7
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where @Q is the polynomial such that Q" + Q' = —P and Q(0) =0, we have
—£032Q° — 0y Q° + 10,Q° + 1, Q° = P + 5% + o(1),

where the new remainder S¢ is a linear combination of terms of the form

s (226 () [ttt

with @ € C®(Q), €, € C°(R) satisfying the same assumptions as (2, and T € R[X].

e As a consequence,
1-9a

15°)| 22 S €' 7NH

It follows that if o < 1/4, we gain a factor !~ with each iteration. More precisely, we

apply at each step the above Lemma with P* = R, and we set V7, = Q°, R;,; = 5°. In

1-4a)—1-

. . . . . 54
particular, after k iterations, the remainder is of order e*( z . Therefore, as soon as

b 1+ 5a ,
~2(1 —4a)

the remainder is O(1). For instance, if @ < 1/13, we have an admissible remainder after just one
iteration.

We now prove Lemmas [6.5.2] and [6.5.3

Proof of Lemma[6.5.2 e We recall that there exists a positive constant C' such that for x in the
support of x1((- — z9)/e?) and y such that y — yo < —e®, we have

/ﬂ” u(z’,y) dz’ < C(y —yo)(z — 0).

0

Therefore

2

T —x 1 [
(:Uxo)kxl( e O> exp (5/ u(x’,y)dx')

T O
[ exp (<o ol = wl ) do

o]

2k+1
<o)
ly — vol

L2 ((x0,71)

IN
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e We use estimate (6.78]). We have

Hy ol (B€<y>x2 (y ‘y)>
€ L2(0,H)

—alz 70[ m— k) ||akBa]-|y y0|>6‘1”L2 OH)
k=0

IN

< €7al Z Efa(mfk)afa(kJrl) HU(I07 y)kJrlalych

k=0
< E—a(l—i—m—i—l)

||L§(O,H)

o Let = € [xg + &P, 20 +267], y < yo — £®. Then, using (6.79), we infer that

1 [* C
exp (E/ u(z',y) dw/) exp (€|~T —xo| |y — yo>
o

exp (—Cs_HB'W) .
This concludes the proof of the estimates.

IN

IN

Proof of Lemma|6.5.5 The estimate on P¢ follows easily from a variant of Lemma [6.5.2] We
focus on the second property of the Lemma. We have

(—ds + 1) [Q C /z:lll(x/,y)dx’> exp (i /a:u(sc’,y)dx/ﬂ
= (Q”+Q’)( / u(@, y)dx)exp (i / jm(m’,y)dm’)
Q- Q) ( (@ dz)exp C_ / u(:z:’,y)d:c')
(s )
#Q=@) (2 [ ata o (2 [ utat ).

As a consequence, using Lemma we have

(—€0zs + 10,)Q°

et s (52)o (52) e [t [
e (5o (5o o ) ()

+o(1).
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We observe that each term of the right-hand side (except for P¢) can be written as

Eka—4aa($7y)gz (y ;ﬂy()) T (i/ u(x',y)dﬂ) exp <i/ M(ml»y)dx/)

with k& > 1, @ a smooth function, ¢, € C>°(R) satisfying the same assumptions as (3, and
T € R[X].

The same is true for 0,,Q° and for u,Q°. The estimate on the new remainder S¢ is a
consequence of Lemma [6.5.2 O

6.5.6 Design of a weight function

Following the steps outlined in the previous paragraph, we construct a corrector W€ with the
following properties:

o €0, W +ud,We +u,We —9,,We =0(1) in L*(Q);

o W¢ is supported in |z — x| < €°, |y — yo| > eq;

o We(zo,y) = —0zu(x0,y) if y < yo — 2.
Of course the same scheme can be adapted to the other degeneracy points of u on the boundary,
namely near (x1,y1) and (z9,0). As a consequence, setting v¢ := 9, u® — W<, we have

—£02,0° + 10,0° + uyv° — Oyt = fr +0(1) =1 g

and U\Ey:o = vfy:H =0.
Let p® be a smooth, non-negative weight function. Multiplying the above equation by v¢p®
and integrating by parts, we have

1
E/(8$U6)2p5+/(8yvs)2pe+*/UQE(UE)Q,Os
Q Q 2 Ja
1
—5/(1)5)2 [€0500° + Oyyp® + 1Dy p°]
—&

Q
H r= 1

/ amvevepe 4+
O 2

o
< Ofotlze

T=x1 T=T1

s u(vf)%f] v

=0

/ H(va)%p&]

Here are some requirements that we wish to make on the weight function p°:

=T

o p° = 1 except in small neighborhoods (whose size should vanish with ¢) of the points
(an y0)7 (55172/1), ((EO, 0)7

o In small neighborhoods of the points (zg,y0), (z1,¥1), (z0,0), we require that
€0z5p° + Oyyp® + 10,p° < 0;

o Let us now look at the boundary terms. We distinguish between ¥; and {z = z;} \ %,.

— Close to the sets Xg, 21, we have W< = 0, and therefore v* = 0,u®. As a consequence,
on these sets, using the equation satisfied by u®, we have

—£0,v° = f(z;) + 6 — w”.
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Let us look for instance at the boundary term on ¥;. We have, assuming that p* =
in a vicinity of ¥,

—e [ 0yv0° +1/ u(zy)(v°)?
2 poN

P

= [ veyran =5 [ ey

Using the compatibility condition (6.29)) together with the definition of ¥, we infer
that there exists a constant C, independent of ¢, such that

1
—e [ Oyxvv° + 7/ u(xp)(v¥)? > —C.
21 2 2:1

— We now address the sets {z = x;}\ Z;. On these sets, if |y —y;| > 2¢%, by construction
v vanishes, and therefore we have no constraint on p°. Therefore we only need to
look at the trace of these terms close to the cancellation points of u. If we are able
to construct a weight function p® with the properties stated above and such that the
boundary terms in a small vicinity of (x;,y;) and (z,0) are non-negative, then we
obtain a uniform X' bound on the sequence u° and Conjecture is proved.

Therefore the proof of Conjecture[6.2.6|relies on the construction of a suitable weight function.

6.6 Appendix: Technical lemmas

Lemma 6.6.1. There exists ¢ > 0 such that, if 69,81 € C1([0, H]) satisfy 6;(0) = 6;(H) = 0 and
10illcr < ¢, then there exists yo,y1 € (0, H) such that ¥g = {zo} X (yo, H] and 31 = {21} x(0,y1).

Proof. From the definition of @ in (6.2)) and of 3; in , for ; = 0, one has Xo(@) = {zo} x (7, H]
and X1(a) = {z1} x (0,7). Let n > 0 to be chosen below.

o For n small enough, there exists ¢, > 0 such that @(y) > ¢,y with for y € [0,7]. Hence

(w+6;)(y) > 0 for y € (0,1] when 6;(0) = 0 and J; is small enough in C*.

o For n small enough, there exists ¢, > 0 such that @/(y) > ¢, for |y — y| < n. Hence, if §; is

small enough in C1, %+ §; is strictly increasing on [y — 7,y + 7] and there exists y; such
that @(y;) + di(y:) = 0 and (a(y) + di(y))(y — y:) > 0 for y € [j — 0,7 + ] with y # ;.

o For any n > 0, there exists ¢, > 0 such that |a| > ¢, on [,y — 8] U [y + n, H]|. Hence, for

§; small enough in C°, % + §; has the same sign as @ on [n,5 — 8] U [y + 1, H].

Combining these regions concludes the proof of Lemma [6.6.1 O
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The goal of this appendix is to show on the simplest example possible some tools used in the
rest of the thesis. As a consequence, we will study specific examples rather than prove generic
results.

A.1 How to solve a linear ODE ?

When working with non-degenerate boundary layers, a sometimes easy but important step is
to compute the dimension of the kernel of each mode, i.e to compute the number of degrees of
freedom we have in order to lift boundary conditions. Therefore, in simple cases, we search the
number of initial conditions we can set on an ODE to have a solution with decay at infinity.

In this section, we will show very quickly from three different points of view how to solve
what is maybe the simplest ODE

O*w — oPw = f

w(0) =wy w'(0) = w;. (A1)

Our goal is to find conditions on wy and w; such that the solution w is decaying at infinity.
For f = 0 we see that there are two modes as w = 5= ((awp + wy)e™ + (qwy — wy)e~ ), so if
wy,w; are chosen arbitrarily, there is no decaying solution. More precisely, we already see the

need to consider a linear subspace of initial condition.

Proposition A.1.1. Let a > 0 and 3 € (—a, ). Let g € C(RT) and f(z) = g(2)e*. Let
wp, w1 € R.

187



188 APPENDIX A. Some basic methods and tools

Figure A.1 — The modes of Equation (A.1)).

Then there exists a (unique) solution of (A.1)) such that w(z)e’* and all its derivatives are
bounded, for all v < B if and only if

Qwy +wy = — /OOO f(O)e %dC. (A.2)

Remark A.1.1. In fact we can state almost as easily the same result for an ODE of any order,
the key ide being that we have one compatibility condition for each root of the characteristic
polynomial with real part greater than (.

A.2 Duhamel formula
The first method is simply to write down the solution of the equation using the method of
variation of parameters.

With W = <;}U,> we obtain

SO

W(z) =M= <WO + /0 ’ eMCB(g)dg) .

We then decompose C2 in the two eigenspaces of M, C?> = E_; ® E;, the condition coming from

it is indeed (A.2]).

If we establish the pro and cons of this method, then the main problem is the lack its
robustness.

+ Simple and explicit for ODE with constant coefficients.



A.3. Laplace transform 189

- Difficult to adapt in other situations.

For an arbitrary ODE P(9.)w = f, since M is the companion matrix of P we obtain the
announced result.

A.3 Laplace transform

A perhaps more suited method is the use of the Laplace transform (see for example [51]).

p*W(p) — pwo — w1 — a*@(p) = f(p)

f(p) + pwo +w1'

w(p) = PR

So w is a meromorphic function with two poles of at —a and «, both of order 1. And for all
> 1, pis holomorphic on R(p) > p and with the necessary estimates on the lines R(p) = o > p.
In order to have the same result past the line $(p) = p = 1 a necessary and sufficient condition
is

(f(p) + pwo +w1)(p=a) =0
i.e the condition (A.2))

f(s)e™**ds + awy +wy = 0.
0
Indeed, if this condition is fulfilled, w has no pole at p = «.
For a generic ODE we obtain

- +
@(p) = f(p) +Q(p)
P(p)
so we have a meromorphic function with d poles p, ..., pg (with multiplicity). And in order to

to be holomorphic for (p) >  we must cancel out the r — d poles in the half-space R(p) > 5.
This is no surprise that the pros and cons of this method are the same as the ones of Fourier
transform.

+ Leads to the Sobolev norms.
+ Can be adapted for PDE with constant coefficients.

- Difficult to adapt for variable coefficients.

A.4 Weighted Sobolev spaces

The previous method hints to the existence of natural spaces for these problems. In fact as in
Subsection for A > 0 and s € N let us define

e = [ 1065Pe

and the associated space
/}_LS
H3 = Ce°((0,00)) .

Tis methods retain all the advantages of elliptic methods.
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+ Leads directly to the Sobolev norms.
+ Can be directly adapted for PDE.
+ Allow variable coefficients.

- Can be tricky for odd orders

A.5 Scalings, cut-offs and scaling

In this thesis we often use the scaling of the boundary layer solutions to derive the size of their
Sobolev norms with respect to the boundary layer size. The main idea comes from the following
naive computation in a one dimensional setting. For s € N

[ o G a=em [T rorac

€
When the boundary layer equation leads to a solution f(o, (), the corresponding term in the
asymptotic expansion is often f(o, ﬁ)x(a, z), where 0(o) is the boundary layer size and y a

cut-off function (in z).
Note that a cut-off of the same scaling as the function does not radically change its norms.
If x € C*°(€) then for any s there exists a constant Cs , such that

£ x s @) < Cs iyl flles ()

as all derivatives of x are in L*°.

The effect of such a cut-off is less obvious when multiple scales are involved. In particular, for
the boundary layer variables we often choose unbounded domain. In this case the inhomogeneous
and homogeneous Sobolev spaces are quite different. We stress that in the following lemmas the
Sobolev spaces are inhomogeneous Sobolev spaces. In particular we have H s <y Ho for s’ > s
and more precisely L? — H*® for s < 0.

Moreover we will only consider the case s € Z and the tangential variable ¢ € T. We can
replace the torus by any compact set, and the case s € Z follows directly from interpolation.

Let us first show that knowing the norms in the boundary layer variables and the size of said
boundary layer is sufficient to have the norms in the main variables.

Lemma A.5.1. Letd € C>® (o) be a smooth function, bounded, and far from 0: 0 < dy < g(a) <
01 Vo eT. .
Let f € C°(T x (0,400)) and for e >0, 6 = ed. We define the rescaled f

fs(0,2) = f (05(20)> .

Then for s > 0, with any n > 0 and cut-off x such that x(z) =0 for z > 1, when e — 0

15
1 foll s (7x (0,400)) < Cllfe™ |11
1
Il fsxIles (rx (0,400)) < Cll fllrse2".
And for s <0
15
| 51l mrs (T (0,4-00)) < Cl.f™ || pre€2

1
| fs1l £ (Tx (0, 400)) < Cll fll €.
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Remark A.5.1. These hypotheses are far from optimal, the important idea is to have enough
decay in z to have a control of the low frequency of f in z. For example instead of 7% any weight
increasing faster than any polynomial is sufficient, or for the L? norm, s = 0, there is no need of
such weight.

Proof. For s > 0 this follows from a direct computation,

[ 5 o)

kotkz<s

dZdo

// . zk: < kf_sz’é“zf (0, g(cg)» stgda
+kz<s
2
LR 0<5<al> sz( f))) et

2
d¢do

e[ [emonse 5

kotko<s,k1<k,

o oks 1 (o’, 5(3))

where C (5~) is a smooth function, bounded as long as all derivatives up to 9. of § are bounded

and g(a) > §p > 0. And after the change of variables ( +— g{, and as (1 4 ¢%)e™"¢ and all its
derivatives are bounded, we obtain

I1FslFe < Cze' >l f e e

In the case of a cut-off function x(Z) the same computation leads to
G - ¢

f(;xQSga// C((o eThickghighap | g 2

I foxlr ), €l > 1105 50)

ko+k2<s,k1<ks
1 ¢ 2
kgl | o, ——
1 02 5(0)

£
SO § 5172k172k2//
ko +ko<s,k1 <ko T 70

Remark A.5.2. Note that the same exact computation leads to Hgl |z < Q||g||H when ¢ — 0.

2
d¢do

d¢do < Ce' || f|| .

The power 75, instead of s — 2, is due to the fact that these Sobolev spaces are nonhomogeneous

with respect to the second variable, so we cannot hope to have a better scaling than the L? one.

For s < 0 we use the definition of the norm

[ fs9

gl

| fsllr= = sup
g€eH; *®

Unfortunately, noticing [ fsg =6 [ fg 1 in not enough to conclude as the L? norm of g 1 scales

like e~ 2 (see the previous remark).
But with the exponential decay

‘/fag = ‘/‘Wegzggegz

< Cyell Ped* 112107 (g3 ) =32
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where F'such that 0 °F = f is obtained by integrating with respect to Z from +oo0, in particular
|Fez?|[z2 < || fe" |- And

— _n —g—1 —
10:* (93 ) e ¥ 122 < Cge* 105 (9) 132

1
5

_g—1
< Cze™" 2 Il

so we finally obtain Vg € H ®

< G52 gl

‘/fag

Remark A.5.3. With f({) = 14+, a> % we see that the decay is necessary as || fsx/| m-
scales like ¢ for s < 0. This is due to the L? part of the H~* norm.

O

Another recurrent technical step is to show that by cutting-off the solution of the boundary
layer variable we do not introduce a too large error. Even if the remainders introduced by such
cut-off depends on the exact equation, in fact it is sufficient to estimate ||uk||gs for k£ a cut-off
function being 0 near the boundary.

As an example, let us consider the equation

—ed2u+u =17 on (0,1).

1 forz<%

With w an exact solution solution near z = 0 and x a cut-off such that x(z) = 5
0 forz>3

then uy is a solution with additional remainders terms

—£02 (ux) + (ux) = rx + 2e0,ud.x + eudx

additional terms

so we need to estimate d,ud.x and ud?y. The main point is that d,x and 9?x are being
supported inside (3, 2).
In order to estimate such terms we have the following lemma

Lemma A.5.2. Let § € C>(0) be a smooth function, bounded, and far for from 0: 0 < §y <

5(0) <6, VoeT.
Letf € C*° and and let us define, with

fs(0.2) = £ (505

Let k € C2° be a cut-off function such that
k(o,Z) =0 for Z < 1.

Then for s > 0, when € — 0 for anyn >0
| o8ll e (20, 4o)) < CllF e~
156l £rs (T (0,4 00)) < ClIfe™ || =" Vk > 0.
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And for s <0
1
| fskll ms (T (0, 400)) < Cll fllmse?
||f5’<'3||HS(T><(O,+oo)) < C||fe77CHHS€k vk > 0.

Remark A.5.4. In fact the estimates with exponential weight are true even if x has a non-compact
support.

Proof. For s > 0, as in the previous lemma, we see that, thanks to an explicit computation and
the fact that x and all its derivatives are 0 for z < 1, we only need to estimate terms like

M 2 M
gl / / C(5,k)(0) [CF20f f (0, E) d¢do < C5 '~ / / ¢ro f <a, E)

TJ! 0 ’ TJ! 0
In the case where f has exponential decay, we can simply write (for ¢ small enough)
/ / N ¢Roff (0, ﬁ) zdg‘da < / / T e "o f (a, E)

TJL 1) T.J1 6
< g=2ke =2 / /OO e"caflf (0’, S)

TJ1 0
< Czs_%ze_%n//Oo 3? <6"<f (J, E))

TJL )

< Ce | fem ..
The case where we only know that f € H® is the same as before. And once more the s < 0
are done by duality. O

2
d(do.

2
d¢do

2
d¢do

2
d¢do

Remark A.5.5. This is where we see the importance to control at least the L2 norm (in fact a much
stronger weighted norm) of solutions. For example, for s € N let us consider the homogeneous
space H¢((0,400)), defined by

2 > s 12 ‘U|2

then we have for any o < s + % the function ¢, : ¢ — (1 4+ ¢)* is in H’. Then with x a cut-off
with support inside (1, M).

o« (2) ]

which is by no mean small.

2 =
~ Ca/ C2od¢ ~ Ce 2o p2ott
L2 1
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Couches limites fluides et équations elliptiques dégénérées
Abstract

This thesis is devoted to the mathematical analysis of several boundary layer models in fluid dynamics.
The starting point of our study is the Proudman problem, which describes the behavior of an incom-
pressible highly rotating fluid between two spheres. In the low Rossby and low Ekman number limit,
multiple nested boundary layers appear. They had been described, at a formal level, in previous works.
The goal of the first part of this manuscript is to study rigorously several of them (in particular the
equatorial Ekman layer) and to propose strategies of proof to justify the complete asymptotic expansion.
In a second part we consider an MHD model, within which shear layers take place. They bear a strong
resemblance to the boundary layers studied in the first part.

Eventually, the last part is dedicated to a stationary Burgers equation with transverse viscosity, for
which we construct sign-changing solutions. Our long term goal is to construct solutions of the Prandtl
system with a recirculation bubble, for which the present system play the role of a toy-model.
Remarkably, several of the systems studied in the present manuscript belong to the class of degenerate
elliptic equations.

Keywords: boundary layers, fluid dynamics, multiscale analysis, degenerate elliptic equations, magne-
tohydrodynamics

Résumé

Cette these est consacrée a I’analyse mathématique de plusieurs modeles de couches limites en mécanique
des fluides.

Le point de départ de I’étude est le probleme de Proudman qui modélise le comportement d’un fluide
incompressible en rotation rapide entre deux spheres. Dans la limite o le nombre de Rossby et le nombre
d’Ekman sont petits, de nombreuses couches limites imbriquées apparaissent, et avaient été décrites
formellement dans des travaux antérieurs. Le but de la premiere partie de cette these est d’étudier
rigoureusement plusieurs d’entre elles (en particulier la couche d’Ekman équatoriale) et de donner des
pistes pour justifier le développement asymptotique.

Dans une seconde partie on s’intéresse a un modele issu de la magnétohydrodynamique, au sein duquel
apparailt une couche de cisaillement tres similaire aux couches limites étudiées dans la premiere partie.
Enfin, en vue de construire des solutions stationnaires du systéme de Prandtl possédant des bulles de
recirculation, on étudie dans la derniére partie une équation de type Burgers stationnaire avec viscosité
transverse, pour laquelle on construit des solutions changeant de signe.

De fagon remarquable plusieurs des systemes étudiés entrent dans le cadre des équations elliptiques
dégénérées.

Mots clés : couches limites, mécanique des fluides, analyse multi-échelles, équations elliptiques dégé-
nérées, magnétohydrodynamique

JiL

Laboratoire Jacques-Louis Lions
4 place Jussieu — 75005 Paris — France
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