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Abstract
Topological Interference Management (TIM) allows studying the Degrees of Freedom (DoF)
of partially connected linear interference communication networks, where the Channel State
Information at the Transmitter (CSIT) is restricted to the topology of the network, i.e., a
knowledge of which interference links are weak and which are strong. In this thesis, we
consider TIM for infinite downlink cellular networks in the one-dimensional (1D) linear and
the two-dimensional (2D) hexagonal models. We consider uniformly distributed users in each
cellular cell, effectively creating a continuous distribution of users, aiming to study user classes
based on different interference profiles rather than on actual individual users’ positions. We
also consider the construction of the TIM network topology by analyzing different interference
thresholds. Unlike previous works, we use TIM at the user class level to find the system’s
DoF independent of the actual user position. Then, after proposing a fractional coloring
scheme that can achieve the optimal DoF solution, a trade-off between DoF and Signal to
Interference Ratio (SIR) is given. This thesis also presents a new approach to construct an
interference topology for the unicast TIM problem of multi-user wireless networks. Based on
our interference topology construction approach, we are able to evaluate the achievable rate’s
theoretical limit, in the asymptotic Signal to Noise Ratio (SNR) regime, for the underlying
wireless network and not just for its topological interference representation. This new approach
allows us to cope with the finite SNR regime and not just with the asymptotic SNR regime
with the DoF analysis. A new SNR independent interference threshold parameter is proposed
and we evaluate the achievable symmetric rates of the wireless network in both the finite
SNR regime and the asymptotic SNR regime. Then, we present outer bound solutions on the
new normalized interference threshold parameter for interference topologies with half-DoF-
feasibility, considering both an orthogonal resource allocation and Interference Alignment (IA).
These bounds specify if a given half-DoF-feasible interference topology can be, in terms of
the achievable rate, the best topology or not. Using this result, we limit the search space in
the normalized interference threshold parameter range, to find half-DoF-feasible interference
topologies having the possibility to be the best topologies in terms of the achievable rate.
Finally, this thesis considers a case study on TIM for small-scale wireless networks, in which,
we consider the TIM problem for four users wireless networks using our proposed interference
topology construction approach. Then, we apply the achievable rates analysis, proposed
under the new interference topology construction approach, for all interference topologies with
half-DoF-feasibility, through both orthogonal sharing and IA, in the TIM problem of four
users wireless networks.
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Résumé
La gestion d’interférence topologique (de l’Anglais : Topological Interference Management
- TIM) permet l’etude des degrés de liberté (de l’Anglais : Degrees of Freedom - DoF) de
réseaux sans fils soumis à l’interference partielle et dont la connaissance de l’état du canal est
limitée seulement à la topologie du réseaux, autrement dit, quels liens interférents sont faibles
et quels sont forts.

Dans ce manuscrit de thèse, nous considérons l’application de TIM pour les réseaux cellulaires
d’une dimension (1D) linéaires et les réseaux cellulaires de deux dimensions (2D) hexagonales.
Nous considérons le cas des utilisateurs uniformément distribués dans chaque cellule, ce qui
donne une distribution continue d’utilisateurs. Ceci nous permet d’étudier la performance
des classes d’utilisateurs au contraire des positions des utilisateurs individuels, comme a
été fait auparavant. Nous considérons aussi la construction de la topologie au travers de
l’analyse des seuils de l’interférence. Contrairement aux travaux existents nous utilisons TIM
au niveau des classes des utilisateurs, ce qui nous permet de trouver la performance système
en DoF indépendante de la position précise de chaque utilisateur. Ensuite, après avoir proposé
un schéma de coloration fractionnaire des graphes resultants, pouvant atteindre la solution
optimale de DoF, un compromis entre DoF et rapport signal sur interférence (de l’Anglais :
Signal to Interference Ratio - SIR) est proposé.
Cette thèse propose également une nouvelle approche pour construire une topologie d’in-

terférence pour le problème TIM unicast des réseaux sans fil multi-utilisateurs. Fondée sur
notre approche de construction de topologie d’interférence, nous pouvons évaluer la limite
théorique des taux atteignables, dans le régime rapport signal sur bruit (de l’Anglais : Signal
to Noise Ratio - SNR) asymptotique, pour le réseau sans fil sous-jacent et pas seulement pour
sa représentation topologique d’interférence. Cette nouvelle approche nous permet de traiter
le régime de SNR fini et pas seulement le régime SNR asymptotique avec l’analyse DoF. Un
nouveau paramètre liée au seuil d’interférence, indépendant du SNR, est proposé et nous
évaluons les débits symétriques réalisables du réseau sans fil, à la fois en régime SNR fini et en
régime SNR asymptotique. Ensuite, nous présentons les bornes supérieures sur ce nouveau
paramètre de seuil d’interférence normalisé pour les topologies d’interférence ayant une faisa-
bilité en demi-DoF (de l’Anglais : Half-DoF-feasible), en considérant à la fois une allocation
de ressources orthogonale et l’alignement d’interference (de l’Anglais : Interference Alignment
- IA). Ces limites spécifient si une topologie d’interférence donnée realisable en demi-DoF peut
être, en termes de taux réalisable, la meilleure topologie ou non. En utilisant ce résultat, nous
limitons l’espace de recherche dans la plage de paramètres du seuil d’interférence normalisée,
pour trouver des topologies d’interférence réalisables à demi-DoF ayant la possibilité d’être les
meilleures topologies en termes de taux réalisable.
Enfin, cette thèse considère une étude de cas sur le TIM pour les réseaux sans fil à petite

échelle, dans laquelle, nous considérons le problème TIM pour les réseaux à quatre utilisateurs
en employant notre approche de construction de topologie d’interférence proposée. Ensuite,
nous appliquons l’analyse des débits réalisables, proposée dans le cadre de la nouvelle approche

ix
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de construction de topologie d’interférence, pour toutes les topologies d’interférence réalisables
à demi-DoF, à la fois par partage orthogonal et IA, dans le problème TIM de réseaux sans fil
à quatre utilisateurs.
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Introduction

In spite of all recent advancements concerning wireless communications systems, interference
remains one of the most critical “Achilles heels” of multi-user wireless systems, a problem that
naturally arises due to the broadcast nature of radio transmissions. Traditionally, interference
has been dealt with the orthogonalization of resources, essentially avoiding interference [2].
However, the strict structure in the partition of resources is known to provide lackluster
performance in many situations. Facing the problem of interference has become all the more
important nowadays due to the need to extract more and more capacity out of an ever-shrinking
pool of spectral resources.
Dealing with interference usually requires some sort of coordination between transmitting

nodes to minimize its impact on the overall system performance. Such coordination usually
comes in the form of resource management, finding orthogonal resources that can be assigned
to different nodes, thus avoiding interference. Other traditional interference management
techniques such as IA [3] and interference cancellation [4] have been investigated before based
on the assumption of having a perfect knowledge of critical information at the transmitters,
i.e., CSIT. These techniques, such as IA [5, 6] for dealing with interference rely on CSIT or
Channel State Information at the Receiver (CSIR), cooperation between transmitters and
receivers, and other complicated signaling techniques. While such techniques perform very
well in controlled settings, they have proven complicated to implement in real life systems
and are not easily scalable to large networks. The Channel State Information (CSI) is usually
not available at the transmitters, rendering the assumption of perfect knowledge for the CSIT
unrealistic. In this sense, more realistic interference management schemes have been explored
based on partial CSIT [7], [8].
In [1], Jafar pioneered a very interesting technique called TIM that has the benefit of

reducing the CSIT requirement to a simple interference topology information. Such information
represents only a distinction between weak and significant interference channels [1]. TIM is a
clever way of understanding the impact of interference in large wireless systems, where channel
knowledge is not needed beyond the topology of the interference links. This technique TIM,
bases its analysis on a classification of the interference links into relevant or non-relevant,
giving rise to a topology. Based on the topology, graph theory can be used to characterize the
underlying network with respect to its DoF. An equivalence relation between the TIM problem

1

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



1 Introduction

and the index coding problem [9, 10], is shown in [1]. Optimal solutions to both TIM and
index coding problems are shown to be achievable through IA. Solutions for different classes of
topologies for the index coding and TIM problems have been considered in [1, 11, 12, 13, 14, 15].
Defining an interference topology is crucial to perform TIM analysis. However, different

interference thresholds yield different interference topologies. As a matter of fact, even at a
given interference threshold, different classifications of interference links may be considered,
changing the interference topology accordingly. In this thesis, we will focus on defining a
unique interference topology for a wireless network at a given interference threshold. As such
some of the contributions of this thesis are as follows. First, unlike [1, 16, 12, 13], where
a discrete distribution of mobile users has been considered, we adopt a continuous uniform
distribution of mobile users, where mobile users that share the same interference profile can
be grouped into a user class. We then apply TIM at the user class level to extract DoF
information for the system independent of the actual mobile user position. This approach
is useful to characterize the average performance of the network. Second, we consider the
effect of the interference threshold on the interference topology and the DoF of the system.
By varying the interference threshold, an interesting trade-off arises: either we have a loosely
connected interference topology, hence more DoF, but at the same time a higher interference
since mobile users contend more to access the medium, or a densely connected interference
topology, hence less DoF, but at the same time a lower interference since mobile users will
choose more conservative access to the medium. In this thesis, we look for the best operating
point in terms of interference threshold.

The TIM problem has also been extended in various directions, where TIM schemes relying on
different system configurations have been investigated in [1, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26].
For a detailed overview of the TIM for wireless networks, the interested readers are referred
to [27] and the references therein. A common point of these works is that they depend heavily
on the interference topology construction model given in [1]. Therein, an interference topology
is fixed whatever power levels are used by the transmitters. While fixing the interference
topology allows for easier analysis, as developed in [1], it has an important drawback since, in
reality, the interference topology depends on the transmission power levels of all transmitters
and we will not have the same interference topology for different transmission powers. In this
thesis, we propose a new interference topology construction approach, for the TIM problem of
wireless networks, that addresses this drawback. We introduce a new finite SNR framework
that is able to control the interference topology more accurately and with more flexibility.
This new interference topology construction approach can be used more efficiently to deal
with the non-asymptotic SNR regime. Also, with this approach, we are able to cope with the
finite SNR regime and to evaluate the impact of the interference threshold used to build the
interference topology.

The remainder of this thesis unfolds as follows. Chapter 2 presents the required background
for this thesis on TIM for wireless networks. Chapter 3 considers the TIM problem for infinite
downlink cellular networks. Chapter 4 presents a new interference topology construction
approach for the TIM problem of wireless networks and presents the achievable symmetric
rates of wireless networks under TIM with the new interference topology construction approach.
Chapter 5 considers a case study on TIM, for small-scale wireless networks, with the new
interference topology construction approach. Finally, chapter 6 concludes this thesis.
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Background

In [1], Jafar pioneered a very interesting technique called TIM that has the benefit of
reducing the CSIT requirement to a simple interference topology information. Such information
represents only a distinction between significant and non-significant interference channels [1].
Consequently, an interference topology only considers the direct links as well as the significant
interference links, disregarding the non-significant interference links, which greatly simplifies
the analysis of such networks. TIM has shown to be promising in the study of the DoF of
many-node systems taking into consideration the interference through the knowledge of the
interference topology.

In this chapter, we present the TIM for wireless networks as introduced in [1]. This chapter
introduces the required background for this thesis on the TIM problem for wireless networks.
An achievability analysis in terms of information transmission rates for wireless networks,
when TIM is used, is also introduced in this chapter.

2.1 Topological Interference Management for Wireless Networks

2.1.1 Wireless Network Model

Let us start by defining the wireless network model, as follows. Consider a wireless communica-
tion network, as shown in Fig. 2.1 consisting of K Transmitters (TXs), labeled, S1, S2, . . . , SK ,
and K Receivers (RXs), labeled, D1, D2, . . . , DK .

Channel Model

The channel input-output relationships are defined as
y1(n)
y2(n)

...
yK(n)

 =


h11 h12 . . . h1K
h21 h22 . . . h2K
...

...
...

...
hK1 hK2 . . . hKK



x1(n)
x2(n)

...
xK(n)

+


z1(n)
z2(n)
...

zK(n)

 (2.1)

where, over the nth channel use, xj(n) is the transmitted symbol from message source Sj ,
j ∈ {1, 2, . . . ,K}, yi(n) is the received symbol at message destination Di, i ∈ {1, 2, . . . ,K},
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S1

S4

S3

S2 D2

D3

D4

D1

SK DK

Desired signal
Interference

W1

W2

W3

W4

WK

Figure 2.1: Wireless communication network with K users.

zi(n) is the additive noise at message destination Di, and hij is the constant channel coefficient
between message source Sj and message destination Di. All symbols belong to the field C.
We also denote gij = |hij |2, the flat fading channel gain associated to each source-destination
link. The term zi(n) is the independent and identically distributed (i.i.d.) complex circularly
symmetric additive white Gaussian noise term, with zero mean and variance N0. The channel
coefficients are supposed constant during one communication round.

Messages Transmissions and Interference

In [1], Jafar considers a very broad model, where each TX may host several queues of traffic,
referred to as messages, and each message can be desired by several RXs. In addition, each
RX may desire several messages. In the context of our study, however, we restrict the model
to unicast scenarios where each message is supposed to be desired by one and only one RX.
On the opposite side, in the downlink, each TX may have several messages to be transmitted
and therefore one TX may host several messages. In the uplink, each message is sent to a
designated TX, and therefore a RX may claim several messages. However, in this thesis, we
will consider only the downlink case, and each RX is supposed to request only one message.

Let W = {W1,W2, . . . ,WK} be the set of all messages to be transmitted in the network.
We assume that the network supports unicast transmissions, where TX Sk, k ∈ {1, 2, . . . ,K},
sends a unique message Wk to a unique RX Dk. Each message Wk has a unique message
source Sk and a unique message destination Dk. This scenario, when each message is desired
by only one message destination, is referred to as the multiple unicast setting, denoted as
K-unicast scenario [1]. Each TX Sk uses a power Pk to transmit its unique message Wk, and
each RX Dk is subject to interference from every TX Sk′ , k

′ ∈ {1, 2, . . . ,K}/{k}.
The developments in this model are also valid for a broadcast style channel where each TX

Sk aims at transmittingMk unique messages,Mk ≤ K, toMk unique RXs. Indeed, this setting
can be considered as the point-to-point one by splitting each TX Sk into Mk independent
co-located TXs. Let us consider the example in Fig. 2.2(a), representing a wireless network
made of three Base Stations (BSs) and five mobile nodes. It is abstracted in Fig. 2.2(b), where
each node on the left stands for a message source (i.e., TX) and each node on the right holds
for a message destination (i.e., RX), in which the BSs who have several messages to send are
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abstracted as independent but interfering message sources and each mobile node is abstracted
as a message destination.

Desired signal

BS 1

BS 2

BS 3
W1

W2

W3

W4

W5

(a) (b)

Desired signal
Interference

S1

S4

S3

S2 D2

D3

D4

D1

S5 D5

W1

W2

W3

W4

W5

Figure 2.2: Wireless network: (a) BS 1 sends message W1 to mobile node 1. BS 2 sends
message W2 to mobile node 2 and sends message W3 to mobile node 3. BS 3
sends message W4 to mobile node 4 and sends message W5 to mobile node 5.
Each mobile node is subject to interference from every BS that does not send a
message to it. (b) BS 1 is abstracted as message source S1. BS 2 is abstracted
as message sources S2 and S3. BS 3 is abstracted as message sources S4 and S5.
Each mobile node is abstracted as a message destination, i.e., mobile node 3 that
desires message W3 is abstracted as message destination D3.

The wireless network includes two kinds of communication links: the desired links, i.e.,
the links Sk → Dk, ∀k ∈ {1, 2, . . . ,K}, and the interference links, i.e, the links Sk′ → Dk,
∀k, k′ ∈ {1, 2, . . . ,K} and k′ 6= k.

2.1.2 Instantiation of a TIM Problem

Interference Topology

From a theoretical point of view, each TX Sk, k ∈ {1, 2, . . . ,K}, is supposed to generate
interference to all RXs Dk′ , ∀k′ ∈ {1, 2, . . . ,K} and k′ 6= k, but the interference level depends
on the transmission powers Pk and on the distance between TX Sk and RX Dk′ , or more
generally on the channel gain between Sk and Dk′ , noted gk′k.

TIM [1] bases its analysis on a classification of the interference links into significant and
weak, giving rise to an interference topology. It is commonly accepted that below a certain
level, the interference is negligible, but this is just a rough approximation of the reality as
multiple interference may accumulate and contribute to a significant increase of the background
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noise. To have a simplified but accurate interference topology, Jafar proposed two important
constraints [1]:

1. The average transmit power at each TX Sj ,

Pj := 1
N

[
N∑
n=1
|xj(n)|2

]
, (2.2)

where N is the number of channel uses, is set to ensure the following nominal interference-
free SNR for all desired links Sj → Dj , given as

gjjPj
N0

≥ γ, ∀j ∈ {1, 2, . . . ,K}, (2.3)

where γ denotes the desired SNR target for all desired links.

2. Once the transmission powers Pj are chosen, the interference level at each Di, is fixed
and given by

Ii =
K∑

j=1; j 6=i
gijPj . (2.4)

An interference topology can be determined in which for each destination Di, the
interference links set, Ii = {Sj → Di; j ∈ {1, 2, . . . ,K}, j 6= i}, is divided into two
subsets, a set of significant interference links Si and a set of weak interference links S̄i,
in which Ii = Si ∪ S̄i and Si ∩ S̄i = ∅. This decomposition is not necessarily unique as it
depends on the different possible combinations of the interference links. In [1], the set
S̄i is chosen arbitrarily such that its elements’ sum-interference verifies∑

{Sj→Di}∈S̄i

gijPj ≤ N0, (2.5)

with Si taken as the complement of S̄i.

Then, interference topology in TIM is an interference links classification that only allows
a distinction, at each destination Di, between weak interference links, i.e., the interference
links that have cumulative interference contribution at Di below the interference threshold,
and significant interference links, i.e., the interference links that have cumulative interference
contribution at Di above the interference threshold.
In TIM, the corresponding channel coefficients of the weak interference links are zero,

while the corresponding channel coefficients of the significant interference links are set to one.
This corresponds to a binarization of the original wireless network and we call it as a TIM
binarization.

Channel State Information

The following CSI assumptions are associated to TIM.

1. All TXs and RXs know the interference topology information, i.e., they know which
interference links are weak and which are significant.

6
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2. There is no CSIT beyond the interference topology information.

3. The CSIR only includes, besides the interference topology information, the knowledge
of the desired channel coefficients at each RX.

Achievable Rates

Each message W ∈ W is a random variable uniformly distributed in
¶

1, 2, . . . , 2N ·R(W )
©
,

where N is the number of channel uses considered for the transmission of the set W, and
R(W ) is the rate associated to the transmission of W . The vector R(W) represents a rate
allocation that assigns rates to all messages W ∈ W. R(W) is said to be achievable if there
exists a joint encoding/decoding policy such that the probability of error approaches 0 as N
tends to infinity.

2.2 TIM Problem for Wireless Networks

2.2.1 DoF Analysis

Remember that in TIM of a wireless network, the corresponding channel coefficients of the
weak interference links are zero, while the corresponding channel coefficients of the significant
interference links are set to one. This corresponds to a binarization of the wireless network
giving a TIM representation of the wireless network as a partially connected wireless network.

The topological interference management problem refers to the study of the DoF of partially
connected wireless communication networks with no CSIT beyond the interference topology,
i.e., a knowledge of which interference links are weak.
In the partially connected model, the SNR can be artificially increased toward infinity by

letting the transmit powers tend to infinity for all sources simultaneously, while keeping the
same interference topology. This approach is however not exact and we will discuss it in
chapter 4.
The DoF analysis can be seen as the computation of a number of resource units allocated

to each transmission, without focusing on the exact SNR, namely

Definition 1 (DoF analysis). If there exists a sequence of achievable rate allocations R(W),
such that the limit R(W )/ log(SNR) exists for all W ∈ W as SNR → +∞, then these limit
values are said to be an achievable DoF allocation:

DoF(W ) = lim
SNR→+∞

Å
R(W )

log(SNR)

ã
, ∀W ∈ W (2.6)

The joint DoF is noted as

D(W) = [DoF(W1),DoF(W2), . . . ,DoF(WK)]t, (2.7)

where (·)t denotes the vector transpose operation.

In addition, we can define the DoF region and the symmetric DoF as follows.

Definition 2 (DoF region). The closure of the set of achievable DoF allocations is called the
DoF region and denoted as D.
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Definition 3 (Symmetric DoF). The symmetric DoF value, DoFsym, is the largest DoF value
DoF0, such that the DoF allocation DoF(W ) = DoF0, ∀W ∈ W, is inside the DoF region.

The symmetric DoF is a fair and compact metric to evaluate the performance of different
resource allocations.

2.2.2 Graph Models for DoF Analysis
To aid in understanding the following graph definitions, from hereon we will base our examples
on the partially connected wireless network shown in Fig. 2.3. This partially connected wireless
network corresponds to a one possible TIM instance, i.e., TIM representation, of the initial
wireless network given in Fig. 2.2(b). This partially connected network is given through a
one possible TIM binarization of the initial wireless network, such that the weak interference
links are given as, S̄1 = {S2 → D1, S3 → D1}, S̄2 = {S4 → D2, S5 → D2}, S̄3 = {S1 → D3},
S̄4 = {S1 → D4}, and S̄5 = {S1 → D5, S2 → D5, S3 → D5}.

Desired signal

BS 1

BS 2

BS 3
W1

W2

W3

W4

W5

(a) (b)

Desired signal
Interference

S1

S4

S3

S2 D2

D3

D4

D1

S5 D5

W1

W2

W3

W4

W5

Figure 2.3: TIM instance: partially connected wireless network.

We define the graph representation for the interference topology of TIM in the unicast
settings as follows.

Definition 4 (Interference Topology Graph). Interference topology graph is an undirected
bipartite graph with K vertices on one side, each vertex representing a unique message source
Sj, and K vertices on the other side, each vertex representing a unique message destination
Di. Each message source Sj wishes to send a unique message Wj ∈ W, while each message
destination Di desires a unique message Wi ∈ W. Every edge in this graph connects a vertex
from the source side to a vertex on the destination side. Two kinds of edges are existing in this
graph: edges representing the desired links, and edges representing the significant interference
links. All other possible edges, i.e., the edges representing the weak interference links, will be
suppressed in this interference graph representation.

Fig. 2.4 represents the interference topology graph, of the considered TIM instance in our
example in Fig. 2.3, associated to 5-unicast TIM problem of the wireless network given in
Fig. 2.2(b).
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Desired signal

BS 1

BS 2

BS 3
W1

W2

W3

W4

W5

(a) (b)

Desired link edge
Significant interference link edge

S1

S4

S3

S2 D2

D3

D4

D1

S5 D5

Figure 2.4: Interference topology graph of the TIM instance in Fig. 2.3 associated to 5-unicast
TIM problem of the wireless network given in Fig. 2.2(b).

Based on the interference topology graph definition, let us define a few other useful graph
representations associated to a TIM instance:

Definition 5 (Conflict Graph). The conflict graph is an undirected graph, where each vertex
represents a unique message from the set of all messages W and an edge between the vertices
that representing the messages Wi and Wj, i 6= j, exists only if either destination Di is
corrupted by source Sj, i.e., {Sj → Di} ∈ Si, or destination Dj is corrupted by source Si, i.e.,
{Si → Dj} ∈ Sj.

The conflict graph is the most classical graph representation of an interference network and
the edges stand for constraints on resource allocation. Typically, for an orthogonal resource
allocation, this problem is a graph coloring problem.

Definition 6 (Alignment Graph). The alignment graph is an undirected graph, where each
vertex represents a unique message from the set of all messages W and an edge between
the vertices that representing the messages Wi and Wj, i 6= j, exists only if there exists a
destination Dk, k 6= i and k 6= j, which is simultaneously corrupted by sources Si and Sj, i.e.,
{Si → Dk} ∈ Sk and {Sj → Dk} ∈ Sk.

The alignment graph is used for interference alignment based non-orthogonal resource
allocation, where the objective is to try to group all interference at a RX in a reduced subspace.
The alignment graph and the conflict graph for the interference topology of Fig. 2.4 are shown
in Fig. 2.5(a) and Fig. 2.5(b) respectively. In this example, the black edge between message
nodes W4 and W5, in the alignment graph, comes from the fact that {S4 → D3} ∈ S3 and
{S5 → D3} ∈ S3. (and also {S4 → D1} ∈ S1 and {S5 → D1} ∈ S1). Message node W1 is
connected by a red edge to message node W2, in the conflict graph, because {S1 → D2} ∈ S2.
Based on these graphs, two additional definitions follow:

Definition 7 (Alignment Set). Each set of messages that correspond to vertices of a connected
component of the alignment graph is called an alignment set.
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Figure 2.5: (a) Alignment graph and (b) conflict graph for the interference topology of Fig. 2.4.

Definition 8 (Internal Conflict). The existence of a conflict edge in the conflict graph between
two vertices representing two messages belonging to the same alignment set is called an internal
conflict.

Such definition points out a bottleneck in the resource allocation procedure. Indeed,
while the signals associated in an alignment set should be aligned (restricted to the same
subspace), the internal conflict calls for the opposite. In Fig. 2.5(a) we have one alignment set
{W1,W2,W3,W4,W5} and all the conflict edges in Fig. 2.5(b) are internal conflicts. Exploiting
the theorems presented in the following sections, we will see that the maximal symmetric DoF
of this instance is 1/3.
Let us take another example from the same TIM instance of Fig. 2.3. For instance, let us

assume that each BS in Fig. 2.2(a) is able to cancel the interference between its own messages
(e.g. thanks to Successive Interference Cancellation (SIC) or beamforming), which means that
the significants interference links S2 → D3, S3 → D2, S4 → D5, and S5 → D4, in Fig. 2.3,
become weak interference links in this new model. Fig. 2.6 represents the interference topology
graph of this model. The alignment graph and the conflict graph for the interference topology
of Fig. 2.6 are shown in Fig. 2.7(a) and Fig. 2.7(b) respectively. In Fig. 2.7(a) we have three
alignment sets {W1}, {W2,W3}, {W4,W5}, and from Fig. 2.7(b) there are no internal conflicts.

In these two examples, the symmetric DoF is 1/3 in the first case, and is 1/2 in the second
case. The theorems used to get these symmetric DoF values will be presented in the next
sections. Note that the symmetric DoF of 1/2 is not achievable with orthogonal resource
sharing.

Definition 9 (Conflict Distance). The conflict distance is defined for two vertices, in the
alignment graph, representing two messages belonging to the same alignment set and having a
conflict edge in the conflict graph between them, as the minimum number of alignment graph
edges that need to be traversed to go from one vertex to the other. The minimum conflict
distance of all conflict distances in the alignment graph is denoted as ∆.

Another useful graph that can be used in TIM is the demand graph, defined as follows:

Definition 10 (Demand Graph). For a K-unicast TIM problem, the demand graph is a
directed bipartite graph with K vertices on one side, each vertex representing a unique message
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Figure 2.6: Interference topology graph associated to 5-unicast TIM problem of the wireless
network given in Fig. 2.2(b), where each BS in Fig. 2.2(a) is able to cancel the
interference between its own messages.
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Figure 2.7: (a) Alignment graph and (b) conflict graph for the interference topology of Fig. 2.6.

source Sj, and K vertices on the other side, each vertex representing a unique message
destination Di. Each message source Sj wishes to send a unique message Wj ∈ W, while each
message destination Di desires a unique message Wi ∈ W. Two kinds of directed edges are
existing in this graph: directed edges, from the source side to the destination side, representing
the desired links, i.e., the links Sk → Dk, ∀k ∈ {1, 2, . . . ,K}, and ∀i ∈ {1, 2, . . . ,K}, ∀j ∈
{1, 2, . . . ,K}, a directed edge from Di to Sj only when {Sj → Di} ∈ S̄i.

The demand graph for the interference topology of Fig. 2.4 is shown in Fig. 2.8. We may
notice that an arrow in the demand graph represents either a transmission from a TX to a
RX or an authorization to transmit simultaneously, i.e., a RX indicates to a TX that it does
not suffer from its interference.

Definition 11 (Acyclic Demand Graph [1]). A demand graph is acyclic if it is not possible to

11

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



2 Background

S1

S4

S3

S2 D2

D3

D4

D1

S5 D5

W1

W2

W3

W4

W5

Figure 2.8: The demand graph for the interference topology of Fig. 2.4.

return to any starting point (vertex) while traversing a sequence of directed edges, respecting
the direction of the edges.

2.2.3 Resource Allocation Strategies

A strict equivalence relationship between the TIM problem and the Index Coding (IC)
problem [9, 10], is established in detail in [1], with linear coding. Linear codes are well adapted
for TIM. However, there are two important differences in the interpretation.

In TIM problems the linear codes are in C, while they are on a finite field for IC problems.
Therefore, for IC linear codes, the constraint is to work on a sufficiently large field to be able
to generate a sufficient number of pairwise linearly independent vectors. With this constraint
fulfilled, we know a solution exists. However, the number of pairwise linearly independent
vectors may be infinite in a space of size 2, but the resulting SNR (a notion that does not
exist in IC), degrades when the number of vectors increases.

Basically, in IC problems, if a linear coding strategy is found, the exact capacity is known.
But in TIM problems, a linear coding using non-orthogonal vectors degrades the Signal to
Interference Plus Noise Ratio (SINR) which is guaranteed only if an orthogonal resource
allocation is performed.
Therefore, the choice follows: either the resource allocation is restricted to an orthogonal

allocation strategy and the target SINR is granted at the price of a limited DoF region, or
a linear coding strategy is used allowing to increase the DoF region, at the price of reduced
individual SINRs.

Linear Coding

Linear coding associated to IC or TIM may be considered as a way to increase the DoF in the
analysis. Let us consider a transmission over Nt time slots. Note that a necessary condition is
that all channel gains remain constant over these slots.

Definition 12 (Linear Coding for TIM). A linear coding scheme for the TIM problem, is
defined by the following elements:
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1. For each message Wk ∈ W, k ∈ {1, 2, . . . ,K}, define a code-length Lk, which determines
the number of symbols sent simultaneously during the Nt slots. The input vector for this
message is Xk = [x1(Wk), x2(Wk), . . . , xLk

(Wk)]t.

2. For each message, Wk ∈ W, define a precoding matrix Vk ∈ CNt×Lk .

3. For each message destination Dk that desires message Wk, define a RX combining matrix
Uk ∈ CLk×Nt.

These matrices verify the following properties:

• Property 1: det (Uk ·Vk) 6= 0;∀k ∈ {1, 2, . . . ,K}.

• Property 2: Uk ·Vk′ = 0;∀k, k′ ∈ {1, 2, . . . ,K} and k′ 6= k.

The first property ensures that RX Dk will be able to decode the message Wk from its
observation, and the second cancels all interference. Indeed the message Wk is sent on the
channel through Vk ·Xk, and Dk who wants to decode the message Wk receives

Yk = hkk ·Vk ·Xk +

Ñ ∑
{Sk′→Dk}∈Sk

hkk′ ·Vk′ ·Xk′

é
+ Zk,

and computes

Ỹk = Uk ·Yk

= hkk ·Uk ·Vk ·Xk + Uk · Zk,
(2.8)

where the second line comes from properties 1 and 2. The direct inversion of Uk ·Vk provides
the zero-forcing receiver.
Some important comments can be drawn:

1. Linear codes maybe not optimal. For instance, it is known that the capacity region of
interference channels may be increased by using superposition coding techniques. In
the framework of TIM, that would consist in implementing interference cancellation
techniques at the RXs to remove potentially high interference. However, to do so, a RX
would need to know the values of the interference channels which would require more
signaling and more feedback. Therefore, working with linear codes may be sufficient for
low feedback mechanisms.

2. With IC, the linear coding is performed on finite fields and the existence of such code
relies on the size of the field. For TIM, the coding is performed on complex values,
and the size is infinite, and therefore does not suffer from a limit. However, the limit
comes from the noise, since solving (2.8) with a zero-forcing may lead to a strong SNR
reduction. The noise term in (2.8) doesn’t hold in IC problems, but maybe highly
significant in TIM problems.

3. The optimization of linear codes relies on finding optimal coding and decoding matrices,
including their size and their eigenvectors.
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Interference Alignment Strategy

IA is the most straightforward application of linear coding. IA involves two objectives.
Consider a RX, in a TIM instance, suffering from interference from several TXs, i.e., from

TXs where the interference links between these TXs and the RX are significant interference
links. If under a linear coding strategy in dimension n, a scheduler can concentrate the
interference of this RX in a subspace n′ as small as possible, then the remaining space of
dimension n−n′ is available for interference-free transmissions for this RX. The complementary
objective is thus to push the useful signal of this RX in the complementary space of size n−n′.
The global optimization of an IA strategy, therefore, relies on manipulating alignment

and orthogonalization strategies. Such optimization may exploit the conflict graph and the
alignment graph. IA as a linear coding strategy for TIM is described in detail in [1].

Orthogonal Scheduling

The transmission strategy, orthogonal scheduling, is a specific case of linear coding. To have
an orthogonal sharing technique, it is sufficient to use only orthogonal vectors in linear coding.

An orthogonal scheduling strategy corresponds to an orthogonal transmission scheme such
as Time Division Multiple Access (TDMA) (or any other orthogonal transmission strategy),
where time is divided into slots (or channel uses). In each slot, a subset of messagesWo ⊂ W is
scheduled for transmission simultaneously only if these messages are not mutually interfering,
i.e., only if there are no conflict edges in the conflict graph between all vertices that are
representing the messages in Wo. This is necessary to avoid interference. Such an approach is
nothing but a classical graph coloring problem on the conflict graph.
To maximize the sum-DoF, it is sufficient to find the largest independent set of vertices

in the conflict graph. The size of this set is called the independence number of the conflict
graph and it is the maximal sum-DoF. To maximize the symmetric DoF, we need to solve the
graph coloring problem with the minimum number of colors. Each color represents a time slot.
If a strategy uses ns colors, then the DoF per transmitted message is 1/ns. If each message
is allowed to transmit only in one slot, the strategy is a pure orthogonal scheduling scheme.
If some messages are allowed to transmit in several slots, the strategy is called a fractional
orthogonal scheduling scheme [28]. The example in Fig. 2.9(a) shows the benefits of fractional
schemes. In Fig. 2.9(a), a symmetric DoF of 1/3 can be achieved by successively serving
orthogonal subsets of messages such as {W1,W3}, {W2,W4}, {W5}, and we can’t achieve a
symmetric DoF higher than 1/3 using pure orthogonal scheduling. However, by fractional
orthogonal scheduling: {W1,W3}, {W3,W5}, {W5,W2}, {W2,W4}, {W4,W1} (note that each
message belongs to two subsets), we can achieve a symmetric DoF of 2/5 per message.

2.3 Known DoF Results from TIM and IC

IA [3] has been considered as a linear interference management technique achieving the optimal
DoFs in many scenarios. But besides its DoF optimality, its practical implementation remains
hampered by the costs of obtaining the required CSI [29]. This provided many research efforts
to reduce the CSI costs for IA, for example, IA with delayed CSI [30] and alternating CSI [31].
Although these works have been considered to reduce the CSI costs, however, these works did
not provide clear results to improve the practical implementation.
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Figure 2.9: (a) Five-unicast TIM problem and (b) its conflict graph [1].

As stated before, TIM [1] has been emerged as a promising tool for interference management
in the multi-user interference networks. TIM is an interference management solution where the
knowledge of the interference channel information is only about the interference topology of
the network. Specifically, the CSI assumption that is associated to TIM is that the CSIT only
includes the interference topology information, i.e., the knowledge of which interference channels
are weak and which are significant, and there is no CSIT beyond the interference topology
information, and the CSIR only includes, besides the interference topology information, the
knowledge of the desired channel coefficients at each RX. Based on the practical applicability of
the CSI assumption in TIM, the TIM problem has received considerable attention and has been
studied in different scenarios, e.g., the fast fading scenarios [32, 33], and TX cooperation [21].

By considering the existing results from IC problems, and based on the relationship, between
the TIM problem and the IC problem, that has been considered in [1], Jafar in [1] was presented
capacity and DoF analysis for the TIM problem of wireless networks. Since the IC problem is
an open problem, then the existing results are only representing some special cases. Thus, in
the TIM problem for wireless networks, the optimal DoF solution is still unknown for general
interference topologies.

In this section, we summarize the main results obtained from the literature. For a detailed
overview of the TIM for wireless networks, the interested readers are referred to [1, 27] and
the references therein.

2.3.1 Half-DoF-Feasible Networks

The first kind of result concerns a specific family of interference topologies, for which a
symmetric DoF of 0.5 per message W ∈ W is achievable. Namely, each message W ∈ W
can achieve a DoF value of 0.5, whatever the number of messages K. The objective is to
characterize at which conditions, a network can reach this performance.

Theorem 1 ([1]). The necessary and sufficient condition in a TIM problem to achieve
symmetric DoF of 0.5 per message W ∈ W is that the corresponding TIM instance has no
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internal conflict. (see Def. 8).

A TIM instance is called "half-DoF-feasible" if there are no internal conflicts, and "half-DoF-
unfeasible" otherwise.

If a TIM instance has no internal conflict, then each message W ∈ W can achieve a DoF
value of 0.5. This is one of the most favorable situations. The TIM instances who verify
this property have the property of half-DoF-feasibility. Jafar [1] further proved that in this
situation, for every K-unicast TIM problem, a fractional orthogonal scheduling scheme can
achieve at least the symmetric DoF of 0.25 per message W ∈ W. Therefore, for this class of
networks, the best improvement of any complex resource allocation scheme, over fractional
orthogonal scheduling schemes is no more than a factor of 2. The price for simplicity (using
an orthogonal allocation) is a performance loss of 50%. Jafar further proved that we cannot
guarantee a lower price.

2.3.2 1/K Optimal Symmetric DoF for K-Unicast TIM Problems

This section considers the case when the maximum achievable DoF per message W ∈ W is no
more than the DoF that can be reached with a pure orthogonal scheduling scheme TDMA.

Theorem 2 ([1]). The necessary and sufficient condition for a K-unicast TIM problem to
have symmetric DoF of 1/K per message W ∈ W is that its demand graph is acyclic. (see
Def. 11).

When a K-unicast TIM problem has an acyclic demand graph, then the maximal symmetric
DoF per message W ∈ W is 1/K, with no marge for improvement. This corresponds to a very
pessimistic case, where the demand graph is rather weakly connected.

Using the property of the acyclic demand graph, Theorem.2 can be relaxed, by considering
a subset of messages, to consider the K-unicast TIM problems where the symmetric DoF is
more than 1/K, as shown in the following theorem. First, let us consider the definition of an
acyclic subset of messages as follows.

Definition 13 (Acyclic Subset of Messages[1]). Consider a K-unicast TIM problem of the set
of messages W. A subset of messages Wa ∈ W is said to be acyclic if and only if the demand
graph of the |Wa|-unicast TIM problem, that obtained from the K-unicast TIM problem by
eliminating each message W /∈ Wa, is an acyclic demand graph.

Theorem 3 ([34]). The symmetric DoF of a TIM problem is bounded as follows

DoFsym ≤
1
Ψ , (2.9)

where Ψ is the maximum cardinality of an acyclic subset of messages.

2.3.3 Half-DoF-Unfeasible Networks

Due to the property of half-DoF-feasible networks, it is clear that half-DoF-unfeasible networks
have internal conflicts. Recall that an internal conflict is an existence of a conflict edge in
the conflict graph between two vertices representing two messages belonging to the same
alignment set. Using IA strategy, messages in the same alignment set should be aligned as
much as possible, but conflicting messages, i.e., messages that have a conflict edge between
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their vertices in the conflict graph, cannot be aligned. Then, the following theorem, obtained
by Jafar [1], presents an outer bound on the symmetric DoF for half-DoF-unfeasible TIM
problems.

Theorem 4 ([1]). For half-DoF-unfeasible K-unicast TIM problems, the symmetric DoF is
bounded above as:

DoFsym ≤
∆

2∆ + 1 , (2.10)

where ∆ is the minimum internal conflict distance (see Def.9).

The symmetric DoF for half-DoF-unfeasible TIM problems where each alignment set has
either no cycles or no forks has been specified in [1] by the following theorem. First, let us
define the cycle and the fork as follows.

Definition 14 (Cycle [35]). In a graph, a cycle is a set of vertices and edges that form a
closed loop.

Definition 15 (Fork [1]). In a graph, a fork is a vertex that is connected by three or more
edges.

Theorem 5 ([1]). A sufficient condition for a half-DoF-unfeasible K-unicast TIM problem to

have a symmetric DoF of min ( ∆
2∆ + 1 ,

1
Ψ), where ∆ is the minimum internal conflict distance

and Ψ is the maximum cardinality of an acyclic subset of messages, is that in the corresponding
TIM instance each alignment set has either no cycles or no forks.

Remark 1. Consider a TIM instance with a constraint such that there are either no cycles
or no forks in each alignment set, then this TIM instance is restricted such that there can be
no more than three interferers at any RX (i.e., there can be no more than three significant
interference links for any RX). The four or more interferers at any RX (i.e., the four or more
significant interference links for any RX) will form an alignment graph that will have both
cycles and forks.

The symmetric DoF solution for half-DoF-unfeasible TIM problems, where each RX has no
more than two interferers (i.e., there are no more than two significant interference links for
any RX), and there are fewer than 6 alignment edges in each alignment set, is presented in
the following theorem [36].

Theorem 6 ([36]). A sufficient condition for a half-DoF-unfeasible K-unicast TIM problem

to have a symmetric DoF of ∆
2∆ + 1 , where ∆ is the minimum internal conflict distance, is

that in the corresponding TIM instance each message destination is interfered by at most
two messages (i.e., there are no more than two significant interference links for any message
destination) and each alignment set contains fewer than or equal to 6 alignment edges.

The symmetric DoF for half-DoF-unfeasible TIM problems where each alignment set has
either no cycles or no forks, has been characterized in [1]. In [36], the symmetric DoF charac-
terization has been considered for an expanded class of half-DoF-unfeasible TIM problems
where alignment sets allowed to contain both cycles and forks.
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Theorem 7 ([36]). A sufficient condition for a half-DoF-unfeasible K-unicast TIM problem

to have a symmetric DoF of ∆
2∆ + 1 , where ∆ is the minimum internal conflict distance, is

that in the corresponding TIM instance each message destination is interfered by at most
two messages (i.e., there are no more than two significant interference links for any message
destination) and each alignment set has no overlapping cycles, i.e., no two cycles share an
alignment edge in the alignment graph.

2.3.4 Algorithmic Approaches for TIM Problem

The optimal DoF solution, from the information theoretic perspective, in the TIM problem for
wireless networks is still unknown for the general interference topologies, while the existing DoF
solutions are only representing some special cases. Thus, for general interference topologies
and away from the information theoretic perspective, many algorithmic approaches have been
considered to evaluate the achievable DoFs in the TIM problem for wireless networks. These
algorithmic approaches aim to maximize the achievable DoFs in the TIM problem using linear
interference management schemes.
Based on the low-complexity and the DoF optimality, from the information theoretic

perspective, of the linear interference management schemes in many scenarios [1, 3], another
formulation for TIM problem has been considered by recasting the original TIM problem as a
Low Rank Matrix Completion (LRMC) problem [37]. The LRMC problem is an optimization
problem aiming to maximize the achievable DoFs in the TIM problem based on the linear
schemes [1]. But, the resulting LRMC problem is NP-hard. Thus, some algorithmic approaches
have been proposed to tackle this NP-hard problem [17, 38, 39, 40, 41, 42]. An algorithmic
approach has been proposed to solve the TIM problem for wireless networks with symmetric
DoFs [17, 39]. The results on the symmetric DoF case for each user [17, 39] have been extended
to any achievable DoF region in [40].

2.3.5 DoF Optimality of Fractional Coloring in TIM

In this section, we will present the sufficient condition, that has been introduced in [35], for an
orthogonal access scheme such as fractional coloring to achieves the DoF region of the TIM
problem. Let us first present some key definitions and remarks pertaining to the sufficient
condition.

Definition 16 (Fractional Coloring). Fractional coloring corresponds to an orthogonal trans-
mission scheme such as TDMA, where time is divided into slots. In each slot, a subset of
messages Wo ⊂ W is scheduled for simultaneous transmission only if these messages are not
mutually interfering, i.e., only if there are no conflict edges in the conflict graph between all
vertices that are representing the messages in Wo.

Definition 17 (Long Cycle [35]). In a graph, a cycle is a set of vertices and edges that form
a closed loop. The number of vertices in a cycle represents the length of this cycle. A long
cycle is a cycle of length 6 or more.

Definition 18 (Chord [35]). In a graph, the edge that connects two non-adjacent vertices of
a cycle is called a chord.

Remark 2. In a graph, two vertices are adjacent if there is an edge between them.
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Definition 19 (Chordal Bipartite Network [35]). A TIM instance is chordal bipartite if each
long cycle in the interference topology graph of the TIM instance contains at least one chord.

Remark 3 ([35]). The interference topology graph cannot contain odd-length cycles because it
is a bipartite graph. The interference topology graph cannot contain length-2 cycles because
it is a simple graph, i.e., there are no multiple edges. A length-4 cycle in the interference
topology graph cannot contain a chord because in the interference topology graph the vertices
that are representing the message sources can never be connected by edges and the vertices
that are representing the message destinations can never be connected by edges.

Definition 20 (Set of Cliques of Conflict Graph (Q) [35]). A set of vertices, in the conflict
graph, such that any two vertices in this set are adjacent is called a clique Q of the conflict
graph. We denote by Q to the set of all cliques of the conflict graph.

The following theorem presents the sufficient condition, that has been introduced in [35],
for fractional coloring to achieves the DoF region of the TIM problem.

Theorem 8 ([35]). Fractional coloring achieves the DoF region of a TIM problem if the TIM
instance is chordal bipartite. For chordal bipartite TIM instance, the DoF region of the TIM
problem is characterized through the conflict graph, as follows:

∀Q ∈ Q,
∑
vW∈Q

DoF(W ) ≤ 1, (2.11)

where vW is a vertex in the conflict graph representing a message W ∈ W, Q is a clique of
the conflict graph, and Q is the set of all cliques of the conflict graph.

2.4 Achievable Rates under TIM
Consider any possible K-unicast TIM instance of the initial wireless network as introduced in
Section 2.1. Based on graph analysis, we can determine some achievable joint DoF allocation
D(W) inside the DoF region D of the TIM problem, where the achievable joint DoF allocation
D(W) is noted as

D(W) = [DoF(W1),DoF(W2), . . . ,DoF(WK)]t, (2.12)

and DoF(Wk), k ∈ {1, 2, . . . ,K}, is an achievable DoF allocation, per message Wk, inside
the DoF region D of the TIM problem. However, depending on the used resource allocation
scheme, the achievable rates can be evaluated.
In the case of an orthogonal resource allocation, each RX is granted to get no interference

from the significant interference sources (i.e., message sources that have significant interference
links with the RX) identified in the considered TIM instance. Then, for this TIM instance,
the collective interference at RX Di, ∀i ∈ {1, 2, . . . ,K}, from the weak interference links in
S̄i, is upper bounded by N0 as in (2.5), and the orthogonal resource allocation process will
guarantee a lower bound on the effective SINR at each RX Di, given as

ξi ≥
γ

2 , ∀i ∈ {1, 2, . . . ,K}. (2.13)

In this case, if an achievable joint DoF allocation D(W), through an orthogonal resource
allocation, is feasible inside the DoF region D, then a vector of achievable rates R exists, such
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that
R = D(W) · log2

(
1 + γ

2

)
. (2.14)

According to [1], linear coding allows to increase the DoF by using non-orthogonal linear
vectors, but in turns result in a degraded SINR due to the non-orthogonal linear coding
penalty factor. This penalty comes from the fact that the receiver has to project the received
signal in the interference-free subspace [3]. Therefore, in the general case, when linear coding
resource allocation is used, a non-orthogonality penalty factor will come in the expression
(2.13), and thus the linear coding resource allocation process will guarantee a lower bound on
the effective SINR at each RX Di, given as

ξi ≥ α ·
γ

2 , ∀i ∈ {1, 2, . . . ,K}, (2.15)

where α is the non-orthogonal linear coding penalty factor. Typically, α = 1 when an
orthogonal resource allocation is used, while 0 < α < 1 when non-orthogonal linear coding is
used [1].
Therefore, in the general case, when linear coding resource allocation is used, we can

characterize an achievable rate region for the TIM problem, as follows

R ⊃
⋃

D(W)∈D

[
D(W) · log2

(
1 + αD(W) ·

γ

2

)]
, (2.16)

where the joint DoF D(W) is an achievable DoF allocation inside the DoF region D of the
TIM problem, and αD(W) is the loss factor imposed by non-orthogonal transmission schemes
that leads to the achievable DoF solution D(W) in the TIM problem. Typically, αD(W) = 1
when an orthogonal resource allocation is used, while 0 < αD(W) < 1 when non-orthogonal
linear coding is used [1].
For a TIM problem, we can characterize an achievable symmetric rate per message, i.e., a

rate Rsym that can be achieved by each message Wk ∈ W through linear coding, as follows

Rsym = DoFsym · log2

(
1 + α · γ2

)
, (2.17)

where DoFsym is the symmetric DoF per message, i.e., the maximal DoF that can be achieved
by each message Wk ∈ W in the TIM problem through linear coding, and α is the non-
orthogonal linear coding penalty factor that leads to the symmetric DoF solution DoFsym in
the TIM problem.

2.5 Conclusion

This chapter reviewed the TIM for wireless networks as introduced in [1]. This chapter
introduced the required background for this thesis on the TIM problem for wireless networks.
An achievability analysis in terms of information transmission rates for wireless networks,
when TIM as considered in [1] is used, is also introduced in this chapter. The remainder of
this thesis is divided as follows. Chapter 3 considers the TIM problem for downlink cellular
networks. In this chapter, we present the TIM problem for infinite downlink cellular networks
when the mobile users are considered to be located at the boundaries between the adjacent
cells where the interference is the most severe. Also in this chapter, we present the TIM
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problem for the infinite 1D (linear) and the infinite 2D (hexagonal) downlink cellular networks
when a continuous uniform distribution of mobile users is adopted. Chapter 4 presents a new
approach to construct an interference topology for the unicast TIM problem of multi-user
wireless networks. Based on this interference topology construction approach, we are able
to evaluate the achievable rate’s theoretical limit, in the asymptotic SNR regime, for the
underlying wireless network and not just for its topological interference representation. This
new approach allows us to cope with the finite SNR regime and not just with the asymptotic
SNR regime with the DoF analysis. In this chapter, we evaluate the achievable symmetric
rates of the wireless network in both the finite SNR regime and the asymptotic SNR regime.
Chapter 5 considers a case study on TIM for small-scale wireless networks, in which in this
chapter we apply the proposed achievable rates analysis in chapter 4 for all interference
topologies with half-DoF-feasibility in the TIM problem of four users wireless network. Finally,
chapter 6 concludes this thesis.
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TIM for Cellular

Networks
The analysis of cellular networks through TIM has been the subject of recent works. TIM

itself as a technique has been introduced in [1], where the foundations of graph analysis for
topological networks have been laid out. TIM analysis for simple cellular network structures
(linear, square, and hexagonal), with mobile users located in the border of the cells, and
with interference topology such that the significant interference is considered to be only the
interference from the base station in the closest immediately adjacent cell, has been addressed
in [1]. In this chapter, we consider the TIM analysis for linear cellular networks, with mobile
users located in the border of the cells, and with multi-layer interference topology such that the
significant interference can be considered from base stations in cells beyond the immediately
adjacent cells. The TIM analysis for hexagonal cellular networks in [1] has been extended
in [16] by considering asymmetrical mobile user positioning along the border of the cell.
The work in [12] shows that, in TIM, an orthogonal resource allocation scheme achieves the
sum-DoF for linear (i.e., 1D) convex cellular networks. This work has been later generalized
in [13], where 1D and 2D cellular networks have been studied through TIM, in which it has
been shown that, if the resulting TIM cellular network is chordal bipartite, then an orthogonal
resource sharing scheme based on fractional coloring is sufficient to achieve optimal DoF
performance. This work also has been shown that 1D convex cellular networks are chordal
bipartite.
Defining an interference topology is crucial to perform TIM analysis. However, different

interference thresholds yield different interference topologies. As a matter of fact, even at a
given interference threshold, different classifications of interference links may be considered,
changing the interference topology accordingly. In this chapter, we will focus on defining
a unique interference topology for a wireless network at a given interference threshold. As
such the contributions of this chapter are as follows. First, unlike [1, 16, 12, 13], where a
discrete distribution of mobile users has been considered, we adopt a continuous uniform
distribution of mobile users, where mobile users that share the same interference profile can
be grouped into a user class. We then apply TIM at the user class level to extract DoF
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3 TIM for Cellular Networks

information for the system independent of the actual mobile user position. This approach
is useful to characterize the average performance of the network. Second, we consider the
effect of the interference threshold on the interference topology and the DoF of the system.
By varying the interference threshold, an interesting trade-off arises: either we have a loosely
connected interference topology, hence more DoF, but at the same time a higher interference
since mobile users contend more to access the medium, or a densely connected interference
topology, hence less DoF, but at the same time a lower interference since mobile users will
choose more conservative access to the medium. In this chapter, we look for the best operating
point in terms of interference threshold.
This chapter considers the TIM problem for downlink cellular networks. In section 3.1,

we present the TIM problem for infinite downlink cellular networks, considered in [1], in
which mobile users are considered to be located at the boundaries between the adjacent cells
where the interference is the most severe, and only interference from the base station in the
closest immediately adjacent cell is considered to be significant interference. In section 3.2, we
extend the infinite 1D (linear) downlink cellular network model in section 3.1, by considering
multi-layer interference topology where the significant interference can be considered from
base stations in cells beyond the immediately adjacent cells. Then, we present the TIM
problem for the infinite 1D (linear) downlink cellular networks with multi-layer interference
topology. Section 3.3 and section 3.4 present the TIM problem for the infinite 1D (linear)
and the infinite 2D (hexagonal) downlink cellular networks, respectively, when a continuous
uniform distribution of mobile users is adopted. In these two sections, for the 1D and
the 2D downlink cellular networks, the different interference topologies and their link to the
interference threshold parameter are presented, and we provide the corresponding DoF analysis
and SIR analysis as well as the results of DoF-SIR tradeoff study.

3.1 Single-Layer Interference Topology
This section considers the TIM problem for two downlink cellular network models: infinite 1D
(linear) and infinite 2D (hexagonal) models, as introduced in [1], with mobile users located in
the border of the cells, and with single-layer interference topology, i.e., with an interference
topology such that the significant interference is considered to be only the interference from
the base station in the closest immediately adjacent cell.

3.1.1 Linear Cellular Network
This section presents the TIM problem for infinite 1D (linear) downlink cellular network,
as introduced in [1]. The infinite 1D (linear) cellular network model, is considered as in [1]
and shown in Fig. 3.1, and it is formed as an infinite linear cellular array such that the cells
are placed uniformly along a straight line and are locally connected. The mobile users are
considered to be located at the boundaries between the adjacent cells where the interference
is the most severe. The TIM problem is considered with single-layer interference topology,
i.e., with an interference topology such that the significant interference is considered to be
only the interference from the base station in the closest immediately adjacent cell. As shown
in Fig. 3.1, each cell has a single base station located at the center of the cell. In this linear
cellular model, each cell has two adjacent cells, and each cell shares its boundaries with its
adjacent cells. Two mobile users are considered in each cell, such that one mobile user is
located at each cell boundary. Each base station is connected to the mobile users only in its
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3.1 Single-Layer Interference Topology

Figure 3.1: Infinite 1D (linear) downlink cellular network [1].

own cell by desired transmission links, i.e., each base station transmits a unique message to
every mobile user located in its own cell at the cell boundaries, and single-layer interference
topology is considered, i.e., each base station is connected by significant interference links to
the mobile users only in the immediately adjacent cells that are located at its cell boundaries.
A conventional frequency reuse scheme, shown in Fig. 3.2(a), is used as an orthogonal

sharing TIM scheme for the TIM problem of the infinite 1D (linear) downlink cellular network
shown in Fig. 3.1. The conventional frequency reuse scheme in Fig. 3.2(a) shows that different
spectral bands (referred by two different colors: white and grey) are assigned to cells that
share a common cell edge. Thus, using the conventional frequency reuse scheme, each cell
achieves 1/2 DoF (i.e., 1/4 DoF per mobile user) and all significant interference is eliminated.

Figure 3.2: Infinite linear cellular model. (a) Conventional frequency reuse [1]. (b) Aligned
frequency reuse [1]. The red arrows indicate the choice of the mobile user to be
served within each active cell. The remaining mobile users are turned off.

Another orthogonal sharing scheme called aligned frequency reuse, proposed in [1] and
illustrated in Fig. 3.2(b), is used as an orthogonal sharing TIM scheme for the TIM problem
of the infinite 1D (linear) downlink cellular network shown in Fig. 3.1. The aligned frequency
reuse scheme illustrated in Fig. 3.2(b), is considered by repeating a periodic reuse pattern with
period 3 cells along the infinite array of linear cells, and such that every third cell (referred by
grey colored cells in Fig. 3.2(b)) is sacrificed, i.e., its base station is switched off.

The boundaries of each sacrificed cell are interference-free, i.e., free from significant interfer-
ence, because its base station is switched off. Therefore, the mobile users of the neighboring
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3 TIM for Cellular Networks

cells of the sacrificed cell that are located on the boundaries of the sacrificed cell can be served
by their base stations with no significant interference from the base station of the sacrificed
cell. Then, the aligned frequency reuse scheme illustrated in Fig. 3.2(b), is considered by
turning on only the mobile users of the active cells that are located on the boundaries of the
sacrificed cells (these mobile users are indicated by red arrows in Fig. 3.2(b)).
In order to symmetrize the DoF throughput per cell and per mobile user, the periodic

reuse pattern is shifted such that each cell becomes the sacrificed cell (i.e., the cell that
their boundaries are interference-free) for 1/3 of the time. Thus, using this aligned frequency
reuse scheme, each cell achieves 2/3 DoF (i.e., 1/3 DoF per mobile user) and all significant
interference is eliminated. Therefore, the DoF using the aligned frequency reuse scheme
corresponds to an improvement of 33% over the DoF using the conventional frequency reuse
scheme.

This orthogonal solution, the 2/3 DoF per cell using the aligned frequency reuse scheme, is
DoF optimal solution [1]. The argument of this DoF optimality solution has been shown in [1]
as follows. Consider any mobile user in any cell, in the linear cellular model in Fig. 3.1, located
at the boundary with an adjacent cell. Then, this mobile user can resolve its desired message
from its base station (the desired message is decodable by design) and also the two undesired
messages from the base station of the adjacent cell that shares its boundary with the cell of the
considered mobile user. This is because by eliminating all other messages (eliminating other
messages cannot hurt the rates of the remaining messages), the mobile user can reconstruct
and subtract its desired message from its received signal, and then the mobile user has an
invertible channel to the base station of the two undesired messages in the adjacent cell, which
allows the mobile user to resolve these two undesired messages. Thus, one mobile user, with
only one antenna, is able to resolve 3 messages. Then, the DoF per message, i.e., per mobile
user, cannot be more than 1/3. Therefore, the DoF per cell cannot be more than 2/3. Thus,
the orthogonal solution, i.e., the 2/3 DoF per cell using the aligned frequency reuse scheme, is
DoF optimal solution.

3.1.2 Hexagonal Cellular Network

This section presents the TIM problem for infinite 2D (hexagonal) downlink cellular network,
as introduced in [1]. The infinite 2D (hexagonal) cellular network model, is considered as in
[1] and shown in Fig. 3.3, and it is formed as an infinite hexagonal cellular array such that the
cells are placed uniformly in a hexagonal grid pattern and are locally connected. The mobile
users are considered to be located at the boundaries between the adjacent cells where the
interference is the most severe. The TIM problem is considered with single-layer interference
topology, i.e., with an interference topology such that the significant interference is considered
to be only the interference from the base station in the closest immediately adjacent cell. As
shown in Fig. 3.3, each cell has a single base station located at the center of the cell. In this
hexagonal cellular model, each cell has six adjacent cells, and each cell shares its boundaries
with its adjacent cells. Six mobile users are considered in each cell, such that one mobile user
is located at each cell boundary. Each base station is connected to the mobile users only in its
own cell by desired transmission links, i.e., each base station transmits a unique message to
every mobile user located in its own cell at the cell boundaries, and single-layer interference
topology is considered, i.e., each base station is connected by significant interference links to
the mobile users only in the immediately adjacent cells that are located at its cell boundaries.
A conventional frequency reuse scheme, shown in Fig. 3.4(a), is used as an orthogonal
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Figure 3.3: Infinite 2D (hexagonal) downlink cellular network.

sharing TIM scheme for the TIM problem of the infinite 2D (hexagonal) downlink cellular
network shown in Fig. 3.3. The conventional frequency reuse scheme in Fig. 3.4(a) shows
that different spectral bands (referred by three different colors: green, blue, and orange) are
assigned to cells that share a common cell edge. Thus, using the conventional frequency
reuse scheme, each cell achieves 1/3 DoF (i.e., 1/18 DoF per mobile user) and all significant
interference is eliminated.
Another orthogonal sharing scheme called aligned frequency reuse, proposed in [1] and

illustrated in Fig. 3.4(b), is used as an orthogonal sharing TIM scheme for the TIM problem of
the infinite 2D (hexagonal) downlink cellular network shown in Fig. 3.3. The aligned frequency
reuse scheme illustrated in Fig. 3.4(b), is considered by repeating a periodic reuse pattern
with period 7 cells along the infinite array of hexagonal cells, and such that the center cell
within each cluster of 7 cells (referred by grey colored cells in Fig. 3.4(b)) is sacrificed, i.e., its
base station is switched off.

The boundaries of each sacrificed cell are interference-free, i.e., free from significant interfer-
ence, because its base station is switched off. Therefore, the mobile users of the neighboring
cells of the sacrificed cell that are located on the boundaries of the sacrificed cell can be served
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3 TIM for Cellular Networks

Figure 3.4: Infinite hexagonal cellular model. (a) Conventional frequency reuse [1]. (b) Aligned
frequency reuse [1]. The red arrows indicate the choice of the mobile user to be
served within each active cell. The remaining mobile users are turned off.

by their base stations with no significant interference from the base station of the sacrificed
cell. Then, the aligned frequency reuse scheme illustrated in Fig. 3.4(b), is considered by
turning on only the mobile users of the active cells that are located on the boundaries of the
sacrificed cells (these mobile users are indicated by red arrows in Fig. 3.4(b)).

In order to symmetrize the DoF throughput per cell and per mobile user, the periodic
reuse pattern is shifted such that each cell becomes the sacrificed cell (i.e., the cell that
their boundaries are interference-free) for 1/7 of the time. Thus, using this aligned frequency
reuse scheme, each cell achieves 6/7 DoF (i.e., 1/7 DoF per mobile user) and all significant
interference is eliminated. Therefore, the DoF using the aligned frequency reuse scheme
corresponds to an improvement of 157% over the DoF using the conventional frequency reuse
scheme.

This orthogonal solution, the 6/7 DoF per cell using the aligned frequency reuse scheme,
is DoF optimal solution [1]. The argument of this DoF optimality solution has been shown
in [1] as follows. Consider any mobile user in any cell, in the hexagonal cellular model in
Fig. 3.3, located at the boundary with an adjacent cell. Then, this mobile user can resolve its
desired message from its base station (the desired message is decodable by design) and also
the six undesired messages from the base station of the adjacent cell that shares its boundary
with the cell of the considered mobile user. This is because by eliminating all other messages
(eliminating other messages cannot hurt the rates of the remaining messages), the mobile user
can reconstruct and subtract its desired message from its received signal, and then the mobile
user has an invertible channel to the base station of the six undesired messages in the adjacent
cell, which allows the mobile user to resolve these six undesired messages. Thus, one mobile
user, with only one antenna, is able to resolve 7 messages. Then, the DoF per message, i.e.,
per mobile user, cannot be more than 1/7. Therefore, the DoF per cell cannot be more than
6/7. Thus, the orthogonal solution, i.e., the 6/7 DoF per cell using the aligned frequency
reuse scheme, is DoF optimal solution.
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3.2 Multi-Layer Interference Topology
The TIM problem for infinite 1D (linear) downlink cellular network in section 3.1.1, is considered
with a simple interference topology model, i.e., the single-layer interference topology, in which
the significant interference is considered to be only the interference from the base station in the
closest immediately adjacent cell. In this section, we extend the interference topology model
in section 3.1.1 for infinite 1D (linear) downlink cellular networks, by considering multi-layer
interference topology where the significant interference can be considered from base stations
in cells beyond the immediately adjacent cells. Then, we present the TIM problem for the
infinite 1D (linear) downlink cellular networks with the multi-layer interference topology. This
section presents an optimal DoF outer bound, i.e., a general information-theoretic DoF outer
bound, and the aligned frequency reuse DoF solution for the infinite 1D (linear) downlink
cellular networks with the multi-layer interference topology.

3.2.1 Network Model and Interference Topology

We consider an infinite 1D (linear) cellular network model, formed as an infinite linear cellular
array such that the cells are placed uniformly along a straight line and are locally connected.
Each cell has a coverage region of length L. Each cell has a single base station located at the
center of the cell. In this linear cellular model, each cell has two adjacent cells, and each cell
shares its boundaries with its adjacent cells. Two mobile users are considered to be located
in each cell, such that one mobile user is located at each cell boundary. We assume that all
mobile users in this model are located exactly at the cell edges. Each base station is connected
to the mobile users only in its own cell by desired transmission links, i.e., each base station
transmits a unique message to every mobile user located in its own cell at the cell edges.

The TIM problem is considered with multi-layer interference topology, i.e., with an interfer-
ence topology such that the significant interference can be considered from base stations in
cells beyond the immediately adjacent cells. In the TIM problem for the infinite 1D (linear)
downlink cellular networks with the multi-layer interference topology, the λth-layer interference
topology, where λ is the maximal number of cells that can be between a base station and
a mobile user such that the base station is connected to the mobile user by a significant
interference link in the interference topology, is defined by the corresponding interference
distance Dλ, such that each base station is connected by significant interference links only
to the mobile users located at a distance Dλ or less from the base station. The relationship
between the λth-layer interference topology and the corresponding interference distance Dλ is
illustrated in Fig. 3.5.

3.2.2 TIM problem: DoF Solution

Conventional Frequency Reuse

Theorem 9. The DoF per cell solution using the conventional frequency reuse scheme (orthog-
onal sharing TIM scheme) in the TIM problem for the infinite 1D (linear) downlink cellular
networks with λth-layer interference topology, is

DoFcell = 1
λ+ 2 , (3.1)

where DoFcell is the DoF per cell and λ ∈ N.
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Figure 3.5: Multi-layer interference topology for infinite 1D (linear) cellular network.

Proof. A conventional frequency reuse scheme (used as an orthogonal sharing TIM scheme),
for the TIM problem of the infinite 1D (linear) downlink cellular network with the λth-layer
interference topology defined in section 3.2.1, can always achieve a 1

λ+ 2 DoF per cell by
assigning λ+ 2 different spectral bands, in a repeated sequence, along the infinite array of
linear cells.

The DoF per cell solution using the conventional frequency reuse scheme, in section 3.1.1,
coincide with λ = 0 case, i.e., the zeroth-layer interference topology case where the significant
interference is considered to be the interference only from the base station of the closest
immediately adjacent cell.

DoF Outer Bound

The following theorem presents the DoF outer bound of the TIM problem for the infinite 1D
(linear) downlink cellular networks with λth-layer interference topology.

Theorem 10. For the TIM problem of infinite 1D (linear) downlink cellular networks with
λth-layer interference topology, the information-theoretic DoF outer bound is

DoFcell ≤
2

2λ+ 3 , (3.2)

where DoFcell is the DoF per cell and λ ∈ N.

Proof. The TIM instance, in section 3.2.1, considered with the λth-layer interference topology,
in Fig. 3.5, is convex in the sense defined in [43]. TIM instances of one-dimensional convex
cellular networks are always chordal bipartite [35]. Thus, the TIM instance, in section 3.2.1,
is chordal bipartite.
In what follows, we present the proof for the considered λth-layer interference topology in

Fig. 3.5, when λ = 1. (The proof can be generalized for any λ ∈ N).
Let us present the conflict graph, of the considered λth-layer interference topology in Fig. 3.5,

when λ = 1. The conflict graph is shown in Fig. 3.6, where Ui,−1 denotes the mobile user
located in cell i and at a distance L/2 form BSi−1, Ui,+1 denotes the mobile user located in
cell i and at a distance L/2 form BSi+1, and L is the coverage region length of any cell i.
For chordal bipartite TIM instances, the DoF region of the TIM problem is characterized

through the cliques of the conflict graph as presented in Theorem 8. Based on this and using
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Ui+1,+1Ui,+1 Ui+2,+1

Ui+2,�1Ui+1,�1Ui,�1

Figure 3.6: The conflict graph of the λth-layer interference topology in Fig. 3.5 when λ = 1.

the conflict graph shown in Fig. 3.6, the DoF region D of the TIM problem is characterized
by all the DoF solutions that satisfyß

di,−1 + di,+1 + di+1,−1 + di+1,+1 + di+2,−1 ≤ 1, ∀i
di,+1 + di+1,−1 + di+1,+1 + di+2,−1 + di+2,+1 ≤ 1, ∀i, (3.3)

where di,−1 and di,+1 are the DoF of mobile user Ui,−1 and Ui,+1 respectively.
Since we are targeting the optimal achievable symmetric DoF per mobile user, we can

consider that all mobile users achieve the same DoF value d. Thus, we get an outer bound for
the symmetric DoF per mobile user from (3.3) as follows.

d ≤ 1
5 . (3.4)

Since each cell has two mobile users, this gives us an outer bound of 2/5 DoF per cell.

3.2.3 Aligned Frequency Reuse

Since the TIM instance, in section 3.2.1, considered with the λth-layer interference topology, in
Fig. 3.5, is chordal bipartite, then an orthogonal sharing TIM scheme can achieve the optimal
DoF solution as shown in Theorem 8. In this section, we present an orthogonal sharing TIM
scheme called aligned frequency reuse for the TIM problem of the infinite 1D (linear) downlink
cellular network defined, in section 3.2.1, with the λth-layer interference topology, in Fig. 3.5,
when λ = 1.

The aligned frequency reuse scheme, when λ = 1, illustrated in Fig. 3.7, is considered by
repeating a periodic reuse pattern with a period of 5 cells along the infinite array of linear
cells, and such that the grey colored cells in Fig. 3.7 are sacrificed, i.e., their base stations are
switched off.

The boundaries of each sacrificed cell are interference-free, i.e., free from significant interfer-
ence, because its base station is switched off. Therefore, the mobile users of the neighboring
cells of the sacrificed cell that are located on the boundaries of the sacrificed cell can be served
by their base stations with no significant interference from the base station of the sacrificed
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Figure 3.7: Aligned frequency reuse, when λ = 1. The red arrows indicate the choice of the
mobile user to be served within each active cell. The remaining mobile users are
turned off.

cell. Then, the aligned frequency reuse scheme illustrated in Fig. 3.7, is considered by turning
on only the mobile users of the active cells that are located on the boundaries of the sacrificed
cells (these mobile users are indicated by red arrows in Fig. 3.7).
In order to symmetrize the DoF throughput per cell and per mobile user, the periodic

reuse pattern is shifted such that each cell becomes the sacrificed cell (i.e., the cell that
their boundaries are interference-free) for 1/5 of the time. Thus, using this aligned frequency
reuse scheme, each cell achieves 2/5 DoF (i.e., 1/5 DoF per mobile user) and all significant
interference is eliminated. Therefore, this orthogonal solution, the 2/5 DoF per cell using the
aligned frequency reuse scheme, is DoF optimal solution and it corresponds to an improvement
of 20% over the DoF using the conventional frequency reuse scheme.

3.2.4 DoF Gain of Optimal Scheme Over Conventional Frequency Reuse

Considering the optimal DoF solution in Theorem 10 and the DoF solution in Theorem 9
that is the achievable DoF using the conventional frequency reuse scheme, we can show that
the improvement through optimal TIM scheme over the conventional frequency reuse scheme
diminishes as λ increases, as follows.

lim
λ→+∞

1
λ+ 2

2
2λ+ 3

= lim
λ→+∞

2λ+ 3
2λ+ 4 = 1. (3.5)

Therefore, the DoF gain through optimal TIM scheme over the conventional frequency reuse
scheme diminishes when the interference topology becomes connected with more significant
interference links, i.e., when the interference distance of the base stations increases.

3.2.5 Conclusion

The TIM problem for the infinite 1D (linear) downlink cellular networks, has been considered
in this section, with the multi-layer interference topology, i.e., with an interference topology
such that the significant interference in the TIM problem can be considered from base stations
in cells beyond the immediately adjacent cells. The achievable DoF solution using the
conventional frequency reuse scheme and the optimal DoF solution that can be achieved
using an aligned frequency reuse scheme have been presented in this section. This section has
shown that the DoF gain through optimal TIM scheme over the conventional frequency reuse
scheme diminishes when the interference topology becomes connected with more significant
interference links.
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3.3 Linear Cellular Network with Uniformly Distributed Users

3.3 Linear Cellular Network with Uniformly Distributed Users
In this section, we consider TIM for an infinite 1D (linear) downlink cellular network. We
consider uniformly distributed mobile users in each cellular cell, effectively creating a continuous
distribution of users, aiming to study user classes based on different interference profiles rather
than on actual individual users’ positions. We also consider the construction of the TIM
network topology by analyzing different interference thresholds. Unlike previous works, we use
TIM at the user class level to find the system’s DoF independent of the actual user position.
Finally, after proposing a fractional coloring scheme that can achieve the optimal DoF solution,
a trade-off between DoF and SIR is given.

3.3.1 Infinite 1D (Linear) Downlink Cellular Network Model

For the infinite 1D (linear) downlink cellular network, as shown in Fig. 3.8, the cells are placed
uniformly along a straight line and are locally connected. Each cell has a coverage region
of length L. We consider one BS in each cell, with total transmit power P , located at the
center of the cell. Each BS has M messages to be sent to its own M mobile users, and each
user receives a unique message from its home BS. A total of M mobile users are distributed
uniformly in each cell coverage region, with M chosen sufficiently large to be represented
by a continuous linear distribution of users in the cells. Such a continuum representation is
appropriate to perform a long-term resource allocation. To simplify the analysis, only path
loss is considered in the channel gain. It is worth saying that TIM relying on reduced feedback,
cannot manage fading at the BSs. However, the impact of fading could be introduced in the
model by replacing the classical rate-SIR relation given in (3.17), by a modified version such
as R = βη · log2(1 + ΞSIR(w)) following [44], where β and Ξ are the spectral efficiency and
the SIR efficiency respectively for a given system in some specific conditions. The channel
gain between a mobile user m in any cell in the infinite 1D (linear) downlink cellular network
and a BS i of cell i, is

γi,m = ρ

δαi,m
, (3.6)

where δi,m is the distance between user m and BS i, α is the path loss factor, and ρ is the
reference path loss for δi,m = 1 meter. Also, in the subsequent analysis, the interference
perceived by any user in the network is as shown in Fig. 3.8, considered to come only from its
home BS (when it is serving other users in the home cell) and from all other BSs up to the
second layer of interference, i.e., from the BSs in its immediately adjacent cells and the first
BSs following the immediately adjacent cells. Hence, the distance above which we consider no
link, i.e., γi,m = 0, for the interfering channels is lower bounded by 5L/2.

3.3.2 TIM Network Topology

Topology Construction

As introduced in [1], in TIM, an interference topology, i.e., a TIM network topology, must
be determined to allow the calculation of the DoF via graph analysis. The path loss only
model used herein allows a simple distance based interference connectivity threshold to be
used for the TIM network topology construction. Therefore, the interference connectivity
threshold is defined according to the interference distance D: significant interference links (i.e.,
connected interference links in the TIM representation) are only those such that δi,m ≤ D. In
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……

Interference

Celli Celli+1Celli�1

BSi BSi+1BSi�1

Figure 3.8: Infinite linear downlink cellular network model.

other words, in the TIM network topology, the interference links between nodes separated by
a distance greater than D are considered disconnected (the corresponding channel coefficient
is zero in the TIM representation), and the interference links between nodes separated by a
distance D or less are considered connected (the corresponding channel coefficient is set to
one in the TIM representation).
In our general case, the interference connectivity threshold for the TIM network topology

construction is bounded as L/2 ≤ D ≤ 5L/2 because of the considered path loss and
interference models from section 3.3.1. However, in this section, we consider only the most
interesting case when L/2 ≤ D ≤ L. Then, the TIM network topology for the infinite 1D
(linear) downlink cellular network in Fig. 3.8, when L/2 ≤ D ≤ L, is shown in Fig. 3.9.

……

Celli

BSi BSi+1BSi�1

Celli+1Celli�1

D

Interference

ci,0
ci,+1ci,�1

Figure 3.9: The TIM network topology of the infinite linear downlink cellular network in
Fig. 3.8.

Each user m gets two kinds of links: the desired link, from its home BS, and significant
interference link, from each BS i where δi,m ≤ D. The resulting TIM network topology is then
convex, as defined in [12]. This means that given any user m whose connectivity link to a BS
i is guaranteed, then any user node n 6= m whose distance δi,n ≤ δi,m must also be connected
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3.3 Linear Cellular Network with Uniformly Distributed Users

to the same BS i. Then, the TIM network topology shown in Fig. 3.9 for the infinite 1D
(linear) downlink cellular network in Fig. 3.8 is chordal bipartite, since all 1D convex network
topologies are chordal bipartite [13].

Users Classification

We consider the case, for the TIM network topology construction, when L/2 ≤ D ≤ L. In this
case, we can divide each cell i into three regions, as shown in Fig. 3.9: a cell center region ci,0
and two cell edge regions ci,−1 and ci,+1. The length of the cell edge regions ci,−1 and ci,+1 is
pL ∀i, and the length of the cell center region ci,0 is (1− 2p)L ∀i, where p, 0 ≤ p ≤ 0.5, is the
interference design parameter defined as

p =
D − L

2
L

. (3.7)

Each user in cell region ci,j , j ∈ {−1, 0,+1}, shares the same interference profile, therefore,
a cell region defines a class of users sharing the same interference. The set of users in region
ci,0 is denoted by Ui,0, where these users see significant interference only from their home BS
i, and it’s defined as

Ui,0 = {user m ∈ cell i : δi−1,m > D, δi+1,m > D}. (3.8)

The set of users in region ci,−1 is denoted by Ui,−1, where these users see significant interference
only from their home BS i and from the BS i− 1, and it’s defined as

Ui,−1 = {user m ∈ cell i : δi−1,m ≤ D, δi+1,m > D}. (3.9)

Finally, the set of users in region ci,+1 is denoted by Ui,+1, where these users see significant
interference only from their home BS i and from the BS i+ 1, and it’s defined as

Ui,+1 = {user m ∈ cell i : δi−1,m > D, δi+1,m ≤ D}. (3.10)

3.3.3 TIM: DoF Analysis
To study the DoF for the TIM network topology, defined in section 3.3.2 and shown in Fig. 3.9,
we must first state some useful definitions as follows.
Definition 21 (Message Conflict Graph). The message conflict graph is an undirected graph,
where each vertex represents a unique message from the set of all messages and an edge between
two vertices representing two different messages exists only if the interference link between
the BS of one message and the mobile user that desires the other message is a significant
interference link in the TIM network topology (i.e., connected interference link in the TIM
representation).
Definition 22 (User Class Based Conflict Graph). The user class based conflict graph is an
undirected graph, where each vertex represents a unique set of users Ui,j belonging to the same
class of users and located in ci,j and an edge between two vertices representing two different
sets of users exists only if the interference links between the BS of one set of users and the
other set of users are significant interference links in the TIM network topology (i.e., connected
interference links in the TIM representation).
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3 TIM for Cellular Networks

Remark 4. The users who belong to the same class of users are represented by a unique
vertex in the user class based conflict graph. The vertices representing the messages desired by
these users form a clique in the message conflict graph. A clique in the message conflict graph
is a set of vertices such that any two vertices in this set are adjacent, i.e., connected by an
edge.

Definition 23 (DoF Region). The DoF region is the closure of all the achievable messages’
DoFs.

Remark 5. Since each user in the network desires a unique message then the achievable DoF
for a user is the achievable DoF of the message desired by this user.

Definition 24 (Symmetric DoF). The symmetric DoF is the largest DoF inside the DoF
region that can be achieved simultaneously by all messages (i.e., by all users) in the network.

Remark 6 (Symmetric DoF in the Conflict Graph). In the message conflict graph, the
symmetric DoF is the largest DoF value that can be achieved simultaneously by all nodes. This
corresponds to a weighted symmetric DoF in the user class based conflict graph, in which each
node in the user class based conflict graph achieves the symmetric DoF value weighted by its
corresponding clique size in the message conflict graph.

The user class based conflict graph, of the TIM network topology defined in section 3.3.2
and shown in Fig. 3.9, is presented in Fig. 3.10.

Ui�1,�1 Ui,�1 Ui+1,�1

Ui�1,0 Ui,0 Ui+1,0

Ui�1,+1 Ui,+1 Ui+1,+1

Figure 3.10: The user class based conflict graph of the TIM network topology in Fig. 3.9.

Now, let us proceed to the DoF solution for the TIM problem of the TIM network topology
defined in section 3.3.2 and shown in Fig. 3.9. The DoF solution is per cell and is based on
guaranteeing the symmetric DoF for all users in the infinite 1D (linear) downlink cellular
network in Fig. 3.8. The following theorem presents the DoF solution.

Theorem 11. For the TIM network topology of the 1D (linear) downlink cellular network
with the interference design parameter p, 0 ≤ p ≤ 0.5, the information theoretic DoF solution
when all the users achieve the symmetric DoF value is

η = 1
1 + p

, (3.11)

where η is the DoF value per cell.
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3.3 Linear Cellular Network with Uniformly Distributed Users

Proof. The DoF region for the TIM problem of a chordal bipartite TIM network topology is
characterized through the cliques of the message conflict graph as presented in Theorem 8 [13].
Then, since the TIM network topology shown in Fig. 3.9, of the 1D (linear) downlink cellular
network, is chordal bipartite, and using the user class based conflict graph shown in Fig. 3.10,
the DoF region for the TIM problem of the TIM network topology of the 1D (linear) downlink
cellular network is characterized by all the DoF solutions that satisfyß

di−1,−1 + di−1,0 + di−1,+1 + di,−1 ≤ 1, ∀i
di−1,+1 + di,−1 + di,0 + di,+1 ≤ 1, ∀i, (3.12)

where di,j , j ∈ {−1, 0,+1}, is the sum of the DoFs of the messages desired by the set of users
Ui,j .

Knowing that a large number M of users are distributed uniformly and continuously inside
each linear cell and since we are targeting the symmetric DoF for all users, then each cell
region’s DoF will be proportional to the size (length in 1D) of the cell region. We can then
state that

di,j = pη, ∀i and ∀j ∈ {−1,+1}, (3.13)

and
di,0 = (1− 2p)η, ∀i, (3.14)

where η, η = Mdsym, is the DoF value per cell when all users achieve the symmetric user DoF
value dsym, and 0 ≤ p ≤ 0.5.

Based on (3.12), (3.13) and (3.14), we get

3pη + (1− 2p)η = 1, (3.15)

thus completing the optimal DoF solution in (3.11).

Fig. 3.11 shows the DoF per any cell, η, as function of the interference design parameter p.
It is clear from (3.11), that as the interference design parameter p increases, the TIM network
topology becomes more connected (i.e., more interference links are considered to be significant
in the TIM network topology) and the DoF per cell decreases.

3.3.4 Trade-off Analysis Between DoF and SIR

Determining an optimal interference threshold is an important issue for TIM due to the
trade-off between DoF and SIR. In this section, a fractional coloring scheme [45, 46, 47],
achieving the optimal DoF solution for the TIM problem of the TIM network topology defined
in section 3.3.2 and shown in Fig. 3.9, is proposed. Then, we present a SIR analysis based on
the proposed fractional coloring scheme, for the infinite 1D (linear) downlink cellular network
shown in Fig. 3.8. Finally, we show the trade-off between DoF and SIR.
In [13], the authors show that if a TIM network topology is chordal bipartite, then an

orthogonal access scheme, such as fractional coloring, is sufficient to achieve the DoF region of
the corresponding TIM problem. (see Theorem 8). Thus, since the TIM network topology of
the 1D (linear) downlink cellular network, shown in Fig. 3.9, is chordal bipartite, we propose
a fractional coloring scheme that achieves the optimal DoF solution of (3.11), illustrated in
Fig. 3.12.
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Figure 3.11: DoF per any cell as function of the interference design parameter p.

Celli+1 Celli+2CelliCelli�1Celli�2

F4F3F2
F

F1

Ui,0 Ui,+1Ui,�1

Figure 3.12: Fractional coloring scheme for the TIM problem of the TIM network topology
shown in Fig. 3.9.

This fractional coloring scheme is designed, to achieve the optimal DoF solution in the TIM
problem of the TIM network topology shown in Fig. 3.9, such that the different frequency
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3.3 Linear Cellular Network with Uniformly Distributed Users

bands F1, F2, F3, and F4 (referred by the 4 different colors: yellow, blue, green, and red
respectively) are allocated for the different set of users Ui,j , ∀i, ∀j ∈ {−1, 0,+1}, as shown in
Fig. 3.12, in such a way that any two sets of users that have the same allocated frequency
band do not have significant interference between them in the TIM representation, i.e., there
is no edge between the vertices of these two sets of users in the corresponding user class based
conflict graph. (see Def. 22).

The SIR for any mobile user m in cell i, in the infinite 1D (linear) downlink cellular network
shown in Fig. 3.8, using the proposed fractional coloring scheme shown in Fig. 3.12, is

SIRm = γi,m∑
j∈I

γi+j,m
, (3.16)

where I = I0 = {−2,−1,+1,+2} if m ∈ Ui,0, I = I−1 = {−2,+1} if m ∈ Ui,−1, and
I = I+1 = {−1,+2} if m ∈ Ui,+1.
Our objective is to find the cell rate when all users in the infinite 1D (linear) downlink

cellular network have the same achievable symmetric user rate. This achievable cell rate is
defined as follows

Rcell = η · log2
Ä
1 + SIR(w)

ä
, (3.17)

where Rcell is the cell rate, η is the DoF value per cell as in (3.11) (multiplicative factor), and
SIR(w) is the worst user SIR (log factor), determined by searching, in any cell i, for the worst
user SIR in the cell center region and the worst user SIR in the cell edge regions.
The worst user SIR in the cell center region ci,0, denoted by SIR(w)

i,c , is the SIR of user
m ∈ Ui,0 where δi,m = L

2 − pL. The worst user SIR in the cell edge regions ci,−1 and ci,+1,
denoted by SIR(w)

i,e , is the SIR of user m ∈ Ui,−1 or user m ∈ Ui,+1 where δi,m = L
2 . The worst

user SIR SIR(w) at a given p is

SIR(w) = min
Ä
SIR(w)

i,c ,SIR(w)
i,e

ä
. (3.18)

The worst user SIR in the cell center region ci,0 and the worst user SIR in the cell edge regions
ci,−1 and ci,+1, in any cell i, are shown in Fig. 3.13, with path loss factor α = 2, as function of
the interference design parameter p.

The achievable cell rate when all users in the infinite 1D (linear) downlink cellular network
have the same achievable symmetric user rate, is shown in Fig. 3.14, for path loss factor α = 2,
as function of the interference design parameter p.
The trade-off between DoF and SIR, seen in Fig. 3.14, is as follows. On the one hand, if

the interference connectivity threshold is too high (high p) then the TIM network topology
becomes more connected with significant interference links (i.e., low DoF), and thus fewer
opportunities to exploit TIM. Also, in this case with high SIR level, the cell rate will be low
due to the low DoF at high p. On the other hand, if the interference connectivity threshold
is too low (low p) then the TIM network topology becomes less connected with significant
interference links (i.e., high DoF), and hence, plenty of opportunities to exploit TIM will arise.
However, the SIR itself will suffer yielding low cell rates. As a matter of fact, these results
highlight that topological feedback may be sufficient in a network to obtain good performance,
but the choice of the interference threshold is of utmost importance.

In our scenario the optimal choice of the interference threshold (optimal interference design
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Figure 3.13: Worst user SIR as function of the interference design parameter p.

parameter p∗) happens when
SIR(w)

i,c = SIR(w)
i,e , (3.19)

where p = p∗ fulfills (3.19), represented as the highest point of the curve in Fig. 3.14, with p∗
being approximately 0.23.

3.3.5 Conclusion

The TIM problem for the infinite 1D (linear) downlink cellular network, has been considered
in this section, under a continuous uniform distribution of mobile users. The TIM network
topology then has been built upon the interference distance threshold, and the optimal DoF
solution has been computed accordingly. A fractional coloring scheme achieving the DoF
solution has been proposed in this section. Then, this section has shown the trade-off between
DoF and SIR in the network performance relying on the interference threshold parameter.
This latter result shows that the efficiency of a TIM approach is strongly impacted by an
appropriate selection of the interference threshold parameter.

40

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



3.4 Hexagonal Cellular Network with Uniformly Distributed Users

0 0.1 0.2 0.3 0.4 0.5
Interference design parameter p

0.8

1

1.2

1.4

1.6

1.8

2
C

el
l r

at
e 

(b
its

/c
h.

us
e)

Figure 3.14: Cell Rate as function of the interference design parameter p.

3.4 Hexagonal Cellular Network with Uniformly Distributed Users

In this section, we consider TIM for an infinite 2D (hexagonal) downlink cellular network.
We consider uniformly distributed mobile users in each cellular cell, effectively creating a
continuous distribution of users, aiming to study user classes based on different interference
profiles rather than on actual individual users’ positions. We also consider the construction
of the TIM network topology by analyzing different interference thresholds. Unlike previous
works, we use TIM at the user class level to find the system’s DoF independent of the actual
user position. Finally, after proposing a fractional coloring scheme that can achieve the optimal
DoF solution, a trade-off between DoF and SIR is given.

3.4.1 Infinite 2D (Hexagonal) Downlink Cellular Network Model

For the infinite 2D (hexagonal) downlink cellular network, as shown in Fig. 3.15, the cells
are placed uniformly in a hexagonal grid pattern and are locally connected. Each cell has a
coverage region of radius R and area AT. We consider one BS in each cell, with total transmit
power P , equipped with an omni-directional antenna and located at the center of the cell.
Each BS has M messages to be sent to its own M mobile users, and each user receives a
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3 TIM for Cellular Networks

unique message from its home BS. A total of M mobile users are distributed uniformly in each
cell coverage region, with M chosen sufficiently large to be represented by a spatial continuum
distribution of users in the cells. Such a continuum representation is appropriate to perform a
long-term resource allocation. The channel gain between a mobile user m in any cell in the
infinite 2D (hexagonal) downlink cellular network and a BS i of cell i, is

γi,m = ρ

δαi,m
, (3.20)

where δi,m is the distance between user m and BS i, α is the path loss factor, and ρ is the
reference path loss for δi,m = 1 meter. We consider the interference perceived by any user in
the network to come only from its home BS (when it is serving other users in the home cell)
and from all BSs in the first layer of interference, i.e., from the six BSs in its immediately
adjacent cells, in its first surrounding layer given the hexagonal layout.

Figure 3.15: Infinite hexagonal downlink cellular network model.
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3.4 Hexagonal Cellular Network with Uniformly Distributed Users

3.4.2 TIM Network Topology

Topology Construction

The path loss only model used herein allows a simple distance based interference connectivity
threshold to be used for the TIM network topology construction. Therefore, the interference
connectivity threshold is defined according to the interference distance D: significant interfer-
ence links (i.e., connected interference links in the TIM representation) are only those such
that δi,m ≤ D. In other words, in the TIM network topology, the interference links between
nodes separated by a distance greater than D are considered disconnected (the corresponding
channel coefficient is zero in the TIM representation), and the interference links between
nodes separated by a distance D or less are considered connected (the corresponding channel
coefficient is set to one in the TIM representation).
In our general case, the interference connectivity threshold for the TIM network topology

construction is bounded such that the interference perceived by any user in the network is
considered to come only from its home BS (when it is serving other users in the home cell)
and from the six BSs in its immediately adjacent cells, in its first surrounding layer given the
hexagonal layout. However, in this section, we consider only the most interesting case when
R ≤ D ≤ 3R/2. Then, the TIM network topology for the infinite 2D (hexagonal) downlink
cellular network in Fig. 3.15, when R ≤ D ≤ 3R/2, is shown in Fig. 3.16. Each user m gets

Interference: circle of radius D

ci,12

ci,11

ci,10 ci,9

ci,8

ci,7

ci,6

ci,5

ci,4

ci,3

ci,2

ci,1

ci,0

Cell regions

Figure 3.16: The TIM network topology of the infinite hexagonal downlink cellular network
in Fig. 3.15.

two kinds of links: the desired link, from its home BS, and significant interference link, from
each BS i where δi,m ≤ D.
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3 TIM for Cellular Networks

Users Classification

We consider the case, for the TIM network topology construction, when R ≤ D ≤ 3R/2. In
this case, we can divide each cell i into 13 cell regions, as shown in Fig. 3.16: a cell center
region ci,0 and 12 cell edge regions ci,j where j ∈ {1, 2, . . . , 12}.
Each user in cell region ci,j , j ∈ {0, 1, 2, . . . , 12}, shares the same interference profile,

therefore, a cell region defines a class of users sharing the same interference. The set of
users in cell i in the cell center region ci,0 is denoted by Ui,0. These users see significant
interference only from their home BS i. The set of users in cell i in the cell edge region ci,j
where j ∈ {1, 2, . . . , 6} is denoted by Ui,j where j ∈ {1, 2, . . . , 6}. These users see significant
interference only from their home BS and from the BS in their unique immediately adjacent
cell. Finally, the set of users in cell i in the cell edge region ci,j where j ∈ {7, 8, . . . , 12} is
denoted by Ui,j where j ∈ {7, 8, . . . , 12}. These users see significant interference only from
their home BS and from the BSs in their two immediately adjacent cells.

3.4.3 TIM: DoF Analysis

The user class based conflict graph, of the TIM network topology defined in section 3.4.2 and
shown in Fig. 3.16, is presented in Fig. 3.17. The graph construction is based on the same
properties as the user class based conflict graph of the 1D linear model in section 3.3.3 in
Fig. 3.10, however, in order to aid in readability, some simplifications were made: 1) the edges
between users classes belonging to the same cell are omitted; 2) an edge connecting a given
user class to a whole cell aggregates all edges connecting this user class to all user classes in
that cell.

Now, let us proceed to the DoF solution for the TIM problem of the TIM network topology
defined in section 3.4.2 and shown in Fig. 3.16. The DoF solution is per cell and is based on
guaranteeing the symmetric DoF for all users in the infinite 2D (hexagonal) downlink cellular
network in Fig. 3.15. Through the same analysis as in section 3.3.3, and using the conflict
graph of Fig. 3.17, the following theorem presents the DoF solution of the 2D hexagonal TIM
problem.

Theorem 12. For the TIM network topology of the 2D (hexagonal) downlink cellular network
with the interference connectivity threshold D, R ≤ D ≤ 3R/2, the DoF solution when all the
users achieve the symmetric DoF value is

η = 1

1 + A1 +A2
AT

, (3.21)

where η is the DoF value per cell, and AT, A1 and A2 are defined, using [48], as follows

AT = 3
√

3R2

2 , (3.22)

A1 = 1
6πD

2 −R2
√

3
4 , (3.23)

A2 =

√
3

4 b2 + 3
ï
D2 arcsin

Å
b

2D

ã
− b

4
√

4D2 − b2
ò

3 , (3.24)

44

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



3.4 Hexagonal Cellular Network with Uniformly Distributed Users

U0,0

U0,1

U0,2

U0,3

U0,4

U0,5

U0,6

U0,7 U0,8

U0,10U0,11

U0,9U0,12

U1,12 U1,9U1,0

U1,1

U1,2

U1,3

U1,4

U1,5

U1,6

U1,7 U1,8

U1,10U1,11
U2,1

U2,2

U2,3

U2,4

U2,5

U2,6

U2,0

U2,7 U2,8

U2,9U2,12

U2,10U2,11

U3,1

U3,2

U3,3

U3,4

U3,5

U3,6

U3,0

U3,7 U3,8

U3,9

U3,10U3,11

U3,12

U4,1

U4,2

U4,3

U4,4

U4,5

U4,6

U4,0

U4,7 U4,8

U4,9

U4,10U4,11

U4,12

U5,1

U5,2

U5,3

U5,4

U5,5

U5,6

U5,0

U5,7 U5,8

U5,9U5,12

U5,10U5,11

U6,0

U6,1

U6,2

U6,3

U6,4

U6,5

U6,6

U6,7 U6,8

U6,9

U6,10U6,11

U6,12

Figure 3.17: The user class based conflict graph of the TIM network topology in Fig. 3.16.
The 17 different colors shown in this figure correspond to the fractional coloring
scheme solution in section 3.4.4.

where b is defined as

b =

√
3D2 − 3R2

2 − 3R

 
D2 − 3R2

4 . (3.25)

and AT denotes the area of any cell i, A2 denotes the area of any cell edge region ci,j,
j ∈ {7, 8, . . . , 12}, in any cell i, and A1 − 2A2 denotes the area of any cell edge region ci,j,
j ∈ {1, 2, . . . , 6}, in any cell i.

Proof. The proof can be found similarly to the proof of Theorem 11, considering that the DoF
for each cell region is proportional to the cell region size (area).

Fig. 3.18 shows the DoF per any cell, η, as function of the interference distance D, where
the cell radius R is chosen to be 1 km. The horizontal range in Fig. 3.18 is between 1 and
1.5 due to the range of D given in section 3.4.2. Based on the DoF solution in Theorem 12
and from Fig. 3.18, it is clear that as the interference distance D increases, the TIM network
topology becomes more connected (i.e., more interference links are considered to be significant
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Figure 3.18: DoF per any cell as function of the interference distance D.

in the TIM network topology) and the DoF per cell decreases.

3.4.4 Trade-off Analysis Between DoF and SIR

Determining an optimal interference threshold is an important issue for TIM due to the
trade-off between DoF and SIR. In this section, a fractional coloring scheme [45, 46, 47],
achieving the DoF solution for the TIM problem of the TIM network topology defined in
section 3.4.2 and shown in Fig. 3.16, is proposed. Then, we consider a SIR analysis based
on the proposed fractional coloring scheme, for the infinite 2D (hexagonal) downlink cellular
network shown in Fig. 3.15, to show the trade-off between DoF and SIR.
The fractional coloring scheme that achieves the DoF solution of (3.21) is illustrated in

Fig. 3.17. This fractional coloring scheme is designed, to achieve the DoF solution in the TIM
problem of the TIM network topology shown in Fig. 3.16, such that 17 different frequency
bands (referred by 17 different colors) are allocated for the different set of users Ui,j , ∀i,
∀j ∈ {0, 1, . . . , 12}, as shown in Fig. 3.17, in such a way that any two sets of users that have
the same allocated frequency band do not have significant interference between them in the
TIM representation, i.e., there is no edge between the vertices of these two sets of users in the
corresponding user class based conflict graph. (see Def. 22).
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3.4 Hexagonal Cellular Network with Uniformly Distributed Users

Our objective is to find the cell rate when all users in the infinite 2D (hexagonal) downlink
cellular network have the same achievable symmetric user rate. This achievable cell rate is
defined as follows

Rcell = η · log2
Ä
1 + SIR(w)

ä
, (3.26)

where Rcell is the cell rate, η is the DoF value per cell as in (3.21) (multiplicative factor), and
SIR(w) is the worst user SIR (log factor), determined by searching, in any cell i, for the worst
user SIR in the cell center region and the worst user SIR in the cell edge regions.
The achievable cell rate when all users in the infinite 2D (hexagonal) downlink cellular

network have the same achievable symmetric user rate, is shown in Fig. 3.19, for path loss
factor α = 2, as function of the interference distance D, where the cell radius R is chosen to
be 1 km. The horizontal range in Fig. 3.19 is between 1 and 1.5 due to the range of D given
in section 3.4.2.
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Figure 3.19: Cell Rate as function of the interference distance D.

The trade-off between DoF and SIR, seen in Fig. 3.19, is as follows. On the one hand, if
the interference connectivity threshold is too high (high D) then the TIM network topology
becomes more connected with significant interference links (i.e., low DoF), and thus fewer
opportunities to exploit TIM. Also, in this case with high SIR level, the cell rate will be low
due to the low DoF at high D. On the other hand, if the interference connectivity threshold
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3 TIM for Cellular Networks

is too low (low D) then the TIM network topology becomes less connected with significant
interference links (i.e., high DoF), and hence, plenty of opportunities to exploit TIM will arise.
However, the SIR itself will suffer yielding low cell rates. As a matter of fact, these results
highlight that topological feedback may be sufficient in a network to obtain good performance,
but the choice of the interference threshold is of utmost importance.

In our scenario the optimal choice of the interference threshold (optimal interference distance
D∗) represented as the highest point of the curve in Fig. 3.19, with D∗ being approximately
1.29 km.

3.4.5 Conclusion
The TIM problem for the infinite 2D (hexagonal) downlink cellular network, has been considered
in this section, under a continuous uniform distribution of mobile users. The TIM network
topology then has been built upon the interference distance threshold, and the optimal DoF
solution has been computed accordingly. A fractional coloring scheme achieving the DoF
solution has been proposed in this section. Then, this section has shown the trade-off between
DoF and SIR in the network performance relying on the interference threshold parameter.
This latter result shows that the efficiency of a TIM approach is strongly impacted by an
appropriate selection of the interference threshold parameter.
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— 4 —
Achievable Rates in

TIM
A common point of all TIM studies is that they depend heavily on the interference topology

construction model given in [1]. Therein, an interference topology is fixed whatever power
levels are used by the transmitters. While fixing the interference topology allows for easier
analysis, as developed in [1], it has an important drawback since, in reality, the interference
topology depends on the transmission power levels of all transmitters and we will not have the
same interference topology for different transmission powers. In this chapter, we propose a new
interference topology construction approach, for the TIM problem of wireless networks, that
addresses this drawback. We introduce a new finite SNR framework that is able to control
the interference topology more accurately and with more flexibility.
In [1], we identified two key issues:

• A unique pre-determined SNR interference threshold: the interference topology of the
wireless network is constructed under the constraint that the sum of the weak interference
is lower than N0. (We will relax this assumption).

• When the limit of the SNR toward infinity is considered in [1], the interference topology
is fixed. (We will show that this assumption is not accurate to represent a wireless
network).

Starting from [1], we propose a new interference topology construction approach, for the TIM
problem of wireless networks, that can be used more efficiently to deal with the non-asymptotic
SNR regime. Also, with this approach, we are able to cope with the finite SNR regime and to
evaluate the impact of the interference threshold used to build the interference topology.

4.1 System Model
Consider a wireless communication network, as shown in Fig. 4.1, consisting of K TXs, labeled,
S1, S2, . . . , SK , and K RXs, labeled, D1, D2, . . . , DK . Let W = {W1,W2, . . . ,WK} be the set
of all messages to be transmitted in the network. We assume that the network supports unicast
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Figure 4.1: Wireless communication network with K users.

transmissions, where TX Sk, k ∈ {1, 2, . . . ,K}, sends a unique message Wk to a unique RX
Dk. Each TX Sk uses a power Pk to transmit its unique message Wk, and each RX Dk is
subject to interference from every TX Sk′ , k

′ ∈ {1, 2, . . . ,K}/{k}. The developments in this
work are also valid for a broadcast style channel where each TX Sk aims at transmitting Mk

unique messages, Mk ≤ K, to Mk unique RXs. Indeed, this setting can be considered as the
point-to-point one by splitting each TX Sk into Mk independent co-located TXs. The wireless
network includes two kinds of communication links: the desired links, i.e., the links Sk → Dk,
∀k ∈ {1, 2, . . . ,K}, and the interference links, i.e, the links Sk′ → Dk, ∀k, k′ ∈ {1, 2, . . . ,K}
and k′ 6= k.
The channel input-output relationships are defined as

yi(n) =
K∑
j=1

hijxj(n) + zi(n), (4.1)

where, over the nth channel use, xj(n) is the transmitted symbol from message source Sj ,
j ∈ {1, 2, . . . ,K}, yi(n) is the received symbol at message destination Di, i ∈ {1, 2, . . . ,K},
zi(n) is the additive noise at message destination Di, and hij is the constant channel coefficient
between message source Sj and message destination Di. All symbols belong to the field C.
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4.2 The Classical TIM Formulation

We also denote gij = |hij |2, the flat fading channel gain associated to each source-destination
link. The term zi(n) is the i.i.d. complex circularly symmetric additive white Gaussian noise
term, with zero mean and variance N0.

4.2 The Classical TIM Formulation

Before we introduce our formulation for the interference topology construction approach for
TIM, let us first recall the classical approach of the interference topology construction in the
multi-user unicast TIM problem, as proposed in [1].

First, let us recall the definition of the interference topology of the unicast TIM problem of
the wireless network defined in section 4.1.
Interference topology is an interference links classification that only allows a distinction,

at each destination Di, between weak interference links (the interference links at destination
Di where the corresponding channel coefficients are zero in the TIM representation), i.e., the
interference links that have cumulative interference contribution at Di below the interference
threshold, and significant interference links (the interference links at destination Di where
the corresponding channel coefficients are set to one in the TIM representation), i.e., the
interference links that have cumulative interference contribution at Di above the interference
threshold.
We consider the graph representation for TIM and we define the interference topology of

the unicast TIM problem as follows.

Definition 25 (Interference Topology T ). Interference topology T is an undirected bipartite
graph with K vertices on one side, each vertex representing a unique message source Sj, and
K vertices on the other side, each vertex representing a unique message destination Di. Each
message source Sj wishes to send a unique message Wj ∈ W, while each message destination
Di desires a unique message Wi ∈ W. Every edge in this graph connects a vertex from
the source side to a vertex on the destination side. Two kinds of edges are existing in this
graph: edges representing the desired links, and edges representing the significant interference
links. All other possible edges, i.e., the edges representing the weak interference links, will be
suppressed in this interference graph representation.

Two important constraints are considered, in [1], to construct an interference topology T :

1. The average transmit power at each TX Sj ,

Pj := 1
N

[
N∑
n=1
|xj(n)|2

]
, (4.2)

where N is the number of channel uses, is set to ensure the following nominal interference-
free SNR for all desired links Sj → Dj , given as

gjjPj
N0

≥ γ, ∀j ∈ {1, 2, . . . ,K}, (4.3)

where γ denotes the desired SNR target for all desired links.
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4 Achievable Rates in TIM

2. Once the transmission powers Pj are chosen, the interference level at each Di, is fixed
and given by

Ii =
K∑

j=1; j 6=i
gijPj . (4.4)

An interference topology T can be determined in which for each destination Di, the
interference links set, Ii = {Sj → Di; j ∈ {1, 2, . . . ,K}, j 6= i}, is divided into two
subsets, a set of significant interference links Si,T and a set of weak interference links
S̄i,T , in which Ii = Si,T ∪ S̄i,T and Si,T ∩ S̄i,T = ∅. This decomposition is not necessarily
unique as it depends on the different possible combinations of the interference links. In
[1], the set S̄i,T is chosen arbitrarily such that its elements’ sum-interference verifies∑

{Sj→Di}∈S̄i,T

gijPj ≤ N0, (4.5)

with Si,T taken as the complement of S̄i,T .

Once an interference topology T is determined based on constraints (4.3) and (4.5), the
resource allocation process will guarantee a lower bound on the SINR at each Di, denoted as
ξi,T , given as

ξi,T ≥ αT
γ

2 , ∀i ∈ {1, 2, . . . ,K}, (4.6)

where αT is the loss factor imposed by non-orthogonal transmission schemes when T is
considered. Typically, αT = 1 when an orthogonal resource allocation is used, while 0 < αT < 1
when non-orthogonal linear coding is used [1].

This model guarantees a lower bounded SINR and therefore an achievable bound on the
capacity region for this network.

4.3 TIM: A New Formulation for the Topology Construction
In [1], Jafar fixed an interference topology, according to Definition 25 and the constraint in (4.5),
and studied the DoF, i.e., when the transmission powers tend to infinity. While this approach
provides an enticing way to evaluate the theoretical performance limit of the topological
interference representation of the wireless network, it does not hold for the performance of the
wireless network itself. Indeed, as transmission powers tend to infinity, the interference level
of the neglected interference links at each Di, i.e., the weak interference links associated to S̄i,
also increases, and therefore, the constraint in (4.5) fails.
We now propose a different formulation for the interference topology construction to cope

with the aforementioned drawbacks, while retaining the elegant DoF analysis in [1]. Our
objectives are threefold: first, to deal with the finite SNR regime and not only with the
asymptotic one; second, to improve its accuracy when analyzing the capacity as a function of
the SNR; and third, to account for a flexible interference threshold (not just N0) that can
model different SNR requirements.

4.3.1 Normalized Network Model
We start by choosing the desired SNR target γ. We assume the network performs a power
control to guarantee the same SNR target for all desired links Sj → Dj . Hence, the transmission
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Figure 4.2: Normalized network model with K = 5.

powers are fixed according to

Pj = N0γ

gjj
, ∀j ∈ {1, 2, . . . ,K}. (4.7)

Let us formulate an equivalent system by scaling the transmission powers and the noise values
such that:

1. The normalized noise power at each destination Di is set to 1.

2. The normalized channel gains associated to the desired links are also set to g̃jj = 1, ∀j ∈
{1, 2, . . . ,K}.

3. The equivalent transmission powers are consequently set to P ′j = γ, ∀j ∈ {1, 2, . . . ,K}.

4. The normalized interference channel gains are set to g̃ij = gij

gjj
, ∀i, j ∈ {1, 2, . . . ,K} and

i 6= j.

A normalized network model for the wireless communication network, in Fig. 4.1, with K = 5,
is shown in Fig. 4.2. This model corresponds to a normalization of the standard TIM model
defined in [1].

4.3.2 SNR-Independent Interference Threshold
Based on the normalized model described in section 4.3.1, the transmission power from each
message source Sj is γ, and the noise level at each message destination Di is unitary. Let us
turn our interest to the interference strength at message destination Di which is now given by

Ii =
K∑

j=1; j 6=i
g̃ij · γ, (4.8)
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and the SINR at Di turns out to be

ξi = γ

1 + γ
∑K
j=1; j 6=i g̃ij

. (4.9)

Let us consider a TIM problem TIM(T ) with an interference topology T to be determined,
and let us generalize the constraint given in (4.5) for an arbitrary interference threshold τT .
The weak interference links, associated to S̄i,T , at message destination Di, will be neglected.
In order to determine the interference topology T , we choose the set S̄i,T , at each Di, such
that its elements sum interference verifies∑

{Sj→Di}∈S̄i,T

g̃ij · γ ≤ τT , (4.10)

which can be rewritten as ∑
{Sj→Di}∈S̄i,T

g̃ij ≤ βT , (4.11)

where βT = τT
γ is a normalized interference threshold that leads to the construction of the

topology T . Note that, a unique value for βT may lead to the construction of different
interference topologies T .

In (4.11), the left hand term relies only on the channel coefficients and not on γ. This
means that an interference topology T built for a given βT is valid for any couple (γ, τT ) such
that τT /γ = βT . Finally, for each value of βT , a TIM instance (i.e., an interference topology
T in the TIM problem TIM(T )) can be built and evaluated for a full range of SNRs. Note
that, while a given βT value corresponds to an interference topology T , such a topology may
be obtained through a range of βT values.

4.3.3 Interference Topology: Interference Classification

In order to classify, for a given βT , the interference links at message destination Di (interference
links in Ii), as significant interference links and weak interference links, we define, ∀i ∈
{1, 2, . . . ,K}, two sets as follows

I+
i,T = {{Sj → Di} ∈ Ii | g̃ij > βT } , (4.12)

and
I−i,T = {{Sj → Di} ∈ Ii | g̃ij ≤ βT } , (4.13)

where I+
i,T ∪ I

−
i,T = Ii. All the links in I+

i,T can be classified as significant interference links,
i.e, I+

i,T ⊆ Si,T . However, all the links in I−i,T are not necessarily weak, since their interference
accumulate and may have collectively a power contribution at Di greater than τT . Let us
denote by Fi,T the set of all subsets of I−i,T , where (I−i,T ,Fi,T ) is a measurable space and

|Fi,T | = 2
∣∣∣I−i,T

∣∣∣. One element of Fi,T is denoted by Φq
i,T , q ∈ {1, . . . , |Fi,T |}. Then, any element

Φq
i,T of Fi,T is a weak interference links set if

∑
{Sj→Di}∈Φq

i,T
g̃ij ≤ βT . The set of all possible
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weak interference links sets at Di is

Ωi,T =

Φq
i,T ∈ Fi,T ;

∑
{Sj→Di}∈Φq

i,T

g̃ij ≤ βT

 , (4.14)

If two sets Φq
i,T ∈ Ωi,T and Φr

i,T ∈ Ωi,T , r ∈ {1, . . . , |Fi,T |}, verify Φq
i,T ⊂ Φr

i,T , then we say
that Φr

i,T dominates Φq
i,T . A set Φq

i,T is said dominant if it is not dominated by any other
Φr
i,T ∈ Ωi,T . We select, at each Di, a dominant Φq

i,T , defined as S̄i,T , to construct a relevant
interference topology T for a given βT by suppressing all the interference links associated to
S̄i,T .

4.3.4 Fundamental Trade-off between DoF and SINR Maximization

Once an interference topology T is determined based on constraints (4.7) and (4.11), the
collective interference at Di from the weak interference links in S̄i,T is upper bounded by γβT ,
and the linear coding resource allocation process will guarantee a lower bound on the effective
SINR at each Di, given as

ξi,T ≥ αT
γ

1 + γβT
, ∀i ∈ {1, 2, . . . ,K}, (4.15)

where αT is the non-orthogonality loss factor already mentioned.
Let us remind that, according to [1], linear coding allows to increase the DoF by using non-

orthogonal linear vectors, but in turns result in a degraded SINR due to the non-orthogonal
linear coding penalty factor αT . This penalty comes from the fact that the receiver has
to project the received signal in the interference-free subspace [3]. Therefore, the following
engineering tradeoff holds: either the resource allocation is restricted to an orthogonal allocation
strategy providing a maximal SINR value, i.e., γ

1+γβT , at each message destination, at the
price however of a limited DoF, or the resource allocation can exploit a linear coding strategy,
which usually increases the DoF, at the price of reduced individual SINRs.

In our model, when γ tends to infinity, the SINR ξi,T is not infinite as in Jafar’s model [1],
but is bounded by αT

βT
, ∀i ∈ {1, 2, . . . ,K}, which fits better with the properties of the real

wireless network behind the interference topology model. Consequently, the DoF analysis does
not provide the slope of an infinite capacity in the high SNR regime, but rather a maximal
capacity. The only solution to get an infinite capacity is to use an orthogonal resource sharing
between all pairs of nodes.

4.4 Achievable Rates in TIM
As we explained in section 4.3, the theoretical limit proposed in [1] is valid for a TIM instance
but not for the underlying wireless network. In this section, we are going to characterize the
achievable rate region of the wireless network defined in section 4.1. First, let us denote by
P the set of all possible interference topologies of the wireless network. For a TIM problem
TIM(T ) with an interference topology T ∈ P, we can characterize an achievable rate region
as follows

RT ⊃
⋃

DT ∈DT

ï
DT · log2

Å
1 + αT ,DT γ

1 + γβT

ãò
, (4.16)
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where the joint DoF DT is an achievable DoF allocation inside the DoF region DT of the
TIM problem TIM(T ), defined as

DT = [DoFT (W1),DoFT (W2), . . . ,DoFT (WK)]t , (4.17)

where DoFT (Wk), k ∈ {1, 2, . . . ,K}, is an achievable DoF allocation, per message Wk, inside
the DoF region DT of the TIM problem TIM(T ), and αT ,DT is the loss factor imposed by
non-orthogonal transmission schemes, when T is considered, that leads to the achievable DoF
solution DT in the TIM problem TIM(T ). Typically, αT ,DT = 1 when an orthogonal resource
allocation is used, while 0 < αT ,DT < 1 when non-orthogonal linear coding is used [1].

We recall that a range of values of βT may lead to the construction of the same interference
topology T . We are interested in finding the βT value, out of all the possible βT values that
lead to the construction of this interference topology T , that provides the largest achievable
rate region in (4.16) for the same DT (fixed interference topology T ). This is going to be
stated in the following definition and theorem.

Definition 26 (Lowest β Value for T ). The lowest β value that leads to the construction of
an interference topology T is defined as

β?T = max
i

∑
{Sj→Di}∈S̄i,T

g̃ij . (4.18)

Theorem 13 (Achievable Rate Region: Finite SNR Regime). The achievable rate region, in
the finite SNR regime, through linear coding schemes, of a wireless network can be defined
as the union of the achievable rate regions associated to all TIM problems of all possible
interference topologies of the wireless network, as follows

RW ⊃
⋃

DT ∈DT ;∀T ∈P

ï
DT · log2

Å
1 + αT ,DT γ

1 + γβ?T

ãò
, (4.19)

Proof. The result in (4.19) follows naturally from the fact that, out of all possible βT values
that leads to the construction of a given interference topology T with a fixed DT , the βT
value associated with the largest achievable rate region is β?T (the lowest βT value), since this
maximizes the log term in (4.19). Hence, all achievable rate regions given by higher βT values
must be included in the one with β?T .

For a sufficiently large SNR, i.e., γ →∞, we can state the following corollary.

Corollary 1 (Achievable Rate Region: Asymptotic SNR Regime). The achievable rate region,
in the asymptotic SNR regime, through linear coding schemes, of a wireless network can be
defined as follows

RW ⊃
⋃

DT ∈DT ;∀T ∈P

ï
DT · log2

Å
1 + αT ,DT

β?T

ãò
. (4.20)

For a TIM problem TIM(T ) with an interference topology T , we can characterize an
achievable symmetric rate per message, i.e., a rate RT (γ) that can be achieved by each
message Wk ∈ W through linear coding, as follows

RT (γ) = dT · log2

Å
1 + αT γ

1 + γβT

ã
, (4.21)
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4.5 Extreme Interference Topologies: Achievable Rate Analysis

where dT is the symmetric DoF per message, i.e., the maximal DoF that can be achieved
by each message Wk ∈ W in the TIM problem TIM(T ) through linear coding, αT is the
non-orthogonal linear coding penalty factor that leads to the symmetric DoF solution dT in the
TIM problem TIM(T ). In the following theorem and corollary, we are going to characterize an
achievable symmetric rate per message Wk ∈ W of the wireless network defined in section 4.1.

Theorem 14 (Achievable Symmetric Rate: Finite SNR Regime). An achievable symmetric
rate, in the finite SNR regime, through linear coding schemes, of a wireless network can
be defined as the highest achievable symmetric rate among the achievable symmetric rates
associated to all TIM problems of all possible interference topologies of the wireless network,
as follows

RW(γ) = max
T ∈P

R?T (γ), (4.22)

where R?T (γ) is the achievable symmetric rate associated to the TIM problem TIM(T ), defined
as

R?T (γ) = dT · log2

Å
1 + αT γ

1 + γβ?T

ã
. (4.23)

Proof. The result in (5.20) follows naturally from the fact that, out of all possible βT values
that leads to the construction of a given interference topology T with a fixed dT , the βT value
associated with the highest achievable symmetric rate R?T (γ) is β?T (the lowest βT value),
since this maximizes the log term in (4.21). Hence, all achievable symmetric rates given by
higher βT values must be lower than the one with β?T .

For a sufficiently large SNR, i.e., γ →∞, we can state the following corollary.

Corollary 2 (Achievable Symmetric Rate: Asymptotic SNR Regime). An achievable symmet-
ric rate, in the asymptotic SNR regime, through linear coding schemes, of a wireless network
can be defined as follows

RW(γ) = max
T ∈P

ï
dT · log2

Å
1 + αT

β?T

ãò
. (4.24)

4.5 Extreme Interference Topologies: Achievable Rate Analysis
In this section, we will analyze the performance of the two extreme interference topologies
of a wireless network: the fully connected and the fully disconnected, to understand when
they outperform the other interference topologies of the wireless network. We define the two
extreme interference topologies, the fully connected and the fully disconnected, as follows.

Definition 27 (Fully Connected Interference Topology Tc). An interference topology T is
said to be fully connected if and only if all interference links are significant interference links.
We will denote the fully connected topology as Tc.

Property 1 (Lowest βTc for Tc). The lowest βTc value for the fully connected interference
topology Tc is β?Tc = 0.

Definition 28 (Fully Disconnected Interference Topology Td). An interference topology T is
said to be fully disconnected if and only if all interference links are weak interference links.
We will denote the fully disconnected topology as Td.
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4 Achievable Rates in TIM

Property 2 (Lowest βTd for Td). The lowest βTd value for the fully disconnected interference
topology Td is

β?Td = max
i

K∑
j=1; j 6=i

g̃ij = βm. (4.25)

For the fully connected interference topology Tc, the maximal DoF that can be achieved
by each message Wk ∈ W in the TIM problem TIM(Tc) is dTc = 1/K, and the resource
allocation is restricted to orthogonal allocation with αTc = 1. Hence, for Tc, an achievable
symmetric rate R?Tc(γ) per each message Wk ∈ W, is defined as

R?Tc(γ) = 1
K

log2 (1 + γ) . (4.26)

The achievable rate R?Tc(γ) for Tc defined in (4.26) tends to infinity when γ →∞. This is the
unique interference topology solution for which the rate may scale with log(γ) but in this case
the optimal allocation is 1/K.

For the fully disconnected interference topology Td, the maximal DoF that can be achieved
by each message Wk ∈ W in the TIM problem TIM(Td) is dTd = 1, and in this case, full
reuse is performed with αTd = 1. Hence, for Td, an achievable symmetric rate R?Td

(γ) per each
message Wk ∈ W, is defined as

R?Td(γ) = log2

Å
1 + γ

1 + γβm

ã
. (4.27)

Definition 29 (Extreme Interference Topologies Rate RE(γ)). We can define an achievable
symmetric rate for the extreme interference topologies, denoted by RE(γ), as follows.

RE(γ) = max
(
R?Tc(γ), R?Td(γ)

)
. (4.28)

Theorem 15 (Extreme Interference Topologies Rate RE(γ)). There exists a γ value called γe
such that

RE(γ) =
ß
R?Td

(γ); γ < γe
R?Tc(γ); γ ≥ γe

(4.29)

and γe can be evaluated by solving the following

R?Tc(γe) = R?Td(γe). (4.30)

Proof. This follows from the fact that, R?Tc(γ) and R?Td
(γ) are continuously increasing, and

limγ→0R
?
Tc(γ) < limγ→0R

?
Td

(γ) and limγ→∞R
?
Tc(γ) > limγ→∞R

?
Td

(γ).

The following theorems state when the extreme interference topologies outperform any other
intermediate interference topology T ∈ P in terms of the achievable symmetric rate.

Theorem 16. There exists a γ value called γc for which the fully connected interference
topology Tc outperforms any other interference topology T ∈ P in terms of the achievable rate
for any γ ≥ γc where γe ≤ γc ≤ γx and γx can be evaluated by solving the following

R?Tc(γx) = max
dT ,αT ,β

?
T

R?T (γx)

s.t. dT ∈ [1/K, 1/2] , αT ∈ ]0, 1] , β?T ∈ ]0, βm[ .
(4.31)
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4.6 Fundamental Limits on β?T for Interference Topologies with Half-DoF-Feasibility

Theorem 17. There exists a γ value called γd for which the fully disconnected interference
topology Td outperforms any other interference topology T ∈ P in terms of the achievable rate
for any γ ≤ γd where γy ≤ γd ≤ γe and γy can be evaluated by solving the following

R?Td(γy) = max
dT ,αT ,β

?
T

R?T (γy)

s.t. dT ∈ [1/K, 1/2] , αT ∈ ]0, 1] , β?T ∈ ]0, βm[ .
(4.32)

The following theorem states when an intermediate interference topology T ∈ P outperforms
the extreme interference topologies in terms of the achievable symmetric rate.

Theorem 18. An intermediate topology T ∈ P outperforms in terms of the achievable rate the
extreme interference topologies if and only if γ−T < γ < γ+

T where γ−T and γ+
T can be evaluated

by solving the following
R?Td(γ−T ) = R?T (γ−T ), (4.33)

R?Tc(γ+
T ) = R?T (γ+

T ). (4.34)

4.6 Fundamental Limits on β?T for Interference Topologies with
Half-DoF-Feasibility

In this section, we will present β?T bounds that are able to specify, in the TIM problem of a
wireless network, which half-DoF-feasible interference topologies will outperform, in terms of
the achievable symmetric rate, the two extreme interference topologies.
We define the half-DoF-feasible interference topologies as follows.

Definition 30 (Half-DoF-Feasible Interference Topologies). An interference topology T that
can support in the TIM problem a symmetric DoF equal to 0.5 per message Wk ∈ W, is called
a half-DoF-feasible interference topology.

In [1], Jafar showed that 0.5 is the maximal symmetric DoF per message Wk ∈ W except
if the interference topology is fully disconnected. To achieve 0.5 DoF per message, an IA
approach may be required. The set of all half-DoF-feasible interference topologies associated
to the given wireless network is denoted as H. It is also known, from [1], that for any
interference topology belonging to H, a 0.25 DoF per message Wk ∈ W at least, is achievable
with orthogonal sharing. More precisely, the symmetric DoF per message Wk ∈ W that is
achievable with an orthogonal sharing, for any T ∈ H, belongs to {1/2, 1/3, 1/4}. Therefore,
the topologies in H can be categorized into three sets noted HOS,1/2,HOS,1/3,HOS,1/4.

Definition 31 (Orthogonal DoF Solutions Based Half-DoF-Feasible Interference Topologies).
Any interference topology T ∈ H is categorized also in HOS,1/L, i.e., T ∈ HOS,1/L, where
L ∈ {2, 3, 4}, if and only if the maximal DoF that can be achieved by each message Wk ∈ W
through orthogonal sharing is 1/L. The sets HOS,1/L verify H = ∪L∈{2,3,4}HOS,1/L and
HOS,1/L ∩HOS,1/L′ = ∅, where L′ ∈ {2, 3, 4} and L 6= L′.

A half-DoF-feasible interference topology T ∈ H will outperform, in terms of the achievable
symmetric rate, both extreme topologies, Tc and Td, at some γ, under a condition on β?T .
Conversely, for a given γ, there is a specific β?T range for which any interference topology T ∈ H
with β?T value within this β?T range will outperform in terms of the achievable symmetric rate
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4 Achievable Rates in TIM

the extreme interference topologies, and any interference topology T ∈ H with β?T value not
within this β?T range will be outperformed in terms of the achievable symmetric rate by the
extreme interference topologies.

Specifying this β?T range, for a given γ, will be very helpful in avoiding an exhaustive search
over the full β?T range, i.e., the range [0, βm], to specify the half-DoF-feasible interference
topologies in H that are outperforming in terms of the achievable symmetric rate the extreme
interference topologies. In other words, this β?T range limits the search (for example, in an
algorithm) to find half-DoF-feasible interference topology T that can be the best topology at
a given γ.
In the following, we will present the β?T range, at a given γ, for which an interference

topology T ∈ H will outperform, at the given γ, the extreme interference topologies in terms
of the achievable symmetric rate if and only if β?T is within this β?T range. We will present this
β?T range for the half-DoF-feasible interference topologies when orthogonal sharing is used,
i.e., for the three topology categories HOS,1/L, L ∈ {2, 3, 4} and when IA is used, i.e., for any
T ∈ H.

Theorem 19 (β?T Outer Bound: Orthogonal DoF Solutions Based Half-DoF-Feasible Inter-
ference Topologies). For a given γ, a half-DoF-feasible interference topology T ∈ HOS,1/L,
L ∈ {2, 3, 4}, when orthogonal sharing is used, outperforms the extreme interference topologies
in terms of the achievable rate if and only if β?T < BL(γ) where BL(γ) is defined as

BL(γ) = 1
2L·RE(γ) − 1

− 1
γ
. (4.35)

Proof. The result in (4.35) follows naturally from (5.20), for the case of a half-DoF-feasible
interference topology T when orthogonal sharing is used, i.e., T ∈ HOS,1/L, where dT = 1/L
and αT = 1, and from (4.26) and (4.27) which represent the achievable symmetric rates of the
extreme interference topologies.

Theorem 20 (β?T Outer Bound: IA DoF Solution Based Half-DoF-Feasible Interference
Topologies). For a given γ, a half-DoF-feasible interference topology T ∈ H, when IA is used,
outperforms the extreme interference topologies in terms of the achievable rate if and only if
β?T < BH(γ) where BH(γ) is defined as

BH(γ) =
sin2
Ä
π
Na

ä
22·RE(γ) − 1

− 1
γ
, (4.36)

where Na is the number of alignment sets when non-conflicting alignment sets are merged into
one alignment set [1].

Proof. The result in (4.36) follows naturally from (5.20), for the case of a half-DoF-feasible
interference topology T when IA is used, i.e., T ∈ H, where dT = 0.5 and αT = sin2 π

Na
, where

Na is the number of alignment sets when non-conflicting alignment sets are merged into one
alignment set [1], and from (4.26) and (4.27) which represent the achievable symmetric rates
of the extreme interference topologies.

To illustrate the results in Theorems 19 and 20, we graphed the outer bounds of β?T , for
K = 10 and with Na = 3, as a function of γ, for the orthogonal and the IA cases, in Figure 4.3
and Figure 4.4, respectively. In Figure 4.3, where L = 3, we know that, for a given γ, there

60

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



4.7 Conclusion

exists many half-DoF-feasible interference topologies throughout the range [0, βm]. However,
from Theorem 19, we know that a half-DoF-feasible interference topology T ∈ HOS,1/L will
outperform the extreme interference topologies if and only if β?T is within the range [0, BL(γ)].
This greatly reduces the search range for the half-DoF-feasible interference topologies from the
full β?T range, i.e, [0, βm], to the range [0, BL(γ)]. Since this search involves looking at a huge
number of combinations of possible interference topologies for each βm value, the reduction is
of great importance in optimizing the algorithmic complexity. The same conclusion holds for
the IA case in Figure 4.4.

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

1.2

Figure 4.3: β?3 outer bounds for different βm values. (We refer in this figure to the β?T outer
bound, defined in theorem 19, by β?3).

4.7 Conclusion
In this chapter, we have introduced a new approach to convert a wireless network into a TIM
model using a normalized interference threshold β that ensures the validity of the interference
topology for all SNRs. Based on this approach, the TIM analysis exhibits the fundamental
trade-off between DoF and SINR maximization. This contribution is complementary to
classical work related to TIM since the focus is clearly on the formulation of a TIM problem.
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Figure 4.4: β?ia outer bounds for different βm values and with Na = 3. (We refer in this figure
to the β?T outer bound, defined in theorem 20, by β?ia).

This approach provides a better evaluation of the achievable symmetric rate of the initial
wireless network.
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— 5 —
TIM for Small Scale
Wireless Networks:

Four Users Networks
This chapter considers the TIM problem for small-scale wireless networks (four users wireless

networks) using the interference topology construction approach proposed in chapter 4. In
this chapter, we apply the achievable rates analysis, proposed in chapter 4, for all interference
topologies with half-DoF-feasibility in the TIM problem of four users wireless networks.

5.1 System Model

5.1.1 Initial Network Model

Consider a wireless communication network consisting of 4 TXs, labeled, S1, S2, S3, S4, and
4 RXs, labeled, D1, D2, D3, D4. Let W = {W1,W2,W3,W4} be the set of all messages to be
transmitted in the network. We assume that the network supports unicast transmissions, where
TX Sk, k ∈ {1, 2, 3, 4}, sends a unique message Wk to a unique RX Dk. Each TX Sk uses a
power Pk to transmit its unique message Wk, and each RX Dk is subject to interference from
every TX Sk′ , k

′ ∈ {1, 2, 3, 4}/{k}. The wireless network includes two kinds of communication
links: the desired links, i.e., the links Sk → Dk, ∀k ∈ {1, 2, 3, 4}, and the interference links, i.e,
the links Sk′ → Dk, ∀k, k′ ∈ {1, 2, 3, 4} and k′ 6= k. The wireless network is shown in Fig. 5.1.

The channel input-output relationships are defined as

yi(n) =
4∑
j=1

hijxj(n) + zi(n), (5.1)

where, over the nth channel use, xj(n) is the transmitted symbol from message source Sj ,
j ∈ {1, 2, 3, 4}, yi(n) is the received symbol at message destination Di, i ∈ {1, 2, 3, 4}, zi(n)
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S1

S4

S3

S2 D2

D3

D4

D1

Desired signal
Interference

W1

W2

W3

W4

Figure 5.1: Wireless communication network with 4 users.

is the additive noise at message destination Di, and hij is the constant channel coefficient
between message source Sj and message destination Di. All symbols belong to the field C.
We also denote gij = |hij |2, the flat fading channel gain associated to each source-destination
link. The term zi(n) is the i.i.d. complex circularly symmetric additive white Gaussian noise
term, with zero mean and variance N0.

5.1.2 Normalized Network Model for TIM

We start by choosing the desired SNR target γ. We assume the network performs a power
control to guarantee the same SNR target for all desired links Sj → Dj . Hence, the transmission
powers are fixed according to

Pj = N0γ

gjj
, ∀j ∈ {1, 2, 3, 4}. (5.2)

Let us formulate an equivalent system by scaling the transmission powers and the noise values
such that:

1. The normalized noise power at each destination Di is set to 1.

2. The normalized channel gains associated to the desired links are also set to g̃jj = 1, ∀j ∈
{1, 2, 3, 4}.

3. The equivalent transmission powers are consequently set to P ′j = γ, ∀j ∈ {1, 2, 3, 4}.

4. The normalized interference channel gains are set to g̃ij = gij

gjj
, ∀i, j ∈ {1, 2, 3, 4} and

i 6= j.
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5.2 TIM: Interference Topology Formulation
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Figure 5.2: Normalized network model with K = 4.

A normalized network model for the wireless communication network, in Fig. 5.1, with K = 4,
is shown in Fig. 5.2. This model corresponds to a normalization of the standard TIM model
defined in [1].

5.2 TIM: Interference Topology Formulation

5.2.1 SNR-Independent Interference Threshold

Based on the normalized model described in section 5.1.2, the transmission power from each
message source Sj is γ, and the noise level at each message destination Di is unitary. Let us
turn our interest to the interference strength at message destination Di which is now given by

Ii =
4∑

j=1; j 6=i
g̃ij · γ, (5.3)

and the SINR at Di turns out to be

ξi = γ

1 + γ
∑4
j=1; j 6=i g̃ij

. (5.4)

Let us consider a TIM problem TIM(T ) with an interference topology T to be determined,
and let us consider an arbitrary interference threshold τT at each message destination Di. An
interference topology T can be determined in which for each destination Di, the interference
links set, Ii = {Sj → Di; j ∈ {1, 2, 3, 4}, j 6= i}, is divided into two subsets, a set of significant
interference links Si,T and a set of weak interference links S̄i,T , in which Ii = Si,T ∪ S̄i,T and
Si,T ∩ S̄i,T = ∅. The weak interference links, associated to S̄i,T , at message destination Di,
will be neglected. In order to determine the interference topology T , we choose the set S̄i,T ,
at each Di, such that its elements sum interference verifies∑

{Sj→Di}∈S̄i,T

g̃ij · γ ≤ τT , (5.5)
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which can be rewritten as ∑
{Sj→Di}∈S̄i,T

g̃ij ≤ βT , (5.6)

where βT = τT
γ is a normalized interference threshold that leads to the construction of the

topology T . Note that, a unique value for βT may lead to the construction of different
interference topologies T .

In (5.6), the left hand term relies only on the channel coefficients and not on γ. This means
that an interference topology T built for a given βT is valid for any couple (γ, τT ) such that
τT /γ = βT . Finally, for each value of βT , a TIM instance (i.e., an interference topology T in
the TIM problem TIM(T )) can be built and evaluated for a full range of SNRs. Note that,
while a given βT value corresponds to an interference topology T , such a topology may be
obtained through a range of βT values.

5.2.2 Fundamental Trade-off between DoF and SINR Maximization

Once an interference topology T is determined based on constraints (5.2) and (5.6), the
collective interference at Di from the weak interference links in S̄i,T is upper bounded by γβT ,
and the linear coding resource allocation process will guarantee a lower bound on the effective
SINR at each Di, given as

ξi,T ≥ αT
γ

1 + γβT
, ∀i ∈ {1, 2, 3, 4}, (5.7)

where αT is the non-orthogonality loss factor.
According to [1], linear coding allows to increase the DoF by using non-orthogonal linear

vectors, but in turns result in a degraded SINR due to the non-orthogonal linear coding penalty
factor αT . This penalty comes from the fact that the receiver has to project the received signal
in the interference-free subspace [3]. Therefore, the following engineering tradeoff holds: either
the resource allocation is restricted to an orthogonal allocation strategy providing a maximal
SINR value, i.e., γ

1+γβT , at each message destination, at the price however of a limited DoF,
or the resource allocation can exploit a linear coding strategy, which usually increases the
DoF, at the price of reduced individual SINRs.
In our model, when γ tends to infinity, the SINR ξi,T is not infinite as in Jafar’s model

[1], but is bounded by αT
βT

, ∀i ∈ {1, 2, 3, 4}, which fits better with the properties of the real
wireless network behind the interference topology model. Consequently, the DoF analysis does
not provide the slope of an infinite capacity in the high SNR regime, but rather a maximal
capacity. The only solution to get an infinite capacity is to use an orthogonal resource sharing
between all pairs of nodes.

5.3 Achievable Rates under the Interference Topology Formulation

In this section, we are going to characterize an achievable symmetric rate per message Wk ∈ W
of the wireless network defined in section 5.1.1. First, let us denote by P the set of all possible
interference topologies of the wireless network.
For a TIM problem TIM(T ) with an interference topology T , we can characterize an

achievable symmetric rate per message, i.e., a rate RT (γ) that can be achieved by each
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message Wk ∈ W through linear coding, as follows

RT (γ) = dT · log2

Å
1 + αT γ

1 + γβT

ã
, (5.8)

where dT is the symmetric DoF per message, i.e., the maximal DoF that can be achieved
by each message Wk ∈ W in the TIM problem TIM(T ) through linear coding, αT is the
non-orthogonal linear coding penalty factor that leads to the symmetric DoF solution dT in
the TIM problem TIM(T ).

We recall that a range of values of βT may lead to the construction of the same interference
topology T . We are interested in finding the βT value, out of all the possible βT values that
lead to the construction of this interference topology T , that provides the highest achievable
symmetric rate in (5.8) for the same dT (fixed interference topology T ). This is going to be
stated in the following definitions.

Definition 32 (Lowest β Value for T ). The lowest β value that leads to the construction of
an interference topology T is defined as

β?T = max
i

∑
{Sj→Di}∈S̄i,T

g̃ij . (5.9)

Definition 33 (Achievable Symmetric Rate: Finite SNR Regime). An achievable symmetric
rate, in the finite SNR regime, through linear coding schemes, of a wireless network can
be defined as the highest achievable symmetric rate among the achievable symmetric rates
associated to all TIM problems of all possible interference topologies of the wireless network,
as follows

RW(γ) = max
T ∈P

R?T (γ), (5.10)

where R?T (γ) is the achievable symmetric rate associated to the TIM problem TIM(T ), defined
as

R?T (γ) = dT · log2

Å
1 + αT γ

1 + γβ?T

ã
. (5.11)

5.4 Interference Topology Graph and Conflict Graph of the 4
Users Unicast TIM Problem

Let us define the interference topology graph and the conflict graph of the 4 users unicast
TIM problem as follows.

Definition 34 (4 Users Interference Topology Graph). The interference topology graph of a 4
users unicast TIM instance is a bidirected graph with 4 vertices, where each vertex represents
a unique message from the set of all messages W and a directed edge from the vertex that
representing message Wj to the vertex that representing message Wi, i 6= j, exists only if
destination Di is corrupted by source Sj, i.e., {Sj → Di} ∈ Si.

Definition 35 (4 Users Conflict Graph). The conflict graph of a 4 users unicast TIM instance
is an undirected graph with 4 vertices, where each vertex represents a unique message from the
set of all messages W and an edge between the vertices that representing the messages Wi and
Wj, i 6= j, exists only if either destination Di is corrupted by source Sj, i.e., {Sj → Di} ∈ Si,
or destination Dj is corrupted by source Si, i.e., {Si → Dj} ∈ Sj.

67

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



5 TIM for Small Scale Wireless Networks: Four Users Networks

We consider a one possible TIM instance, of the initial wireless network shown in Fig. 5.1,
such that the weak interference links are given as, S̄1 = {S3 → D1}, S̄2 = {S3 → D2},
S̄3 = {S1 → D3, S4 → D3}, and S̄4 = {S1 → D4, S2 → D4, S3 → D4}. The interference
topology graph and the conflict graph of this possible TIM instance are shown in Fig. 5.3.

W1 W2

W3 W4

W1 W2

W3 W4

Interference topology graph Conflict graph

Figure 5.3: The interference topology graph and the conflict graph of a 4 users unicast TIM
instance.

Each possible TIM instance has a unique interference topology graph representation, while
different possible TIM instances, i.e., different possible interference topologies’ graphs can
correspond to a unique conflict graph. A different possible interference topologies’ graphs can
correspond to a unique conflict graph if and only if they have the same underlying graph which
is the same unique conflict graph. The underlying graphs of the different possible interference
topologies graphs come by replacing the directed edges in these graphs with undirected edges.
We will consider the conflict graph representation as a starting step in the TIM analysis.

An unlabeled conflict graph is a conflict graph without labeling the vertices of the conflict
graph by the messages from the set of all messages W . We define this graph representation as
follows.

Definition 36 (4 Users Unlabeled Conflict Graph Cu). An unlabeled conflict graph Cu of a 4
users unicast TIM instance, u ∈ Nu, where Nu = 11 is the number of all possible unlabeled
conflict graphs, is an undirected graph with 4 unlabeled vertices, i.e., 4 virtual labeled vertices
w, x, y, z ∈ {W1,W2,W3,W4} and w 6= x 6= y 6= z. Each unlabeled conflict graph Cu is
characterized by two subsets Vu and Gu, where Vu = {dw, dx, dy, dz}, and dw, dx, dy, dz are the
vertices’ degrees of the 4 virtual labeled vertices w, x, y, z, and Gu = {Bw,Bx,By,Bz}, where
Bw,Bx,By,Bz is the set of the vertices’ degrees of the adjacent vertices of the vertices w, x, y, z
respectively. Each unlabeled conflict graph Cu is also characterized with a unique edges set Eu.

Each conflict graph has its unlabeled conflict graph representation. Also, we can notice
that different conflict graphs can have the same unlabeled conflict graph representation. (i.e.,
different conflict graphs can correspond to a unique unlabeled conflict graph representation).
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5.4 Interference Topology Graph and Conflict Graph of the 4 Users Unicast TIM Problem

All possible unlabeled conflict graphs, of all possible TIM instances of the initial wireless
network shown in Fig. 5.1, are shown in Figure 5.4.

C1 C2 C3 C4

C5 C6 C7 C8

C9 C10 C11
Figure 5.4: All possible unlabeled conflict graphs.

The unlabelled conflict graph C9 is characterized by the two subsets V9 and G9, where
V9 = {3, 1, 2, 2} and G9 = {{1, 2, 2}, {3}, {3, 2}, {3, 2}}.
Now, let us define the following unlabeled conflict graphs’ domination law.

Definition 37 (Domination Law for Unlabeled Conflict Graphs). An unlabeled conflict graph
Cu characterized with the unique edges set Eu, dominates an unlabeled conflict graph Cv
characterized with the unique edges set Ev, i.e., Cu → Cv, if and only if Ev ⊂ Eu.

Property 3 (Domination Law for Unlabeled Conflict Graphs). If an unlabeled conflict graph
Cu dominates an unlabeled conflict graph Cv, i.e., Cu → Cv, and the unlabeled conflict graph
Cv dominates an unlabeled conflict graph Cw, i.e., Cv → Cw, then Cu dominates Cw, i.e.,
Cu → Cw.

Fig. 5.5 shows the dominations of the unlabeled conflict graphs shown in Fig. 5.4.
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5 TIM for Small Scale Wireless Networks: Four Users Networks

C1

C2

C3 C4

C6 C7C5

C9C8

C10

C11

Figure 5.5: Unlabelled conflict graphs dominations.

5.5 Half-DoF Through Orthogonal Sharing
Let us define the orthogonal sharing half-DoF interference topologies as follows.

Definition 38 (Orthogonal Sharing Half-DoF Interference Topologies). An interference
topology T that can support in the TIM problem a symmetric DoF equal to 0.5 per message
Wk ∈ W, through orthogonal sharing scheme, is called an orthogonal sharing half-DoF
interference topology.

It is also known, from [1], that for any interference topology T , a 0.5 symmetric DoF per
message Wk ∈ W, is achievable with orthogonal sharing under a sufficient and necessary
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5.5 Half-DoF Through Orthogonal Sharing

condition on the associated conflict graph of the interference topology.

Theorem 21 (Orthogonal Sharing Half-DoF Interference Topologies). An interference topology
T has a symmetric DoF equal to 0.5 per message Wk ∈ W, through orthogonal sharing, if and
only if the corresponding unlabeled conflict graph of the interference topology T has no clique
of size 3 or more.

An unlabeled conflict graph that has no clique of size 3 or more is called an orthogonal
sharing Half-DoF unlabeled conflict graph.

Definition 39 (Undominated Unlabeled Conflict Graph of Orthogonal Sharing Half-DoF
Interference Topologies). An unlabeled conflict graph Cu, is an undominated unlabeled conflict
graph of orthogonal sharing Half-DoF interference topologies, and we call it undominated
orthogonal sharing Half-DoF unlabeled conflict graph, if and only if Cu has no clique of size 3
or more and Cu is not dominated by any orthogonal sharing Half-DoF unlabeled conflict graph
Cv, ∀v 6= u.

For the 4 users unicast TIM problem, we have, from the unlabeled conflict graphs shown in
Fig. 5.4, two undominated orthogonal sharing Half-DoF unlabeled conflict graphs, C6 and C8.
These two graphs are shown in Fig 5.6.

C6 C8

Orthogonal sharing Half-DoF undominated unlabeled conflict graph
Figure 5.6: Undominated orthogonal sharing Half-DoF unlabeled conflict graphs.

Theorem 22 (Achievable Symmetric Rate Through Orthogonal Sharing Half-DoF Solutions).
An achievable symmetric rate, through orthogonal sharing schemes, of the wireless network,
when Half-DoF solutions are considered, can be defined as the highest achievable symmetric
rate among the achievable symmetric rates associated to all possible interference topologies
that have undominated orthogonal sharing Half-DoF unlabeled conflict graphs.

Now, let us define the bi-directed interference topology of an unlabeled conflict graph, as
follows

Definition 40 (4 Users Bi-directed Interference Topology of An Unlabeled Conflict Graph).
The bi-directed interference topology of an unlabeled conflict graph is an unlabeled interference
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5 TIM for Small Scale Wireless Networks: Four Users Networks

topology with 4 unlabeled vertices, i.e., 4 virtual labeled vertices w, x, y, z ∈ {W1,W2,W3,W4}
and w 6= x 6= y 6= z, and it can be constructed by considering each undirected edge in the
unlabeled conflict graph as a bidirected edge.

The bi-directed interference topologies of the undominated orthogonal sharing Half-DoF
unlabeled conflict graphs C6 and C8, are shown in Fig. 5.7.

bidirected topology of C6 bidirected topology of C8

Orthogonal sharing Half-DoF undominated unlabeled conflict graph

w x

y z

w x

zy

Figure 5.7: The bi-directed interference topologies of the undominated orthogonal sharing
Half-DoF unlabeled conflict graphs C6 and C8.

Definition 41 (Achievable Symmetric Rate Through Orthogonal Sharing Half-DoF Solutions).
To characterize an achievable symmetric rate, through undominated orthogonal sharing Half-
DoF unlabeled conflict graphs, it is sufficient to evaluate the SINR of the bi-directed interference
topology of each undominated orthogonal sharing Half-DoF unlabeled conflict graph.

The bi-directed interference topology of an undominated orthogonal sharing Half-DoF
unlabeled conflict graph is called undominated orthogonal sharing Half-DoF bi-directed
interference topology.
Since the 4 users bi-directed interference topology is an unlabelled interference topology

with 4 unlabeled vertices, i.e., 4 virtual labeled vertices w, x, y, z ∈ {W1,W2,W3,W4} and w 6=
x 6= y 6= z, then each bi-directed interference topology of an undominated orthogonal sharing
Half-DoF unlabeled conflict graph corresponds to 4! interference topologies by considering all
unlabeled nodes’ permutations.
Since we are interested in evaluating the SINR of the bi-directed interference topology of

each undominated orthogonal sharing Half-DoF unlabeled conflict graph, and by considering
the symmetric graph representation, in Fig. 5.7, for the bi-directed interference topology
of C6 and for the bi-directed interference topology of C8, then there is no need to consider
all 4! interference topologies of each bi-directed interference topology of an undominated
orthogonal sharing Half-DoF unlabeled conflict graph, and it is sufficient to consider only
the distinct labelings of the bi-directed interference topologies of C6 and C8. The symmetric
graph representation can be seen by considering the automorphism of the graph.

Definition 42 (Automorphism of a Graph). An automorphism of a graph is a permutation
of its vertices that preserves the graph edges’ adjacency.
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5.5 Half-DoF Through Orthogonal Sharing

Property 4 (Automorphism of a Graph). For a given unlabelled simple graph with K vertices,
K!/aut is the number of distinct labelings of this graph where aut is the number of all
automorphisms of the graph.

For the bi-directed interference topology of C6, the number of all automorphisms is aut = 6,
then we have 4 distinct labelings of the bi-directed interference topology of C6. While, for the
bi-directed interference topology of C8, the number of all automorphisms is aut = 8, then we
have 3 distinct labelings of the bi-directed interference topology of C8.

To evaluate the maximal SINR, through orthogonal sharing schemes, of the wireless network,
when Half-DoF solutions are considered, we consider the complement graphs of the bi-directed
interference topologies of the undominated orthogonal sharing Half-DoF unlabeled conflict
graphs C6 and C8, as shown in Fig. 5.8.

Complement graph for 
bidirected topology of C6

Complement graph for 
bidirected topology of C8

Orthogonal sharing Half-DoF undominated unlabeled conflict graph

w x

y z

w x

zy

Figure 5.8: Complement graphs of the bi-directed interference topologies of the undominated
orthogonal sharing Half-DoF unlabeled conflict graphs C6 and C8.

The maximal SINR that can be evaluated through the bi-directed interference topology of
the undominated orthogonal sharing Half-DoF unlabeled conflict graph C6, is defined as

η?C6 = γ

1 + γβ??C6

, (5.12)

where β??C6
is the minimal value among the 4 β?T values that correspond to the 4 distinct

labelings of the bi-directed interference topology of C6, and β??C6
can be evaluated through the

complement graph of the bi-directed interference topology of the undominated orthogonal
sharing Half-DoF unlabeled conflict graph C6 shown in Fig. 5.8.

The maximal SINR that can be evaluated through the bi-directed interference topology of
the undominated orthogonal sharing Half-DoF unlabeled conflict graph C8, is defined as

η?C8 = γ

1 + γβ??C8

, (5.13)

where β??C8
is the minimal value among the 3 β?T values that correspond to the 3 distinct

labelings of the bi-directed interference topology of C8, and β??C8
can be evaluated through the
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5 TIM for Small Scale Wireless Networks: Four Users Networks

complement graph of the bi-directed interference topology of the undominated orthogonal
sharing Half-DoF unlabeled conflict graph C8 shown in Fig. 5.8.
Then, the maximal SINR that can be evaluated, through orthogonal sharing schemes, of

the wireless network, when Half-DoF solutions are considered, is defined as

η?? = max
(
η?C6 , η

?
C8

)
= γ

1 + γ ·min
(
β??C6

, β??C8

) . (5.14)

Theorem 23 (Achievable Symmetric Rate Through Orthogonal Sharing Half-DoF Solutions).
An achievable symmetric rate, through orthogonal sharing schemes, of the wireless network,
when Half-DoF solutions are considered, can be defined as the highest achievable symmetric
rate among the achievable symmetric rates associated to all bi-directed interference topologies
of the undominated orthogonal sharing Half-DoF unlabeled conflict graphs, as follows

R?W(γ) = 1
2 · log2 (1 + η??) = 1

2 · log2

Ç
1 + γ

1 + γ ·min
(
β??C6

, β??C8

)å . (5.15)

5.6 Half-DoF Through Interference Alignment
Let us define the IA half-DoF interference topologies as follows.

Definition 43 (IA Half-DoF Interference Topologies). An interference topology T that can
support in the TIM problem a symmetric DoF equal to 0.5 per message Wk ∈ W, through IA
scheme, is called an IA half-DoF interference topology.

In [1], Jafar showed that 0.5 is the maximal symmetric DoF per message Wk ∈ W except
if the interference topology is fully disconnected. To achieve 0.5 DoF per message, an IA
approach may be required. It is also known, from [1], that for any interference topology T ,
if a 0.5 DoF per message Wk ∈ W is achievable with orthogonal sharing then 0.5 DoF per
message Wk ∈ W is also achievable with IA.

Theorem 24 (IA Half-DoF Interference Topologies). An interference topology T has a
symmetric DoF equal to 0.5 per message Wk ∈ W, through IA, if and only if there are no
internal conflicts.

To define internal conflicts, let us first define an alignment graph and an alignment set as
follows:

Definition 44 (Alignment Graph). The alignment graph is an undirected graph, where each
vertex represents a unique message from the set of all messages W and an edge between
the vertices that representing the messages Wi and Wj, i 6= j, exists only if there exists a
destination Dk, k 6= i and k 6= j, which is simultaneously corrupted by sources Si and Sj, i.e.,
{Si → Dk} ∈ Sk and {Sj → Dk} ∈ Sk.

Definition 45 (Alignment Set). Each set of messages that correspond to vertices of a connected
component of the alignment graph is called an alignment set.

Internal conflict is now defined as follows:

Definition 46 (Internal Conflict). The existence of a conflict edge in the conflict graph
between two vertices representing two messages belonging to the same alignment set is called
an internal conflict.
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5.6 Half-DoF Through Interference Alignment

If an unlabeled conflict graph can correspond to any interference topology, such that, by
considering the alignment graph and the conflict graph of this interference topology, we have no
internal conflicts, then, this unlabeled conflict graph is called IA Half-DoF unlabeled conflict
graph.
For the 4 users unicast TIM problem, we have, from the unlabeled conflict graphs shown

in Fig. 5.4, 10 IA Half-DoF unlabeled conflict graphs, C1, C2, C3, C4, C5, C6, C7, C8, C9, C10.
Among these 10 IA Half-DoF unlabeled conflict graphs, C1, C2, C3, C4, C5, C6, C7, C8, C9, C10,
seven graphs, C1, C2, C3, C4, C5, C6, C8, are also orthogonal sharing Half-DoF unlabeled conflict
graphs, and since 0.5 is the maximal achievable symmetric DoF, then we can not have better
performance for these graphs, C1, C2, C3, C4, C5, C6, C8, using IA. Therefore, we consider only
the three IA Half-DoF unlabeled conflict graphs, C7, C9, C10, as shown in Fig. 5.9.

C7 C9 C10
Figure 5.9: IA Half-DoF unlabeled conflict graphs.

Let us now define a directed-cyclic interference topology of an unlabeled conflict graph, as
follows

Definition 47 (4 Users Directed-Cyclic Interference Topology of An Unlabeled Conflict Graph).
A directed-cyclic interference topology of an unlabeled conflict graph is an unlabeled interference
topology with 4 unlabeled vertices, i.e., 4 virtual labeled vertices w, x, y, z ∈ {W1,W2,W3,W4}
and w 6= x 6= y 6= z, and it can be constructed by considering each closed loop in the unlabeled
conflict graph as a directed cycle with no bidirected edges in the loop, and by considering each
edge outside any closed loop in the unlabeled conflict graph as a bidirected edge.

The directed-cyclic interference topologies of the IA Half-DoF unlabeled conflict graphs C9
and C10, are shown in Fig. 5.10. The directed-cyclic interference topology of the IA Half-DoF
unlabeled conflict graph C7 will not be considered in the following analysis since it is dominated
by the directed-cyclic interference topologies of the IA Half-DoF unlabeled conflict graphs C9
and C10.

An unlabeled conflict graph is called an IA Half-DoF unlabeled conflict graph if and only if
it has a directed-cyclic interference topology, i.e., if and only if a directed-cyclic interference
topology can be constructed through it. The unlabeled conflict graph C11 is not IA Half-DoF
unlabeled conflict graph, since we can not, through it, construct a directed-cyclic interference
topology.

Theorem 25 (IA Half-DoF Interference Topologies). An interference topology T has a
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Half DoF topology of C7 Half DoF topology of C9 Half DoF topology of C10

Figure 5.10: Directed-cyclic interference topologies of the IA Half-DoF unlabeled conflict
graphs C9 and C10.

symmetric DoF equal to 0.5 per message Wk ∈ W, through IA, if and only if it corresponds to
a directed-cyclic interference topology of an unlabeled conflict graph.

According to [1], IA allows to increase the DoF of the directed-cyclic interference topologies
of the IA Half-DoF unlabeled conflict graphs C9 and C10, to 0.5, by using non-orthogonal
linear vectors, but in turns result in a degraded SINR due to the non-orthogonal IA penalty
factor. This penalty comes from the fact that the receiver has to project the received signal in
the interference-free subspace [3]. We can define this non-orthogonal IA penalty factor when
Half-DoF solutions using IA are considered, as follows:

Definition 48 (Non-Orthogonal IA Penalty Factor α1/2 for Half-DoF Solutions). The non-
orthogonal IA penalty factor, α1/2, when Half-DoF solutions using IA are considered, is defined
as follows

α1/2 = sin2
Å
π

Na

ã
, (5.16)

where Na is the number of alignment sets when non-conflicting alignment sets are merged into
one alignment set [1].

The number of alignment sets for the directed-cyclic interference topologies of the IA
Half-DoF unlabeled conflict graphs C9 and C10, is 4, and the number of alignment sets when
non-conflicting alignment sets are merged into one alignment set, is Na = 3. Then, the
non-orthogonal IA penalty factor α1/2 for the directed-cyclic interference topologies of C9 and
C10, is α1/2 =

√
3

2 .
Alignment sets when non-conflicting alignment sets are merged into one alignment set, for

the directed-cyclic interference topologies of the IA Half-DoF unlabeled conflict graphs C9
and C10, are shown in Fig. 5.11.

Definition 49 (Achievable Symmetric Rate Through IA Half-DoF Solutions). To characterize
an achievable symmetric rate, through IA Half-DoF unlabeled conflict graphs, it is sufficient to
evaluate the SINR of the directed-cyclic interference topologies of the IA Half-DoF unlabeled
conflict graphs C9 and C10.

For the directed-cyclic interference topology of the IA Half-DoF unlabeled conflict graph
C9, the number of all automorphisms is aut = 1, then we have 24 distinct labelings of the
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5.6 Half-DoF Through Interference Alignment

Half DoF topology of C7 Half DoF topology of C9 Half DoF topology of C10

A1

A2

A3
A3 A3

A1 A1

A2 A2

Figure 5.11: Alignment sets when non-conflicting alignment sets are merged into one alignment
set, for the directed-cyclic interference topologies of C9 and C10.

directed-cyclic interference topology of the IA Half-DoF unlabeled conflict graph C9. While,
for the directed-cyclic interference topology of the IA Half-DoF unlabeled conflict graph
C10, the number of all automorphisms is aut = 2, then we have 12 distinct labelings of the
directed-cyclic interference topology of the IA Half-DoF unlabeled conflict graph C10.

To evaluate the maximal SINR, through IA schemes, of the wireless network, when Half-DoF
solutions are considered, we consider the complement graphs of the directed-cyclic interference
topologies of the IA Half-DoF unlabeled conflict graphs C9 and C10, as shown in Fig. 5.12.

Half DoF topology of C7 Complement graph of the 
Half DoF topology of C9

Complement graph of the 
Half DoF topology of C10

Figure 5.12: Complement graphs of the directed-cyclic interference topologies of the IA Half-
DoF unlabeled conflict graphs C9 and C10.

The maximal SINR that can be evaluated through the directed-cyclic interference topology
of the IA Half-DoF unlabeled conflict graph C9, is defined as

η?C9 =
α1/2γ

1 + γβ??C9

=

√
3

2 γ

1 + γβ??C9

, (5.17)
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5 TIM for Small Scale Wireless Networks: Four Users Networks

where β??C9
is the minimal value among the 24 β?T values that correspond to the 24 distinct

labelings of the directed-cyclic interference topology of C9, and β??C9
can be evaluated through

the complement graph of the directed-cyclic interference topology of the IA Half-DoF unlabeled
conflict graph C9 shown in Fig. 5.12.

The maximal SINR that can be evaluated through the directed-cyclic interference topology
of the IA Half-DoF unlabeled conflict graph C10, is defined as

η?C10 =
α1/2γ

1 + γβ??C10

=

√
3

2 γ

1 + γβ??C10

, (5.18)

where β??C10
is the minimal value among the 12 β?T values that correspond to the 12 distinct

labelings of the directed-cyclic interference topology of C10, and β??C10
can be evaluated through

the complement graph of the directed-cyclic interference topology of the IA Half-DoF unlabeled
conflict graph C10 shown in Fig. 5.12.

Then, the maximal SINR that can be evaluated, through IA schemes, of the wireless network,
when Half-DoF solutions are considered, is defined as

η?? = max
(
η?C9 , η

?
C10

)
=

√
3

2 γ

1 + γ ·min
(
β??C9

, β??C10

) . (5.19)

Theorem 26 (Achievable Symmetric Rate Through IA Half-DoF Solutions). An achievable
symmetric rate, through IA schemes, of the wireless network, when Half-DoF solutions are
considered, can be defined as the highest achievable symmetric rate among the achievable
symmetric rates associated to the directed-cyclic interference topologies of the IA Half-DoF
unlabeled conflict graphs C9 and C10, as follows

R?W(γ) = 1
2 · log2 (1 + η??) = 1

2 · log2

(
1 +

√
3

2 γ

1 + γ ·min
(
β??C9

, β??C10

)) . (5.20)

5.7 Half-DoF Topologies Versus Extreme Topologies
For the two extreme interference topologies of the 4 users wireless network: the fully connected
interference topology and the fully disconnected interference topology, we define extreme
interference topologies rate as follows:

Definition 50 (Extreme Interference Topologies Rate). We can define an achievable symmetric
rate for the extreme interference topologies, denoted by RE(γ), as follows.

RE(γ) = max
Å1

4 log2 (1 + γ) , log2

Å
1 + γ

1 + γβm

ãã
, (5.21)

where βm, defined in chapter 4 in property 2, with K = 4, is the lowest normalized interference
threshold that leads to the construction of the fully disconnected interference topology of the 4
users wireless network.

In the following, we present a β?? outer bound that is able to specify if the optimal Half-DoF
interference topology, i.e., the Half-DoF interference topology that has the highest achievable
symmetric rate among the achievable symmetric rates associated to all Half-DoF interference
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5.8 Half-DoF Topologies: Orthogonal Sharing Versus IA

topologies, will outperform or not, at a given γ, the extreme interference topologies in terms
of the achievable symmetric rate. We present this outer bound when orthogonal sharing is
used and when IA is used, as follows.

Theorem 27 (β??6,8 Outer Bound: Orthogonal Sharing Half-DoF Solutions). Given a wireless
network with the bi-directed interference topologies of the undominated orthogonal sharing
Half-DoF unlabeled conflict graphs C6 and C8. Then, for a given γ, the optimal Half-DoF
interference topology, when orthogonal sharing is used, outperforms the extreme interference
topologies in terms of the achievable rate if and only if:

β??6,8 < β??OS(γ), (5.22)

where β??6,8 = min(β∗∗C6
, β∗∗C8

), and β??OS(γ) is defined as

β??OS(γ) = 1
22·RE(γ) − 1

− 1
γ
. (5.23)

Fig. 5.13 shows the β??6,8 outer bound versus SNR, γ, and for different βm values. In Fig. 5.13,
the optimal Half-DoF interference topology, when orthogonal sharing is used, outperforms, at
a given γ, the extreme interference topologies in terms of the achievable symmetric rate if and
only if the corresponding β?? value of the optimal Half-DoF interference topology, i.e., β??6,8, is
below the outer bound.

Theorem 28 (β??9,10 Outer Bound: IA Half-DoF Solutions). Given a wireless network with the
directed-cyclic interference topologies of the IA Half-DoF unlabeled conflict graphs C9 and C10.
Then, for a given γ, the optimal Half-DoF interference topology, when IA is used, outperforms
the extreme interference topologies in terms of the achievable rate if and only if:

β??9,10 < β??IA(γ), (5.24)

where β??9,10 = min(β∗∗C9
, β∗∗C10

), and β??IA(γ) is defined as

β??IA(γ) =

√
3

2
22·RE(γ) − 1

− 1
γ
. (5.25)

Fig. 5.14 shows the β??9,10 outer bound versus SNR, γ, and for different βm values. In Fig. 5.14,
the optimal Half-DoF interference topology, when IA is used, outperforms, at a given γ, the
extreme interference topologies in terms of the achievable symmetric rate if and only if the
corresponding β?? value of the optimal Half-DoF interference topology, i.e., β??9,10, is below the
outer bound.

5.8 Half-DoF Topologies: Orthogonal Sharing Versus IA
In the following, we present a β?? outer bound that is able to specify if the optimal IA
Half-DoF interference topology, i.e., the IA Half-DoF interference topology that has the
highest achievable symmetric rate among the achievable symmetric rates associated to all IA
Half-DoF interference topologies, will outperform or not, at a given γ, the optimal orthogonal
sharing Half-DoF interference topology, i.e., the orthogonal sharing Half-DoF interference
topology that has the highest achievable symmetric rate among the achievable symmetric
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Figure 5.13: β??6,8 outer bound versus SNR and for different βm values.

rates associated to all orthogonal sharing Half-DoF interference topologies, in terms of the
achievable symmetric rate.

Theorem 29 (β??9,10 Outer Bound: IA Half-DoF Outperforms Orthogonal Sharing Half-DoF).
Given a wireless network with the bi-directed interference topologies of the undominated
orthogonal sharing Half-DoF unlabeled conflict graphs C6 and C8 and with the directed-cyclic
interference topologies of the IA Half-DoF unlabeled conflict graphs C9 and C10. Then, for
a given γ, the optimal IA Half-DoF interference topology, when IA is used, outperforms the
optimal orthogonal sharing Half-DoF interference topology, when orthogonal sharing is used,
in terms of the achievable rate if and only if:

β??9,10 <

√
3

2 · β
??
6,8 +

√
3− 2
2γ , (5.26)

where β??9,10 = min(β∗∗C9
, β∗∗C10

), and β??6,8 = min(β∗∗C6
, β∗∗C8

).

Fig. 5.15 shows the β??9,10 outer bound versus SNR, γ, and for different β??6,8 values. In
Fig. 5.15, the optimal IA Half-DoF interference topology, when IA is used, outperforms, at
a given γ, the optimal orthogonal sharing Half-DoF interference topology, when orthogonal
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Figure 5.14: β??9,10 outer bound versus SNR and for different βm values.

sharing is used, in terms of the achievable symmetric rate if and only if the corresponding β??
value of the optimal IA Half-DoF interference topology, i.e., β??9,10, is below the outer bound.

5.9 Conclusion
In this chapter, we have considered the TIM problem for four users wireless networks using
the interference topology construction approach proposed in chapter 4. We have applied
the achievable rates analysis, proposed in chapter 4, for all half-DoF interference topologies,
through orthogonal sharing and through IA. We have compared the achievable symmetric
rates of the half-DoF interference topologies, through orthogonal sharing and through IA,
with the achievable symmetric rates of the extreme interference topologies. Finally, we have
compared the performance of orthogonal sharing with the performance of IA, in terms of the
achievable symmetric rates, for half-DoF interference topologies.
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Figure 5.15: IA Half-DoF outperforms orthogonal sharing Half-DoF: β??9,10 outer bound versus
SNR and for different β??6,8 values.

82

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI062/these.pdf 
© [H. Kallam], [2021], INSA Lyon, tous droits réservés



— 6 —
Conclusion

This thesis has introduced two main problems. First, the TIM problem for downlink cellular
networks has been considered in chapter 3. In the first part of this chapter, we have presented
the TIM problem for infinite downlink cellular networks, when the mobile users are considered
to be located at the boundaries between the adjacent cells where the interference is the most
severe, and with multi-layer interference topology, i.e., with an interference topology such that
the significant interference in the TIM problem can be considered from base stations in cells
beyond the immediately adjacent cells. In this TIM problem with the multi-layer interference
topology, we have presented the achievable DoF solution using the conventional frequency
reuse scheme and the optimal DoF solution that can be achieved using an aligned frequency
reuse scheme. This has shown that the DoF gain through the optimal TIM scheme over
the conventional frequency reuse scheme diminishes when the interference topology becomes
connected with more significant interference links. In the second part of this chapter, we
have presented the TIM problem for the infinite 1D (linear) and the infinite 2D (hexagonal)
downlink cellular networks when a continuous uniform distribution of mobile users is adopted.
In the both TIM problems, for the infinite 1D (linear) and the infinite 2D (hexagonal) downlink
cellular networks, the TIM network topology then has been built upon the interference distance
threshold, and the optimal DoF solution has been computed accordingly. A fractional coloring
scheme achieving this DoF solution has been also proposed. We have shown the trade-off
between DoF and SIR in the network performance relying on the interference threshold
parameter. This has shown that the efficiency of a TIM approach is strongly impacted by
an appropriate selection of the interference threshold parameter. Second, a new approach
to convert a multi-user wireless network into a TIM model using a normalized interference
threshold β that ensures the validity of the interference topology for all SNRs has been
introduced in chapter 4. Based on this approach, we are able to evaluate the achievable rate’s
theoretical limit, in the asymptotic SNR regime, for the underlying wireless network and
not just for its topological interference representation. This approach allows us to cope with
the finite SNR regime and not just with the asymptotic SNR regime with the DoF analysis.
Based on this approach, the TIM analysis exhibits the fundamental trade-off between DoF
and SINR maximization. This contribution is complementary to classical work related to
TIM since the focus is clearly on the formulation of a TIM problem. This approach provides
a better evaluation of the achievable symmetric rate of the initial wireless network. Also in
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6 Conclusion

chapter 4, we have presented outer bound solutions on the normalized interference threshold
parameter for interference topologies with half-DoF-feasibility, considering both an orthogonal
resource allocation and IA. These bounds specify if a given half-DoF-feasible interference
topology can be, in terms of the achievable rate, the best topology or not. Using this result,
we limit the search space in the normalized interference threshold parameter range, to find
half-DoF-feasible interference topologies having the possibility to be the best topologies in
terms of the achievable rate. Finally, the TIM problem for four users wireless networks, using
the interference topology construction approach proposed in chapter 4, has been considered in
chapter 5. In this chapter, we have applied the achievable rates analysis for all interference
topologies with half-DoF-feasibility, through orthogonal sharing and through IA, in the TIM
problem of four users wireless network. Then, we have compared the achievable symmetric
rates of the half-DoF interference topologies, through orthogonal sharing and through IA,
with the achievable symmetric rates of the extreme interference topologies. Finally in chapter
5, we have compared the performance of orthogonal sharing with the performance of IA, in
terms of the achievable symmetric rates, for half-DoF interference topologies.
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