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Résumé
Dans le domaine de la qualité du son, les techniques d’auralisation exploitent les méthodes
de simulations numériques pour reproduire les sons même en l’absence de prototype physique,
ce qui accélère le processus de conception. Cependant, les simulations nécessitent des temps de
calcul importants : comment les réduire ?

Cette thèse évalue l’influence des erreurs des simulations par éléments finis (FEM) sur les
sons perçus après synthèse sonore. Si ces erreurs influent peu sur la perception humaine, alors
les ingénieurs en acoustique pourraient en tirer parti en utilisant des modèles numériques moins
précis mais perçus de manière équivalente à des modèles plus coûteux en ressources numériques.
Après un état de l’art, la théorie des éléments finis est ici décrite et les erreurs numériques sont
analysées. Des expériences numériques montrent comment cette théorie s’adapte à la réalité des
simulations pour cas simples. Ensuite, un prototype de quart de véhicule est construit, simulé et
testé ; le cas étudié représente la transmission du son entre le point de contact pneu-chaussée et
un piéton à quelques mètres du véhicule. Un modèle de référence est construit et validé à partir
des mesures. Quinze autres modèles sont obtenus en dégradant progressivement les paramètres
initiaux. Les fonctions de transfert obtenues sont utilisées pour obtenir des signaux acoustiques
par convolution avec l’enregistrement temporel d’un pneu. L’analyse de différentes métriques
des sons suggère que les différences dues aux erreurs numériques ne sont pas significatives, ce que
l’expérience perceptive confirme : les participants ont trouvé les tests difficiles, et seuls certains
sons ont été perçus comme "différents" des sons de référence. Toutefois, certains paramètres des
éléments finis ont été identifiés comme des paramètres clés de la qualité de la restitution sonore
et sont analysés. La thèse se termine par un résumé et des propositions de perspectives pour les
recherches futures.
Mots clés : Éléments finis, auralisation, fonctions de transfert acoustique, qualité du son.
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Abstract
In the field of sound quality, auralization techniques exploit numerical simulation methods to
reproduce sounds even in the absence of a physical prototype, which accelerates the design
process. However, simulations require significant computational time: how to reduce them?

This thesis evaluates the influence of the errors of finite element simulations (FEM) on the
sounds perceived after sound synthesis. If these errors have little influence on human perception,
then acoustical engineers could benefit from using less accurate but equally perceived numerical
models to more numerically expensive ones. After a state of the art, finite element theory
is described here and numerical errors are analyzed. Numerical experiments show how this
theory adapts to the reality of simulations for simple cases. Then, a prototype of a quarter
vehicle is built, simulated and tested; the case studied represents the transmission of sound
between the tire-road contact point and a pedestrian a few meters away from the vehicle. A
reference model is built and validated from the measurements. Fifteen other models are obtained
by progressively degrading the initial parameters. The obtained transfer functions are used to
obtain acoustic signals by convolution with the temporal recording of a tire. Analysis of different
sound metrics suggests that differences due to numerical errors are not significant, which is
confirmed by perceptual experience: participants found the tests difficult, and only some sounds
were perceived as "different" from reference sounds. However, some finite element parameters
were identified as key parameters of sound reproduction quality and are analyzed. The thesis
concludes with a summary and proposed perspectives for future research.
Keywords: Finite elements, auralization, acoustic transfer functions, sound quality.
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Résumé étendu
De nos jours, les ingénieurs travaillant dans le domaine des transports, et notamment les acous-
ticiens, sont confrontés à trois défis essentiels :

(1) D’une part, ils doivent répondre aux demandes de clients de plus en plus exigeants en
termes de qualité des produits. En particulier, dans le domaine acoustique, on parle de
qualité de la perception du son.

(2) Ils doivent respecter des réglementations de plus en plus strictes.

(3) Enfin, ils doivent être capables de concevoir et de produire de nouveaux produits en fonc-
tion des délais de plus en plus courts du marché.

Les deux premiers problèmes constituent un défi car ils entraînent un certain nombre de com-
promis qui compliquent énormément le problème d’ingénierie. Le troisième problème impose
la rapidité dans la résolution de ce défi. L’évolution technologique a permis de développer des
outils de simulations numériques pour aider les ingénieurs dans ce processus. Dans le cas de la
qualité du son, par exemple, des signaux numériques simulés peuvent être utilisés pour créer un
environnement sonore permettant une immersion de l’ingénieur ou du client et donnant ainsi
une idée de la qualité sonore du produit, même en l’absence de prototypes physiques.

Toutefois, ces outils sont loin d’être parfaits : ils fournissent une solution approchée du
problème (dépendant des paramètres du modèle) et sont parfois limités par des temps de calculs
trop importants. Ces deux points sont extrêment liés : pour diminuer l’erreur d’approximation
des modèles, la solution la plus simple est d’affiner le modèle ce qui mène directement à une
augmentation des temps de calculs.

Une approche souvent utilisée par les chercheurs consiste à développer des techniques mathé-
matiques capables de réduire considérablement le temps de calcul tout en n’altérant que très peu
la précision du résultat. Les techniques de réduction d’ordre des modèles et le développement
de solveurs efficaces en sont des exemples. Nombre de ces techniques sont déjà mûres et utilisées
de manière systématique dans l’industrie.

Mais une autre approche est sans doute possible. Le système auditif humain n’est pas capable
de distinguer parfaitement des sons extrêmement similaires les uns aux autres. En outre, même
si deux sons sont distingués, ceci n’implique pas forcément qu’ils soient jugés très différents
du point de vue de la qualité sonore. Cette thèse vise à exploiter ces caractéristiques afin
de comprendre dans quelle mesure il est possible de détériorer la qualité des simulations sans
modifier substantiellement la qualité du son perçue.

Cette thèse porte sur la simulation des fonctions de transfert (TF, de l’anglais “trans-
fer functions”) à l’aide de la méthode des éléments finis (FEM, de l’anglais “finite element
method”). Cette méthode de simulation est extrêmement répandue, tant au niveau indus-
triel qu’universitaire. Son succès est essentiellement dû à sa polyvalence : dans le domaine de
la vibroacoustique, elle permet de traiter des problèmes d’acoustique interne et externe, mais
également des problèmes couplés (interactions fluide-structure). La raison pour laquelle nous
nous concentrons exclusivement sur la simulation des fonctions de transfert est double. D’une
part, la flexibilité de cette approche a des applications pratiques significatives d’un grand in-
térêt scientifique et industriel ; par exemple, le levier d’action le plus couramment utilisé par
l’ingénieur porte sur l’optimisation des transferts entre la source (qu’il ne contrôle généralement
pas) et l’auditeur. D’autre part, elle permet de se concentrer sur un seul aspect du problème, en
s’assurant que les résultats obtenus dépendent exclusivement des erreurs numériques de la TF.

Le travail de cette thèse est divisé en trois chapitres principaux. Le premier concerne une
analyse de la méthode des éléments finis et des erreurs inhérentes à cette méthode. En particulier,
quatre points sont analysés en détails.
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Tout d’abord, l’acoustique linéaire et ses propriétés mathématiques sont présentés. En par-
ticulier, l’équation de Helmholtz et les principales propriétés des systèmes linéaires invariants
dans le temps sont brièvement décrits. Le problème de Helmholtz est ensuite réécrit dans une
formululation faible, au moyen de dérivées distributionnelles, afin de rendre sa solution mathéma-
tique applicable dans tout domaine géométrique tridimensionnel. A ce stade, tous les éléments
nécessaires pour décrire les fonctions de transfert associées à un chemin acoustique donné sont
définis.

Ensuite, la méthode des éléments finis est présentée comme un cas particulier des méthodes
de Galerkin (d’autres façons d’introduire la méthode des éléments finis sont mentionnées dans les
annexes). À ce stade, un accent particulier est mis sur la structure matricielle des équations FEM
et les fonctions mathématiques (fonctions de forme polynomiale) qui sous-tendent le modèle
d’éléments finis sont introduites. Une analyse des erreurs FEM les plus typiques, telles que
les erreurs de pollution et d’approximation, est ensuite effectuée. En particulier, l’erreur de
pollution provient d’un comportement dispersif des éléments finis (le nombre d’ondes simulé
n’est pas constant lorsque la fréquence varie). Une série d’exemples montre les effets de cette
erreur dans les réponses en fréquence dans le cas d’une source monopolaire placée dans un espace
tri-dimensionel. Dès ce stade de la discussion, il apparaît que les paramètres les plus pertinents
du modèle d’éléments finis sont l’ordre des fonctions de forme pFE et la taille moyenne h des
éléments finis. Un autre résultat important de cette section est le lien entre le comportement
dispersif des éléments finis (qui dépend des paramètres pFE et h) et l’energie du spectre de la
fonction de transfert correspondante.

Ensuite, les principales techniques permettant d’assurer la condition de rayonnement de Som-
merfeld sont ensuite analysées, avec un accent particulier sur la méthode des couches absorbantes
parfaitement adaptées (en anglais “perfectly matched layer”, PML), utilisée dans la phase suiv-
ante de la thèse. Dans ce cas, un paramètre crucial est l’épaisseur de la PML. En particulier, une
épaisseur réduite de la PML conduit, selon la formulation mathématique, à une augmentation
de l’énergie du spectre de la fonction de transfert et, par conséquent, à une augmentation de
l’energie du spectre.

Enfin, des simulations simples sont effectuées à l’aide du logiciel Actran pour vérifier les
conclusions de l’analyse théorique sur les résultats numériques réels. Ces simulations sont ex-
trêmement simples et traitent d’une source monpolaire en champ libre. En plus des résultats
précédents, il est mis en évidence comment la PML interagit avec certains paramètres des élé-
ments finis (en particulier avec l’ordre des fonctions de forme). Par conséquent, une épaisseur
plus faible n’est pas toujours associée à une réduction de l’energie du spectre. De plus, il
est montré que lorsque la précision de la simulation diminue, dans le cas d’éléments linéaires
(pFE = 1), l’energie du spectre tend à diminuer ; la tendance est inverse dans le cas d’éléments
quadratiques.

Le chapitre se termine par une introduction à certaines métriques acoustiques couramment
utilisées par les ingénieurs dans l’analyse de la qualité sonore, en expliquant comment les erreurs
numériques étudiées précédemment peuvent affecter ces métriques. En particulier, l’energie du
spectre sonore aural est liée à trois mesures fondamentales en ingénierie acoustique : le niveau
de pression acoustique pondéré A (SPL(A), de l’anglais “sound pressure level A-weighted”), la
sonie N et l’acuité S. Puisque le spectre du son auditif dépend au moins en partie de la fonction
de transfert, les changements du spectre mentionnés précédemment acquièrent une importance
considérable. Cependant, à ce stade, il n’est pas encore possible de comprendre s’il est possible
d’étendre, au moins partiellement, ces résultats à des applications pratiques.

Par conséquent, une application pratique est conçue pour tester les résultats précédents. Le
troisième chapitre est consacré à la description de cette application et aux principaux résultats
concernant les simulations et les métriques acoustiques associées.

L’application présentée est un quart de modèle d’un véhicule acoustique simplifié. Le pro-
totype comprend un cadre en bois, une roue et un pneu. Le modèle a été testé dans une
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salle anéchoïque pour mesurer les fonctions de transfert liées au trajet du son entre le pneu et
un piéton. En particulier, 16 fonctions de transfert ont été enregistrées à l’aide d’une source
monopolaire et de microphones. Ensuite, un modèle éléments finis précis a été créé et les fonc-
tions de transfert simulées ont été comparées qualitativement à celles testées afin d’assurer d’un
réalisme suffisant des simulations. Le modèle numérique est basé sur des éléments quadratiques
et fait appel à un algorithme adaptatif (le maillage change en fonction de la fréquence du calcul).
Ainsi, des bandes de fréquences ont été définies et des maillages ont été construits pour chacune
d’entre elles. Chaque maillage comporte des éléments de tailles moyennes h différentes (la taille
est fixée en fonction de la bande de fréquence associée au maillage).

Le modèle le plus précis possible sera ici utilisé comme référence. Ensuite, ce maillage de
référence a été dégradé afin d’obtenir des maillages de moins bonne qualité. En particulier, les
facteurs suivants ont été modifiés :

(1) N, nombre de nœuds par longueur d’onde,

(2) pFE ; ordre d’interpolation des éléments finis,

(3) tFE , épaisseur de la coque convexe de l’élément fini (utilisée pour créer le maillage),

(4) tPML, épaisseur de la PML.

Pour chacun des 4 facteurs, deux niveaux ont été utilisés, pour un total de 42 = 16 combinaisons.
Le maillage de référence est défini de telle manière que tous ses facteurs sont au niveau 2, le plus
précis. Ces nouvelles simulations ont été utilisées pour simuler les mêmes chemins acoustiques.
Ensuite, une série d’analyses a été effectuée.

Le "poids" de chacun des modèles a été estimé à partir du nombre de degrés de liberté des
maillages. L’adaptativité des maillages ayant été utilisée, le poids estimé correspond à la somme
des degrés de liberté de maillages mise en place pour les différentes bandes de fréquence. Bien
que cette méthode ne soit pas exacte dans l’estimation du poids de calcul, elle fournit une
estimation suffisante pour hiérarchiser les modèles entre eux.

Ensuite, la métrique “response vector assurance criterion” (RVAC) a été exploitée pour es-
timer les différences globales entre chaque modèle et la référence. Ensuite, les décalages de
fréquence, principalement dus aux erreurs de pollution, ont été estimés. Puisque les décalages
ont tendance à s’aggraver de la même manière que le RVAC, il a été décidé d’utiliser uniquement
le RVAC tout au long de la thèse pour représenter ces différences globales.

Ensuite, une erreur a été calculée entre chaque TF et la TF relative calculée via le modèle
de référence ; l’erreur quadratique a été moyennée sur toute les bandes de fréquence : cette
métrique, appelée E, représente l’erreur locale des fonctions de transfert.

A ce stade, les signaux acoustiques sont générés par convolution des fonctions de transfert
avec un signal source. Le signal source utilisé est une portion d’un enregistrement du bruit
émis par un pneu lors d’un test sur banc à rouleaux. La source étant toujours la même, toute
différence dans les signaux audio est attribuée aux TF et, par conséquent, aux paramètres des
simulations. Les métriques acoustiques SPL(A), sonie N et acuité S sont calculées pour chaque
signal audio et comparées. Il est démontré que les métriques acoustiques varient peu d’un signal
à l’autre. En particulier, la variation de l’intensité sonore est, pour de nombreux signaux audio,
nettement inférieure à la différence juste perceptible. Les phénomènes décrits dans le chapitre
précédent sont vérifiés et analysés plus en détails.

L’analyse du chapitre 3 est limitée aux paramètres acoustiques choisis. Afin d’avoir une vi-
sion globale de la manière dont les erreurs numériques influencent la perception, il est nécessaire
de réaliser des tests de perceptifs. Nous avons choisi de réaliser des tests pour analyser les
similitudes entre les sons. Ces tests nous permettent de comprendre dans quelle mesure des
sons objectivement différents sont perçus comme tels par les humains. Lors de la conception de
ces tests, un certain nombre de facteurs doivent être pris en compte. Tout d’abord, les facteurs
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techniques tels que l’environnement, le support d’écoute et la manière d’interagir avec les par-
ticipants. À cette fin, une salle acoustiquement isolée a été choisie, des écouteurs professionnels
ont été utilisés et une interface graphique a été construite afin que les participants puissent gérer
l’écoute des signaux audio de manière autonome. Le facteur le plus critique concerne le choix
des sons à écouter. En fait, un total de 256 sons ont été synthétisés : seize pour chacun des seize
chemins de transfert acoustiques étudiés. Pour éviter un état d’inconfort qui influencerait sans
aucun doute les résultats du test lui-même, seuls cinq fonctions de transfert ont été sélectionnées.
18 participants ont pris part aux tests.

Les résultats des tests ont d’abord été analysés en vérifiant la répétabilité de chaque candidat,
puis la corrélation. Enfin l’absence d’éventuels groupements est également contrôlée ; en fait,
la présence de groupes de personnes ayant des perceptions similaires au sein du groupe, mais
différentes des autres groupes, peut nécessiter des techniques statistiques différentes de celles
utilisées ici. Un participant a été rejeté car il contrastait fortement avec les autres selon les
matrices de corrélation. Une série d’indications statistiques, ainsi que les réactions rapportées
par les participants, ont permis de conclure que les tests étaient difficiles : cette conclusion
signifie que des simulations potentiellement imprécises conduisent à des résultats comparables
en termes de perception.

Par la suite, une analyse de la variance (ANOVA) a été effectuée, montrant que les facteurs
qui affectent le plus la perception sont N, pFE , et partiellement aussi tPML. De plus, bien
que les résultats soient généraux, le chemin sonore semble influencer les différences perçues ; en
particulier, les sons associés à certains chemins sonores ont un degré de similarité différent des
autres. Enfin, il semble que le tFE n’ait pas d’importance.

Par la suite, une analyse plus approfondie montre que seuls certains modèles s’avèrent être
perçus différemment de la référence. De tels modèles ont les paramètres suivants :

(1) L[N ]=1;

(2) L[pFE ]=2 et L[tPML]=1, ou L[pFE ]=1.

où L[·] représente le niveau du facteur. En outre, il est vérifié que les modèles dont le RVAC
est inférieur à une certaine valeur produisent des sons différents, tandis que ceux dont la RVAC
est supérieure à cette valeur ne peuvent être distingués les uns des autres. Ainsi, une différence
entre ces deux valeurs pourrait potentiellement être une différence juste perceptible.

Il est également testé que E n’est pas un bon prédicteur de la diversité sonore. D’autres
métriques locales sont testées, mais aucune ne prédit la qualité du son mieux que le RVAC.
Par conséquent, il semble que la métrique globale soit suffisante pour prédire la qualité des sons
audibles. Étant donné que les mesures globales dépendent fortement des paramètres numériques
du modèle, il s’ensuit que les ingénieurs peuvent se concentrer sur ces derniers au lieu d’essayer
de comprendre comment les éléments locaux peuvent affecter la qualité du son.

En outre, la relation entre les métriques acoustiques et les résultats des tests perceptifs est
analysée. Cette analyse montre que N et S sont de bons descripteurs des critères de perception
des auditeurs.

Enfin, une analyse de la sonie spécifique montre comment les variations par bande de fréquence
affectent les résultats des tests perceptifs, confirmant les résultats mentionnés dans les deuxième
et troisième chapitres.

À ce stade, les résultats sont clairs et la thèse se termine par un compte rendu de ce qui a
été trouvé et des orientations pour les recherches futures.

Plus précisément, nous expliquons comment les erreurs numériques se reflètent dans les spec-
tres des fonctions de transfert simulées, essentiellement de deux manières :

(1) Par des variations d’amplitude par rapport au spectre théorique

(2) Par un décalage de fréquence par rapport au spectre théorique.
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Les changements dans (1) sont essentiellement dus aux erreurs de pollution et d’approximation
(dues aux paramètres des éléments finis, en particulier pFE et h), aux erreurs de réflexion par-
asite (causées par la PML, et significatives lorsque l’épaisseur de tPML est trop faible), et aux
interactions entre la PML et les éléments finis. Les maillages caractérisés par des paramètres
numériques égaux mais géométriquement différents (par exemple, en raison d’une épaisseur de
volume d’élément fini différente tFE) produisent également des spectres différents, mais l’erreur
de discrétisation introduite de cette manière semble être moins influente que les autres, et cer-
tainement moins prévisible.

Les changements dans (2) sont essentiellement dus à l’erreur de pollution, sont plus présents
aux hautes fréquences, et sont principalement influencés par l’ordre d’interpolation des fonctions
de forme pFE .

Ces modifications produisent des changements à la fois dans le niveau d’énergie du spectre
simulé et dans la distribution de l’énergie en fonction de la fréquence. Par conséquent, ils
affectent à la fois N et S. Ces deux paramètres semblent suffisants pour rendre compte des
principales différences perçues par les participants au test.

Un autre facteur extrêmement important concerne les difficultés rencontrées par les partic-
ipants au test perceptif. Ces difficultés signifient que les sons ne sont pas trop différents en
termes de perception, de sorte que, au moins pour certaines applications, des simulations avec
un niveau de précision relativement faible peuvent être utilisées.

En ce qui concerne les orientations futures possibles de la recherche, les domaines suivants
ont été identifiés :

(1) Généralisation des résultats.

(2) Applications pratiques.

(3) Autres techniques.

Concernant le point (1), tout d’abord, il serait intéressant d’étudier l’effet du signal source
; qu’est-ce qui change lorsque le signal source a un spectre différent ? En particulier, l’effet
des sources à haute énergie à haute fréquence ou avec de fortes composantes tonales est po-
tentiellement très intéressant. En outre, un effort considérable pourrait être consacré à l’étude
séparée des problèmes acoustiques internes, afin d’isoler les paramètres des éléments finis sans
l’interaction et les effets des techniques pour assurer la condition de rayonnement de Sommereld.
En ce qui concerne les problèmes acoustiques externes, d’autres méthodes pour assurer la con-
dition de rayonnement de Sommereld pourraient être étudiées.

En ce qui concerne le point (2), deux applications pratiques ont été identifiées et pourraient
être étudiées. Tout d’abord, les applications dans lesquelles les classements des préférences
jouent un rôle clé ; ces applications ont déjà été étudiées dans la littérature, et il a été démontré
que des erreurs importantes n’affectent pas les classements finaux. Cela pourrait signifier que,
dans ces applications, une très faible précision des modèles numériques pourrait être suffisante.
Une autre application pratique concerne les modèles prédictifs capables de prévoir les différences
de perception des résultats, ou du moins de fixer des orientations pour différentes applications.

En ce qui concerne le point (3), il suffirait de répéter ce qui a été testé dans cette thèse
avec différentes techniques, telles que méthode des éléments finis de frontière, à la méthode de
tirs de rayon ou aux méthodes dites "moyennes et hautes fréquences" qui ont une description
énergétique des voies de transfert.

Mots clés : Éléments finis, auralisation, fonctions de transfert acoustique, qualité du son.
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1
Introduction

Nowadays, for a noise vibration and harshness (NVH) engineer, pressure from the market
requires increasingly shorter development cycles and a continuous reduction of design costs.

Engineers also have to face increased expectations of customers who demand high-quality prod-
ucts and tightened norms about social, environmental and health issues expected by regulators.
Even if researchers regularly produce promising results which drastically improves performances
of available tools, reaching and merging all these sometimes antagonist constraints is a challeng-
ing task.

The consequences are clear: engineers must take correct design decisions early in the design
process which is, usually, an arduous task. In this context, the use of virtual prototyping
represents a keystone. Such approaches, based on performing simulation models, allow multi-
attribute optimization schemes. In other words, they bring decision-making to be a computer-
aided job, possible even in the absence of physical prototypes.

In the NVH context, the main keyword is sound quality, which Blauert and Jekosch defined
in the context of industrial products as [1]:

Product sound quality is a descriptor of the adequacy of the sound attached to a
product. It results from judgements upon the totality of auditory characteristics
of the said sound - the judgements being performed with reference to the sets of
those desired features of the product which are apparent to the users in their actual
cognitive, actional and emotional situation.

In this definition, the term sound refers to the percepts of hearing rather than the acoustic waves.
To make sound quality design decisions, engineers create sound files from simulated, measured,
or synthesized data for listening purpose. This process is called auralization [2]. In the early
stage of development and in case of auralization aim, the use of simulated sounds is critical. The
first strategy is to set the best possible model, accounting for all the phenomena involved in the
acoustic transfer path (TP), from the source to the listener. Even if modern simulations tools
are incredibly powerful, they still face some limitations. The bitter endpoint of their capabilities
is the requirement of high computational power to produce finely tuned models. Researchers
proposed many different techniques to tackle this issue (see, for example, [3, 4]). Many of these
methodologies are strictly mathematical, meaning that the use of a particular algorithm allows
to reduce the calculation time by reducing the size of data-sets, by increasing the efficiency
of the calculation process, or by rewriting the original problem in a simplified manner, for
instance. A second possible approach, addressed in the present work, is to take benefit of the
purpose of simulated sound: the auralization and sound perception. Following this strategy,
the objective is not to carry out the best simulations but the sufficient ones. Human hearing
system presents some filtering effects that might be useful to decrease the computational need.
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Instead of developing further mathematical tools to improve simulation performances, the focus
switches to the production of "fine enough" models which are expected to be much coarser than
the ones needed following the first strategy. The outcomes will be faster computations and same
perception evaluation of sounds. Obviously, the resulting auralized sounds need at any rate to
keep essential aims-dependant psychoacoustic properties. The following aims at answering the
question: "How much can a model be degraded, in comparison to a very accurate one, to reach
a significant advantage in terms of computation, but without losing perceptual significance?"

1.1 Specific context of automotive industry

Automotive industry is submitted to many standards among them standards on pollutant
emission and standards on acoustic emission. The most straightforward way to decrease pol-
lutant emission is to decrease the overall mass of the car. Unfortunately, this often results
in a degradation of acoustic efficiency of both exterior and interior noise emission. However,
respecting both standards is mandatory. Indeed, it is well known pollutants and noise have
dramatic effects on public health. In 2011, World Health Organization estimated an interval
between 1 and 1.6 million disability-adjusted life-years due to noise pollution in the western
Europe area alone [5]. As a consequence, European Pass By Noise (PBN, [6]) regulations have
become continually more rigorous, requiring lower levels of maximum acceptable radiated sound
pressure. Alongside, norms on atmospheric pollution are becoming so stringent that they have
forced a radical change in the industry: the switch from internal combustion engine (ICE) to
hybrid-electric and electric vehicles (HEV and EV, respectively). Since these types of machines
have a completely different acoustic signature, they are strongly affecting the work of NVH en-
gineers. As they are almost silent, HEV and EV bring new challenges, completely different from
those historically tackled by NVH engineers. For example, as quieter cars have proven to be
more likely to be involved in incidents, especially with visually impaired pedestrians [7, 8], PBN
regulations started requiring a minimum level of produced noise. A possible approach is the
generation of auditory warning sounds via loudspeakers. A currently ongoing field of research
is the design of such sounds (see, for instance, [9]).

Road vehicles are complicated ensembles of several systems and subsystems interacting with
each other. From an acoustic perspective, this results in two sets of difficulties: knowing the
sources and evaluating the acoustic transfer path. Many physical phenomena can act as acoustic
sources and consequently require a specific mathematical description; summaries of them are
available in literature [10–12]. As far as they are concerned, the transfer paths from sources to
receivers can be very complicated in terms of geometry, materials (frequency, temperature and
humidity dependant materials for example) and environment (road surface, atmospheric effects
on acoustic radiation, etc...). Switching to HEV and EV comes with modifications of sources
and transfer paths. Indeed, while ICEs mask noises coming from a wide variety of sources and
phenomena, HEV and EV, reveal them since their engines are significantly quieter and have
different architectures. Consequently, many additional sounds become audible, changing the
acoustic signature of vehicles. In addition, while ICEs noise provides the driver with feedback
about vehicle speed and acceleration, this is not true in the case of HEV and EV. Companies
can address both these issues, for instance, by injecting sound in the vehicle cabin by means of
loudspeakers or other active devices [10]. As can be seen, NVH engineers have a lot of various
constraints to deal with. This comes together with further limits due to trade-off with other
design aspects, such as durability, dynamics and comfort [13, 14]. Put in a nutshell, sound engi-
neers in the automotive industry have few possibilities and few time to improve the design from
a sound quality perspective without violating some other constraints. Therefore, NVH engineers
have to continuously settle a trade-off to respect all these quickly changing standards and to
deal with concomitant old (ICE) and new (HEV and EV) paradigms. To this aim and to avoid
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expensive trial and error processes, they largely use numerical simulations. Unfortunately, even
if the use of numerical simulations to predict the acoustic response is common and sometimes
obligated [2], they still face some huge problems as well for the computation time as for the
representativeness of the reality.

Despite these difficulties, setting realistic psychoacoustic targets to ensure commercial appeal
has become a priority for automotive companies. By tightly integrating sound quality with
vehicle development in its early stages, engineers are nowadays able to design noise attributes
that express a very strong brand identity [15]. Attentions goes to any detail that can affect
customer choices, including those that may appear unnoticeable at first sight, like door closing
sounds [16].

1.2 Sound quality and simulations

During the development phase of the product, it is likely that engineers want to assess the
sound quality of several alternative configurations. With sound samples available thanks to
simulation, this is a doable task, but not straightforward. Indeed, how is it possible to evaluate
the luxurious and the sportive character of a sound for high-end cars? What about robustness
and reliability, which are undoubtedly characteristics desired for any vehicle? These tasks are
hard at least for two reasons:

(1) humans perception is a complicated phenomenon;

(2) there are no universal quality indicators available in scientific literature.

Concerning point (1), the complexity of our hearing system has been subject to several
researches and many publications discussing the subject are available [17, 18]. Without touching
all aspects, it is worth mentioning that the hearing system weights the input signal in some
regions of the frequency spectrum differently than others. For this reason, researches have
developed weighting functions such as the A-weight. Another important aspect is the masking
effect: given two sounds, one may become inaudible under certain circumstances; for instance,
a noise can mask others if their loudness is lower enough. Lastly, in the automotive industry,
also the ability of our hearing system to separate different sources, called stream segregation, is
of particular importance [19].

As to point (2), it is relatively known how we react to specific characteristics of sounds, such
as loudness and sharpness, for which metrics are available in literature [17, 18]. Individuals
can evaluate sounds using words such as ‘high quality’, ‘clear and precise’, ‘pleasant’ [16], for
which metrics usually do not exista. However, given two (or more) spectra, a single metric (or a
combination of metrics) able to find the spectrum with the best quality does not exist for general
cases. To overcome this issue, subjective tests that respect simple guidelines [21] are a powerful
tool, allowing engineers to have a satisfactory and realistic evaluation of sound quality. It is also
possible to correlate the sound quality evaluation with objective metrics, such as the loudness
and sharpness mentioned above, or others. Techniques such as regression (linear, multi-linear,
non-linear) or neural networks can fulfil this purpose. A reliable and exhaustive correlation
allows engineers to avoid subjective tests in future development.

The introduction of simulation techniques into this process usually brings two problems inher-
ent in computer-aided techniques: limitations in computational efficiency and loss of information
due to approximation. The first one is a mathematical issue that researchers tackle by trying
to reduce the number of operations required to calculate the solution of a simulation. Theo-
retically, this action should go together with a minimal loss of information about the physical

aMetrics exist for complicated characteristics of sounds; see for instance [18] for roughness and fluctuation
strength, and [20] for sportyness, powerfulness and luxury.
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problem. The second issue is significant only when simulations induce errors higher than the
desired accuracy and precision.

In reality, computation inefficiency and approximation related inaccuracies often go together,
and smart approaches usually sacrifice numerical performances by neglecting physical informa-
tion in a way that final results are in any case satisfactory for the user. Achieving such a balance
requires proper management of the mathematical parameters involved. On the one hand, the
criteria of approximation of reality, which depend on the choices of the user, are dependent
on the physics of the problem and cannot be treated in general terms. On the other hand,
the numerical formulation itself affects the final result depending on mathematical parameters.
Therefore, the user himself needs to know these factors and their impact in the calculation
process, at least in broad terms, to be able to take his decisions appropriately.

The scheme in Figure 1.1 represents this intricate set of relations. Sharp edge boxes represent
the user’s actions, while round edge ones represent any entity (physical or abstract) involved
in the process. Single arrows represent the flow of the process; double arrows represent mutual
interactionsb.

Physical
aspects

Mathematical
aspects

Physical
system Simulation(s)

NUMERICAL MODEL

Data
processing

Artificial
sound(s)

Jury and/or
metrics

Sound
quality

evaluation

Figure 1.1: The figure is a scheme of the main process that leads to sound quality starting from
simulation of a physical system. Sharp edges boxes represent the action of the user, while round
edge ones are the main elements of the process. Double arrows represent mutual interactions,

the red ones being the simulation-perception relation.

The user first chooses a technique to model the problem; clearly, the choice depends on the
considered system and the frequency range of interest. To build the numerical model, the user
has to make choices related to both the physics of the problem and the mathematical formulation.
For a given technique, these two aspects are interdependent. Numerical limits affect the physical

bInteractions can always be seen as mutual: the process is simplified to highlight just what is useful for the
thesis.
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representation by introducing an error, and on the other sense, physical traits put constraints on
mathematical parameters. In certain circumstances, the user may even decide to neglect some
phenomena. This mutual interaction makes this step, represented by the dashed box, crucial,
since the performance of the entire process strongly depends on what decisions the user takes
at this point. An inappropriate choice might radically vitiate the final result. Subsequently,
the user calculates the solution of the problem through the simulation (whose running time
depends on the decisions made at the previous step) and, in a second step, process the data to
obtain the artificial sound. Processing can involve, for instance, inverse Fourier transform to
calculate the IRF and convolution, which is the only choice if the source is not in steady-state.
A jury lastly evaluates the sound quality properties of the latter. Alternatively, the user himself
gives his conclusions based on acoustic metrics such as loudness, sharpness and others, after an
opportune analysis which may or not involve correlation models.

In this framework and with the objective being sound quality evaluation, the simulation
should need to produce sounds that are finely represented from a perceptive point of view,
and not from a physical one. Perception accuracy, in turn, depends heavily on the performed
analysis of sound quality. Studies about intensity, acuity, acoustic annoyance/comfort could
require different levels of detail at the simulation level. Comparative analysis only requires that
acoustic samples maintain their perceptual rankings relatively to each other. Hence, assuming a
negligible impact of data processing into the artificial sound, the interaction between numerical
model characteristics and human perception is mutual in this sense. The red double arrow in
Figure 1.1 represents such interaction, which will be called from now on called here simulation-
perception relation.

1.3 The toolbox of acoustic engineers

The acoustic problem in the automotive industry is intricate and in conflict with other design
aspects. It is helpful in this sense to make a distinction between source, transfer path (TP) and
receiver. Thanks to this approach, engineers keep a holistic view of the global system, while
profoundly understanding the interaction between subsystems.

One of the advantages of such modus operandi is the possibility for engineers of troubleshoot-
ing the dominant TPs or the sources without affecting other subsystems that may need to satisfy
strict design requirements. In this context, the process of assembling data of TP elements is
called transfer path synthesis (TPS, [22]). Test-based TPS constitutes the foundations of the
test-based techniques called transfer path analysis (TPA, [23]), very widely used in industry
[24]. HEAD acoustics GmbH developed a TPA dedicated to sound quality, the binaural transfer
path analysis [25].

At an earlier stage of the process, without any prototype available, the only way to anticipate
the system behaviour is by synthesizing both the TPs and the functions to emulate the action
of the sources via modelling techniques. Companies have invested significantly in the develop-
ment of a virtual environment to perform simulation for sound quality evaluation [26, 27]. In
particular, when fairly complex problems are the objects of simulations, the use of numerical
methods capable to accurately represent complicated geometrical domains and (or) elaborate
sources becomes necessary.

In the frequency-domain, there is not a single simulation approach well-performing in the
whole spectrum. In general, element-based techniques such as the finite element methods (FEM)
and the boundary element methods (BEM) perform quite well at low frequencies [3, 4]. At high
frequency, there is a need for very fine meshes, and the consequent computational cost makes
these techniques prohibitive. However, it is possible to reduce the dimensionality of the original
problem through the so-called model order reduction techniques [3, 28]. A particularly common
one is the modal approximation, based on the projection of the system matrices onto the space
spanned by a set of the first n eigenvalues, where n is a choice of the user. In the case of problems
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comprising several distinctly separated geometrical areas, another approach is to sub-structure
the original domain into sub-problems opportunely coupled. Examples of these techniques are
the component mode synthesis (CMS, [29]) and the patch transfer function method (PTF,
[30]). At higher frequency, the cost of these approaches become too expensive. Furthermore,
mechanical systems start exhibiting a statistical behaviour as the modal density increase. For
instance, Kompella showed that nominally identical vehicles have significantly different dynamic
behaviour in the frequency range where the modal density increases [31]. In this area of the
spectrum, statistical techniques such as statistical energy analysis (SEA, [32]) have proved to
be quite effective. The scheme in Figure 1.2 summarizes these techniques. This list is not
exhaustive (for example, see chapter 2 for a further discussion). There also exists a so-called
“mid-frequency” area particularly hard to study. Here, deterministic techniques are too much
time-demanding in terms of calculation, and the modal density is not sufficiently high to satisfy
the strict hypothesis of statistical techniques. Hybrid methods such as statistical modal energy
analysis [33] find a place between statistical techniques and low-frequency techniques; reviews
of techniques to tackle the mid-frequency problem are available in the literature [4, 34].

Once TP and source models are available, their combination can reproduce the phenomenon
at the receiver location. In some cases it is possible to substitute the source with adequately
placed mono-poles [35], in which case it is convenient to reproduce the phenomena at the receivers
through the following steps [2]:

(1) simulation or other means provide the transfer function (TF) associated with the TP in
the frequency-domain;

(2) the inverse Fourier transform modifies the TF into the impulse response function (IRF) of
the TP;

(3) the convolution of this IRF with an adequate signal representing the source produces the
desired outcome.

Although this approach assumes the system to be linear in time, it is flexible since it allows to
simulate source(s) and TP(s) separately, with considerable advantages in terms of reduced com-
putational time. Furthermore, a combination of test measurements and simulation is possible.

Wave-Based
Methods

• BEM

• FEM

Model-Order
Reduction

• Modal
Approach

Substructuring
Techniques

• PTF

• CMS

Statistical
Methods

• SEA

DETERMINISTIC TECHNIQUES

modal density

Figure 1.2: A map of simulation techniques in function of the modal density of the modelled
system.
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1.4 Problem statement

1.4.1 State of the art

Auralization is not a new field of research. Scientific papers related to this concept can
be tracked at least to the beginning of this century, for instance in [27, 36]. The subsequent
development of these early jobs leads to the already mentioned presence in the market of solutions
and products. As to entirely modelling approaches, research is still ongoing, and it has been
particularly productive in the last years. Several reasons might be concurrent to this vibrant
activity.

Firstly, the inherent complexity of some physical mechanisms makes the simulation process
arduous, even without considering sound perception. Some phenomena are so difficult to model
that researchers developed ad-hoc techniques. Only most modern advancements allowed to
discuss the use of simulation tools for sound quality applications in such complicated situation,
at least in some cases, like for tire noise [13, 37].

Another reason is probably related to the computational cost associated with more standard
techniques, such as the BEM or the FEM. Recent developments have at any rate permitted
enhanced calculation rapidity: as a consequence, studies focusing on these methods have started
appearing.

Researchers from Zhejiang University used an approach including finite elements for the
structural problem and boundary elements for the acoustic one aiming at optimizing the sound
quality of a diesel engine [38]. Xu et al. used a simulation method based, again, on the FEM for
structures and the BEM for acoustics to optimize, through a genetic algorithm, the subjective
annoyance of sounds perceived in the cabin of a car [39]. Hodor et al. were able to predict the
less uncomfortable fan on a set of three thanks to a computational fluid dynamics approach
with large eddy simulation [40]. Regarding the use of acoustic FEs, a group of researchers
from Otto-von-Guericke-University Magdeburg studied both the thermal and the psychoacoustic
behaviour of an encapsulation for a diesel engine. They carried out simulations in parallel
with tests on an experimental set up that showed a good agreement. Although the tested
encapsulation showed a decrease in terms of radiated sound power, simulations showed a margin
for further improvements [41]. In another article, the group of researchers mentioned above
proposed a predictive psychoacoustic model based on a virtual prototype representing, again, a
diesel engine [42]. Through the simulations, they generated time signals, eight of which were
selected to perform a jury test. The latter had the purpose of deriving a qualitative comparison
between each sound. An analysis of results produced a quantitative characterization of each
signal perceptive quality. Authors performed the process twice, to verify predictability of the
model, with satisfactory results.

Those above studies proposed promising ways to exploit auralization techniques exclusively
relying on simulations for sound quality prediction. Making such techniques robust, reliable and
efficient requires a deep comprehension of the impact of simulation errors on acoustic percep-
tion and constitutes a necessary further step. Such knowledge can give indications on how to
adequately set parameters of the mathematical models and, eventually, even to optimize them.
For example, the following studies focused on this issue, contributing with essential results.

In 2011, Nykänen et al. [43] investigated the impact of frequency resolution and spectrum
smoothing of binaural TFs into perception. The test case was the contribution of engine sounds
to interior sounds of a truck. They performed tests to compare artificial head recordings to
modified binaural TFs. Their findings showed that a resolution of 4 Hz or higher and a smoothing
with maximum 1/96 octave moving average filters were comparable to artificial head recordings.
Trollé et al. confirmed this frequency resolution value for vibroacoustic applications [44].

Nykänen, together with the same researchers of the previous work, continued their research
by publishing further results [45] in 2013. This time the objective was to evaluate the maximum
changes in frequency resolution and smoothing to preserve preference rating. They found that a
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much higher degree of degradation for binaural TFs was possible. They found a value of 32Hz for
frequency resolution, and 1/24 octave bandwidth filters or 63 Hz absolute bandwidth filters for
smoothing operations. Even though these values preserved preference ratings, the degradation
comes together with a loss of consistency between participants of jury tests. Furthermore,
results were not general since the modifications affected only TFs, and not the source. Final
recommendations included the need for variance analysis when repeating a similar approach.

In 2018, Aujogue and Parizet further extended scientific knowledge about the accuracy of
TFs for auralization purposes [46] in the case of TFs from input forces to acoustic pressure.
Furthermore, the modifications were different for diverse area of the audible spectrum. At
low frequency (i.e. low modal density), the study focused on displacements of eigenfrequencies.
At mid and high frequencies, the main changes were smoothing techniques, consistently with
previous studies. Results were similar to the ones of Nykänen et al. Besides, they found that at
low frequency ranges, shift of the resonance frequency could easily be detected, in part due to
the strong harmonic structure of the source.

1.4.2 Gap in knowledge

Results in literature are consistent and suggest not only that simulations might represent an
efficient supporting tool for auralization, but also that users can be flexible in setting simula-
tion parameters since the introduced modifications of TFs does not affect too much people’s
perception.

Contrary to the previously mentioned studies, which focused on modifications of experimental
TFs, in this research, the focus is on the influence of simulation parameters in the perception
of auralized sounds. The main reason to study in detail the TP modelling via simulation is the
evident flexibility of this approach. As mentioned, it allows engineers to analyze different design
configurations without the need for prototypes, taking into account only the TPs of interests.
Evaluation of potential TP modifications would become simple even for complex geometries,
thanks to simulation capabilities. Furthermore, assuming a description of the source being
available as a set of monopoles (or other simple sources), either with a testing or a modelling
approach, the coupling with the TPs would be possible relatively straightforwardly. All of this
would already be possible in the early stages of development, with significant advantages for the
process. The success of simulations in industrial applications is a proof of such strengths, and a
crucial reason to bring improvements to the field.

Another decisive point is that even the studies that focused more deeply on the effect of errors
in transfer functions introduced generic modifications. On the contrary, simulations present
specific errors that might peculiarly affect perception. Understanding how people perceive and
react to these errors is a crucial step towards the definition of thresholds between acceptable
and unacceptable compromises in the use of these virtual methods.

1.4.3 Research questions

In this context, the Simulation-Perception Relation plays a critical role that is easy to com-
prehend. Its knowledge would allow engineers to set parameters of simulations correctly and to
obtain the desired accuracy without excessively tuned models. However, the gap to be covered
is vast, and it is not rational to tackle it at once, but some considerations are possible that
allows to increase the knowledge in the field while providing some insight of immediate practical
application.

First of all, there is a huge variety of transfer elements that characterize the typical automotive
scenarios, both in the case of interior and exterior problems. Moreover, depending on how one
is looking at the problem, an element can be a source, a receiver or even a TP. For instance,
the vibrating panels inside the cabin of a car are a source of noise for the driver and the
passengers, and are also receivers of the engine vibrations transmitted through the chassis. For
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engineers, it is critical to understand what the objective is, how to tackle it and how to define
the domain of intervention. With a focus on the acoustic part of the problem, receivers are
humans interacting with the vehicle: driver, passengers, pedestrians, drivers and passengers of
other vehicles. Section 1.1 already mentioned a review of some possible sources. Anything in
between is a TP. A possible approach to simplify the TP is to consider only the geometry of the
problem comprising the fluid. In this case, the vibrating parts of the boundary act as sources,
while its geometry and the medium properties completely define the TP; this is the case of the
acoustic domain in figure 1.3. The fluid medium is a constant of many (if not all) acoustic
problems. Consequently, it is necessary to study in-depth the error related to it.

Source

Vibro-Acoustic
Source

e.g. vibrating
cabin’s panels

Structural Source
e.g. gear teeth

Transfer Path

Acoustic TP
e.g. cabin

Structural TP
e.g. bearings,
chassis, etc.

Receiver

Acoustic Receiver
e.g. driver,
passengers

Structural
Receiver

e.g. cabin’s panels

Structural Domain

Acoustic Domain

Figure 1.3: Source-Path-Receiver approach; most elements can be receivers , transfer elements
or sources, depending on the sub-domain of interest. In this example, cabin’s panels act as

receivers of the structural domain, and as a source in the acoustic domain.

Another essential aspect to consider is related to the number of techniques currently available
on the market, too ample to cover all of them. However, in the case of the FEM, scientists
extensively studied numerical errors. A wide range of articles and books scrupulously describes
their behaviour from a mathematical perspective and their implications in practical engineering
problems. Moreover, the FEM is a conventional method in the industry. Therefore, it seems
reasonable and useful to analyse the effect of FEs errors.

Lastly, as the use of synthesised TFs to describe TPs is so prevalent in the industry, it
makes perfect sense to focus on this element of the source-path-receiver approach, since it is
straightforward to calculate TFs with a geometry and a monopole source. On the contrary,
source modelling represents an open challenge and, again, the field of application would restrict
significantly.

With these facts in mind, a first approach to the use of the FEM to model TPs for auralization
should focus on these issues:

1. do the various parameters of FE acoustic models introduce errors that humans perceive
differently?

2. do common guidelines impose an accuracy that is adequate, insufficient or excessive for
human perception?
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1.5 The structure of the approach
In the scenario of this thesis, the numerical models serve to calculate TFs. The inverse Fourier

transform modifies these TFs into their equivalent IRFs, thus removing the constraint of time-
harmonicity. The convolutions of a source signal with these impulse response functions result
in several sounds, which differ because of the different numerical errors of the original TFs. In
this context, the easiest way to answer the research questions of subsection 1.4.3 is through a
2n factorial experimentc [47]. The process is the following:

(1) select the n factors of the experiment, which are the numerical parameters supposed to
affect the precision and accuracy of simulations;

(2) fix two levels for each factor, namely two values different enough to introduce significant
differences into the result of simulations;

(3) build a reference numerical model, which should be realistic enough and whose factors are
at the level corresponding to highest accuracy and precision;

(4) build other 2n−1 models, so to fulfill all the possible combinations of levels for the factors;

(5) run the 2n simulations and to analyze their results with objective metrics;

(6) perform jury tests and to analyze their outcome.

Going through each step, the choice of factors and levels constitutes the first difficulty. First,
the formulation of the FEM is rather complicated and has roots into deep mathematics (func-
tional analysis, see app. A). Chapter 2 will discuss the theoretical reasons upon which the choices
of these factors, and their levels are based. However, also practical considerations related to the
meshing process affect these choices; for this reason, factors and levels are discussed later on, in
Chapter 3.

The validation of the reference numerical model does not constitute a critical concern, since
the objective is to have just a realistic model, and not a real one. A qualitative comparison
between an actual mock-up and the outcome of a simulation of the reference numerical model
is more than sufficient. Chapter 3, which focuses on the simulation side of this thesis, discusses
the details.

Another issue related to simulations is the analysis of their results. In principle, the chosen
path is to calculate some acoustic metrics and to perform a statistical analysis to understand
if they vary depending on the factors. Sound pressure level A-weighted, Zwicker loudness and
sharpness [18], which are common in literature, are the chosen metrics. The steps detailed in
Chapter 3 provide a more in-depth understanding of the relation between numerical accuracy,
acoustic metrics, and factors.

Lastly, Chapter 4 describes the jury tests, which are in charge to provide results about
how much similarly people perceive the sounds. A careful analysis of repeatability and data
distribution ensure that tests do not carry conceptual errors. Correlation analysis and clustering
techniques allow to evaluate how many groups of people with similar perceptual score have
raised during the tests. An analysis of variance (ANOVA) provides important conclusions about
relations between factors and similarity scores. Correlation between the latter and some acoustic
metrics, and an in-depth analysis of specific loudness give the final insights of this research.

cUsually, the number of factors is indicated with the letter k, and the factorial experiment called 2k; here,
the letter n is used instead, in order to avoid confusion with the wave-number.
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2
Errors introduced by Finite Elements solving for unbounded

acoustic problems

2.1 Linear-time-harmonic acoustics

To understand the source of errors of a simulation method, its formulation needs to be under-
stood, which in turn depends on the partial differential equations governing the physical

phenomenon as well as on the boundary conditions. The purpose of this section is to detail the
equations of linear-time-harmonic acoustics, which is the main subject of this research. Two
considerations are necessary at this point.

First, although structural vibrations can be included in the field of acoustics [48], this is
not the case in this dissertation. This choice has been made at purpose for sake of clarity of
the study: fluid-structure interactions will not be considered in the following. Furthermore,
the frequency range of interests is the audible one (here defined as the range between 20 and
20000Hz, [18]), leaving out of the dissertation infra- and ultra-sounds.

Second, the acoustic motion derives from vibration energy propagating into an elastic medium
in the form of compression-expansion pressure waves. However, any perturbing phenomenon
strong enough to alter or to make the overall thermodynamic equilibrium unstable is not acous-
tical anymore [49]; this fact is fundamental to understand the logic process of this section.

Several references, available in literature, introduce the general equations of linear acoustics
(see, for example, [50–52]). This section provides a summary of them. First of all, the variables
of interest become small perturbations of ambient values. In the case of pressure and velocity,
for instance, it results:

p̃(x, t) = ptot(x, t)− pamb (2.1)

ũ(x, t) = utot(x, t)− uamb (2.2)

in which x is the coordinate vector, t the time, subscripts tot and amb indicate respectively total
and ambient values at the considered location, while p̃ and ũ are the perturbations of pressure
and velocity. The values of p̃ and ũ generally need to be estimated in a geometric domain
Ω ⊆ Rd, with d the number of spatial dimensions; Ω can be bounded or unbounded. The
equation governing this class of problems is the inhomogeneous wave equation. It ensues, from
mass conservation (both locally and globally), the Euler’s equations of motiona:

∂2p̃(x, t)
∂t2

− c2 4 p̃(x, t) = 0, (2.3)

aThe following hypothesis hold: the fluid has zero heat conductivity, is inviscid, and the associated flow is
adiabatic ([53], section 6.2).
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where c is the (constant) speed of sound and 4 is the Laplacian operator. Assuming a time-
harmonic dependence for the generic function f̃(x, t) = <{f(x, ω)e−iωt}, the homogeneous
Helmholtz equation 2.4 is obtained by separation of variables:

4p(x, ω) + k2p(x, ω) = 0, (2.4)

where the wave-numberb k is given by k = ω/c. A problem governed by the Helmholtz equation
is Linear-Time-Harmonic. Despite the simplification introduced by the linear approximation
and the time-harmonic assumption, this class of problems has a wide range of applications.
Through a proper mathematical formulation of the problem, it is possible to calculate (or ap-
proximate, in the case of simulations) transfer functions between a monopole source and a point
inside Ω. As mentioned in subsection 1.3, the so obtained TFs transmute into impulse response
functions under the inverse Fourier transform. The convolution between IRFs and appropriate
signals allows a move back towards the time-domain, removing the harmonicity constraint. This
approach is per se of interests in many practical situations, and becomes even more useful when
a superposition of linear pointwise sources can represent more complex radiating patterns. In-
deed, in the latter case, the effect of complicated systems resolves into the sum of simple linear
TFs or their time-domain equivalent via convolution of IRFs and source signals. Besides, these
simplifications allow tackling issues related to steady-state systems without incurring in errors
associated with incorrect formulations of time-dependencies.

Equation (2.4) is not sufficient to fully describe a linear time harmonic problem. The def-
inition of proper conditions on the boundary Γ ⊆ Rd−1 is necessary. The Robin boundary
conditionc can be adapted to the linear-time-harmonic problem by including the Euler equation
in frequency domain u(x, ω) = 1

iωρ0
∂p(x,ω)
∂n(x,ω) , with ρ0 density of the medium at rest, into the

admittance boundary condition:

u(x, ω)− us(x, ω) = Y (x, ω)p(x, ω). (2.5)

in which Y is the admittance, n the outward normal to the boundary and us an assigned value.
If Y = 0, Equation (2.5) degenerates into the Newman boundary condition and us becomes the
velocity on Γ. Alternatively, it is possible to reformulate Equation (2.5) into the impedance
boundary condition:

Z(x, ω))[u(x, ω)− us(x, ω)] = p(x, ω). (2.6)

in which Z is the impedance. The latter condition degenerates to the Dirichlet boundary condi-
tion when Z = 0. In general, boundary conditions can be ‘mixed’: that is, different conditions
apply to different subsets of Γ.

The solution of the described problem is given by outgoing (scattered by the geometry and
radiated by sources) and incoming (originating at infinity) waves. However, in the case of
unbounded problems, the incoming waves do not have any physical meaning: they need to be
removed. The Sommerfeld radiation condition provides a simple mathematical statement that
ensures only outgoing waves are present in the solution. [54]. It can be written as:

lim
‖x‖→+∞

‖x‖
d−1

2

(
∂

∂‖x‖ − ik
)
u(x)→ 0 (2.7)

in which the operator ‖·‖ is the Euclidean norm.
Mathematical description of boundary conditions becomes more complex in case of interac-

tions between different types of phenomena. A typical example is the structural-acoustic strong

bIn multidimensional spaces, the wavenumber has components related to the spatial dimensions of the solution:
it is, therefore, a vector. Throughout this thesis, for the sake of simplicity, it is treated as a scalar, except where
otherwise stated.

cThis is a general boundary conditions taking the form a(x)p(x) + b(x) ∂p(x)
∂n(x) = g(x).
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coupling, in which a vibrating surface radiating power inside Ω is affected by the acoustic waves
in Ω itself [52]. This thesis does not consider such types of coupling between boundaries and
acoustic domain, since they are typical of only some applications in which a vibrating body is
immersed in a heavy fluid (e.g., submarine industry). Furthermore, this assumption grants to
focus on specific issues without introducing further errors.

From now on, variables dependence on x and ω is assumed, and will be omitted except for
underlining some essential aspects.

2.2 Basic concepts of the Finite Element Method

It may be hard to analytically handle the Helmholtz Equation (2.4) in some cases, for in-
stance, when the geometry involves crooked boundaries [55]. In these situations, the use of
numerical approximations, such as the finite element method (FEM) is more convenient. How-
ever, the formulation of the FEM is not straightforward and deserves some attention, especially
to understand which parameters are mostly responsible for building errors with respect to the
non-approximated solution of the Helmholtz problem.

The following introduction to the FEM comprises two parts. First, the Helmholtz problem
is projected into a subspace through the Galerkin method, which, however, requires some basis
functions not yet defined. Secondly, the geometric domain is discretized through finite elements
to find the missing basis for the Galerkin method. There are actually other ways to formulate
the FEM, for an insight see appendix B.

2.2.1 The Galerkin method

A first step for the FEM is to introduce the weak solution of the Helmholtz Equation (2.4).
Initially, assuming that p is a function in the Sobolev spaced H1(Ω), Equation (2.4) is multiplied
by a generic test function χ ∈ W (Ω) ⊆ H1(Ω), whose definition depends on the boundary
conditions (for a full discussion, see [51, 56]). Then, its integral over Ω (including boundary
conditions) is solved by parte. Posing s = iρ0c and assuming a bounded geometrical domain,
the governing equation becomes [50]:∫

Ω

[
4p+ k2p

]
χ dΩ =∫

Ω
(5χ · 5p− χk2p) dΩ− sk

∫
Γ
χ(Y p+ us) dΓ = 0, ∀χ ∈W (Ω). (2.8)

The main obstacle to obtain an exact solution of Equation (2.8) is the infinite dimension of
H1(Ω). However, practical applications require a solution only within a certain precision and
accuracy range: some approximations (for instance, the ones obtained via simulations such as
BEM, SEA, and others) satisfy these criteria when the mathematical parameters are appropri-
ately chosen: the FEM is part of this group of methodologies. The FEM is introduced here as
a Galerkin methodf.

Firstly,the weak problem described by Equation (2.8) is projected on a ‘trial’ function space
V (Ω) ⊂ H1(Ω) of finite dimension D spanned by a basis {φ(p)

n }. A trial solution is taken as:

p ≈
D(p)∑
n=1

pnφ
(p)
n , (2.9)

dSobolev spaces are discussed in Appendix A.
eSee equation A.8.
fSee Appendix B for more details about other ways to introduce the FEM
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where pn are the unknowns and D(p) are the degrees of freedom (DoF) associated to pn (in terms
of FE meshes, D(p) is equal to the number of nodes on which the pressure can have a value
different from zero). Similar approximations hold for boundary velocity us and admittance Y :
us ≈

∑N(us)
n=1 usnφ

(us)
n , Y ≈ ∑D(Y )

n=1 Ynφ
(Y )
n . The test functions are projected on a ‘test’ function

space W (Ω) ⊂ H1(Ω) of finite dimension spanned by a basis {%n}; consequently it results
V = W . Therefore, Equation (2.8) becomes:

∫
Ω

5%i · 5
D(p)∑
n=1

pnφ
(p)
n

− %ik2

D(p)∑
n=1

pnφ
(p)
n

 dΩ−

sk

∫
Γ
%i

D(Y )∑
j=1

Yjφ
(Y )
j

D(p)∑
l=1

plφ
(p)
l

+
D(us)∑
m=1

usmφ
(us)
m

 dΓ = 0, ∀%i ∈ {%n}. (2.10)

By considering {%n} a set of weighting functions, Equation (2.10) represents the well known
weighted residual method [57]. The trial and test spaces, together with their basis, can be
chosen according to several rules, see for instance [52]. The projection obtained by choosing
{%n} = {φ(p)

n } is called the Galerkin method (that is, trial and test functions are equal). The
known terms in Equation (2.10) can be rearranged into three symmetric matrices and one vector,
provided the boundary admittance is independent of the frequency [50]. The mass matrix M
has entries:

mjl =
∫

Ω
φ

(p)
j φ

(p)
l dΩ. (2.11)

The stiffness matrix K has entries:

kjl =
∫

Ω
5φ(p)

j · 5φ
(p)
l dΩ. (2.12)

The damping matrix C has entries:

cjl = ρ0c

∫
Γ
φ

(p)
j

[
{φ(Y )}T {Y }

]
φ

(p)
l dΓ. (2.13)

The boundary mass matrix Θ has entries:

θjl =
∫

Γ
φ

(p)
j φ

(us)
l dΓ, (2.14)

and it combines with the vector us to build the boundary vector f :

f = sk[Θ]us. (2.15)

The approximated governing equation is now:

[−k2M− ikC + K]p = f . (2.16)

At this point, the set of functions {φ(·)
n } (the dot between parenthesis being p, Y or us) is

not defined yet. It is here that the FEM comes to help.

2.2.2 The Finite Element Method equation

In the FEM, the basis functions {φ(·)
n } are piecewise polynomials defined over intervals called

precisely finite elements. The process to define these functions is the following.
First, to discretize the geometrical domain Ω through FEs, several disjoint polytopes Ωj ⊂ Ω

52
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



such that ∪Ωj∈ΩΩj = ΩC
∼= Ω, with ΩC the computational domain, and Ωj∩Ωl = ∂Ωj∩∂Ωl ∀i 6=

j (∂Ωj is the boundary of Ωj) are identified in a mesh that is usually automatically built or
manually created by the user in a virtual environment. The vertices of the polytopes are called
nodes.

On each of the generated FEs, a space of polynomials is introduced with basis {Fl}i where
l = 1, 2, ...,m, m depends on the geometry and i is the considered element. Each Fl can be
written as:

Fl(ξ) =
pFE∑
k=0

akξ
k, (2.17)

where ξj is the local coordinate of the FE; the Fl are called shape functions. Several strategies
can be used to determine the coefficients ak in Equation (2.17); the Lagrangian polynomials
are common, and even the Legendre polynomials can be found [58]. Equation (2.17) serves to
interpolate the variable pC inside each element, given the values at each node of the element
itself; for these reasons, the order of the polynomial pFE is here called order of interpolation
of the shape functions. The latter parameter is chosen by the user, and it is usually the same
across all the elements, but not always: see, for instance, [59].

The union of the {Fl}i is called here {Fl} and is a polynomial basis for the entire geometrical
domain ΩC. Strictly speaking, in order to obtain {Fl}, some specific conditions must be ensured;
since these conditions do not have implications in this thesis, they are not discussed here, but
can be found in literature [52].

The finite element method consists in imposing {φ(·)
n } = {Fl} while enforcing continuity

between elements. Thus, the entries of the matrices in Equation (2.16) are immediately defined;
the process of assembling the matrices is widely discussed in literature [52, 60]. As a consequence
of the aforementioned properties, Equation (2.16) is approximated by piecewise polynomial
functions. The scheme in Figure 2.1 summarizes the steps necessary to reach the formulation
(2.16) from the Helmholtz problem; the process in purple, representing the Galerkin method,
and the blue process, representing the meshing process, are not parallel.

2.2.3 Solvers

At this stage, all the elements of the problem are defined, with the matrices of Equation (2.16)
being sparse and banded. In details, higher orders of interpolation of shape functions pFE are
responsible for larger bands of the matrices. In turns, larger matrix bands make the equations
of the linear system more complicated. This generates a trade-off with the better ability of
higher-order FE to deal with high-frequency problems. Users should be aware that reaching
a compromise between h and pFE is the optimal path to achieve the desired accuracy in an
acceptable amount of time.

Intuitively, large matrix systems to solve make computation more challenging because of more
non-zero entries of the matrices. There are essentially two effects associated with many non-zero
entries:

(1) they correspond to a higher number of operations needed for factorization;

(2) the memory to store the matrices increases as well with the number of non-zero entries.

Because of these reasons, the users should try to maintain a low amount of DoF, which can be
done by increasing h or reducing pFE .

Scientists developed special algorithms to tackle FE problems, starting from the frontal solver
proposed by Irons [61] in 1970. The algorithm used in this thesis is a more modern one, known
as multifrontal massively parallel sparse direct solver (MUMPS [62]).
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Figure 2.1: Steps of the FEM formulation for linear-time-harmonic acoustics. The process inside
the magenta boxes is the Galerkin method, while the process in the blue boxes is the meshing

procedure; these two processes are mathematically independent from each other.
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2.3 Errors and adaptivity

2.3.1 Numerical dispersion

Given an acoustic wave propagating in a homogeneous and isotropic medium, the following
linear dispersion relation holds [63]:

ω

k
= c, (2.18)

with speed of sound c independent from frequency. When discretizing the propagative phe-
nomenon via FEM, the linear dispersion relation does not hold anymore, leading to spurious
dispersiong. An introduction of this phenomenon is provided here for plane waves, based on
[64]. An extension exists in the literature that leads to the same numerical dispersion relation
for the cylindrical and the spherical cases [65]. In case of spherical waves, the dispersion relation
(2.18) is true for 3r2 � h2, with r distance from the disturbance and h size of the elements.

A representation of plane waves in one dimension is possible along their direction of propa-
gation. In this case, the exact solution of the Helmholtz equation is:

p(x) = p0e
ikx, (2.19)

in which x is the spatial coordinate; for simplicity, p0 = 1 in the following. In dispersion analysis
for FEM, a regular mesh (with n nodes located at positions xn = nh with n ∈ Z) supports linear
FEs that approximate the acoustic problem. VC indicates here the set of all the linear piecewise
functions supported by the nodes xn. The interpolant produced with polynomials in VC is
characterized by having exact values at nodes:

p(xn) = eiknh. (2.20)

The latter equation is equal to Equation (2.19), but evaluated at the nodes.
The Galerkin FE solutions ish:

pC(xn) = eikCnh, (2.21)

where kC is the wave-number resulting from the calculation.
The matrix of the FEM leads to a set of algebraic equations at each node that, substituted

in Equation (2.21) provides the following dispersion relationi:

kCh = arccos
[

1− (kh)2/3
1− (kh)2/6

]
, (2.22)

which is valid for kh ≤
√

12, since above this threshold the approximated waves become evanes-
cent (see [66], section 3.2); kh =

√
12 is a resolution of about two nodes per wavelength. Next

section will present some plots and results of the dispersion analysis.
gA detailed description of the dispersion is available in [63], section 7.2; here a summary is given. In the case

of linear differential equations, the four-dimensional solution is in the form

ei(kr−ωt),

in which the four dimensions are:

(1) the three spacial ones of the vectors k and r;

(2) the time dimension of ω and t.

Alternative equivalent formulations are possible (e.g. in trigonometric form). The dispersion relation connects
the space-related quantity k and the time related one ω. More precisely, the quantity ω

k is the phase velocity,
while the quantity dω

dk is the group velocity. If the dispersion relation is linear, these two quantities are equal.
hDifferent approaches are available in literature; see Ihlenburg and Babŭska [66], section 3.2, or Anisworth,

[67], section 2.1; Anisworth justified his approach with Bloch waves.
iCalculations are available here [64, 67]
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In higher dimensions, the situation is similar. Historically, analysis of the two dimensional
Helmholtz equation [68, 69] showed that the results of the above simple cases well explain
the error in most complicated cases. Thereafter, rigorous investigations of the two and three
dimensional problems appeared [70, 71] and, finally, Ainsworth proposed a generalization in the
multi-dimensional case [67]. The general behaviour in higher dimension does not change, but the
FE solution exhibits a slight anisotropic behaviour. Furthermore, the pollution error becomes
not avoidable, not even with the so-called stabilized method [72]. A clarifying introduction to
the anisotropy issue is available in [64].

2.3.2 Interpolation and pollution errors

The finite element wavenumber produces a different phase velocity ω
k for the Galerkin FE

solution SFE with respect to the exact solution SE . A simple analytical experiment can simulate
the FEM responsej. To better understand the mathematical behaviour of the FE solution,
another function SI is introduced: it is the linear interpolant of the exact solution SE at the
finite element nodes. The influence of the approximation of the wavenumber and so in turn of
the wave propagation can be illustrated defining the following functions:

SE = <(eikx) ∀x ∈ Ω,

SI = <(eiknh) ∀nh ∈ ΩC,

SFE = <(eikCnh) ∀nh ∈ ΩC,

where ΩC represents the set of all the nodal coordinates of the FE mesh. The case of interest
is a purely tonal planar wave; the spatial resolution is kh ' 1.0472, that is, six elements per
wavelength. Equations of section 2.3.1 provide the means to calculate values for this simulation.
Figure 2.2 shows the real part of SE (back, continuous line), SI (red, dashed line on dots) and
SFE (blue, continuous line on dots). The spatial coordinate, normalized per the wavelength, is
the abscissa. In this example, kh is independent of frequency f , and as a consequence kCh too.
Therefore, results in figure 2.2 would hold at any wavenumber, but the spatial coordinate would
have a different value in absolute terms (six wavelengths at frequency f1 � f2 are shorter than
six wavelengths at f2).

Clearly, decreasing the product kh makes SFE closer to SI , and SI itself closer to SE . At this
point, it is useful to introduce the H1-seminorm ‖·‖∗H1 , defined as the norm of the first distribu-
tional derivative of its argument. The minimum error (in ‖·‖∗H1) between SE and any element
SVC ∈ VC is the one between SE and SI , which in literature is often called best approximation
error [73]. On the other hand, the error between SFE and SI is due to the phase delay, and it
builds up in space; this part of the error is usually called pollution error [64]. Ihlenburg and
Babuška showed that there exists a supremum for the error of the Galerkin FE solution that
comprises two parts: the best approximation error and another part related to the pollution
error. They first find the supremum for the linear Galerkin FEM [66], and then extended the
result to the Galerkin FEM with polynomial shape functions of generic order pFE [73]:

‖err‖∗H1 ≤ C1

(
kh

2pFE

)pFE

+ C2Lk

(
kh

2pFE

)2pFE
(2.23)

where C1 and C2 are problem dependent constants, L is the characteristic length of the problem.
It appears clear from this formula that pFE plays a significant role in controlling the pollution
error at high wavenumbers. It comes with no surprise that several articles are present in literature
that deal with high order schemes for FE acoustics [74, 75]

An interesting effect of the pollution error appears in case of reflected wave. In this case, a
jThis is a simulation of a simulation (!).
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Figure 2.2: The exact solution of Helmholtz equation SE (black continuous line) and its inter-
polant with linear picewise polynomials SI (red, dots on dashed line) propagate with the same
wavenumber k, here in the one dimensional case. The Galerkin FE approximation SFE (blue,

dots on continuous line) propagates with a different wavenumber kC.

train of stationary plane waves with the spectrum of a white noise propagates towards a rigid
infinite plane with a direction inclined of 45◦. A regular mesh of square elements discretizes the
domain, and an ideal boundary condition on the truncated boundary absorbs all the reflected
wavesk; therefore, the FE solution exists only inside the FE domain ΩFE . Most points PFE ∈
ΩFE are reached by the train of planar waves and by its reflection on the rigid wall. For some
points P ∗FE , the distance covered by the train that directly reaches a point is half of the one
covered by the train that is reflected by the rigid wall. Figures 2.3 (a) and (b) show this scenario;
point P (1)

FE is one of the points P ∗FE . Since the angle between the waves and the faces of the
square FEs is 45◦, the formula for kCh is [64]:

kCh =
√

2 arccos
[

1− (kh)2/6
1 + (kh)2/12

]
. (2.24)

(a)

Waves

P
(1)
FE

(b)

P
(1)
FE

Figure 2.3: A train of planar waves inciding on a rigid plane (a) is discretized with a regular FE
mesh of square elements (b).

Figure 2.4 shows amplitude (a) and phase (b) of the spectra of the exact solution and of the
kClearly, such boundary condition does not exist in reality: the scenario is ideal.
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Galerkin FE solution at point P (1)
FE . The effect of the pollution error is clear: in the spectrum,

points of destructive interference shift towards higher frequencies. The higher the frequency,
the more pollution error plays a role, as expected. The reason for this shift is simple: the two
FE waves hit P (1)

FE with similar amplitudes, but with different phases in comparison with the
exact solutions, causing this phenomenon. The phase presents the same frequency shift than
the amplitude. From a psychoacoustic perspective, the evaluation of the integral of the curves
in Figure 2.4 is interesting since it is related to some metrics, such as loudness and sharpness.
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Figure 2.4: Pressure amplitude (a) and phase (b) at point P (1)
FE (fig.2.3) calculated assuming a

white noise source: exact (black continuous line) and Galerkin FE (dashed red line) solutions.

The above examples discuss straightforward scenarios, with one source and zero or one reflect-
ing surfaces. What happens in case of a more complex environment, with crooked geometrical
boundaries and several reflecting surfaces? It is interesting to point out that, in simulations, the
shape of the spectra can slightly change among simulations with different level of accuracy (see
Section 3.4), but the frequency shift still plays a dominant role. The change in shape is likely
to the fact that many acoustic “rays” hit a receiver points, each of them with a different phase
delay, thus creating interference patterns significantly far from the theoretical ones.
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2.3.3 Adaptive meshes

The error introduced by FE discretization is complicated to analyze. At low frequencies,
it is relatively easy to control, since it is possible to decrease h without incurring in too high
computational costs. At high frequencies, it deserves more attention. Ainsworth proposed the
following practical formula to choose the two parameters h and pFE [67]:

pFE + 1
2 >

kh

2 + C(kh)1/3, (2.25)

where the constant C can be fixed to 1 for practical purposes. Importantly enough, if condition
(2.25) is not satisfied, an increase of pFE may lead to a deterioration of the FE result. The
higher the wavenumber, the finer must be the mesh or the higher the order of the polynomial
shape functions. In the case of a simulation of few frequencies close together in a restricted area
of the spectrum, no problem arises. But in need to simulate in a broad bandwidth that covers
several frequencies very far to each other, it makes sense to build different meshes for different
frequency bands.

A mesh is said to be adaptive if the size h or the order pFE of finite elements changes in
function of frequency (at least, in the case of linear-time-harmonic acoustics). The first is called
h−adaptation, the second p−adaptationl. The process consists of creating a different mesh
for each adaptive frequency band. Theoretically, since suprema of interpolation and pollution
errors depend on the highest frequency of the simulation, an adaptive mesh allows similar levels
of accuracy in the various bands, with a reduced calculation cost (indeed, h and pFEM result
respectively bigger and smaller at lower frequencies). In practice, accuracy may vary across
bands, especially in the case of relatively poor settings. However, with proper parameters,
adaptive simulations proved to be effective in drastically reducing time while maintaining the
same accuracy than more costly standard simulations. Indeed, several software companies have
already implemented adaptive modules in their products (see, for instance, Siemens [59] and
FFT [81]).

As an example, by referring to Figure 2.3, it is possible to calculate the spectra at point
P

(1)
FE with different analytical approaches. Figure 2.5 shows three spectra. In black (continuous

line), the one calculated assuming a non-dispersive behaviour of the wave planes. The other
two simulate adaptive numerical dispersion by using formula 2.24 and by fixing two frequency
bands: 0-150Hz and 150-300Hz. At the maximum frequency band, the value of khh are:

(1) kh,max,ih = 1.3739 for the blue dotted-dashed line;

(2) kh,max,ih = 2.7477 for the red dashed line;

where the subscripts max, i refer to the maximum (FE) wave number for each i adaptive fre-
quency band. Figure 2.5 (b) zooms into the transition area, at 150Hz. The jump is due to
the abrupt change of khh. The error is higher at high frequency, and this should come with
no surprise. Indeed, as per Equation (2.23), for a fixed value of

(
kmax,ih

kmax,ipFE

)pFE , the pollution
error increases with frequency. If this is the case, where is the advantage of adaptive meshes?
Assuming

(
kmax,ih

kmax,ipFE

)pFE constant, the main advantage lays in the reduced computational cost
necessary to solve the system at lower frequency. In fact, if the mesh is accurate enough at
the maximum frequency, it will be at least as accurate at lower frequencies; at the same time,
the FE matrices calculated at lower frequency bandwidths will be smaller (due to the reduced
number of nodes), allowing for a reduced computational cost.

lOther refinement criteria exist, for instance z−, r− [76], hp− [77], k−, pk−, hk−, hpk−, [78–80].
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Figure 2.5: The spectrum at point P (1)
FE (fig.2.3) is calculated assuming that the source behaves

as a white noise (a) and a zoom around 150Hz (b): exact solution (black continuous line)
Galerkin FE with khh ' 1.4 (dashed red line) solutions and Galerkin FE with khh ' 2.7 (dashed

red line) solutions.
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2.4 Ensuring the Sommerfeld radiation condition

Equation (2.16) has been derived without taking into account the Sommerfeld radiation con-
dition, that is, for bounded acoustic problems. The introduction of condition (2.7) introduces
non trivial complications. From a purely mathematical perspective, trial and test space are not
anymore coincident (see [51], section 2.3.2). However, due to the nature of the FEM m, the
computational domain needs to be truncated at an appropriate artificial boundary ΓA prop-
erly introduced, which divides the original unbounded domain into two regions: a bounded
computational domain ΩFE discretized with FE and an infinite residual region R = R3\ΩFE .
Subsequently, some techniques acting on ΓA that satisfy the Sommerfield radiation condition
are in charge of ensuring a solution to the problem. Intuitively, the most straightforward so-
lution would be to use some boundary condition in the form of Equation (2.7), but this one
produces spurious reflections that seriously affect the quality of results (see [55], section 3.3
and 10.3). Because of this reason, some alternative techniques that emulate the Sommerfeld
radiation conditions without introducing spurious reflections are necessary.

Accurate reviews of the most common methodologies for modelling the infinite region exterior
to the artificial boundary are available in literature [82, 83]. Here a summary is provided, in
which these techniques belong to the following three categories:

• absorbing boundary conditions (ABC);

• infinite elements method (IEM);

• absorbing layers.

In ABC, the originally unbounded exterior problem is reduced to an equivalent one defined
on the bounded domain in which Equation (2.7) is replaced by:

∂u

∂n
= Bu on ΓA (2.26)

where B is a linear operator, called DtN (Dirichlet to Neumann) map, which approximates the
Sommerfeld radiation condition at ΓA.

In literature both local (based on differential operators) and non-local (based on integral
operators) absorbing boundary conditions can be found. The first ones find their base on the
Atkinson-Wilcox radial expansion (of the field u or p) in powers of 1/kr for a sphere [84, 85],
defined for r > r0 (the second being the radius of a spherical surface circumscribing the target).
For r > R (with R being the radius at ΓA) the domain must be homogeneous and may not
contain any obstacles. Some differential operators of different orders able to annihilate terms
in the Atkinson-Wilcox expansion are available in the literature [86]. The expansion can use
spheroidal or rectangular coordinates allowing the artificial boundary to obtain a tight fit around
elongated objects. If not placed sufficiently far from the radiating/scattering object, low-order
local approximate absorbing boundary conditions may produce significant spurious reflections
which can pollute the entire numerical solution. Usually, it is more efficient to use high-order
accurate absorbing conditions which enable smaller computational domains. The development
of high-order local boundary conditions for which the order can be easily increased to a desired
level are usually based on using auxiliary variables to eliminate higher-order derivatives [87].
While generally derived for the time-dependent case, time-harmonic counterparts are readily
implemented with time derivatives replaced by iω = kc. The main disadvantage of these tech-
niques is that for spheroidal, and other convex shapes, the conditions tend to lose accuracy for
higher wavenumbers [88].

mIn the FEM, the discretization is on the volume; hence, an unbounded geometrical domain requires an infinite
number of elements, which is not a feasible solution for numerical computation.

61
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



An alternative to high-order local absorbing conditions are non-local DtN non-reflecting
boundary conditions. The conceptual foundation and experimental validation for the DtN FEM
have been developed for both acoustic radiation and scattering. The DtN map on a sphere
of radius R can be constructed directly and implemented in the standard Galerkin FEM by
expanding the outgoing acoustic field in a spherical harmonic series [89]. Numerical studies [90]
show that due to the particular structure, and ability to tightly fit around scattering objects with
minimal spurious reflection, the non-local DtN condition can be implemented with significant
overall cost savings compared to the local operators of first and second order. Furthermore,
non-local conditions are very accurate, yet couple all solution unknowns on ΓA, thus potentially
rendering a full dense matrix with associated solution cost and memory requirements. However,
if separable boundaries are utilized such as spheres or spheroids, a special structure in the
resulting data structures may be exploited to avoid storage of a full dense matrix.

The infinite elements method (IEM) [91] replaces the non-reflecting boundary condition on ΓA
with a single layer of elements with endless extent. An IE is constructed by replacing the classic
linear or polynomial shape function with radial wave functions which automatically satisfy the
Sommerfeld condition at infinity. The final result is an element with infinite extension. The
residual region R results discretized into a set of IEs that decompose the field at the surface via a
multi-pole expansion. The first n components of the expansion propagates towards infinity. The
Atkinson-Wilcox theorem [92] ensures that the multipole expansion is absolutely and uniformly
convergent provided that a sphere encloses all the radiating and scattering elements of the
problem, except for baffled planes. This result has been extended for prolate ellipsoid FE
volumes [93]. Curvilinear coordinate allows to use any shape for the FE volume ΩFE , as long as
ΩFE itself encloses the prolate ellipsoid that encompasses all the sources and radiating surfaces
[81]. The main drawback of the IEM is the decrease of performance at larger wavenumbers and
highly elongated artificial interfaces.

A multitude of techniques belongs to category (3), most noticeably the perfectly matched
layers (PML, [94]). In principle, an extra layer of damping elements is added above ΓA that is
in charge to absorb all the acoustic energy. Next section provides an overview of the PML.

If the used technique does not appropriately propagate the acoustic field towards infinity
(as this is the case, for instance, of PML), an integral formulation can fulfil this aim. Several
formulations, usually based on free field Green’s functions, are available [95]: Lighthill’s acoustic
analogy [96], the Curle’s formulation [97], the Ffwocs Williams and Hawkings formulation (FW-
H, [98]) and Kirchhoff methods [99]. The FW-H formulation is the most widely used among
these since it can take into account for noise generation effects due to moving surfaces immersed
in a turbulent flow. An important feature of the FW-H technique is that it allows to place the
truncated boundary relatively close to the sources [100]. As a consequence, the FE volume can
be rather small, especially at high frequencies. Techniques based on the FW-H formulation that
does not need to satisfy any condition about the FE volume have therefore an intrinsic advantage
in comparison with techniques based on multi-pole expansion at high frequencies. Indeed, in
this part of the spectrum, the extension of the spherical/ellipsoidal volume may require a high
number of finite elements, thus increasing the computational cost.

2.4.1 Perfectly Matched Layers

An option for absorbing the acoustic energy for exterior problems is the PML. Berenger
originally introduced this concept [101, 102] for electromagnetic waves (that satisfy as well
the Helmholtz equation). The idea is to add an exterior layer of finite thickness at an artificial
interface such that outgoing plane waves are absorbed before reaching the outer layer truncation
boundary. The mathematical formulation of the PML is such that the following properties hold
[83]:

(1) no reflection occurs at ΓA;
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(2) the decay of the solution inside the layer is exponential.

The splitting of the scalar field into nonphysical components satisfying equations which describe
decaying waves, and a proper selection of PML coefficients, theoretically eliminate plane-wave
reflection for an arbitrary angle of incidence [82], that is, property (1). Property (2) comes from
a proper tuning of some damping functions.

By referring to figure 2.6, the original formulation of the PML method in two dimensions and
Cartesian coordinates starts from the wave equation rewritten as the following system [94]:

∂p

∂t
+ ρ0c

2

 j∑
i=1

∂ui
∂xi

 = 0

ρ0
∂u
∂t

+
(

n∑
i=1

∂p

∂xi
ni

)
= 0

j = 2, (2.27)

by imposing p = p1 + p2 without physical meaning such that:

∂pi
∂t

+ ρ0c
2∂ui
∂xi

= 0

ρ0
∂ui
∂t

+ ∂p

∂xi
= 0

p1 + p2 = p

i = 1, 2. (2.28)

At this point dissipative terms are added to equations (2.28) as:

ΓPML

ΩFE

ΓA

ΩPML

tx1

ty1

ΓS

ty2

tx2

Figure 2.6: PML in Cartesian coordinates: FEs are red, the PML is blue; the points tjk, with
j = x, y and k = 1, 2, identify the layer thickness.



∂pi
∂t

+ ςipiρ0c
2∂ui
∂xi

= 0(
ρ0
∂ui
∂t

ςiui

)
+ ∂p

∂xi
= 0

p1 + p2 = p

i = 1, 2. (2.29)

Where ς denotes a damping function. The derivation of time-harmonic equations is now straight-

63
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



forward and results in: 

pj = − ρ0c
2

ςj − iω
∂uj
∂xj

uj = − 1
ρ0(ςj − iω)

∂p

∂xj

p1 + p2 = p

j = 1, 2. (2.30)

Introducing the following function:

γj(xj) :=


1, if |xj | < tj

1 + i

ω
ςj(|xj |) if tj ≤ |xj | < t∗j

j = 1, 2. (2.31)

it is possible to rewrite equations (2.30) asn:

−ρ0ω
2γ1γ2p− ρ0c

[
∂

∂x1

(
γ2
γ1

∂p

∂x1

)
+ ∂

∂x2

(
γ1
γ2

∂p

∂x2

)]
= 0. (2.32)

The above equations define the so-called split formulation in cartesian coordinate. An unsplit
formulation exists too [103]. The interface in rectilinear Cartesian coordinates allows a tight fit
around elongated objects, but can also be reformulated in spherical and other general curvilinear
coordinates (see, for instance, [81]). As mentioned, the damping functions ςj are in charge of
ensuring an exponential decay inside the layer.

The PML converges to perfect wave absorption as the thickness of the layer is increased [104].
However, a compromise between a thin layer which requires a rapid variation of the absorption
parameters and a thick layer which requires more elements is required [105]. In general, this
implementation allows using any convex shape wrapped tightly around a limited conventional
FEM domain [82].

Due to the dissipative nature of the PML, the role of the engineer is to choose an appropriate
thickness that allows to dissipate enough energy so that the reflection error does not affect
excessively the solution inside the FE volume. Therefore, the only two requirements for an
effective PML are:

(1) truncated FE boundary ΓFE located far enough from the sources, to reproduce a realistic
field on ΓFE itself;

(2) thickness of the PML enough to ensure a sufficient dissipation of energy, so to avoid
excessive reflection error.

Under these conditions, PML offers some advantages in comparison with other techniques.
First of all, it allows to treat properly non-homogeneous exterior domain, which is not the case,
for instance, of IEM. Secondly, no requirements on the shape of ΓFE are present, allowing the
use of small computational volumes at high frequencies.

2.5 Numerical examples

How do FE and PML behave in simulations? Some numerical experiments can provide the
answer. Specifically, some numerical experiments are designed to illustrate and try to answer
the following questions:

(1) How does the FE accuracy affect the quality of a simulation (in the case of unbounded
problems)?

nFor the algebra see [94]
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(2) Does the thickness of the PML increase the amplitude of the spectrum computed at a
geometrical point?

(3) Does the shape of the FE volume affect the spectrum computed at a geometrical point?

(4) Is there any difference between the spectrum computed via FE and the spectrum computed
via FW-H algorithm?

(5) Does the FW-H algorithm propagate the FE error?

To answer these questions, results from different sets of simulations involving a monopolar source
in a space are exploited; all simulations are performed in Actran [81]. The monopole generates
an omnidirectional sound field in which the pressure follows the law:

p(r, ω, t) =
[
P
e−ikr

r

]
eiωt, (2.33)

with r the distance from the monopole and P the acoustic pressure amplitude at unitary r. P
is associated to the monopole and linked to its mass flow rate Q through the relation:

P = i
Qckρ

4π , (2.34)

with ρ the fluid density. The associated linear time-invariant system is comprehensively de-
scribed in frequency domain, so that dependence on time can be neglected. Equation (2.33) can
be rewritten as:

p(r, ω) = P
e−ikr

r
. (2.35)

Equation (2.35) is independent of direction, depending only on the spectrum of P (or Q) and on
r. Given a receiver at 0.5m from the source, and fixing P = 1, the spectrum of acoustic pressure
at the receiver is a constant of amplitude p(f) = 2. Figure 2.7 shows two possible approaches
to study this scenario with FE and PML:

(1) a sphere of radius rs = 0.3m, figure 2.7 (a);

(2) a cube of side lc = 0.612m, figure 2.7 (b).

In both cases, the monopole is located at the barycenter of the finite element volumes. In
addition, the volumes of the sphere and the cube are identical and the distance between the
receiver and the monopole is set at r = 0.5 m in both cases.

(a) (b)

Figure 2.7: (a) Spherical and (b) cubic FE models of a monopolar source in the free space and
a receiver at a distance r = 0.5m.
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2.5.1 PML and FE performance

The first set of simulations has the purpose of evaluating the performance of PML with
respect to frequency. It involves the geometry in Figure 2.7 (a) meshed with tetrahedral linear
finite elements. Three different spheres were constructed using tetrahedral linear finite elements
with increasing average size of elements (h = 0.009m , h = 0.018m and h = 0.037m). In all
these cases, the frequency resolution is 25Hz and the Sommerfeld radiation condition is ensured
with adaptive PML in the following frequency bands:
(1) 1000-1500Hz;

(2) 1525-2000Hz;

(3) 2025-2500Hz;

(4) 2525-3000Hz.
The software is asked to use six elements per minimum wavelength in each adaptive frequency
band. However, at the interface between FE and PML the finite element mesh dictates the
spatial resolution; to overcome this inconvenience, a gradient factor is fixed to a value 2. The
latter parameter imposes that any element can not be more than twice its adjacent elements in
terms of size. Therefore, the average size of PML elements smoothly varies from the one at the
FE/PML interface to the one set in the software. The thickness of the PML tPML is defined
per each frequency band via the ratio tPML

λmax
, where λmax is the longest wavelength per adaptive

band, which is associated to the lowest frequency. The ratio tPML
λmax

is fixed equal to one; this
approach ensures that at of each adaptive band the thickness will be equal to or bigger than the
wavelength at any frequency.

Figure 2.8 shows the theoretical spectrum in black, and the spectra calculated with the
spherical geometries: h = 0.009m in blue plus signs, h = 0.018m in red asterisks and h = 0.037m
in green crosses. An effect of adaptivity similar to the one shown in figure 2.5 is present. In
fact, PML are known for their dispersive behaviour that is similar to the one of standard FEM
[106]. Furthermore, the spectra are characterized by:
(1) a wave-like shape;

(2) a decay of the amplitude when the FE nodal resolution (number of nodes per wavelength)
decreases.
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Figure 2.8: Spectra of the receiver in Figure 2.7 (a) calculated via FEM with average size of
elements h equal to 0.009m (blue plus signs), 0.018m (red asterisks) and 0.037m (green crosses);

the theoretical spectrum is in black.
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A comparison with the infinite element method (see appendix D) shows that the wave-like
shape is more emphasized in the PML case than in the IEM one, while the amplitude decays
more or less at the same rate with both techniques.

Performances of the simulation changes also as a function of the polynomial order of shape
functions. Figure 2.9 shows the spectra of the receiver presented in Figure 2.7 (a) calculated via
FEM with average size of linear elements h equal to 0.009m (blue plus signs), and of quadratic
elements 0.018m (magenta asterisks); as usual, the theoretical spectrum is in black. These two
configurations have the same number of nodes per wavelength N in the FE volume, and as such
should have a very similar degree of accuracy (except for the pollution error). However, the
spectrum obtained with the quadratic model has a slightly higher amplitude and a different
shape (crests and troughs of the “waves” are not at the same frequency of the other spectrum).
Looking at this picture, it seems that linear elements, when combined with PML, perform fairly
better. In reality, this is not always true; for example, Figure 2.10 shows the same spectra
calculated via FEM with average size of linear elements h equal to 0.018m (red plus signs),
and of quadratic elements 0.037m (light blue asterisks). Even in this case, the number of
nodes per wavelength N is constant, but in this case the quadratic model perform better. The
reasons behind these contradictory results lies in a strong interaction between the PML and the
FE. In fact, Appendix D shows the result of the same scenario, with the same meshes, using
infinite elements instead of PML. Contrary to many practical applications, the proposed case is
particularly favorable to the IE, so better results are expected. However, in the case of infinite
elements, quadratic FEs perform always better, confirming that:
(1) without external factors affecting the simulation, quadratic elements perform better;

(2) the PML strongly interact with the FE parameters, introducing thus an external factor
that affects the results.

For the purposes of this thesis, it is crucial to consider this interaction between PML and FE,
and to analyze how it affects the results in a case of practical interest. This interaction is likely
related to the way the software produces the meshes. Indeed, the used software allows only to
impose the number of elements per wavelength, and not the number of nodes; furthermore, this
number of elements per wavelength is the same for the FE volume and the PML. Consequently,
in the case of the quadratic FE (whose size is twice the one of linear FE, once N is fixed),
the PML mesh results slightly coarser. This may explain the increased energy in the quadratic
models previously discussed.
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Figure 2.9: Spectra of the receiver in fig. 2.7 (a) calculated via FEM with average size of
linear elements h equal to 0.009m (blue plus signs), and of quadratic elements 0.018m (magenta

asterisks); the theoretical spectrum is in black.
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Figure 2.10: Spectra of the receiver in Figure 2.7 (a) calculated via FEM with average size of
linear elements h = 0.018m (red plus signs), and of quadratic elements h = 0.037m (light blue

asterisks); the theoretical spectrum is in black.

2.5.2 PML thickness

The second set of simulations aims at producing results to evaluate the influence of the
PML thickness. For this second set, the average size of the elements is set to h = 0.009m for
which good results were observed in the whole frequency range in previous section. Simulations
are defined in the same way, but this time two different values for the ratio tPML

λmax
(number of

wavelengths with respect to the thickness of the layer) have been used:

(1) tPML
λmax

= 1;

(2) tPML
λmax

= 0.2.

Figure 2.11 shows the spectra obtained using tPML
λmax

= 1 (blue crosses) and tPML
λmax

= 0.2 (
red asterisks); the theoretical solution is shown for comparison (black continuous line). The
increase of amplitude in the case of lower thickness is evident, although the behaviour of the
spectra becomes strongly irregular. The increased energy of the low thickness case confirms what
was explained in Section 2.4.1. Indeed, if the PML is not thick enough to absorb the energy
radiated by the sources, such energy will be reflected inside the FE volume, thus increasing the
energy of the acoustic field at the interface FE/PML. The latter is then propagated via FW-H,
giving raise to higher amplitude at points outside the FE domain (obviously a similar effect
takes place at any point inside the FE volume). The irregular behaviour is another confirmation
that using an excessively low thickness produces results too far from the theory.

2.5.3 Shape of the FE volume

Another set of simulations is defined to compare the influence of the shape of the FE volume.
In this case both the sphere and the cube of Figure 2.7 are used. The cube was meshed by
means of cubic linear finite elements of size h = 0.009m, while the sphere is the same of the
latter simulation set (that is, averaged h = 0.009m). All the other parameters are unchanged.
Figure 2.12 compares the spectra computed with the spherical mesh, in blue plus signs, and the
regular cubic mesh, in magenta circles. A difference is visible, in certain cases up to 5% of the
amplitude, showing that the shape of the FE volume has a certain impact on the solution.

68
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



1000 1500 2000 2500 3000
freq [Hz]

1.5

1.6

1.7

1.8

1.9

2

2.1

2.2

2.3

2.4

2.5

A
m

pl
itu

de
 [

Pa
]

Figure 2.11: Amplitude of the receiver in fig. 2.7 calculated with tPML
λmax

= 1 (blue crosses) and
tPML
λmax

= 0.2 (red asterisks) compared with the theoretical solution (black continuous line).
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Figure 2.12: Spectra of the receiver in Figure 2.7 calculated via FEM with spherical (blue plus
signs) and with regular cubic (magenta circles) meshes compared with the theoretical solution

(black continuous line).

2.5.4 Performance of the FW-H algorithm

The last set of simulations has the purpose of showing the performances of the FW-H formu-
lation; Figure 2.13 shows the geometry used for this purpose. A monopolar source is located at
the origin of a cartesian reference system; two receivers are located along the y axis at distances
of 0.5 (Py0.5) and 1m (Py1), and other two along the x axis at the same distances (Px0.5 and
Px1). The solutions at points equally distant from the source should be equal according to the
theory. The FE volume is a cuboid with a square face of side lc = 0.612m perpendicular to the
y axis. The FE volume is built so that Px0.5 is outside the FE volume, while Py0.5 is inside.
Therefore, any difference in these two points’ spectra is imputable to the mesh and associated
numerical errors. Similarly, Px1 is at a distance of 0.694m from the mesh, while Py0.5 is at
0.388m; again, any difference between the spectra of these two points is due numerical errors.
It is worth noting that all the spectra are calculated via FW-H, except for the one of point Py0.5
which is the only one to be included in the FE volume.

Figure 2.14 shows the spectra obtained with a regular cubic mesh with h = 0.009m:
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Figure 2.13: A cuboid geometry with a monopole source on the origin (yellow), two receivers on
the y-axis and two receivers on the x axis; distance between receivers and source is either 0.5 or

1m.

(a) Py0.5 (blue plus signs), Px0.5 (red asterisks) and theoretical solution (black continuous
line);

(b) Py1 (blue plus signs), Px1 (red asterisks) and theoretical solution (black continuous line).

There are some differences, implying that the thickness of the FE layer between the source and
the receiver has an impact on the results. It is worth noting that all the spectra are calculated
via FW-H, except for the one of point Py0.5 (blue plus signs in Figure 2.14 (a)).
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Figure 2.14: Amplitude of the receivers’ spectra on the y-axis (blue) and on the x-axis (red) at
a distance of 0.5 (a) and 1m (b); the theoretical amplitude is in black.

Figure 2.15 shows the phase of the spectra computed at points Py1 (blue plus signs) and Px1
(red asterisks); the theoretical phase is add for comparison purposes (black continuous line). A
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slight frequency shift is present in both cases but it is more marked for the spectrum at point
Py1. Similar results hold for the points Py0.5 and Px0.5.

(a)

1000 1500 2000
freq [Hz]

-4

-2

0

2

4

Ph
as

e 
[r

ad
]

(b)

1800 1850 1900 1950 2000
freq [Hz]

-4

-2

0

2

4

Ph
as

e 
[r

ad
]

Figure 2.15: Phase of the receivers’ spectra on the y-axis (blue) and on the x-axis (red) at a
distance of 1m (a) and a zoom in the 1800-2000Hz frequency band (b); the theoretical phase is

in black.

Overall, computations seem to be less accurate in y axis which corresponds to the length of
the FE volume. These results suggest that the FW-H algorithm is more efficient than the FE
one and that a small FE volume is therefore desirable. Obviously, some limits exist that cannot
be surpassed, since the FE volume cannot simply disappear.

However, a quick check can reveal some hidden clues. Figure 2.16 shows the ratio between
the thickness of the FE volume tFE and the wavelength λ as a function of frequency along the
x−axis (red) and the y-axis (blue). The thickness, in this case, is defined as the distance between
the source and the boundaries of the FE volume (0.612m and 0.306m, respectively, along y and
x directions). Since spectra of receivers on the x axis are reasonably good, one can conclude
that a ratio tFE

λ = 1 is acceptable: this value is considered the reference in this research.
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Figure 2.16: Ratio between the thickness of the FE volume tFE and the wavelength λ in the
x-axis (red) and in y-axis (blue) as a function of frequency.
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2.6 Linking FE theory to sound perception

Despite the errors, the FEM is still a powerful tool to simulate TFs for auralization. There-
fore, it becomes important to understand how these errors affect human perception, since they
propagate into auralized sounds because of the convolution process. This section showed how
numerical errors essentially affect the shape of TF spectra and cause a frequency shift of am-
plitude and phase. Psycho-acoustic theory helps to understand how these factors can influence
human perception.

2.6.1 An introduction to acoustic metrics

In a first instance, it is worth noting that the human hearing system has different sensitivities
at different frequencies. Its sensitivity is low at frequencies between 20 and 500Hz, reaches the
maximum around 3000Hz, and decays at higher frequencies. In 1933, Fletcher published an
article where he built curves taking into account this behaviour [107], which nowadays are
known as “Equal-Loudness Contour” [17, 18] and are the basis for the well known A-weighting,
used to calculate the A-weighted sound pressure level (SPL(A)). The high sensitivity in the
frequency range above 500Hz should already sounds like a warning for the pollution error,
which is dominant at high frequencies (high, in this case, is related to the FEM capabilities).

The SPL(A) is a powerful metric, but does not take into account the masking effect. The
masking effect is a fundamental phenomenon characterizing the human hearing system inves-
tigated since 1940 by Fletcher. During his experiment, he masked a sinusoidal signal with
bandpass noise maskers with different bandwidth [108]; thus, the power of the masker increased
together with the bandwidth. The aim of the study was to measure the threshold of the sinu-
soidal signal as a function of the bandwidth itself. This experiment, repeated several times (see
[17], pag. 66) shows that the threshold increases only up to a certain point, then it remains
constant. To account for these results, Fletcher proposed that the human auditory system com-
prises some filters. If the sinusoidal signal belongs to a certain filter, any bandwidth increase of
the masker within the same filter will cause an increase of the threshold; an increase outside the
filter does not have any effect. The critical-band (CB) is the frequency band of the auditory filter
outside which the threshold of the signal does not increase. 25 CBs can be built as a function of
frequency, meaning that each CB starts at the same frequency ft where the previous CB ends
(except for the first CB, which starts at 0Hz). This approach result in the scale of critical-band
rate z, which results to be a function of frequency. Table 2.1 summarizes the relation between
z and frequency.

z [Bark] fl [Hz] z [Bark] fl [Hz] z [Bark] fl [Hz] z [Bark] fl [Hz]
1 100 7 770 13 2000 19 5300
2 200 8 920 14 2320 20 6400
3 300 9 1080 15 2700 21 7700
4 400 10 1270 16 3150 22 9500
5 510 11 1480 17 3700 23 12000
6 630 12 1720 18 4400 24 15000

Table 2.1: Relation between critical-band rate z and the lower frequency of critical-bands fl;
more details in [18].

In the case of broadband noises, masking effect becomes more complicated; for the purpose
of this thesis, it is useful to know that spectral masking can cause a decrease in the perceived
loudness of an acoustic stimulus (for instance, see [18], Section 8.4), and therefore it makes sense
to take this effect into account. A metric able to do so is the loudness N computed according
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to Zwicker [18]:

N =
∫ 24[Bark]

0
N ′dz, (2.36)

where N ′ is the specific loudness and the integral is computed across the 25 critical bands
(measured in Bark). The specific loudness is a function of frequency that combines the spectral
distribution of an acoustic input with the auditory filters of the human hearing system (for
details, see [17, 18]). The unit of measure of N ′ is sonie/bark.

SPL(A) and N take into account significant aspects related to the power of a sound and
how humans perceive it. However, these metrics take into account energy distribution across
the spectrum only as a function of sensitivity, but do not say anything about pleasantness. A
metric that take into account energy distribution and has good correlation with pleasantnesso

is the sharpness S (in this thesis, calculated according to Zwicker [18]):

S = 0.11
∫ 24[Bark]

0 N ′g(z)zdz∫ 24[Bark]
0 N ′dz

, (2.37)

where g(z) is a weighting factor which is constant up to 16 Bark and then increases; the unit of
measure is acuum. In this metric, z and g(z) being under the integral, higher frequencies play
a more important role.

SPL(A), N and S are not able to exhaustively describe human perception, but they allow to
identify first issues:

(1) energy distribution across the spectrum;

(2) masking effect;

(3) importance of high frequency for pleasantness.

These factors are related to the area under the spectrum and to its shape. In the case of this
thesis, the spectrum of the sound comes from the convolution between a source and a simulated
TF, the latter being heavily affected by FE errors.

2.6.2 How do the errors affect the metrics?

Given the way humans perceive sounds, an immediate question arises: is it possible to predict
how the FE errors modify the spectra? Unfortunately, the answer to this question is negative.

For instance, in Figure 2.4, it is possible to calculate the integral of the two spectra over the
bandwidth 0-150Hzp. The integral of the FE spectrum (red dashed line) is 8.6% greater than
the theoretical one (black continuous line). However, in Figure 2.5, the opposite happens: the
integral of the FE spectra is smaller than the theoretical one by 1.2% (dashed red line) and
0.4% (dash-dot blue line); in particular, the more inaccurate the solution, the lower the integral
of the spectrum is. In the first case, lower accuracy leads to higher energy, in the second to a
lower one. These changes in the spectral areas happen because several factors interact together.
The most important of these factors are:

(1) the shift in frequency;

(2) the shape of the spectrum in each spectral window of interest (which can be the entire
spectrum or, if adaptivity is used, any of the adaptive frequency bands).

oPleasentness is a complicated feeling that depends as well on sensations such as roughness, tonalness, and so
on [18]

pThe integral is particularly significant: the area under the spectrum is related to the energy of the sound,
and, consequently, to the loudness N and the sharpness S.
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The shift in frequency is not known a priori, nor the shape of the spectrum in each adaptive
band. These two issues make the evaluation of the spectral area changes (with respect to the
theoretical one) impractical (perhaps impossible). Furthermore, the aforementioned examples
are based on simple scenarios in which only a monopolar source is present with only one reflective
surface; only two acoustic rays hit the point P (1)

FE at which the spectrum is calculated (the blue
and the green ones in Figure 2.3). In real applications many reflective surfaces can be present
at the same time, forcing several acoustic rays to hit each point of the domain: in this case,
the pollution error can cause not only a frequency shift, but also a change in the shape of the
spectrum (see Section 3.4). To make things more complex, these examples take into account
only best approximation and pollution errors.

The aforementioned differences between a theoretical and a real scenario make the use of FE
simulations based on complex geometries a more pragmatic approach to answer the research
questions of this thesis. However, in the case of realistic simulations, another question immedi-
ately arises: which numerical parameters must be considered? Section 2.5 provides some clues.
First of all, this section shows that results can be very different depending on several factors.
The theoretical formulation of the FEM and the PML helped identifying some fundamental
parameters such as the order of polynomial interpolation pFE , the average size of FE h and the
thickness of the perfectly matched layers tPML. Other factors play a significant role, but are
usually not under control of the user (for instance, the ς functions of the PML). Besides these
factors related to the theory, the geometry of the FE volume plays a significant role, as shown
in Section 2.5.4.

Next chapter describes a pragmatical way to evaluate how the FE error affects human per-
ception. Based on a real scenario, it takes into account all the numerical parameters considered
up to now.
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3
Experimental characterization and numerical modeling of the

considered scenario for sound perception

3.1 Definition of the scenario

The definition of the scenario, that will be considered in the following jury tests, essentially
consists in the choice of some sources, receivers and the related transfer paths. In principle,

any scenario could be considered acceptable for the purpose of this research. However, as the
PBNv2 projecta deals with pass-by-noise for future vehicle, a simplified application of automotive
industry has been chosen, following the principles explained in this section.

In the case of road traffic noise, acoustic sources of vehicles can be grouped into three main
categories [12]:

• propulsion noise sources (engine, power-train, exhaust system);

• airflow noise sources (incident airflow on the vehicle);

• rolling noise sources (tires, tire-road interaction).

Other sources (HVACb, ancillary systems, etc.) are often neglected. Airflow noise becomes
significant at speed higher than pass-by-noise velocities [12], and propulsion noise plays a less
significant role nowadays due to improvement in internal combustion engines and use of electric
motors [13]. Therefore, the considered application will focus only on tire noise in pass-by-noise
conditions.

For this kind of sources, essentially the driver, the passengers or the pedestrians are especially
affected by vehicle noise. From a physical and geometrical point of view, the simplest transfer
paths are between pedestrians and tires, since they go straight from the source to the receiver.
In the chosen application, the complex physical aspects of the tire noise which are related to
the mechanism of sound generation and are therefore part of the source, will not be considered.
Therefore, the choice is to first focus on a tire-noise scenario, because of its geometrical simplicity
combined with its major contributions in road traffic noise.

3.1.1 The mock-up

Once identified the category of TPs, the next step is to built and test a mock-up. But
why testing a real system? The answer may look counter-intuitive. Indeed, the purpose of this
research is to evaluate how numerical parameters affect human perception of synthesized sounds.

aThis work was performed with the support of the European Commission’s Marie Sklodowska Curie program
through the ETN PBNv2 project (GA 721615).

bHeating, ventilation, and air conditioning.
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For this aim, a set of simulations might be sufficient. However, some crucial factors play against
the intuitive choice of working without a real system. Indeed, all the errors introduced into
the auralized sounds during the process must be under control, otherwise any psycho-acoustic
analysis would reflect some hidden factors. Essentially, two most important factors have to be
taken into account:

(1) First, simulations in the previous chapter showed that simple changes in some aspects such
as the FE volume shape could affect the spectrum. A methodology is required to ensure
that this type of errors is not present or, at least, taken into account: the comparison
between simulation results and data collected on a real system is a possible way.

(2) Second, the human hearing system is known to react differently to diverse kind of stimuli
(e.g. perception of pure tones is very different compared to perception of broadband noises,
see [17]). Consequently, the shape of the spectra should not be qualitatively too far from
the real one. Again, a check by comparison between simulation results and real data-sets
can ensure this point.

There is also an inherent advantage in comparing simulations with test datasets: any simpli-
fication introduced in the virtual environment would be immediately tested and verified. The
latter point is especially important for the boundary conditions, geometry, mechanical proper-
ties and all the other ingredients of the virtual models that represent an approximation of the
reality.

Besides these considerations, which are fundamental for the achievement of the desired results,
some practical implications must be considered. The mock-up geometry on computer aided
design (CAD) software must be simple, in order to avoid excessive design time expenditure.
The use of a real car as a mock-up results therefore impractical, because of all the details to
model. The easy alternative is to build an ad-hoc geometrically simple structure that tries to
maintain the main acoustic properties of a real vehicle. The choice was to assemble an acoustic
quarter-model vehicle that comprises a wood body, a metal shaft and a real wheel.

The body is realised with wood tables jointed by bolted connections, and a circular wood
panel cover the wheel’s back. Two slim threaded bars blocked by bolts support the rear part.
Figure 3.1 shows the assembled mock-up and the multi-view projections of the wood body.

3.1.2 Sources and receivers positioning

After the mock-up conception, acoustic properties of the environment needs to be defined.
Pass-by-noise tests are performed in open-air on asphalt tracks. In laboratory controlled envi-
ronment, a semi-anechoic chamber is the best choice to represents this situation. Obviously the
two situations are not strictly comparable (e.g noise reflection differs from the one observed in
real conditions of usage) but the semi-anechoic chamber presents some crucial advantages like
repeatability of measurements, stable temperature or protection against weather conditions.

With regard to simulations, some differences exist between theoretical acoustic properties of
the chamber and real ones:

• ground does not fully reflect noise;

• walls and ceiling do not fully absorb noise;

• acoustically speaking, the room is not perfectly symmetric.

Therefore, the chamber is tested to ensure that these factors do not affect the tests significantly.
The next step is to define transfer paths and the associated transfer functions. They have

two main goals and a minor one. First, the TFs measured on the physical mock-up are used
as guidelines to set-up a reference numerical model. Secondly, the simulated TFs will be used
to create sounds for jury tests. The minor goal is to provide clues about eventual differences
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(a)

(b) (c)

Figure 3.1: Multi-view projections (a) and two views (b) (c) of the mock-up.

between real and theoretical test scenarios. All the TPs are identified by a monopolar source and
a microphone (called here receiver). There are two main reasons to use this approach. Firstly,
theoretical monopoles are used to numerically compute transfer functions, because this process
is easy in the available comuter aided engineering (CAE) environment (Actran [81]). Secondly,
the use of monopole sound sources is advantageous for reciprocal measurements in tests [109],
which is clearly an advantage.

A critical step is to define an appropriate number of TPs. A high amount of transfer paths
would allow to better validate the virtual model, since it would be possible to evaluate its quality
for more transfer paths. There is a trade-off between the number of TPs and the time spent for
measurements and simulations. The choice is to have four sources and four receivers, for a total
of sixteen TPs.

The spatial locations of sources and receivers are identified on a Cartesian reference system.
Its origin is located in a position that exploits symmetry properties of the mock-up. This
latter has only one symmetry plane, which is vertical and includes the axis of the wheel. The
intersection of this plane with the ground and the plane comprising the front panel of the box is
the origin O of the Cartesian coordinate system used hereby, as can be seen in Figure 3.2. The
z-axis is vertical and positively oriented towards the top. The x-axis is parallel to the tire axis
and is positive oriented towards the direction opposite to the mock-up itself. The y-axis is then
immediately defined by the right-hand rule. Figure 3.2 schematically represents the mock-up in
a virtual environment, showing the coordinate system at its origin.
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Figure 3.2: Monopole (yellow spheres) and receiver (red points) positions.

It is now possible to easily locate positions of monopoles and receivers. Ideally, the former
ones should physically represent the field generated by rolling noise, to which many phenomena
contribute [12]. A first one is the radiation from the vibrating tire. Structural vibrations are
generated by tire-road interaction and are affected by several geometrical parameters (e.g. thread
patterns, road roughness, etc.). Their role is significant below 1 kHz. Air pumping and horn
effect are other essential phenomena generating noise. The degree of complexity caused by the
involved phenomena and of their interactions is high. In order to recreate the tire acoustic fields
through some monopoles, researchers have made significant efforts to identify their optimal
locations (for instance in [35]). However such techniques are rather complex, requiring the
implementation of optimization and regularization algorithms. In the end, in order to avoid
excessive time expenses, the choice was to select the four source positions according to practical
considerations. First, the chosen TPs must significantly affect the noise radiation. Second, the
distribution is chosen symmetric, in order to gather data to evaluate environmental symmetry.
Lastly, the placement of sensors at the correct locations should be realized without much effort.
Figure 3.2 shows the selected locations with yellow spheres; in the scheme, the nomenclature of
monopoles follows this logic:

(1) “G” means “ground”, and is adopted for the two monopoles very close to the floor (and
to the tire);

(2) “S” means “suspended”, adopted for the two monopoles hanging in the space (close to the
tire);

(3) “+” is adopted for monopoles with positive y-coordinate;

(4) “-” is adopted for monopoles with negative y-coordinate.

Table 3.1 summarizes the exact coordinates of the monopoles.
Receiver positions are mainly influenced by practical factors. Microphone positions in a pass-

by-noise test are 7.5m far from the road axis, but such a distance is impractical in the available
room. A more convenient positioning for the receivers is closer to the mock-up, as schematically
shown in Figure 3.2 by the red points; their coordinates are presented in Table 3.2.

From now on, the TPs will be indicated by the two letters associated to the monopole-
microphone position followed by the two numbers associated to the receiver-source position, e.g.
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Mono-pole X [m] Y [m] Z [m]
S+ -0.204 0.29334 0.174
G+ -0.204 0.1 0.0065
G- -0.204 -0.1 0.0065
S- -0.204 -0.29334 0.174

Table 3.1: Mono-poles location coordinates.

Receiver X [m] Y [m] Z [m]
P10 1 0 1.2
P20 2 0 1.2
P11 1 1 1.2
P21 2 1 1.2

Table 3.2: Receivers position coordinates.

TP S+12 is the transfer function between the mono-pole located at position S+ and receiver at
position 12.

3.1.3 Experimental measurements of transfer functions

The first practical issue related to the tests is about the equipment to use; the choice is
quite straightforward for microphones, but some considerations are useful for the source. Some
sources are present in the market that satisfy these requirements for specific limited frequency
bandwidths [109] called here working bandwidths. In such sources, an open-ended flexible tube
connects a noise generator to a socket. The latter one has an aperture that generates an omnidi-
rectional field thanks to diffraction. The acoustic center, representing a theoretical monopole, is
located slightly above the socket aperture. In order to guarantee an omnidirectional behaviour
of the radiated field, the waves inside the tube must be plane. This condition requires little
diameters of the tube to produce high frequency spherical waves [109]. On the other hand, at
low frequencies, a very high volume velocity is required to maintain an adequate sound pressure
level.

The working bandwith must be compatible with the simulation one. FEs work very well at
low frequencies, and become impractical at higher frequency, due to the increased computational
time required to solve the associated system of equations. The trade-off between all these
advantages and disadvantages led to the choice of a MicroFlown source working (according to
the constructor) in the frequency band between 200Hz an 4000Hz, with a tube diameter of
15mm, shown in Figure 3.3 [109]c.

With such a source, the scenario described in previous section is hard to realize. Indeed,
the socket cannot fit between ground and tire in a position close to the symmetry axis. As
a consequence, microphone and sources are interchanged, exploiting reciprocity. Therefore,
microphones occupy monopole positions, and the Microflown source occupies receiver positions.
Tests have been performed to ensure this exchange does not cause distortions in the results. In
all tests, the signal used to produce the acoustic excitation was a white noise.

cA source is available in the market able to reproduces a monopole at lower frequencies, but it comes with
two downsides. First, it has a diameter of 15 cm and a fmax=260Hz (too low for the purposes of this research).
Secondly, it has a considerable size that makes its use impractical for the application of interest.
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Figure 3.3: The microflown source.

3.2 The Reference Numerical Model
The next step is to build an accurate FE model that is simple in terms of numerical con-

struction and realistic enough. Sounds auralized with this model will represent the reference in
the psychoacoustic tests, and will be called reference sounds (associated to each TP); in other
words:

(1) the acoustic metrics of sounds auralized with other models will be compared to the ones
associated to the reference sounds;

(2) perceptual similarities will be evaluated between all the sounds and the reference sounds.

For this reasons, the FE model built now is called reference numerical model. Some practical
considerations are useful before to discuss how the model is built.

To draw some conclusions about influences of FE parameters on noise perception, a reference
numerical model has to be appropriately set to ensure the veracity of these conclusionsd. In
this regard, a crucial aspect relates to the numerical parameters that one wants to consider in
this analysis. Here, the main focus is to evaluate only the ones associated with the theoretical
formulation described in chapter 2. Therefore, the numerical modelling will be limited to the
purely acoustic radiation problem: structure-borne noise will not be considered. The structure
of the mock-up is considered, in the simulation, as perfectly rigid.

Given these considerations, it is possible to properly model the mock-up described in section
3.1.1.

The geometry is meshed with Hypermesh [110] and modified in Actran, resulting in a surface
mesh Ωstart. Quadratic serendipity elements (that is, without central node) are used. Serendipity
elements have the advantage of reducing the computational cost of the simulation, but are very
sensitive to distortions [111] e.

The FE volume is modeled through the Exterior Acoustic component of Actran, which permits
to automatize the creation of an h−adaptive mesh. The surface mesh Ωstart is first extruded,
and then a PML mesh can be obtained on top of the extrusion itself. In the case of three
dimensional problems, the surface mesh Ωstart should cover any 3D mesh so to include all the
surfaces, volumes and obstacles of the acoustic problems. All these meshes must be connected.
Only some components of the problem, such as monopole sources, can be modeled in Actran as

dBy way of completeness, the proper setting of a FE model relates to the convergence properties of the method;
see Appendix B for details.

eAlso, distortions may pose problems without proper settings for the numerical integration [112].
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boundary conditions without the support of a mesh (and can be therefore outside the surface
mesh Ωstart). In the case illustrated here, it was possible to use only the mesh Ωstart shown in
Figure 3.4, since no 3D mesh was needed. Ωstart is rather fine, with an average size of finite
elements h ' 0.015m. The mesh has been conceived for simulations up to 3500Hz.

Figure 3.4: Surface mesh used as input for the Actran Exterior Acoustic Component.

Once Ωstart is defined, the user must choose the boundary method, since other settings depend
on it. Afterwards, given the maximum and minimum wavelengths per adaptive frequency band
λmax and λmin, the user must define (among others):

(1) FE volume thickness (absolute or with respect to λmax);

(2) minimum number of elements per λmin;

(3) gradient factor.

(4) PML thickness with respect to λmax;

Considerations about the minimum number of elements per wavelength and thickness of the
FE volume and the PML come directly from the theoretical formulation discussed in chapter
2, but new practical aspects play a crucial role at this stage and deserve a further discussion.
Firstly, regarding the FE volume thickness, it must be equal to at least two elements. If not,
Actran automatically changes the size of the finite elements, leading to meshes with many more
degrees of freedom than asked by the user. This is a lower limit for the FE volume thickness
tFE and for the elements size h, the upper one being dictated only by computational costs (a
bigger volume lead to longer simulations).

The gradient factor (GF) represents the maximum change in size between two adjacent finite
elements. To illustrate the effect of diverse values for this parameter, Figure 3.5 shows two
different meshes. The red FE mesh Ωstart is regular with h = 0.01. The two PMLs, in grey,
have an average size of elements hPML = 0.57 and are both built with an APML component
starting from Ωstart. Because hPML � h, the PML mesh is more refined close to Ωstart: so the
user needs to decide how “fast” the size of the elements must change from the interface with the
FE volume towards the exterior. This task is performed by the GF.

The values for the GF are 1.2 (a) and 4 (b). The gradient factor 1.2 enforces adjacent
elements to have a similar size, thus the mesh gradually evolves towards the exterior. Overall,
the elements are well distributed in function of their size, with small elements closer to Ωstart;
also, the elements present a good aspect ratio (ratio of the shortest length of the element to
the longest length of the element). Figure 3.5 (b), with GF=4, depicts a different situation.
The elements change their size very fast, leading to the presence of several distorted elements
(that is, with poor aspect ratio), especially close to Ωstart. Also, FEs of similar size are not well
distributed: for instance, in the top right corner elements are fairly smaller than elements in the
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Frequency bands [Hz]
20-52 56-100 104-252 256-500 504-1000 1004-1500 1504-2000

Table 3.3: Boundaries of the adaptive frequency bands.

bottom right corner. As the figures show, a low value of the GF produces undoubtedly better
meshes, but it may lead to excessively accurate meshes.

(a) (b)

Figure 3.5: Given a regular mesh with h = 0.01, a PML with hPML = 0.57 is constructed using
gradient factors equal to 1.2 (a) and 4 (b).

For the reference numerical model, the chosen parameters per adaptive bandwidth are:

(1) FE volume thickness tFE equal to 1 (maximum) wavelength;

(2) 6 quadratic elements per minimum wavelengthf;

(3) gradient factor equal to 2;

(4) PML thickness equal to 1 (maximum) wavelength.

Table 3.3 shows the adaptive frequency bands chosen for the simulations. The reader may
notice that at low frequencies the bands are very narrow when compared with bands at higher
frequencies. This is because the volume thickness is determined by λmax, while the elements size
by λmin. The ratio between λmin and λmax must be kept high enough to avoid big volumes with
small elements, which in turn would lead to high computational costs. This ratio changes faster
at low frequencies than at high ones, explaining the higher density of adaptive frequency bands
at low frequencies. For instance, λ ' 17m at 20Hz and λ ' 7m at 52Hz, resulting in a ratio
between λmin/λmax of about 0.41 over 32Hz. A band between 20Hz and 100Hz would already
lead to a ratio of about 0.2, and the resulting volume would require too many elements to be
computed in an acceptable time. On the other hand, λ ' 0.25m at 1500Hz, and λ ' 0.17m at
2000Hz, with a ratio of about 0.68 spread over a band of 500Hz, which is even higher than the
one of the lowest frequency band.

At this point, the simulation is ready except for the environmental characteristics. So, speed
of sound is calculated by linearly interpolating results of [113] with a relative humidity of 50%,
a temperature of 25◦C and an environmental pressure of 101325Pa. Air density is calculated

fNumerical experiments in the previous chapter show that spectra calculated via quadratic FE models with
PML tend to have slightly more energy than the theoretical solution of a problem; however, the reference numerical
model here discussed is pretty accurate, so this effect should be reduced. Furthermore, results of next chapters
shows that there is no difference in perceptual terms between high accuracy linear and quadratic models.
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according to the CIPM-2007 equation of state for moist air [114] with same setting used for speed
of sound, and neglecting change of CO2 concentration with respect to dry air. Simulations have
been run in the frequency band between 20Hz and 2000Hz with a frequency step of 4Hz. The
latter one has been chosen in accordance with results found in literature. In particular, Nykänen
et al. showed that binaural TFs with a resolution of 4Hz are perceived as similar to artificial
head recordings [43]. This result was later confirmed by Trollé et al. in the case of vibroacoustic
applications [44].

First, a qualitative evaluation is done by comparing tested and simulated TFs. Figure 3.6
shows TP S+12: in blue, the tested TF, in red the simulated one. The trend is similar, both
in amplitude (a) and phase (b), despite some differences in values. The proposed model is
limited to a purely acoustic problem, not taking into account the air inside the tire, flexibility
of the structure or surface details of the tire itself. Indeed, the introduction of tire details
and properties would add other errors due to structure modelling and approximations. These
errors need to be avoided so to restrict the focus on purely acoustic parameters for unbounded
problems. On the other hand, a real representation of the mock-up is not necessary for the
purpose of this research: it is only important to have realistic sounds. For these reasons, final
results are considered acceptable.
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Figure 3.6: Simulated (blue continuous line) and tested (red dashed line) TFs S+02 comparison:
amplitude (a) and phase (b).

Lastly, it appears critical to understand how much the computed transfer functions differ from
theoretical scenarios like the ones discussed in Section 2.3.2. Indeed, with a small difference, the
simple considerations of Section 2.3.2 would be sufficient to tackle this scientific challenge. For
this purpose, the most similar theoretical scenario is represented by the monopole sources and
the receivers over a horizontal rigid plane in the absence of the mock-up geometry. Figure 3.7
compare the amplitude (a) and the phase (b) of this theoretical scenario (red line) with the FE
solution calculated with the reference numerical model (blue line) in the case of the TP S+11.
The difference is significant, and shows that, in a complicated case like the one described, a
theoretical approach is not possible.
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Figure 3.7: Simulated (blue continuous line) and theoretical (red dashed line) TFs S+02 compar-
ison: amplitude (a) and phase (b); the theoretical TF is computed with the monopolar source,
receiver and horizontal rigid plane of the simulated TF, but the mock-up geometry is absent.

3.3 Design of Experiments

Once the reference numerical model is ready and tested, the next step requires to properly
prepare and produce the others simulations. Recalling that the main purpose is to evaluate the
perception of the numerical errors, a strategy must be defined including the definitions of:

(1) factors, namely those parameters that have a major influence on the accuracy of simula-
tions;

(2) levels, namely the values assumed for each factor ;

(3) effects, the qualitative or quantitative metrics used to derive conclusions.

Regarding factors, a summary of results from previous sections can provide a direction to the
most appropriate choices. The order of polynomial shape functions pFE and the average size
of the finite elements h play a significant role in controlling approximation and pollution error.
These two parameters are related together through the nodal resolution of the mesh N = λmin

hpFE
(where λmin is relative to the maximum frequency), which depends on both of them. Two other
key factors are the thickness and the nodal resolution of the PML (Actran does not allow to
change the order of polynomial shape functions, which must be equal to the one of the FEs).
Lastly, the two parameters that may affect the geometry of the FE mesh are the gradient factor
and the thickness of the FE volume tFE . The former is responsible for how the size of the FEs
varies inside the volume, while the latter is responsible not only for the size of the volume, but
also for the shape. Indeed, the FE volume generated with the Acoustic Exterior Component of
Actran is a convex hull, whose boundaries significantly change shape depending on the thickness
chosen. For instance, figure 3.8 shows two convex hulls of a cube with 1m sides; the convex hull
in subfigure (a) is tighter than the one in subfigure (b), and the curved portion of the external
surface is a smaller percentage. Numerical experiment in chapter 2 showed that both the shape
and the positioning of receivers with respect to the FE volume can affect the simulated spectra,
thus it is reasonable to assume that tFE might be responsible for some changes.

Another crucial aspect regards the strategy to test the error introduced by these factors.
Since there is a lack of results in this field, the most reasonable approach is a full factorial
experiment. In the present case, it consists in choosing some levels for each factor, and to define
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(a) (b)

Figure 3.8: Examples of two convex hulls of the same cube (sides of 1m); thickness is equal to
0.2m in (a), 0.6m in (b).

all the possible simulations with these sets of parameters. According to the theory previously
discussed, the following factors are the most significant, and, consequently, are chosen:

(1) numerical resolution N;

(2) order of polynomial shape function pFE ;

(3) thickness of PML tPML
λmax

;

(4) thickness of FE volume tFE
λmax

.

Two levels for each factor are chosen, giving raise to a so-called 2n factorial experimentg. For
each factor, level 2 represents the most accurate solution, with level 1 being a poorer choice.
The reference numerical model described in section 3.2 has all the factors at level 2, thus being
the most accurate simulationh. On the other hand, level 1 should be poor enough to introduce
errors that make the simulated sounds perceptually different from the reference one. However,
the difference should not be excessive; indeed, jury tests are conceived to analyse similarities,
and the introduction of too different sounds might affect final results. Participants may use such
extremely different sounds as the reference for the score "very different", consequently rating as
"very similar" all the others (see chapters 4 for more details about the meaning of these scores).
This fact would obviously be counterproductive.

In the end, 24 = 16 models have been created; the factors chosen for creating the numerical
models and their levels are summarized in table 3.4.

To create realistic sounds, each of the simulated TFs is convoluted with a tire noise signal
of 3 seconds recorded in real conditions; in detail, the signal is obtained from a much longer
laboratory time recording of a 195/65R15 tire rolling on a drum equipped with a rough surface.
The test is a coast-down from 120 to 20 km/h (constant deceleration of 1 km/h/s) performed in
a semi-anechoic environment. The part used for the convolution is between 51.5 and 48.5 km/h.

gIt is recalled here that the notation 2k, common in literature, is not utilized to avoid confusion with the
wave-number k

hIn the theory of Design Of Experiment (DOE), each experimental run is called ‘test’, see [47], page 1; here
this nomenclature is not used, in order to avoid confusion.
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Factor L=1 L=2
N = λ

hpFE
4 12

pFE 1 2
tFE
λ 0.4 1

tPML
λ 0.6 1

Table 3.4: Factors and their levels L.

Figure 3.9 shows amplitude of the source’s power spectrum calculated with the Welch’s methodi

in Matlab [115].
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Figure 3.9: Spectrum of the source signal (only the amplitude is shown).

The sounds auralized with the reference numerical model are called reference sounds. At this
point, it is possible to select appropriate effects:

(1) acoustic metrics. The metrics analyzed are SPL(A), where the “A” indicates the A-weight,
loudness N , and sharpness S. Loudness has been computed according to ISO 532B (1975)
norms (Zwicker model), and sharpness according to Zwicker [18]. These metrics will be
analyzed in the next section.

(2) The perceived similarities assigned between the reference sounds and all the other sounds
during jury tests. They are the subject of next chapter.

3.4 Models Analysis
Once that simulations are ready, is it possible to understand how the numerical parameters

affect acoustic metrics of auralized sounds? First of all, to answer this question, it turns useful
to recall that sounds are obtained via auralization. That is, numerical error has an influence
directly on TFs, and consequently on auralized sounds. Therefore, it makes sense to split
the analysis into two steps: first, focusing on TFs; second, taking into account the effect of
the source. The purpose of this section is to focus on the first of these two steps. A simple
qualitative comparison between TFs calculated with different parameters provides significant
clues in this regard. Figure 3.10 shows two TFs, TP S+11 and TP G-02, computed using the

iThe Welch’s method was set on Hanning windows lasting 0.25 s with 50% overlap; all the spectra of temporal
signals in this thesis are calculated in the same way.
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reference numerical model (red dashed lines) and using the model having the following levels L
(blue continuous lines): L[pFE ] = 1, L[N] = 1, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2. The figure shows

a frequency shift towards higher frequencies compared to the reference computation as well as
a slight change in shape. Even if these changes in shapes are clearly visible, the frequency shift
is dominant. This effect will be crucial to take into account when comparing results of two
different models.
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Figure 3.10: TFs associated to the TP S+11 (a) and G-02 (b) calculated with the reference
numerical model (red dashed line) and the model having the following levels L (blue continuous

line): L[pFE ] = 1, L[N] = 1, L
[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2.

In the following, objective metrics to evaluate the quality of the numerical models and sim-
ulated TFs will be introduced. In particular, when dealing with evaluating numerical errors, a
key point is to use appropriate metrics able to take into account the most critical aspects:

(1) computational complexity (related to the cost to solve each simulation);

(2) numerical quality of each model, possibly making distinction between frequency shift and
shape changes;

(3) errors between each TFs and the reference ones.

The following subsections analyze in-depth these three elements.
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3.4.1 Computational size of numerical models

As mentioned in section 2.2.3 a high number of degrees of freedom (DoF) is related to an in-
creased computational cost to solve the simulation. Due to the importance of the computational
aspects in practical applications, it makes sense to evaluate the size of the matrices. Because
of adaptivity, each simulation comprises several meshes. Therefore, the computational size is
calculated as the sum of DoF of all meshes of each model.

Table 3.5 shows these data. The models are ranked in Table 3.5 according to the sum of
the numbers of degrees of freedom (last column). As a first guess, it is expected to have here
a classification of the models, from the worst to the best according to the representativeness of
the simulated sounds. The two metrics defined in the next section are introduced to check this
first guess from an objective point of view. However, the ranking should not be taken as a strict
metric of quality, but rather as an indicator. For instance, the reference numerical model is
ranked 15th, while the biggest model has L[pFE ] = 1. This situation is due to the lack of central
nodes in the reference model, causing a smaller number of degrees of freedom in the reference
model.
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L
[
N = λ

hpFE

]
L[pFE ] L

[
tFE
λ

]
L
[
tPML
λ

] N◦ of DoF
20-52 56-100 104-252 256-500 504-1000 1004-1500 1504-2000 SUM RANK[Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz]

1 1 1 1 12519 9649 14308 14284 21101 22174 28371 122406 1
1 1 1 2 20446 12566 22711 20940 32254 32203 40121 181241 2
1 1 2 1 26430 14842 28763 25254 39610 37746 38417 211062 3
1 1 2 2 43887 21036 37351 45984 57666 51837 54018 311779 7
1 2 1 1 16954 14900 19104 20727 29105 45224 82546 228560 4
1 2 1 2 24193 17437 26840 26916 40311 55852 93470 285019 6
1 2 2 1 31177 19764 34065 30758 43588 42603 47755 249710 5
1 2 2 2 47762 25208 50704 42766 61574 56501 62487 347002 8
2 1 1 1 192469 129341 224815 220474 381209 409307 533798 2091413 9
2 1 1 2 388728 192597 437617 382936 666792 655101 803823 3527594 11
2 1 2 1 529224 242256 564260 469812 815906 783546 980170 4385174 13
2 1 2 2 959061 389966 993873 777182 1299749 1129174 1340451 6889456 16
2 2 1 1 267314 194524 314328 314471 483768 501960 490207 2566572 10
2 2 1 2 475746 270949 537566 491095 796917 648834 792928 4014035 12
2 2 2 1 620356 320268 681518 579963 825358 753569 850889 4631921 14
2 2 2 2 957017 485461 1018774 776522 1269320 1111976 1210569 6829639 15

Table 3.5: Number of degrees of freedom per adaptive frequency band for each model and size rank.
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3.4.2 Calculation of numerical errors

A critical aspect of this research is to estimate the quality of numerical models. To this
end, two approaches are possible: one can evaluate the quality of the model globally or locally.
A global evaluation considers the simulated TFs calculated with a model altogether. On the
other hand, a local approach takes into account each single TFs. Global and local approaches
are usually complementary, but it is interesting in this thesis to check whether one approach
proves to be sufficient to explicate differences in perception. Indeed, if the local approach does
not correlate better with perception than the global one, scientists and engineers could simply
refer to a qualitative estimation of the numerical model to asses how sounds will be perceived.
On the contrary, if the local approach proves to be sufficient for sound quality purposes, some
other strategies need to be used. Lastly, if both approaches prove to be necessary, the scientific
challenge would be to appropriately combine them.

Global errors

The response vector assurance criterionj (RVAC) is chosen to assess differences between
numerical models globally. Given a reference vector V TFref (fref ) and a vector to compare
V TFi(fi), both functions of frequency, this method consists in calculating the following corre-
lation matrix RVAC:

RVAC(fi, fref ) =
√

|V TFi(fi)HV TFref (fref )|2
|V TFi(fi)HV TFi(fi)||V TFref (fref )HV TFref (fref )| (3.1)

where V TFref is the vector of TFs calculated with the reference numerical model, V TFi is
the vector of TFs computed with the model to compare. H denotes the Hermitian transpose.
Each element of the RVAC matrix is associated with two frequencies: one of the reference
model (fref ), and the other with the compared model (fi). The magnitude of the elements
represents the correlation between the two models at the given frequencies: a value equal to 0
indicates that the two vectors are orthogonal, a value of 1 indicates that the vectors are identical.
Figure 3.11 (a) shows this matrix between the reference numerical model and the model with
levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1. The darkest blue areas represent

points of high correlation.
Given two equal models, the diagonal of the RVAC matrix would be unitary; this diagonal

is the red line in Figure 3.11 (b). Because of differences introduced by numerical models, the
points of highest correlation (not necessarily equal to 1) do not lie always on the diagonal.
The white line in Figure 3.11 (b) represents the points of highest correlation between the two
models. The more this line of maximal correlation is far from the diagonal, the higher the
frequency shift between the two models. Since the reference numerical model used as a reference
is very accurate, a low correlation can be considered here as an index of poor numerical quality.
Appendix C shows RVAC matrices for the other fourteen models.

The vertical distance between the diagonal and the line of maximal correlation is:

∆f(fref ) = fref − fi(max), (3.2)

where the subscript i(max) highlight that the point belongs to the maximal correlation line.
Given two models with very similar TFs but shifted in frequency, ∆f(fref ) represents the fre-
quency shift between these models.

For each frequency fref there is always a value of fi(max) at which max([RVAC(fi(max), fref )])
occurs. The vector that comprises only these maximum values is called here RV AC and rep-
resents the correlation between two models adjusted by frequency shift. Figure 3.12 shows the

jSometimes called frequency response assurance criterion, FRAC, see [116, 117].
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(a) (b)

Figure 3.11: RVAC matrix of the model with levels: L[N] = 1, L[pFE ] = 1, L
[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.

RV AC (black continuous line, left y-axis) and ∆f(fref ) (black dashed line, right y-axis) of the
model with levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1. Appendix C includes

similar graphs for the other fifteen models. A key insight coming from Figure 3.12 is that
the values of the RV AC lower than 0.9 are consistently associated to an erratic behaviour of
∆f(fref ) characterized by high amplitude shifts. More precisely, the more erratic the behaviour
of ∆f(fref ), the poorer is the RV AC.

Obviously, the meaning of the identified frequency shift is correlated to the comparability of
the two models. When trying to force comparison (low RVAC value) the corresponding frequency
shift is unrealistic and highly variable. However, both indicators are complementary and useful
to identify when two models might be not comparable anymore. It is visible in Figure 3.12 that
this happens at a frequency around 1000 Hz.

Taking with the needed caution the meaning of the frequency shift, it is possible to construct
a "shifted Transfer Function" TFs(f):

TFs(f) = TFi(f + ∆f(f)), (3.3)

Recalling that, because of the dispersive behaviour of the FEM, the frequency shift of poor
models is towards higher frequencies, one can expect TFs to be adjusted towards lower fre-
quencies: this is indeed what happens. Figure 3.13 shows two examples of this phenomenon
for the TP G-02: the original TFs are in black, the shifted ones in red. The models used have
the following factor levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1 (a), L[N] = 1,

L[pFE ] = 2, L
[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 2 (b); the model of Figure 3.13 (a) is the same than the

one of Figure 3.12.

93
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



0 500 1000 1500 2000
Frequency [Hz]

0

0.2

0.4

0.6

0.8

1

R
V

A
C

-100

-50

0

50

100

Fr
eq

ue
nc

y 
sh

if
t [

H
z]

Figure 3.12: RV AC (black continuous line, left y-axis) and ∆f (black dashed line, right y-axis)
of the model with levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
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]
= 1 and L

[
tpml
λ

]
= 1.
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Figure 3.13: Simulated (black) and shifted (red) TFs for the TP G-02; model factor levels:
L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1 (a), L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 2 (b).
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∆f is indeed towards lower frequencies, as expected, but the shifted TF in Figure 3.13 (a)
becomes unsmooth and unnatural at high frequencies. On the other hand, the TF in Figure 3.13
(b) is shifted only of a few steps at high frequencies, maintaining a natural and smooth shape.

It is also helpful to understand how better the shifted TFs compare with the reference.
Figure 3.14 shows an example of the alignment between in the case of TPs G-10 (a) and G-21
(b); in black, the simulated TFs, in blue (dashed line) the reference TFs and in red the shifted
TFs. The simulated TF is computed with levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2. Although these two examples have a poor RV AC, the shifted TFs are much closer

to the reference than the original TFs in terms of frequency alignment and shape (in a lesser
way). An essential fact emerges from this analysis. Despite the TPs being very different, the
frequency shift is very similar between the two cases, except where the red transfer functions
are very irregular (for frequencies roughly higher than 120Hz): this is expected since, in these
areas, the RV AC is very low. Therefore, as suggested in the previous chapter, the frequency
shift can be considered as a global metric (that is, it depends only on the numerical accuracy
but not on the TP).
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Figure 3.14: Reference (blue dashed line), simulated (black line) and shifted (red line) TFs in
the case of TPs G-10 (a) and G-21 (b); the compared TF is computed with levels: L[N] = 1,

L[pFE ] = 1, L
[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2.

This can be highlighted by averaging both the RV AC and the absolute value of the frequency
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shift |∆f | , giving rise to the new metrics RV AC and ∆f . Figure 3.15 shows a scatter of these
two variablesk: the link between them is evident, with significant ∆f (>10Hz) only for RV AC
lower than 0.925. Therefore, these two metrics provide an index of quality for the numerical
models.
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Figure 3.15: Scatter graph of RV AC vs. ∆f .

A first useful way to exploit these metrics is to group the models according to their quality.
It is possible to group the models into four different sets according to their performance as a
function of frequency, revealing also some effects of adaptivity. The four sets are:

(1) models with L[pFE ] = 1 and L[N] = 1 with a RV AC that decreases continuously, Fig-
ure 3.16 (a). This set comprises models ranked 1, 2, 3 and 7 according to Table 3.5;

(2) models with L[pFE ] = 2, L[N] = 1 and L
[

tpml
λmax

]
= 1, with a good RV AC up to 1000Hz,

which is the maximum frequency of one of the adaptive bands, and a very poor one at
higher frequencies, Figure 3.16 (b). This set comprises models ranked 4 and 5;

(3) models with L[pFE ] = 2, L[N] = 1 and L
[

tpml
λmax

]
= 2, and almost constantly good, Fig-

ure 3.16 (c). This set comprises models ranked 6 and 8;

(4) models L[N] = 2 with constantly good RV AC, Figure 3.16 (d). This set comprises models
ranked 9 to 16.

It is possible to summarize these results by plotting the RV AC in function of the size ranks
of Table 3.5, as in Figure 3.17.

kTwo models have ∆f=0 and are not represented: the reference one, and the one with levels L[N] = 2,
L[pFE ] = 2, L

[
tF E
λ

]
= 1 and L

[
tpml

λ

]
= 2.
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Figure 3.16: Examples of RV AC; model factor levels: L[N] = 1, L[pFE ] = 1, L
[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1 (a), L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1 (b), L[N] = 1, L[pFE ] = 2,

L
[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 2 (c), L[N] = 2, L[pFE ] = 2, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 1 (d).
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Figure 3.17: DoF (left axis) and RV AC (right axis) in function of size rank in (a)
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Figure 3.17 not only shows in a compact way the previous results, but also highlights a certain
trend between the averaged RV AC and model sizes. Not surprisingly, the eight biggest models
are the ones with L[N] = 2 and are the most accurate (RV AC close to 1). However, Figure 3.17
is missing one key aspect: the RV AC dependency on frequency as showed in Figure 3.16. To
overcome this limit, Figure 3.18 shows four RV ACband−i calculated by averaging the vector
RV AC only in limited frequency bands i:

• 20-500Hz, blue continuous line;

• 504-1000Hz, blue dashed line;

• 1004-1500Hz, red continuous line;

• 1504-2000Hz, red dashed line.

Figure 3.17 shows how models with poor settings perform rather good at low frequencies, but
their quality quickly decreases in higher area of the spectrum, despite the use of adaptation
techniques.

A key takeaway is that all the discussed metricsl are coherent together, and therefore it makes
sense to chose only one of them for further analysis. The choice is to make use of the RV AC.
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Figure 3.18: DoF (black continuous line, left axis) and RV ACband−i (right axis) averaged in four
frequency bands (20-500Hz: blue continuous line, circles; 504-1000Hz: blue dashed line, circles;
1004-1500Hz: red continuous line, crosses; 1504-2000Hz: red dashed line, crosses) in function

of size rank.

Local errors

The intrinsic advantage of the approach previously described lays in the ability to separate
the part of the error coming from the frequency shift from the one associated to changes in shape
of the spectrum. Furthermore, making use of global metrics, it gives useful insights about the
behaviour of each model compared to the reference. However, that approach is independent of
the levels of compared Transfer Functions. To account for these levels, an appropriate quadratic
error between the amplitude of each TF and the reference TF is the best option. However, its
computation is not straightforward. Indeed, at peaks and anti-peaks, a small frequency shift
can lead to a very high error in absolute terms. A simple trick is to exploit the shifted transfer
functions defined in Equation (3.3), recalled here for simplicity:

TFs(f) = TFi(f + ∆f(f)).
lThat is, RV AC, RV AC, RV ACband−i, ∆f and ∆f .
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The quadratic error on the amplitude is then calculated as:

E(f) = (|TFi(f + ∆f(f))| − |TFref (f)|)2

|TFref (f)|2 = (|TFs(f)| − |TFref (f)|)2

|TFref (f)|2 . (3.4)

As for the RV AC, it is convenient to average the quadratic error in the full bandwidth for
graphical representations. The new metric E is calculated as:

E =
∑fmax
f=fmin E(f)

nf
, (3.5)

with fmin, fmax and nf being, respectively, lowest frequency, highest frequency, and number of
frequencies of each spectrum. For instance, Figure 3.19 shows the E as a function of RV AC for
four TPs: G-10 (blue), S-10 (red), G+20 (yellow) and S+20 (purple). This figure is interesting
because it shows the relation between the two metrics. In particular, there is not a direct
correspondence between the two; this fact shouldn’t surprise, since the different purposes of the
metrics (local vs. global). On the other hand, there is a certain trend for which poorer models
produces less accurate TFs. This is a strong hint that both quadratic E and RV AC are working
properly. In the following, the two metrics will be considered (at a time, depending on the
application) with the purpose to understand whether the local behaviour is predominant over
the global one for perceptive objectives.
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Figure 3.19: Averaged quadratic error E as a function of RV AC for four TPs: G-10 (blue), S-10
(red), G+20 (yellow) and S+20 (purple).

3.5 Acoustic metrics
The inaccuracies of TFs are only in part responsible for the errors of the auralized sound. The

other, critical, component is the source signal, which is involved in the process via convolution.
Figure 3.20 (a) shows two TFs associated to the TP G-11, the reference one (red dashed line)
and the one calculated with the following levels (blue continuous line): L[N] = 1, L[pFE ] = 1,
L
[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2. Figure 3.20 (b) shows the spectra of the sound obtained via

convolution with the source shown in Figure 3.9. These auralized sounds will be analyzed in the
following using the acoustic metrics introduced in Section 3.3:

(1) A-weighted sound pressure level SPL(A);

(2) loudness N ;
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(3) sharpness S.

Both N and S are calculated according to Zwicker [18].
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Figure 3.20: Reference TF (red dashed line) and TF computed with levels (blue continuous blue
line): L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2 in the case of TPs G-11 (a); spectra of

the sounds auralized with these TFs in (b).

To understand the link between numerical accuracy and acoustic metrics, it is first fundamen-
tal to understand how much such metrics change with respect to the reference. The differences
are estimated as:

(1) ratios between each i-th model and the reference in the case of loudness and sharpness:
∆Ni = Ni/Nref , ∆Si = Si/Sref ;

(2) subtraction in the case of A-weighted sound pressure level: ∆SPL(A)i =SPL(A)i−SPL(A)ref .

Figure 3.21, Figure 3.22 and Figure 3.23 scatter, respectively, the so calculated ∆SPL(A),
∆N and ∆S as a function of the averaged quadratic error E, in a semi-logarithmic scale. There
are 240 points in each graph, one per every synthesized sound except for the reference. Colors
and symbols refers to different levels of the factors:

(1) circles, with L[N] = 1 and L[pFE ] = 1;
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(2) squares, with L[N] = 1 and L[pFE ] = 2;

(3) hexagrams, with L[N] = 2 and L[pFE ] = 1;

(4) diamonds, with L[N] = 2 and L[pFE ] = 2;

(5) blue, with L
[
tFE
λ

]
= 1 and L

[
tPML
λ

]
= 1;

(6) red, with L
[
tFE
λ

]
= 1 and L

[
tPML
λ

]
= 2;

(7) green, with L
[
tFE
λ

]
= 2 and L

[
tPML
λ

]
= 1;

(8) black, with L
[
tFE
λ

]
= 2 and L

[
tPML
λ

]
= 2.
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Figure 3.21: A-weighted sound pressure level difference ∆SPL(A) as a function of the averaged
quadratic error E, in a semi-logarithmic scale.
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Figure 3.22: Loudness ratio ∆N as a function of the averaged quadratic error E, in a semi-
logarithmic scale.

Similar scatter graphs have been obtained by averaging the quadratic error in some selected
reduced bandwidths (the same used in section 3.4.2 to calculate the different RV AC), with
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Figure 3.23: Sharpness ratio ∆S as a function of the averaged quadratic error E, in a semi-
logarithmic scale.

comparable results. The figures show that high changes in acoustic metrics are linked to high
quadratic errors. However, some sounds associated to high quadratic error may present a lower
metric variation compared with other sounds associated to low quadratic error.

Shapes and colors provide other important clues. First of all, diamonds and hexagrams
(L[N] = 2) consistently constitute the group closest to the reference sounds. The ratios of these
two groups are very low, as well as the error, except for some TPs. Models represented by circles
(L[N] = 1, L[pFE ] = 1) perform worse than all other shapes in the case of SPL(A) and N . They
also tend to have less energy than the reference sounds (they tend to have ratios lower than 1),
on the contrary of squares (L[N] = 1, L[pFE ] = 2), which tend to have ratios higher than 1.
Squares perform worst than all the other groups in the case of sharpness. In general, the energy
of linear models is lower, as expected.

On the contrary, colors do not indicate strong patterns. Only blue and green (L
[
tPML
λ

]
= 0.6)

tend to locate at positions with higher errors and significant ratios in the case of L[pFE ] =
2, indicating a higher energy content of the sounds (for more details, see Appendix E). It is
interesting that a lower PML thickness consistently increases the energy propagated via FW-
H only for quadratic models. The interaction between PML and order of polynomial shape
functions mentioned in the previous chapter is a possible explanation to this phenomenon (that
adds to results of previous chapter). Lastly, no specific pattern related to the thickness of the
FE volume could be identified.

Three critical points arise from to these scatter plots. First, high differences in metrics are
strictly related to high E. Secondly, ratios and differences are relatively small; in the case of
loudness, the difference between the reference and the sounds is often lower than the just no-
ticeable difference, which is around 10% [18]. Lastly, several sounds have a relatively high error,
but negligible psycho-acoustic metrics differences. Are the chosen acoustic metrics representing
well enough the numerical error? Or are they missing something that human hearing system
can actually perceive? A possible way to answer these questions is to perform jury tests, which
are the topic of the next chapter.
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4
Jury Tests

The previous chapter showed how numerical parameters change the spectra of auralized
sounds and, consequently, their acoustic metrics. However, acoustic metrics are only partially
representative of sound perception, so that those results are not conclusive. In this context, jury
tests provide a more exhaustive way to study sound perception. Jury test results can also be
linked with acoustic metrics, bringing even more insights. Nonetheless, several procedures for
jury tests exist, so the focus must be clear from the beginning.

In the present case, the main objective is to understand how humans perceive errors caused by
FE simulations in auralized acoustic samples. Previous chapters already explained that the error
is not quantifiable in absolute terms, which is why a reference numerical model has been used.
Consequently, an efficient way to understand if and how much humans perceive these errors
is by comparing each acoustic sample with the reference ones: in other words, by analysing
perceptual similarities.

This chapter will first give an introduction to the jury test design, then will analyse the data
gathered and, lastly, will provide in-depth statistical analysis to draw up insightful conclusions.

4.1 Design of the Tests
Commonly, industrial approaches for sound quality targets exploit jury tests to overcome the

limits of acoustic metrics. In addition, the correlation between acoustic metrics and results of
jury tests allows to find the dominant metrics and their threshold values for optimal engineering
design, see Figure 4.1 [118].

A similar process can help understanding whether the local error E of Equation (3.5) is a
better indicator than the RV AC for sound quality purposes. Furthermore, it can estimate
whether the metrics chosen in the previous chapter are significant. A lack of correlation would
prove that SPL(A), N and S are not the optimal choices, at least in some cases. Furthermore, a
proper analysis of the jury tests’ results can provide significant insights into the problem under
observation.

A jury-test able to serve these purposes should respect some constraints with respect to the
following points:

(1) test preparation;

(2) subjects;

(3) listening environment and equipment;

(4) test delivery;

(5) sample selection.

105
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



Figure 4.1: Sound quality (SQ) target development process [118].

Test preparation

Engineers used different kinds of procedure for sound quality evaluation, depending on their
purposes; a review is available here [21]. Here, the natural choice is a paired comparison method
since it permits the evaluation of similarities between sounds in a fast but efficient way. Specif-
ically, given a TP, all the auralized sounds can be compared with the reference sound, which is
auralized with the reference numerical model.

Subjects

This test does not require any peculiar skill. Also, the results of this research can be exploited
virtually in any acoustic problem that involves simulation. Therefore, it is desirable to have
untrained participants. In total, 18 people took part in this test, recruited among the university
personnel. They included five females and thirteen males, ranging between 23 and 56 years, and
represented six different nationalities: French, Italian, Chinese, Ghanaian, Chadian, Senegalese.
Table 4.1 summarizes the data and shows each participant’s IDs that will be used throughout
this chapter.

ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Gen.1 f m f m m m f m m m m m m m m f m f
Age 30 27 27 28 23 26 23 34 56 23 37 32 26 26 26 25 29 25
Nat.2 I I F S F F F Gh F F Ch I Ge F I C C C
1m=male, f=female.
2F=French, I=Italian, C=Chinese, Ch=Chadian, S=Senegalese, Gh=Ghanaian, Ge=German.

Table 4.1: Data of the participants: identification number (ID), gender (Gen.) age in years, and
nationality (Nat.).
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Listening environment and equipment

Sounds are presented over professional headphones for sound quality evaluation (Sennheiser
HD 650). The listening environment was the sound-proof booth shown in Figure 4.2, which has
a background noise of 25 dB(A). Participants can control the graphic interface (GI) of the test
on a screen with a mouse.

Figure 4.2: Listening room where jury tests took place.

Sample selection

The sound samples are the ones described in the previous section. Each sound has a total
duration of 3 seconds. To avoid excessive data-redundancy, only five transfer paths have been
used for the jury tests. They have been selected to have a high variance of: metric and error
variations, receivers, sources. To give an idea of the loudness and error variations, Figure 4.3
shows the loudness ratios calculated as in Section 3.5 for the chosen TPs:

(1) G-11 (red circles);

(2) G+10 (light blue asterisks);

(3) S-21 (magenta plus signs);

(4) S+11 (green crosses);

(5) S+20 (blue diamonds).

In the abscissa, the averaged quadratic error E of Equation (3.5).

Test delivery

Each participant was asked to compare, for each TP, the reference sounds with a set of sixteen
sounds. The latter included all the auralized sounds for that TP, including the reference sound
itself. Each sound was evaluated twice to collect data for repeatability analysis. Furthermore,
the test comprised five different sections, between which the participant was allowed to take a
break if needed; each session corresponded to the study of sounds associated with one TP.

The test was delivered to participants via the ad-hoc graphic interface in Figure 4.4. By
clicking on the button “(re)écouter”, (french for re-listening), they could listen to a pair of
sounds lasting 3 s and separated by a pause of 1 s. The pair consisted of the reference sound for
the given TP and one of the other 32 sounds to evaluate. The participant could listen to a pair
of sounds as many times as desired. The task was to move the horizontal scroll bar between

107
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



10-4 10-3 10-2 10-1 100 101

Quadratic Error

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

L
ou

dn
es

s 
ra

tio

Figure 4.3: Loudness ratio ∆N of the TPs used for jury tests: G-11 (red circles), G+10 (light
blue asterisks), S-21 (magenta plus signs), S+11 (green crosses), S+20 (blue diamonds); in the

abscissa, the averaged quadratic error E of Equation (3.5).

“très similaires” (very similar) and “très différents” (very different). The resulting score was
converted into a real value between 0 (“très similaires”) and 10 (“très différents”). Thereafter,
the participant could click on the button “suivant” (next).

The sounds were proposed in random order; this choice avoided that participants’ evaluations
could be influenced by sounds gradually different from the reference.

This kind of tests often requires a training phase. Namely, participants are allowed to listen
to very similar sounds and very different ones, with the purpose to get an idea of what to expect
during the test [21]. However, in the proposed test, there are five different sessions, and each
would require a training portion; the time consumption required for these training could alter
the comfort of participants, affecting the results of the test. The solution was to launch the
test without any training. The researcher responsible for the test informed the participants that
there was the reference itself among the sounds to compare (thus, giving an idea of when using
the “very similar” rating).

Figure 4.4: Graphic interface of the jury test.
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4.2 Data processing

Data analysis for these kinds of tests is relatively standardized in terms of statistical tool
to use. However, the case under study introduces a critical aspect. Since all the sounds come
from the same TPs, and differences between TFs are not extreme, participants have to compare
sounds that are, by nature, relatively similar. The difficulty of the test has been reported by all
participants when asked to comment on the test itself.

A key aspect of analyzing is repeatability, which can be easily done since each sound has
been scored twice. An l1 norm perfectly serves this scope. Specifically, for each participant p,
the following repeatability index Ip is defined:

Ip = 1
n

n∑
i=1
|a1i,q − a2i,q| (4.1)

in which a1i,q and a2i,q are the two similarity scores assigned to the i-th sample by the
participant q, and n = 16 is the total number of different sounds used in each test. This index
has values 0 < Ip < 10, with 0 meaning that each sound has always obtained the same score,
and 10 representing the maximum variation (each sound has been scored once 0 and once 10).
The minimum Ip has been 0.0446, while the maximum 4.1853, with most values between 1 and
3. Figure 4.5 shows the repeatability index Ip for each participants and for each TPs; TP G-11
is in black circles, TP S-21 is in dark blue plus signes, TP G+10 is in red asterisks, TP S+11 is in
magenta crosses and TP S+20 is in light blue squares. Usually, in jury test analysis, repeatability
is considered satisfactory if it is lower than two (on a 0-10 scale [21]), but this value needs to take
into account the complexity of the test. In the performed test case, many participants exceed the
threshold of 2, indicating that they faced significant difficulties. Interestingly, participants 8 and
9 consistently outperformed all the others; however, the subsequent analysis will explain that
these two participants are not more precise than the others: instead, they are more conservative.
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Figure 4.5: Repeatability of each participant; ; TP G-11 is in black circles, TP S-21 is in dark
blue plus signes, TP G+10 is in red asterisks, TP S+11 is in magenta crosses and TP S+20 is

in light blue squares.

Figure 4.6 (a) and (b) are two boxplots referring, respectively, to TPs G-11 and S+11, showing
the entire range of similarity scores used by participants. On each box, the central red mark
indicates the median, and the blue box contains all values between the 25th and 75th percentiles,
respectively. The whiskers extend to the most extreme data points not considered outliers, the
latter being plotted individually using the red plus symbols. It is clear from these data that
participants used different scales to evaluate the similarities between sounds. Surprisingly, some
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participants never used the minimum score, meaning that they did not recognize the equal
sounds. This data reflects the difficulty of the test. It is worth noticing that participants 8 and
9 used a similar scale, much limited with respect to other people: this is the reason why their
repeatability index Ip is lower than the others in Figure 4.5.
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Figure 4.6: Box plots showing the entire range of jury test scores used by participants in the
case of TPs G-11 (a) and S+11 (b).

At this point, each pair of similarity scores a1i,q and a2i,q was substituted by its average
ai,q = (a1i,q + a2i,q)/2. Then, data are standardizeda according to the following transformation:

ai,q = ai,q − aq
σq

, (4.2)

where aq is the average of all the ai,q across the five TPs and σq is the associated standard
deviation; the standardized data are from now on called center-reduced. Then, data consistency
has been checked, exploiting the correlation matrices plotted in Figure 4.7. It is shown that
participant 18 is always uncorrelated (or slightly negatively correlated) to the others, except
in the case of TP G-11. Because of this reason, this participant has been removed from the
following analysis (this subject may have misinterpreted the graphic interface of the test and
assigned high scores to similar sounds). Besides participant 18, there is only one other case of
negative correlation between participant 8 and 16 in the test on the G+10 TP: they have a
correlation of -6.45%.

aThis operation is the same to modify a normal distribution into a standard normal one.
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Figure 4.7: Correlation matrix in the case of TPs G-11 (a) and S+20 (b); participant 18 per-
formed in all the other cases as in S+20.

Lastly, it is interesting to check whether a group of participants could be consistently clus-
tered together across the different test; if yes, it would make sense to analyze it separately.
Dendrograms have been computed to answer this question. Specifically, Ward algorithm [119]
based on euclidean distances has been used to cluster participants. Interestingly, according to
this criterion, the groups formed in the tests relative to the five TPs under analysis are al-
ways different; in other words, a specific group of participants did not appear, and data can be
analyzed altogether.

4.3 Acoustic analysis

4.3.1 Univariate ANOVA

Given that no specific cluster could be identified, it is natural to analyze the aggregate
data altogether. In the studied case, each transfer path represents a variable, each participant
an observation. A comprehensive framework to serve these needs is the analysis of variance
(ANOVA). The ANOVA requires stringent hypothesis [120]:

(1) independence of observations;

(2) normal distribution of observations on the dependent variable in each group;

(3) homogeneity of variance (co-variance matrix), also called homoscedasticity.

However, the robustness of ANOVA to non-normality and heteroscedasticity (namely, inho-
mogeneous variance) has been subject of research for a long time. Recent results focused, among
others, on skewness and kurtosis [121] to discuss normality, and on variance ratio (which is the
ratio of the largest variance to the smallest of the groups, [122]) to discuss homoscedasticity.
In general, limits for the variance ratio of 1.5, for the skewness of 2 and for the kurtosis of 6
are accepted [120]. There is not a uniform agreement on more extreme cases, but scientists
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regularly use these tools anyway. If these hypotheses are not satisfied, other approaches coming
from non-parametric statistics are preferable, such as the Kruskal-Wallis test [123]. However,
non-parametric approaches have the limits of loosing all the quantitative part of the information,
being based only on ranks; for this reason, they are not considered in the following analysis.

Here, skewness and kurtosis reached levels higher than the recommended ones, depending on
the considered subset. In details, if the data associated with a model and a TP had a critically
high value of kurtosis (>6), the same was true for skewness (>2), and vice versa. Six datasets
(each associated with a numerical model) reached such critical values: two models in the case
of the TP G-11, one in the case of TP S-21, two in the case of TP G+10, zero in the case of
TP S+11 and one in the case of TP S+20. Even variance ratio did not satisfy the previously
mentioned limits, being higher than 1.5.

Therefore, only the independence of observations is considered satisfied (although biases
could be present due to the limited number of participants). However, given the small amount
of subsets that do not satisfy the above mentioned criteria, the total dataset is considered
sufficiently close to a normal one to perform an univariate ANOVA with multiple factors is
performed. Besides the four numerical parameters used in the last chapter (that is, N, pFE ,
tPML
λ , and tFE

λ ), also the TPs are considered as factors, bringing the total number to five. Two-
factor interactions are considered as well. For each of the five factors and for each interaction,
the H1 hypothesis is that the factor or the interaction itself affects the perception of auralized
sounds. Given the low number of participants, the H0 hypothesis is rejected with a p-value of
1%

Before discussing the results, it is useful to have a reference in order to better understand the
quantitative part of the analysis; therefore, the center-reduced data are box plotted in Figure 4.8.
The dataset include all the five TPs, and shows that the reduced scale ranges between -1.7 and
3 except for six outliers (valued respectively 3.05, 4.94, 3.02, 6.47, 3.3, and 3.45). Lower values
are always associated with acoustic samples similar to the reference.
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Figure 4.8: Box-plots of the reduced centered data.

The following subsection focuses on the first-order analysis (that is, the effects of each factor
one by one), while the subsequent one analyses the cross-interactions.

Main effects

Table 4.2 shows the p-values associated to each factor. Interestingly, TPs play a critical role
in this test. A quantitative analysis will provide more details later on. Regarding numerical
parameters, they play a role in accordance with theory. The indices N, pFE , and tPML

λ are
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important contributing factor since the p-value is almost zero. On the other hand, tFE
λ seems

not to play any role.

FACTOR TP [N = λ
hpFE

] [pFE ] [ tFEλ ] [ tPML
λ ]

p-value 0 0 0 0.017 0

Table 4.2: ANOVA test results for the five considered factors: p-values.

Figure 4.9 shows the effects of the four factors that proved to affect perception; the error-bars
represent the standard errorb.The TPs, in Figure 4.9 (a), with lower values are associated with
acoustic samples ranked more similarly to the reference. In other words, simulation of the TPs
with lower values produced more similar sounds in terms of acoustic perception, even with poor
meshes; these TPs are called here low-score TPs. On the other hand, high-score TPs produced
sounds more different from the reference with poor meshes.

The parameter N, in Figure 4.9 (b), produced the biggest difference in terms of jury test
score: it is by far the most critical parameter, at least in this frequency range. The other two
parameters, pFE and tPML

λ , respectively Figure 4.9 (c) and (d), also impacted significantly the
perception, but not quite as much as N. Given the frequency range tested and the levels used,
these results confirm the theory discussed in Chapter 2.

Two-factor interactions

Table 4.3 shows p−values for cross-interactions.

INTERACTION TP*[N] TP*[pFE ] TP*[ tFEλ ] TP*[ tPML
λ ]

p-value 0 0 0.560 0

INTERACTION [N]*[pFE ] [N]*[ tFEλ ] [N]*[ tPML
λ ]

p-value 0 0.060 0

INTERACTION [pFE ]*[ tFEλ ] [pFE ]*[ tPML
λ ] [ tFEλ ]*[ tPML

λ ]
p-value 0.012 0 0.012

Table 4.3: ANOVA test results for the five considered factors: p-values.

It resulted that TPs interacted strongly with all other meaningful factors. This fact does not
surprise: in low-score TPs, level 1 of numerical factors did not affect perception as much as in
high-score TPs. This is a further confirmation of what find in the previous subsection.

About numerical parameters, there have been strong interactions between all of them, with
the exception of tFE

λ . The pollution effect likely drives the cross-interaction between N and
pFE : with roughly the same number of degrees of freedom per wavelength, pFE becomes the
determinant factor for accuracy at higher frequency in low-accuracy models. Since the maximum
frequency is only relatively high, it is also expected to notice this effect weakly. Figure 4.10 (a)
graphically shows these effects: the continuous blue line corresponds to L[pFE ] = 1 (higher in

bThe standard error has been calculated for a two-tailed distribution with 15 degrees of freedom and a p-value
of 0.01 (thus t0.995(15) = 2.947) as:

err = σ√
n− 1

t0.995(15),

where n is the sample size and σ is the standard deviation.
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Figure 4.9: Effects of TPs (a), numerical resolution N (b), order of shape function pFE (c) and
PML thickness tPML

λ as a function of the level of the factors; the vertical bars represent standard
errors.
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terms of jury test score, that is, more different from the reference) and the red dashed line
corresponds to L[pFE ] = 2. The figures clearly show that for high-accuracy models (L[N]=2)
pFE is less criticalc.
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Figure 4.10: Two-factor interactions between numerical resolution N and pFE (a), N and tPML
λ

(b), and pFE and tPML
λ (c); blue continuous line: L[factor] = 1; red dashed line: L[factor] = 2.

Figure 4.10 (b) and (c) show the cross-interactions involving tPML
λ with, respectively, N and

pFE ; blue lines are associated to L
[
tPML
λ

]
= 1, red lines with L[

[
tPML
λ

]
= 2]. Figure 4.10

(b) shows that, at high value of N, tPML
λ does not play any role. In other words, if the error

introduced by tPML
λ is perceived, it is significant only in case of poor simulations. Figure 4.10

(c) shows that, at high value of pFE , tPML
λ is important. A deep analysis shows that sounds with

L[pFE ] = 2, L
[
tPML
λ

]
= 2 with worst similarity scores have obtained via models with L[N] = 1,

and are therefore sub-optimal. This cross-interaction has been related to the two groups (1) and
(2) individuated in Section 3.4.2, page 90.

cDue to the nature of the pollution effects, which depends on the dispersive nature of the FEM, at higher
frequencies pFE is expected to become more important, except for extremely fine meshes that would make the
simulation time prohibitively long.
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Three-factor interactions: [N] ∗ [pFE ] ∗
[
tPML
λ

]
The interactions involving N, pFE , and tPML

λ are expected, and reflect the results of the
numerical experiments in Section 2.5.1. Since these three parameters interact together (see
Section 3.4.2, it makes sense to study their three-factor interaction in order to understand if the
jury tests provide extra pieces of informationd.

First of all, by referring to Figure 4.11 and Figures 3.21 to 3.23, it is useful to considers four
subsets of models separately:

(1) models with L[N] = 1 and L[pFE ] = 1 (blue continuous line), with SPL(A), N and S
consistently lower than the reference;

(2) models with L[N] = 2 and L[pFE ] = 1 (red dash-dot line), with SPL(A), N and S slightly
lower than the reference;

(3) models with L[N] = 1 and L[pFE ] = 2 (magenta dashed line), with SPL(A), N and S
consistently higher than the reference;

(4) models with L[N] = 2 and L[pFE ] = 2 (black dotted line), with SPL(A), N and S similar
to the reference.
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Figure 4.11: Three-factor interactions between N, pFE and tPML
λ .

Subset (1), in blue, comprises the least accurate simulations. Recalling Tables E.1 to E.3, in
this case, a reduced thickness of the PML resulted in an increased SPL(A) 53% of the times,
N 62% of the times, and S 78% of the times. As a result, it is not unsurprising that the factor
tPML
λ does not played a critical role in the jury tests for this subset.
Subsets (2) and (4), respectively in red and black, comprises the finest simulations in terms of

number of nodes per wavelength. In these two cases, a reduced thickness of the PML resulted in
an increased SPL(A) 95% of the times, N 97% of the times, and S 70% of the times. However, in
both cases the increase (or decrease) of the metrics were negligible (always lower than 0.2db(A)
for SPL(A), and lower than 1% for N and S). Again, it comes with no surprise that the factor
tPML
λ does not played a critical role in the jury tests for these subset.

dThe three-factor interactions have not been considered for the calculation of the p−values in Table 4.2 and
Table 4.3. Indeed, given the relatively high number of factors considered in this analysis, the p−values associated
with each factor and interaction would result very close to zero in the case of a three-factors ANOVA, providing
no clues.

116
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



Subset (3), in magenta, comprises the simulations for which the increase of the metrics was
the most substantial. First of all, in this case, a reduced thickness of the PML resulted in an
increased SPL(A) 100% of the times, N 97% of the times, and S 94% of the times. The more
consistent change towards higher energy spectra, and the higher degree of increase, partially
explain the influence of factor tPML

λ in the jury tests’ results for this subset. However, the
increased energy alone does not explain the importance of this parameter. It is likely that the
change in shape of the spectra, reflected by the low RV AC, played a more crucial role. From a
numerical perspective, this interaction is likely driven by the different size of the PML elements
in the case of quadratic and linear models (see Section 2.5.1)

4.3.2 Post-hoc analysis and grouping

A posthoc analysis based on the Bonferroni test reveals that it is possible to define statistically
separate groups in four out of the five tested TPs with a p-value of 1%e: Figure 4.12 show these
four cases, that is, TPs G-11 (a), S-21 (b), G+10 (c), and S+20 (d); the jury test scores are in
the ordinate axis, the size ranks (see Table 3.5) in the abscissa. Models are in ascending order
based on the jury test score, and the error-bars represent the standard error. Figure 4.13 shows
the case of the TP S+11, where it was not possible to isolate statistically different groups.

It is interesting to notice that the worst six models (in terms of similarity perception) are
the same across the five TPs. Due to their consistently poor performances, these six acoustic
samples are considered to be “different” from the reference in terms of auditory perception.
Table 4.4 shows the models that produced such samples and their performances.

eA Tukey-Kramer test gave the same results.
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Figure 4.12: Jury test score with standard errors in the cases of TPs G-11 (a), S-21 (b), G+10 (c), and S+20 (d); size ranks in the abscissa.
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Figure 4.13: Jury test score with standard errors in the case of TP S+11; size ranks in the
abscissa.

Model Jury test rank
Size rank L[N] L[pFE ] L

[
tFE
λ

]
L
[
tPML
λ

]
G-11 S-21 G+10 S+11 S+02

1 1 1 1 1 11 13 14 15 16
2 1 1 1 2 12 12 11 16 11
3 1 1 2 1 15 15 13 14 12
7 1 1 2 2 13 14 12 13 13
4 1 2 1 1 16 16 16 12 15
5 1 2 2 1 14 11 15 11 14

Table 4.4: Models producing sounds different from the reference ones.

4.4 Linking perception and simulation

4.4.1 Perception vs. numerical errors

At this point, it is critical to understand if there is any relation between numerical errors
and perception. Figure 4.14 shows the averaged standardized jury test score in black for the TP
S+02 (left y-axis) together with its error (vertical bars) and the averaged quadratic error E in
blue (left y-axis) for each numerical model; the models are identified by their size rank on the
x-axis (see Table 3.5) and are ascendingly ordered based on the jury test score. There is not a
clear correspondence between the quadratic error E and the jury test score; however, it is clear
that after a specific threshold sounds are perceived differently from the reference: this threshold
is indicated with a horizontal black dashed line.
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Figure 4.14: Jury test score, in black (left axis), and error E, in blue (right axis), in the case of
TP S+20; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.

It is useful to compare these results with the ones of another TP. Figure 4.15 show results
for the Transfer Path S+11, which is the Transfer Path with fewer sounds statistically different
from the reference (it is recalled here the size-rank of the reference model: 15). Some hints can
be derived similarly to the above case:

(1) The same six models occupy the last six positions on the left, but in a different order.

(2) Again, there is not a clear correspondence between the quadratic error E and the jury test
score; a threshold is indicated with a horizontal black dashed line even in this case, but
its value is different from the previous case.

(3) Interestingly, the two sounds obtained with the worst Transfer Functions (in terms of E)
are not ranked the worst in terms of similarity. Even more interesting, these sounds are
not statistically different from the reference one.
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Figure 4.15: Jury test score, in black (left axis), and error E, in blue (right axis), in the case of
TP S+11 standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.

The same plots have been created with the use of other metrics instead of the error E:

(1) a metric obtained by removing the denominator in Equation (3.4) at page 99;
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(2) another one obtained by averaging the absolute value of the differences between two spectra
in dB.

Even with these metrics, it was not possible to identify any threshold between the sounds most
similar to the reference and the six most difference. On the other hand, the RV AC does not
change depending on the TPs, and it can be used to identify the worst six sounds with a
threshold. Figure 4.16 is a copy of Figure 4.15 showing the RV AC (in red) instead of the
quadratic error. The worst six models have RV AC ≤ 0.94.
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Figure 4.16: Jury test score, in black (left axis), and RV AC, in red (right axis), in the case of
TP S+11; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.

At this point, there are two contrasting results: on the one hand, six sounds are consistently
ranked the worst; on the other hand, they are not statistically different from the reference.
However, because of the complexity of the test and the non-normal dataset, statistical results
should be taken as hints. By taking into account such context, it can be suggested that models
with a low RV AC (in this case, lower than 0.94) produce sounds that are perceived differently
from the reference since they are consistently ranked the worst, even if in a different order. At
the same time, models with high RV AC (in this case, higher than 0.98), are perceived very
similarly since they are always ranked the best, but in a different order. If a similarity threshold
for the RV AC exists, it should be between 0.98 and 0.94. Furthermore, the LSD errors and
the statistical distance between sounds can be interpreted as a strong signal of the difficulty
faced by participants: it can therefore be said that, although people could distinguish sounds
auralized from models with low RV AC, the differences are not so evident.

A final remark concerns the source: results showed here are valid only in the case of broadband
noises. Indeed, as shown in Chapter 3, the most significant differences in terms of TFs are in the
high-frequency region; furthermore, participants reported that the most important differences
were relative to high frequencies. Therefore, if the band of the source does not adequately
cover this area, results would significantly differ: sounds would probably not be distinguishable
anymore since the RV AC is considerably good at low frequencies.

4.4.2 Criteria used by participants to distinguish noise samples

At this point, it is clear that participants could distinguish at least some noise samples,
although with varying degrees of difficulties. A last critical step is to understand which criteria
participants used to distinguish the samples and if these criteria were different among the five
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TPs or were always the same. As a first step, the following distances are defined:

dSPL(A)(s) = |SPL(A)s − SPL(A)ref |,

dN (s) = max(Ns, Nref )
min(Ns, Nref ) ,

dS(s) = max(Ss, Sref )
min(Ss, Sref ) ,

(4.3)

where s identify the signal and the subscript ref identify the reference. These distances and
the perceived score are plotted on a graph to study eventual trends. It turned out that no
single acoustic metric can represent the perception behaviour; graphs are not reported to avoid
redundancy. Because of that, two methodologies have been tested: a linear regression approach
and a dichotomic clustering tree, both providing interesting results.

Linear regression

No single metric proved to correlate well with jury test results. On the other hand, a linear
combination of N and S can reproduce the perception quite satisfyingly. Such regression has
been calculated separately for each TP, using the entire set of data available, with a least square
regression. The lowest value for the correlation was 93%. However, the coefficients for the
regression calculated for different TPs were not similar. For this reason, a different approach
has been used: a single dataset was built, comprising all the data. A least-square linear regression
was then performed. In this case, correlation ρ in the case of each TP was calculated, giving
the following valuess: 0.92 for the TP G-11, 0.98 for the TP S-21, 0.76 for the TP G+10, 0.94
for the TP S+11, and 0.92 for the TP S+02; the correlation calculated over the entire dataset
was 0.88 The coefficient of the linear regression where 24,61(multiplicative factor of the loudness
distance), 50,9 (multiplicative factor of the sharpness distance) and -74,52 (intercept term).

Figure 4.17 shows the test results as a function of the predictive model. If the model was
perfect, all the points would lie on the bisector (dashed black line in the graph). In the picture,
colors and symbols identify the TPs: S+20 in blue diamonds, G-11 in red circles, S-21 in magenta
plus signs, G+10 in light blue asterisks, S+11 in green crosses. The figure shows that the points
are not uniformly distributed:

(1) many points appear in the bottom-left corner, at low values of the score;

(2) a significant amount of points appear in the center of the graph, at medium values of the
score;

(3) only few points appear in other areas.

Figure 4.17 suggests that the three points in the top-right corner (blue diamond, magenta
plus and red cross) may impact significantly the correlation of the model with the dataset. The
correlation has been recalculated after rejecting these three points, resulting in 0.84. This value
for the correlation is a strong index of the model’s robustness.

The regressive model has a satisfying capacity to explain the jury test scores and proved to be
robust. In other words, people used a combination of N and S to distinguish the noise samples.
The combination of these two acoustic metrics appear to retain quite well the differences in
terms of amplitude and frequency shift introduced by the numerical errors.

Dichotomic tree

This approach is simpler than the previous one. By comparing the values of the distances
(Equation (4.3)), it is shown that all the acoustic signals ranked in the six worst positions during
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Figure 4.17: Jury test scores vs. predictive model: S+20 in blue diamonds, G-11 in red circles,
S-21 in magenta plus signs, G+10 in light blue asterisks, S+11 in green crosses.

jury tests satisfy at least one of the following requirement:

(a) dN (s) > 1.07,
(b) dS(s) > 1.03,
(c) dN (s) > 1.04 & dS > 1.02.

(4.4)

No other signals satisfied any of these requirements. This model explicates a dichotomy: if a
signal satisfies one of the conditions 4.4 is different from the reference, otherwise its differences
are not well perceivable.

4.4.3 Specific loudness and timber features

Up to now, results have proved that the frequency dependency of the numerical error has a
crucial role in perception; in fact, sharpness is essential in both the linear regression and the
dichotomic tree. Therefore, it is helpful to study the specific loudness as a function of critical
bands (see Table 2.1), which reflects the way people perceive energy as a function of frequencies.

Figure 4.18 shows the specific loudness in (a) and (b) of the sounds auralized, respectively,
with factor levels L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2 and L[N] = 1, L[pFE ] = 1,

L
[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 2 (blue continuous line) vs. the reference (dashed red line), and their

spectra in (c) and (d), for the TP G-11. These two sounds belong to the group of sounds very
similar to the reference, as the spectra and the specific loundess show.

Figure 4.19 shows the specific loudness in (a) and (b) of the sounds auralized, respectively,
with factor levels L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 1 and L[N] = 1, L[pFE ] = 1,

L
[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1 (blue continuous line) vs. the reference (dashed red line), and

their spectra in (c) and (d), for the TP G-11. These two sounds belong to the group of sounds
different from the reference. Here, the differences in terms of both specific loudness and spectra
are more marked. The specific loundess is constantly greater in the higher part of the spectrum,
as reflected by the jury tests. These two models are indeed responsible for the good correlation
with sharpness in the linear model of the previous section. Interestingly, from the analysis of the
previous four sounds, a lower thickness of the FE volume tends to increase the specific loudness
and, therefore, the loudness. However, this relation is found to be true roughly 43% of the
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times in the auralized soundsf. Consequently, the thickness of the FE volume does not affect
the properties of the spectrum in a specific way; however, the different meshes lead to different
results, especially in coarse discretization.

Figure 4.20 shows the specific loudness for the sound auralized with factor levels L[N] = 1,
L[pFE ] = 1, L

[
tFE
λ

]
= 2, and L

[
tpml
λ

]
= 1, TP G-11. This sounds belong as well to the group of

samples different from the reference. In this case the specific loudness is almost constantly lower
than in the reference sound. Similar specific loudness distributions are obtained with L[N] = 1,
L[pFE ] = 1, but different levels for the other two parameters. These four models explain the
importance of N highlighted in the previous section.

Similar conclusions come by analyzing the other TPs.

fThe analysis has been carried out by taking into account all the 256 acoustic samples; if only the acoustic
samples used for the jury tests are considered, a lower thickness of the FE volume leads to an increased loudness
45% of the times, a very close result.
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Figure 4.18: Specific loudness (a and b) and spectra (c and d), of the sounds auralized with TP G-11 and factor levels, respectively, L[N] = 1,
L[pFE ] = 2, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 2 and L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 2 (blue continuous line) vs. the reference (dashed

red line).
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Figure 4.19: Specific loudness (a and b) and spectra (c and d), of the sounds auralized with TP G-11 and factor levels, respectively, L[N] = 1,
L[pFE ] = 2, L

[
tFE
λ

]
= 2 and L

[
tpml
λ

]
= 1 and L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and L

[
tpml
λ

]
= 1 (blue continuous line) vs. the reference (dashed

red line).
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Figure 4.20: Specific loudness and spectrum of the sound auralized with factor levels L[N] = 1,
L[pFE ] = 1, L

[
tFE
λ

]
= 2, and L

[
tpml
λ

]
= 1, TP G-11.

4.4.4 From numerical errors to perception: a summary

This chapter showed that humans are sensitive to the numerical error introduced by the
FEM. Specifically, the following errors occur and are perceived:

(1) approximation error, which causes a change of shape in the spectrum of the simulated TF
(because it causes an error in the amplitude);

(2) pollution error, which causes a frequency shift and, possibly, a change in the shape of the
simulated spectrum;

(3) interactions between PML and FE size and order of interpolation, which causes a severe
change in the shape of the simulated spectrum.

Error (1) is mainly a consequence of the numerical resolution N and, in part, of the order of
shape functions pFE . Error (2) is mainly a consequence of the order of shape functions pFE
and, in part, of the numerical resolution N. Error (3) depends on the interaction between
the two latter parameters and the thickness of the PML tPML. Jury tests result proved that,
unsurprisingly, the perception of these errors depends on the TPs. Indeed, the FE error is by
nature erratic, especially at low nodal resolution [67]. Furthermore, the theory introduced in
this thesis is based on upper limits for the approximation, and pollution error [66, 67, 73], and
these limits are based on a global analysis: in other words, the precision of the method can vary
locally.

Other errors occur but have not been perceived:

(1) different thickness and shapes of the FE volume cause changes in the simulated spectrum,
but in a random way and only in the case of coarse meshes; furthermore, given the results
of the jury tests, these changes are not significant;

(2) lower thicknesses of the PML tend to increase the energy of the simulated spectrum, as by
theory, but in the performed tests, these increases have been lower than the just noticeable
differences (for the loudness), except at low nodal resolution.
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5
General Conclusions and Perspectives

5.1 From numerical errors to human perception - overview of
the process

At this point, results are sufficient to define the process that goes from setting proper numer-
ical parameters to sound perception. Figure 5.1 schematizes such process, and each steps

is described in the following paragraphs.

Figure 5.1: The process going from setting proper numerical parameters to sound perception.

Production of the digital acoustic signal (blue boxes)

First of all, engineers or technicians need to appropriately choose the numerical parameters
of a simulation. The choices affect the quality of the simulated TFs in two ways:

(1) by causing a frequency shift;

(2) by changing the amplitude.

Figure 5.1 indicates these two errorsa.
aThe points chosen in Figure 5.1 are convenient for visualization, but are not significant from a psycho-acoustic

point of view.
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The main responsible for the frequency shift is the pollution error. Such error is primarily
dependant on numerical resolutionN and order of polynomial shape functions pFE . On the other
hand, there are several drivers that play a key role in changing the amplitude: approximation
error (caused by low Nb), reflection error (caused by thin PML) and pollution error as well. In
general, the following considerations have been found or confirmed:

(1) The PML interacts with the parameters responsible for FEM accuracy (N and pFE). At
high accuracy, a decrease of up to 40% PML thickness was not perceivable, while the same
decrease was noticed in coarse models with pFE = 2.

(2) Approximation errors is more important at low frequencies, while pollution error become
more dominant as far as frequency increases.

The change in amplitude brought by pollution error does not seem to affect massively the
overall energy level of the simulated spectrum. Indeed, the pollution error does not modify the
amplitude of the acoustic rays reaching a point P̃ in the space, but only their phase (see 2.3.2).
Consequently, depending on how many rays hit P̃ , this error can result in:

(a) a phase delay (only one ray hitting P̃ );

(b) a frequency shift (two rays hitting P̃ );

(c) a dominant frequency shift combined with an amplitude changes (several rays hitting P̃ ).

In (a) and (b) there is no change in amplitude and, therefore, in the energy level of the
spectrum. In the case of (c), because the amplitude of the hitting rays is not affected by pollution
errorc, the total variation of the spectrum energy is, for the practical scenario considered here,
limited. It is speculated that such a conclusion holds true for other scenarios of practical interest.

Because of convolution, these two errors propagate to the acoustic signal of interest. The
result is a signal with an energetic distribution of the spectra different from the exact solution
of the partial differential equation approximated by the simulation.

Human perception (purple)

Jury tests based on the auralized sounds show that people can perceive these errors. In the
studied case, the task of perceiving such errors was very hard, even if, at high frequency, the
differences were important. Statistical analysis confirmed this trend.

Acoustic metrics (orange box)

Acoustic metrics such as loudness and sharpness reflect the changes caused by numerical
errors, because they rely on the energetic distribution of the spectra, which is clearly affected
by the errors.

Explicative models (green box)

Explicative models based on jury tests’ results and acoustic metrics can identify some trends.
Two models are proposed here:

(1) a linear regression model, able to predict with relative accuracy the jury test score;

(2) a dichotomic model, that identifies whether or not an acoustic signal should be far from
the reference one.

bIt is reminded that N depends on h and pFE too.
cAlthough other errors affect it.
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5.2 Main results for the tire example

Sixteen different FE mdels have been used to simulate a set of sixteen TPs. One model
has been used as the reference, and validated with by comparing the simulated TFs with those
measured on a real mock-up. Then, other fifteen models have been built by degrading the mesh
of the reference model. First, the quality of each model with respect to the reference has been
assessed with the RV AC(f) and the ∆f(f). As expected, these vectors have lower values at
higher frequencies. The effect of adaptive meshes was clear, since these vectors started degrading
at roughly half of the maximum simulated frequency (it is expected that, without adaptivity,
the quality of the models would be better until higher frequencies). Despite the strong frequency
dependence, the averages RV AC and ∆f of these in the whole simulated bandwidth showed to
represent well enough the quality of the various numerical models. Furthermore, the RV AC and
the ∆f showed to behave similarly, that is, a lower RV AC generally correspond to a lower ∆f ,
except for minor variations (see Figure 3.15). Because of the above mentioned reasons, only the
RV AC has been used to consider the quality of the numerical models. Another vector has been
used to evaluate the simulated TFs, that is, the quadratic error E(f) (see Equation (3.4)). Due
to reasons similar to the one mentioned for the RV AC, the metric used for this local assessment
was the average of the error in the whole simulated bandwidth, that is, E.

The analysis of the simulated acoustic signals has been carried out in two different ways:

(1) by means of acoustic metrics;

(2) by means of jury tests.

Acoustic metrics showed that the numerical errors affect the sounds exactly as explained by
theory and simple numerical examples. In other words, the complexity of the studied example
did not seem to introduce any additional phenomena.

In detail, N and pFE introduced both approximation and pollution errors. Lower thickness
of the PML tPML increased the energy of the spectra, as reflected by SPL(A) and N , but not
in very significant way. The interaction between the PML and the FE parameters, especially
pFE , proved to be more critical. Specifically, at lower N, linear FE models tended to have
lower energy than the reference, independently of the PML thickness; the contrary happened
for quadratic FE models. The shape and volume of the FE mesh, governed by tFE , introduced
changes in the simulated TFs, but in an unpredictable way.

Regarding jury tests, participants feedback included the difficulties faced during the tests and
the differences detected mainly at high frequencies. Analysis of data reflects the difficulties men-
tioned by participants; the statistical techniques used included repeatability, cross-correlation,
dendrograms and box-plot for evaluating the jury test score ranges. Specifically, it was found
that repeatability was higher than what usually found in industrial tests. It was not possible to
find subset of participants that acted in a different way from the others with the methodologies
used, except for one participants that had a negative correlation with almost all the others: for
this reason, this participants has been removed from the dataset.

An univariate ANOVA showed that errors, as introduced in Section 5.1, are perceivable; the
ANOVA also highlighted the interaction between pFE and tPML

λ . Results showed that N and
pFE play a critical role, while tPML is especially important due to its interaction with pFE and
tFE did not play any specific role. These results are in line with the previous ones.

About similarity rankings, interestingly, participants consistently evaluated six models (over
sixteen) as the less similar from the reference. This consistence suggests that these acoustic
signals are actually different, in perceptual terms, from the reference. It is of special interests
that all the models with N = 4 and pFE = 1 are part of this set of different sounds; the other
two have N = 4, pFE = 2 and tPML

λ = 0.6. These six models are therefore considered different
from the reference in perceptual terms.
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The most important result is probably about the difficulties that participants faced during
jury tests. These difficulties indicate that acoustic signals were not so different. That is, low
accuracy in the studied frequency range could be acceptable for sound quality purposes, at least
for some tasks. More precisely, a nodal resolution of N = 4, when combined with thick PML
( tPML

λ = 1) and quadratic elements, produced noise samples very similar to the references. Only
more degraded models were perceived as different from the references.

Generalization of this results must be taken with cautions. As Anisworth showed [67], the
accuracy of the FEM at low nodal resolution is unpredictable and erratic. In other words, similar
experiments could in theory provide different results.

5.3 Future Research

The results discovered in this research are auspicious and wide the door to a series of applica-
tions. To fully exploit the potentiality of this work, further research should focus on three areas:
generalization of the results, practical applications, and extension of these results to different
techniques.

5.3.1 Generalization of the results

The first way to generalize the results proposed here is to continue the same job with other
examples and transfer paths. Besides using different TPs, future work could focus on some
specific aspects as following.

Source’s role

First of all, sources with different spectral characteristics appear in engineering applications.
What happens when the convolutions involve a source that introduces more high-frequency
energy content? And what happens when there are tonal components in the source spectrum?

Separating internal and external acoustic problems

The FEM has a solid mathematical theory behind itself. The study of internal problems allows
removing the reflection errors caused by boundary conditions used to ensure the Sommerfield
radiation condition. As such, the effect of pollution and approximation error could be identified.
Furthermore, internal acoustic applications are crucial in some engineering fields such as the
automotive one (for instance, in the case of the acoustic of the cabin). This thesis already
identified the central aspects related to pollution and approximation errors. Still, an ad-hoc
study could focus on identifying threshold targetsd and guidelines for sound quality applications
(in terms of similarities and preference ratings). Attention could be given to a-posteriori error
estimation techniques (for instance, see [124])

Thereafter, the research could focus on techniques such as PML, IEM and others. More
mathematical background can be brought to the scientific discussion to identify threshold targets
and guidelines, even in these cases.

Higher frequencies and innovative adaptive methodologies

Another step is to extend the proposed results to higher frequencies; this is a crucial aspect
because higher frequencies (especially the so-called mid-frequency range [4, 34]) are especially

dHere, a threshold target is a value for a numerical parameter that allow achieving the desired perceptual
properties.
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difficult to simulate due to the high computational cost required. However, since this research in-
dicates that lower accuracy might be sufficient for sound quality applications, the computational
cost in this range may dramatically decrease.

When moving to higher frequencies, researchers should consider innovative approaches to
adaptive meshing techniques. More precisely, instead of focusing on single parameters such as h
and pFE , a combination of them should be used, starting from the consideration of Ainsworth
[67]

5.3.2 Practical applications

Preference ratings

Previous scientific work [45] shows that sounds auralized with heavily different TFs can
preserve preference rankings. A natural extension of the research carried out during this thesis
moves in this direction: up to which limit does the numerical errors affect preference ratings?
The difficulties that participants found during jury tests are very promising in this sense: a
relatively low accuracy would likely prove to be sufficient. A combination of such research
with some of the precedent subsection (such as the one on internal acoustic) could quickly and
efficiently provide more results to the scientific community.

Predictive models

By making several numerical tests and experiments, it should be possible to create extensive
databases. By applying the same principles discussed in Section 4.4.2 it could be possible to
develop models able to predict whether a sound is perceived similarly enough to the theoretical
solution of the modelled problem. Crossing such results with preference rating may provide even
more valuable results. In the long term, it is not unlikely that a comprehensive framework will
emerge like the one described by Roy and Oberkampf [125].

5.3.3 Other techniques

The framework proposed in this thesis could be helpful for other techniques. Besides other
boundary techniques to ensure the Sommerfeld radiation condition, model order reduction and
substructuring techniques are crucial for practical applications. Furthermore, other deterministic
methods such as the BEM and statistical techniques like ray tracing and SEA could be studied,
together with all the hybrid methodologies based on them.
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A
Basis of Functional Analysis

In modern mathematics, many tools for solving partial differential equations (PDE) came from
the branch of mathematics known as functional analysis. This appendix introduces the most

basic concepts of this field necessary to tackle the solution of elliptic PDE, such as the Helmholtz
equation. Only the topics necessary to understand the thesis are present. Therefore, things
such as Sobolev spaces of real index, trace operators and types of solution (strict, classical, weak
and distributional) are omitted, despite their essential role in mathematics. Most elementary
concepts coming from the field of real and complex analysis are taken for granted. Some abuse
of notation and terminology are present, to make the discussion easier. For strict definitions
and a more deep analysis, the reader may refer to [56, 126].

A.1 Norms and semi-norms

Given a vector space X over a field F of R or C, a norm is a non-negative valued function
‖·‖ → R such that:

(1) ‖a + b‖ ≤ ‖a‖+ ‖b‖ ∀a,b ∈ X;

(2) ‖ba‖ = |b|‖a‖ ∀a ∈ X, ∀b ∈ F ;

(3) ‖a‖ = 0 ∀a = 0.

In case a non-negative valued function ‖·‖∗ → R satisfies only properties (1) and (2), it is called
seminorm.

A.2 Banach and Hilbert spaces

In case a norm ‖·‖ is introduced in a function space X, a sequence {xn} ∈ X is said to
converge to x if:

lim
m→∞

‖xm − x‖ = 0. (A.1)

A sequence {xn} ∈ X is called Cauchy sequence if:

lim
m→∞
k→∞

‖xm − xk‖ = 0. (A.2)
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A normed space in which every Cauchy sequence converges is said to be complete and is called
Banach spacea.

In any vector space can be introduced an inner product (·, ·). Such product induces the norm
‖x‖ =

√
(x, x). If a linear vector space is complete with respect to this norm, it is called Hilbert

space.

A.3 Lp-spaces
Function spaces are vector spaces whose elements are functions. Given a function fp defined

over a domain Ω and a real number p > 1, the Lp-norm is introduced for these spaces asb:

‖fp‖Lp(Ω) ≡
(∫

Ω
|fp|pdΩ

) 1
p

. (A.3)

The L here recall the Lebesgue measure used in the integral. The space Lp(Ω) is defined as the
vector spaces comprising all and only the functions defined over Ω for which ‖fp‖ <∞. In the
case of p = 2, the previous norm is induce by the following inner product:

(f, g)Lp(Ω) =
∫

Ω
fḡdΩ, (A.4)

in which the horizontal bar denotes the complex conjugate. Being complete, L2(Ω) is a Hilbert
space, the only one among Lp-spaces. Functions in L2(Ω) are sometimes called square-integrable
functions.

A space of fundamental importance is L1
loc(Ω), of which any space Lp(Ω) is a subspace. Given

any compact subset K ⊂ Ω, a function f is an element of L1
loc(Ω) if and only if:∫

K
|f |dΩ <∞, ∀K ⊂ Ω. (A.5)

A.4 Functionals and duality
Any linear operator L : H → R, with H Hilbert space, is called functional. The space of all

functionals L : H → R is called dual ofH and is indicated withH∗. The action of a functional on
an element x ∈ H is here indicated with 〈L, x〉∗c. Riesz’s Representation Theorem states that,
for each functional L there exists a vector uL ∈ H such that 〈L, f〉∗ = (uL, x)H(Ω). Moreover,
‖L‖H∗(Ω) = ‖uL‖H(Ω).

A.5 Distributions
The space of all functions defined over a domain Ω owning derivatives up to the n-th order is

called Cn. An important subspace of the space C∞ is the one including all its elements whose
aAn example of a vector space which is not a Banach space is the set of rational number Q, in which the

sequence
xm =

(
1 + 1

m

)m
is defined but does not converge (it does only in R).

bEquation A.3 represents Lp-norms in infinite dimensional spaces; in finite dimensional spaces, the Lp-norm
is the following more intuitive generalization of the Euclidean norm:

‖x‖Lp(Ω) ≡
(∑

|xi|p
) 1

p
,

in which xi are the component of the vector x; the Euclidean norm itself is the L2-norm.
cThe simpler notation Lx is used as well, but this notation is preferred to emphasize duality.
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support is compact. The support of a function “is given by the closure of the set of points where”
the function “is different from zero”[126]. The notion of compactness is the generalization of
the boundedness in finite-dimension spaces to infinite-dimension spaces. This new subspace,
indicated as C∞0 (Ω), can be endowed with a notion of convergence. Given the operator:

Dα = ∂α1

∂Ωα1
1

∂α2

∂Ωα2
2
...

∂αn

∂Ωαn
n
, α = (α1, α2, ...αn),

a sequence {ϕk} ∈ C∞0 (Ω) converge to ϕ ∈ C∞0 (Ω) as k →∞ if:

1. Dαϕk → Dαϕ uniformly in Ω ∀α;

2. there exists a compact set K ∈ Ω containing the support of every ϕk.

The space C∞0 (Ω) endowed with such a notion of convergence is indicate as D(Ω).
A linear continuous functional I : D(Ω) → R is called distributions, and the set of all

distributions is indicated with D′(Ω). A distribution Iu can be found for each uI ∈ L1
loc(Ω) such

that:
〈Iu, ϕ〉∗ =

∫
Ω
uIϕdΩ. (A.6)

A.6 Distributional Derivatives and H1 Sobolev spaces

In case a function is not differentiable, it is possible to build a weaker notion of derivative,
called distributional. The trick is to integrate by part and let some ‘test’ functions carry the
derivative; the ‘test’ functions used here are chosen to be elements ϕ ∈ D(Ω), since they own
derivatives of infinite order. The integration by part starts from the Gauss divergence theorem
on a vector field F defined over a domain Ω:∫

Ω
divFdΩ =

∫
Γ
F · νdΓ, (A.7)

in which dΩ and dΓ respectively denote the volume and surface measures on Ω and Γ = ∂Ω, and
ν denotes the outward unitary vector normal to Γ. Recalling that div(vF) = vdivF +5v · F,
the application of Gauss theorem to (vF) gives:∫

Ω
vdivFdΩ =

∫
Γ
vF · νdΓ−

∫
Ω
5v · FdΩ. (A.8)

Finally, applying formula A.8 to the generic derivative ∂uI
∂Ωi , it comes:∫

Ω
ϕ
∂uI
∂Ωi

dΩ =
∫

Γ
ϕ
∂uI
Γi

dΓ−
∫

Ω
uI

∂ϕ

∂Ωi
dΩ = −

∫
Ω
uI

∂ϕ

∂Ωi
dΩ (A.9)

since ϕ = 0 on ∂Ω. If eq.A.9 is valid for any ϕ ∈ D(Ω), it can be rewritten as:〈
∂Iu
∂Ωi

, ϕ

〉
∗

= −
〈
Iu,

∂ϕ

∂Ωi

〉
∗
, ∀ϕ ∈ D(Ω), (A.10)

which is the relation defining the distributional derivative. That is, distributional derivative is
not defined directly, but through its action on test functions. It is immediate to verify that any
distribution possesses derivatives of any order, so that eq.A.10 can be further generalized:

〈DαIu, ϕ〉∗ = (−1)|α| 〈Iu, Dαϕ〉∗ , ∀ϕ ∈ D(Ω). (A.11)
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Distributional derivatives play a key role in the definition of the Sobolev spaced H1(Ω). This
is the space comprising all and only the functions in L2(Ω) whose first partial derivatives in
distributional sense are also part of L2(Ω). The latter property can be written as:∫

Ω
| 5 f |2dΩ <∞. (A.12)

Since the last integral is often associated with energy, functions in the Sobolev space H1(Ω) are
associated with finite energy configurations. The inner product is defined as:

(f, g)H1(Ω) =
∫

Ω
fg dΩ +

∫
Ω
5f · 5g dΩ, (A.13)

and the induced norm is immediately defined as ‖f‖H1(Ω) =
√

(f, f)H1(Ω).

dThe general definition of a Sobolev space W k,p(Ω) is not given here, but can be easily found in literature,
including [56, 126]; spaces W k,2(Ω) are often indicated as Hk(Ω), as it is done throughout this dissertation.
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B
Insights into the FEM

In Chapter 2, the FEM has been introduced as a Galerkin method applied on a weak formulation
of the Helmholtz problem via weighted residual. However, this way to define the FEM is not a

appropriate way from a mathematical perspective. The purpose of this appendix is to introduce
a stricter mathematical definition for the FEM and to add some extra insights helpful to better
understand the topic.

Formally, a finite element is [60]:

(1) a polytope Ωj ;

(2) a polynomial function spacea P on Ωj equipped with a basis {Sl}nl=1, in which n =dim(P );

(3) A set of functionals Li(·), with i = 1, 2, ..., n, such that Li(Sl) = δil .

There exist multiple ways to define the polynomial function space. For self-adjoint forms (as
in the case of Helmholtz problems), the Galerkin method gives:

(1) the minimum error in the energy norm [127];

(2) systems of symmetric matrices [52].

Thus, such approximations are in a sense optimal, and therefore widely used; in fluid dynamics,
the convective term u ·5u makes the forms associated to the weak formulation non self-adjoint,
but in linear acoustics such term is deleted during the linearization of the Euler’s equation.
Other methods can be used to derive the FEM (see, for example, [52], chapter 3, and [127],
chapter 2); for instance, the least square method always lead to symmetric matrices, even for
forms that are not self-adjoint [52].

Not even the weighted residual method is necessary to the FEM; indeed, it can be obtained
also from the variational form of a given problem, when available, via the Rayleigh-Ritz method,
leading to the same result of the Galerkin method (see [52], appendix 3A.3, and [55], appendix
A); a variational form of the Helmholtz equation is available in [52], example 3.3.

aIf the function space is non-polynomial, the resulting elements are called generalized finite elements [72]
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C
Details on the source

This appendix presents the figures related to the analysis of the numerical models’ errors
that have not been shown in Section 3.4.2 to avoid redundancy.

C.1 Response vector assurance criterion: matrices
This section shows the RVAC matrices for the fourteen models not shown. For obvious

reason, theRVAC matrix of the reference is not shown: it has unitary values along the diagonal.

Figure C.1: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 2.

Figure C.2: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.3: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2.

Figure C.4: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.

Figure C.5: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 2.

Figure C.6: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.7: RVAC matrix of the model with
levels: L[N] = 1, L[pFE ] = 2, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2.

Figure C.8: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.

Figure C.9: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 1, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 2.

Figure C.10: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.11: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 1, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2.

Figure C.12: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.

Figure C.13: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 2, L

[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 2.

Figure C.14: RVAC matrix of the model with
levels: L[N] = 2, L[pFE ] = 2, L

[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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C.2 Response vector assurance criterion: vectors

This section shows the RV AC vectors (black continuous line, left y-axis) and ∆f(fref ) (black
dashed line, right y-axis) for the other fourteen models. Even in this case, the RV AC vector of
the reference is not shown: it is a unitary vector, and the ∆f(fref ) is a null vector.
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Figure C.15: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 1, L
[
tFE
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]
= 1 and
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[
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]
= 2.
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Figure C.16: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 1, L
[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.17: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 1, L
[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2.

0 500 1000 1500 2000
Frequency [Hz]

0

0.2

0.4

0.6

0.8

1

R
V

A
C

-1000

-500

0

500

1000

1500

2000

Fr
eq

ue
nc

y 
sh

if
t [

H
z]

Figure C.18: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 2, L
[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.
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Figure C.19: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 2, L
[
tFE
λ

]
= 1 and
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[
tpml
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= 1.
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Figure C.20: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 2, L
[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.21: RV AC and ∆f of the model with levels: L[N] = 1, L[pFE ] = 2, L
[
tFE
λ

]
= 2 and

L
[
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]
= 2.
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Figure C.22: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 1, L
[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.
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Figure C.23: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 1, L
[
tFE
λ

]
= 1 and

L
[
tpml
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]
= 2.
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Figure C.24: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 1, L
[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 1.
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Figure C.25: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 1, L
[
tFE
λ

]
= 2 and

L
[
tpml
λ

]
= 2.
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Figure C.26: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 2, L
[
tFE
λ

]
= 1 and

L
[
tpml
λ

]
= 1.

162
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



0 500 1000 1500 2000
Frequency [Hz]

0

0.2

0.4

0.6

0.8

1

R
V

A
C

-1

-0.5

0

0.5

1

Fr
eq

ue
nc

y 
sh

if
t [

H
z]

Figure C.27: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 2, L
[
tFE
λ

]
= 1 and
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[
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= 2.
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Figure C.28: RV AC and ∆f of the model with levels: L[N] = 2, L[pFE ] = 2, L
[
tFE
λ
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= 2 and
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D
PML vs. IEM

D.1 The infinite element method

Here, the infinite elements method (IEM) is considered. This methodology rely on an extra
layer of discrete elements, the IEs, in charge of the propagation of the acoustic field towards the
infinity. From a geometrical perspective, IEs similar to FEs in that they have nodes and shape
functions. However, the calculation of IE shape functions is somewhat more complicated than
their finite counterpart. Introductions to the IEM are available in literature; the following is a
summary of reference [91], with a focus on infinite elements for spherical geometriesa. Extension
to meshes for more general geometries are discussed later on.

As a first step, a spherical volume ΩR ⊃ ΩFE delimited by a surface ΓR is defined (see fig.
D.1). The radius of ΓR and is indicated here with R. The Sommerfeld radiation condition 2.7
is then approximated by removing the limit and equating the left hand side to zero at large
distances from the source, resulting in:

5p = −ikp. (D.1)

Such a termination, called ρc, is imposed on ΓR, so that eq. 2.8 is reformulated into the following
equation [91]:∫

Ω
(5χ · 5p− χk2p) dΩ− sk

∫
Γ
χ(Y p+ us) dΓ+

ik

∫
ΓR
χp dΓR = 0, ∀χ ∈W (Ω). (D.2)

The computational domain ΩR is then discretized in FEs (covering ΩFE) and IEs (covering
ΩIE = ΩR − ΩFE). This equation is discretized according to the Galerking projection 2.9.
Shape functions of FEs do not change with respect to the case of the bounded problem. The
contribution of IEs to the matrices of the problem come from the following terms:

A = lim
R→∞

∫
ΩR−ΩFE

(5%i · 5φ(IE) − k2%iφ
(IE)) dΩ + ik

∫
ΓR
%iφ

(IE) dΓR, (D.3)

where φ(IE) are chosen as a product of interpolation functions in radial and transverse direction;
by referring to figure D.2, given the nodes α = iµ and β = iν :

φ(IE)
α = gi(θ)fµ(r, ω) and φ

(IE)
β = gj(θ)fν(r, ω), µ, ν = 1, 2, ..., q (D.4)

aThe discussion focus on 3-dimensional IEM; mono-dimensional elements are slightly different, but not inter-
esting for the purpose of the present work.
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(a) (b)

Figure D.1: The FE/IE model:(a) Modified domain with a far field boundary. (b) Finite element
(FE) and infinite element (IE) meshes [91]

where q refers to the number of nodes in the radial direction, r is the radial direction and gi(θ)
is the following interpolation function:

gi(θ) = θ − θj
θi − θj

and gj(θ) = θ − θi
θj − θi

. (D.5)

Figure D.2: Geometry of an infinite element [91].

The radial functions fµ(r, ω) and fν(r, ω) need to ensure an appropriate radiation condition.
To do so, first, the following, well-known, multi-pole expansion is considered [91]:

p(x, ω) = e−ikr
∞∑
n=1

Gn(r, θ, ϕ)
rn

, (D.6)

where r, θ and ϕ are the spherical coordinates and Gn(r, θ, ϕ) is a directivity function associated
with the nth inverse power of the radiusb. The radial functions fµ(r, ω) are chosen to propagate

bSee [91] for details about the construction of Gn(r, θ, ϕ).
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towards the infinity the first pIE terms of the multi-pole D.6, resulting in:

fµ(r, ω) =
(
rµ
r

) pIE∏
ν=1(6=µ)

r − rν
rµ − rν

e−ik(r−rµ). (D.7)

The previous concepts can extended to non spherical FE meshes thanks to mapped elements,
which allow IEs to lie on generic surfaces ΓA (which is the artificial boundary separating the FE
mesh from the IE layer). However, the user must always take into account the so called Atkinson-
Wilcox theorem [85], that dictates sufficient conditions for the multi-pole expansion D.6 to work.
In details, the sound field outside a sphere ΓA can always be written in form of D.6 if the sphere
encloses all radiating and scattering sources. An extension of this theorem to elliptic coordinates
exists [93], which implies that ΓA can be a spheroidal surface. Some software, including Actran
[81], use a curvilinear coordinate system, but restriction on the spheroidal surface ΓA do not
change.

From a user perspective, two factors are critical when using the IEM. First, the mesh must
satisfy a version of the Atkinson-Wilcox theorem; the requirements to satisfy the theorem may
be more complicated of what described here, so it is critical to read and understand the user
manual. The second point, which is of critical importance within this work, is an appropriate
choice of the order of IE interpolation pIE in equation D.7, since it dictates the accuracy of the
simulation.

D.2 Infinite element performances

An exhaustive analysis of IE performances is available in [91]. In this section, a simple
analysis is shown with the purpose to compare the following results with the ones obtained
with PML in Section 2.5. Here, the geometry in Figure 2.7 is discretized with linear FE of
size h = 0.009m and h = 0.018m, thus maintaining the number of nodes per wavelengths N
constant. These FE meshes are the same used for the numerical experiments in Section 2.5.
However, the Sommerfeld radiation condition is now ensured by IE of order pIE = 4. The choice
of the order four is almost arbitrary here; indeed, since this scenario is a monopole in the free
space, in theory even the minimum order allowed by the software (namely, pIE = 2) would be
sufficient. The order was slightly increased to avoid minor mistakes due to the discretization.
Figure D.3 shows the results: in red (plus signes) one calculated with linear elements of average
size h = 0.009m, in green (asterisks) another calculated with with linear elements of average
size h = 0.037m. The spectra are not flat, instead they have a wave-like shape similar to the
one obtained with PML. Also, even in this case (as for PML), lower numbers of elements per
wavelength lead to a reduce amplitude at high frequencies. Lastly, the wave-like shape is less
pronounced than in the PML case.

Figure D.4 shows two spectra obtained with linear FE of size h = 0.009m (red plus signs) and
with quadratic FE of size h = 0.018m (blue asterisks), thus maintaining the number of nodes
per wavelengths N constant. In this case, the accuracy of the quadratic elements is noticeably
better. This fact is in contrast with what obtained with PML (see Section 2.5), and suggests that
the higher energy of the spectra calculated with PML and quadratic elements (in comparison
with PML and linear elements, see see Figures 2.9 and 2.10) is caused by an interaction between
the PML and the FE formulations.
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Figure D.3: Spectra of the receiver in Figure 2.7 (a) calculated via linear FE with average size
of elements h = 0.009m (red plus signs), and h = 0.037m (green asterisks); the theoretical

spectrum is in black.
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Figure D.4: Spectra of the receiver in Figure 2.7 (a) calculated via linear FE of size h = 0.009m
(red plus signs) and via quadratic FE of size h = 0.018m (blue asterisks); the theoretical

spectrum is in black.
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E
Detailed effect of PML thickness on the acoustic samples

Figures 3.21 to 3.23 clearly show the effect of parameters N and pFE on the metrics SPL(A),
N and S, but do not say much about the influence of parameters tPML and tFE . To overcome
this limitation, some tables have been built.

Table E.1 focuses on SPL(A). The first column on the left indicates the TPs; the last
five TPs are the ones used for the jury tests. All the other columns indicate the SPL(A)
variation per model due to tPML decreases. For instance, the column associated to L[N]=1,
L[pFE ]=1 and L

[
tFE
λ

]
=1 indicate, for each TP, the SPL(A) difference between the sounds

auralized with the above mentioned parameters and L
[
tFE
λ

]
=1, and the above mentioned pa-

rameters and L
[
tFE
λ

]
=2. According to the most baisc theoretical description, a decrease in the

PML thickness should lead to an increase of energy in the simulated TF and, consequently, in
the auralized sound. In practice, this energy increase is not always met due to the interaction
mentioned in Section 2.5. In the table, the decreases in energy result in a negative variation of
SPL(A) and are highlighted in bold. Tables E.2 and E.3 are built following the same principles,
but shows the ratios between the loudness N and the sharpness S, respectively.

The general trend is that, at high nodal resolution (L[N]=2), the change of these metrics
are relatively low; furthermore, for SPL(A) and N , most models show an increase of energy
for a decrease of PML thickness. At low nodal resolution (L[N]=1) and quadratic order of
polynomial shape functions (L[pFE ]=2), the same trend is present, but the variations are higher,
with loudness ratio sometimes approaching or surpassing the just noticeable difference threshold
(variation higher than 10%). Lastly, for (L[N]=1) and linear FEs (L[pFE ]=1), no trend is
immediately visible.

Similar tables have been built for the parameter tFE , but no trend appeared, as expected.
Indeed, the error introduced by a change of the FE volume (being it in terms of size or shape)
change only the discretization patterns. To avoid redundancy, these tables are not shown.
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SPL(A) increase by model [dB(A)]

L[N] 1 1 1 1 2 2 2 2
TP L[pFE ] 1 1 2 2 1 1 2 2

L
[
tFE
λ

]
1 2 1 2 1 2 1 2

lg01 0.108 0.017 0.256 0.376 0.038 0.023 0.062 0.020
lp01 -0.208 -0.160 0.350 0.111 0.050 -0.003 0.054 0.014
rp01 -0.049 -0.184 0.319 0.028 0.057 -0.001 0.056 0.041
lg02 0.092 -0.136 0.418 0.382 0.073 0.076 0.084 0.044
rg02 0.031 -0.026 0.333 0.384 0.106 0.090 0.083 0.049
lp02 -0.264 -0.057 0.738 0.644 0.140 0.049 0.065 -0.001
lp11 0.027 -0.067 0.082 0.202 0.088 0.031 0.065 0.049
rp11 -0.124 -0.150 0.299 0.411 0.075 0.010 0.070 0.042
lg12 0.147 0.246 1.677 0.678 0.064 0.073 0.036 0.050
rg12 0.216 -0.061 0.323 0.196 0.077 0.060 0.052 0.0615
rp12 0.053 0.018 0.164 0.208 0.089 0.079 0.066 0.053
rg01 0.217 0.061 0.292 0.450 0.036 0.031 0.056 0.0270
rp02 -0.235 -0.167 0.561 0.358 0.128 0.067 0.077 0.027
lg11 0.329 0.071 0.526 0.401 0.119 0.065 0.115 0.072
rg11 -0.032 0.135 0.092 0.014 0.073 0.025 0.086 0.049
lp12 0.144 -0.011 0.475 0.361 0.075 0.078 0.073 0.077

Table E.1: SPL(A) increases due to PML thickness by model.

N increase by model [sonie]

L[N] 1 1 1 1 2 2 2 2
TP L[pFE ] 1 1 2 2 1 1 2 2

L
[
tFE
λ

]
1 2 1 2 1 2 1 2

lg01 1.033 1.019 1.045 1.033 1.003 1.001 1.007 1.003
lp01 1.009 1.006 1.042 1.037 1.002 1.002 1.007 0.999
rp01 1.020 0.997 1.023 1.026 1.003 1.001 1.009 1.001
lg02 1.006 0.995 1.096 1.038 1.004 1.004 1.006 1.006
rg02 1.003 0.996 1.067 1.040 1.005 1.005 1.005 1.005
lp02 0.985 1.009 1.083 1.068 1.007 1.005 1.004 1.000
rg11 0.997 1.008 0.994 1.002 1.006 1.002 1.007 1.003
lp11 0.983 1.004 1.016 1.018 1.010 1.005 1.006 1.002
lg12 1.016 1.008 1.168 1.087 1.004 1.007 1.003 0.998
rg12 1.012 1.006 1.053 1.021 1.006 1.004 1.002 1.004
rp12 1.009 1.000 1.054 1.024 1.006 1.005 1.004 1.004
rg01 1.038 1.010 1.056 1.045 1.003 1.000 1.009 1.004
rp02 0.984 0.999 1.083 1.051 1.007 1.005 1.003 1.002
lg11 1.008 1.025 1.092 1.053 1.009 1.004 1.007 1.005
rp11 0.995 0.992 1.029 1.022 1.005 1.001 1.005 1.004
lp12 1.002 0.991 1.100 1.047 1.003 1.006 1.003 1.004

Table E.2: Loudness N increases due to PML thickness by model.

170
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2021LYSEI059/these.pdf 
© [G. Pulvirenti], [2021], INSA Lyon, tous droits réservés



S increase by model [acuum]

L[N] 1 1 1 1 2 2 2 2
TP L[pFE ] 1 1 2 2 1 1 2 2

L
[
tFE
λ

]
1 2 1 2 1 2 1 2

lg01 1.033 1.008 1.027 1.014 0.999 1.000 1.004 1.002
lp01 1.020 0.996 1.025 1.021 0.997 1.002 1.004 0.998
rp01 1.020 1.004 1.006 1.025 0.997 1.002 1.006 0.999
lg02 1.011 1.003 1.075 1.022 0.998 1.000 0.999 1.004
rg02 1.007 0.999 1.051 1.022 0.999 1.001 1.000 1.004
lp02 1.003 1.016 1.052 1.044 0.999 1.002 0.999 1.000
rg11 1.005 1.002 0.991 0.996 1.001 1.001 1.003 1.002
lp11 0.979 0.989 1.011 1.004 1.005 1.004 1.004 1.000
lg12 1.014 1.000 1.094 1.053 0.999 1.004 0.998 0.995
rg12 1.006 1.007 1.038 1.008 1.000 1.000 0.998 1.001
rp12 1.011 1.000 1.055 1.010 1.001 1.001 1.000 1.001
rg01 1.030 1.005 1.033 1.028 0.999 1.000 1.005 1.002
rp02 0.992 1.010 1.062 1.035 0.999 1.002 0.998 1.002
lg11 1.000 1.007 1.059 1.030 1.004 1.003 1.002 1.003
rp11 1.008 1.000 1.026 1.007 1.001 1.000 1.002 1.003
lp12 1.005 0.990 1.074 1.030 0.996 1.002 0.998 1.001

Table E.3: Sharpness S increases due to PML thickness by model.
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F
Jury tests data

This appendix presents the figures related to the jury tests that have not been shown in
Chapter 4 to avoid redundancy.

F.1 Correlation tables

In Section 4.2, Figure 4.7 shows the correlation matrices in the case of TPs G-11 (a) and
S+20 (b); participant 18 performed in all the other cases as in S+20. Here the other three cases
are shown.
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Figure F.1: Correlation matrix in the case of
TP S-21.
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Figure F.2: Correlation matrix in the case of
TP G+10.
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Figure F.3: Correlation matrix in the case of TP S+11.

F.2 Jury test score vs. quadratic error

In Section 4.4.1, Figures 4.14 and 4.15 show the averaged jury test score in black for the TPs
S+02 and S+11 together with their standard errors and the averaged quadratic error E in blue
for each numerical model. Here the other cases are shown. It is recalled that the averaged jury
test scores are in left y-axis, the errors are the vertical bars, and E is in blue on the left y-axis;
the models are identified by their size rank on the x-axis (see Table 3.5) and are ascendingly
ordered based on the jury test score.
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Figure F.4: Jury test score, in black (left axis), and error E, in blue (right axis), in the case of
TP S-21; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.
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Figure F.5: Jury test score, in black (left axis), and error E, in blue (right axis), in the case of
TP G+10; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.
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Figure F.6: Jury test score, in black (left axis), and error E, in blue (right axis), in the case of
TP G-11; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.

F.3 Jury test score vs. RV AC

In Section 4.4.1, Figure 4.16 is a copy of Figure 4.15 showing the RV AC (in red) instead of
the quadratic error. It is recalled here that the worst six models have RV AC ≤ 0.94. Here the
other cases are shown.
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Figure F.7: Jury test score, in black (left axis), and RV AC, in red (right axis), in the case of
TP S-21; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.
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Figure F.8: Jury test score, in black (left axis), and RV AC, in red (right axis), in the case of
TP G+10; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.
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Figure F.9: Jury test score, in black (left axis), and RV AC, in red (right axis), in the case of
TP G-11; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.

13 10 12 14 11 15 8 16 9 6 2 3 7 5 4 1
Size Rank

-1

0

1

2

3

A
ve

ra
ge

d 
St

an
da

rd
iz

ed
 J

ur
y 

T
es

t S
co

re

0.8

0.85

0.9

0.95

1

A
ve

ra
ge

d 
R

V
A

C
 v

al
ue

Figure F.10: Jury test score, in black (left axis), and RV AC, in red (right axis), in the case of
TP S+20; standard errors in the vertical bars, size ranks (see Table 3.5) in the abscissa.
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