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Isabelle Guérin Lassous
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Abstract

Understanding and predicting how humans move within space and time is of fun-
damental importance for many scientific domains, such as epidemic propagation
(e.g., the COVID-19 pandemics), mobile networks, urban planning (e.g., antici-
patory temperature control of a home for energy consumption management), or
ride-sharing. Yet, apprehending human mobility is intrinsically complex. On the
one hand, human movements are constrained by physical presence in workplaces,
gyms, or universities, in addition to the involvement in routine and social activities.
On the other hand, the large variety of leisure places and the availability of modern
means of transportation allow people to break their routinary patterns to discover
new places. Understanding human mobility is a longstanding challenge that goes
back to the 19th century. Up to the 20th century, scholars focused only on group and
migration flows in view of the quality of the leveraged data (Census data or surveys).
But recently, with the ubiquity of mobile devices, Internet connectivity, and posi-
tioning systems (e.g., GPS system), capturing individuals’ daily whereabouts at very
fine spatial and temporal scales has become possible. This offers the opportunity
to observe and study human mobility at the individual level with an unprecedented
level of detail. In particular, the increasing availability of such data has led to
ongoing development in the field of mobility research. Nevertheless, the scientific
literature on human mobility prediction is oblivious to individuals’ tendencies for
novelty-seeking, i.e., exploring and discovering new places. Conventional predictors
relying on personal geographical data perform poorly when it comes to discoveries
of new regions. The reason is explained by the prediction relying only on previously
visited/seen (or known) locations. As a side effect, places that were never visited
before (or explorations) by a user cause disturbance to known location’s prediction.
Neglecting novelty-seeking activities at first glance appears to be inconsequential on
the ability to understand and predict individuals’ trajectories. In this manuscript,
we claim and show the opposite: exploration-like visits strongly impact mobility
understanding and anticipation.

This thesis focuses on exploratory visits in human mobility. It first seeks to unveil
the exploratory preferences of the population. Afterward, it evaluates the impacts of
exploration-like visits on the theoretical and practical predictability extents. Finally,
it proposes an exploration-aware mobility prediction framework that integrates the
notion of exploration.

Throughout this manuscript, we reveal the existence of three distinct mobility
profiles with regard to the exploration activity – Scouters (i.e., extreme explorers
who are keener to discover new places), Routiners (i.e., extreme returners who limit
their mobility to a few locations), and Regulars (i.e., without extreme behavior).
Besides, we show that the novelty-seeking factor is an essential element to consider
and should not be overlooked when designing predictors, particularly for specific
categories exhibiting high exploration activities. Furthermore, by integrating the



notion of exploration in prediction, we demonstrate substantial improvements in
prediction accuracy by dint of fruitfully forecasting coarse-grained zones used for
exploration activities.
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Résumé

La compréhension et la prédiction du déplacement des individus dans l’espace et le
temps sont fondamentales dans de nombreux domaines comme la propagation des
épidémies (notamment, la pandémie du COVID-19), les réseaux mobiles, l’urbanisme
(par exemple, le contrôle anticipé de la température d’une maison pour la gestion de
la consommation énergétique) ou encore le covoiturage. Cependant, appréhender la
mobilité humaine est intrinsèquement complexe car d’une part, les mouvements des
individus sont limités par l’obligation d’une présence physique sur les lieux de travail,
les universités ou dans le cadre de la participation à des activités routinières et so-
ciales. D’autre part, la grande variété de lieux de loisirs et la disponibilité de moyens
de transport modernes permettent aux individus d’interrompre leurs routines pour
découvrir de nouveaux lieux. La compréhension de la mobilité humaine constitue
un enjeu de longue date, datant du 19e siècle. Jusqu’au 20e siècle, les chercheurs
ne s’intéressaient qu’aux flux collectifs et migratoires, compte tenu de la qualité des
données utilisées (données de recensement ou d’enquête). En revanche, depuis peu
avec l’omniprésence des appareils mobiles (téléphones portables, bracelets fitbit), de
la connectivité Internet et des systèmes de positionnement (par exemple, le système
GPS), il est devenu possible de capturer les allers et venues quotidiennes des indi-
vidus à des échelles spatiales et temporelles très précises. Cela offre l’opportunité
d’observer et d’étudier la mobilité humaine au niveau individuel avec un niveau de
détail sans précédent. En particulier, la disponibilité croissante de ces données a
conduit à un développement continu dans le domaine de la recherche sur la mobilité
spatiale et temporelle. Cependant, la littérature scientifique sur la prédiction de la
mobilité humaine ne tient pas compte des tendances des individus à rechercher la
nouveauté, c’est-à-dire à explorer et à découvrir de nouveaux lieux. Les prédicteurs
conventionnels reposant sur des données géographiques personnelles fonctionnent
mal lorsqu’il s’agit de découvrir de nouvelles régions. La raison est expliquée par
la prédiction reposant uniquement sur des emplacements précédemment visités/vus
(ou connus). Comme effet secondaire, des emplacements qui n’ont jamais été visités
auparavant (ou des explorations) par un utilisateur perturbent la prédiction d’un
emplacement connu. Négliger à première vue les activités de recherche de nouveauté
apparaît sans conséquence sur la capacité à comprendre et à prévoir les trajectoires
des individus. Dans ce manuscrit, nous affirmons et montrons le contraire : les
visites de type exploration impactent fortement la compréhension et l’anticipation
de la mobilité humaine.

Dans ce manuscrit, nous cherchons à dévoiler les préférences exploratoires de
la population dans un premier temps. Ensuite, nous évaluons l’impact des visites
exploratoires sur la prévision théorique et pratique. Enfin, nous proposons un pré-
dicteur de mobilité qui intègre la notion d’exploration. À travers ce manuscrit, nous
révélons l’existence de trois profils distincts de mobilité en ce qui concerne l’activité
d’exploration :



1. Scouters : les explorateurs extrêmes qui sont plus enclins à découvrir de nou-
veaux endroits, passent plus de temps à explorer et couvrent généralement de
longues distances.

2. Routiners : les routiniers extrêmes qui limitent leur mobilité à quelques en-
droits, passent la majorité de leur temps dans des lieux familiers et parcourent
de courtes distances quotidiennement.

3. Regulars : les individus réguliers (c’est-à-dire sans comportement extrême).

En d’autres termes, nous montrons que le facteur de recherche de nouveauté est
un élément essentiel à considérer et ne doit pas être négligé lors de la conception
de prédicteurs, surtout pour des catégories spécifiques d’individus qui présentent
d’importantes activités exploratoires. En intégrant la notion d’exploration dans la
prédiction, des améliorations considérables de la précision sont obtenues grâce à la
prévision d’exploration des zones étendues.
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Chapter 1

Introduction

Contents

1.1 Novelty-seeking in Human Mobility . . . . . . . . . . . . . . 2
1.1.1 Novelty-seeking and Mobility Modeling . . . . . . . . . . . . 3
1.1.2 Novelty-seeking and Mobility Prediction . . . . . . . . . . . . 3
1.1.3 Novelty-seeking Quantification and Similarity Identification . 4

1.2 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Human mobility refers to the displacement and movement of human beings
within space and time. It is used to refer to individual mobility as well as group
flows [13]. Mobility is closely tied to the history and existence of human beings.
Starting from the Cognitive Revolution about 70,000 years ago, Sapiens who already
populated East Africa began to explore and overrun the rest of the Earth [50, 51].
Besides migration flows driven by environmental conditions and socio-economic fac-
tors, humans perform daily trips for different motives that evolved with urbanization
and the availability of different means of locomotion [96, 13]. Nowadays, humans
not only move to ensure their subsistence but also for leisure, such as visiting a
museum, a shopping center, or going to a bar or a restaurant.

Understanding and accurately predicting human movements are key components
for various domains and applications such as targeted advertising [94], epidemic pre-
vention (e.g., the COVID-19 pandemics) [11, 22, 49], urban planning [90], or smooth
resource and handover management for mobile networks [92, 66]. Nonetheless, com-
prehending how individuals move in space and time is a longstanding challenge that
roots back to the 19th century [21]. Up to the mid of the 20th century, scholars
focused only on group and migration flows in view of the leveraged coarse-grained
data. However, recently, with the ubiquity of mobile devices, Internet connectiv-
ity, and positioning systems, capturing individuals’ whereabouts at very fine spatial
and temporal scales became possible. This offers the opportunity to observe and
analyze human mobility behavior at an unprecedented level of detail. Notably, the
increasing availability of such data has led to an ongoing development in the field
of human mobility.

The last decades have witnessed an extensive examination of human mobility
behavior. Advanced statistical analyses of mobility trajectories reveal that indi-
viduals’ movements are characterized by (i) deep-rooted regularity of visits dictated
by routine interrupted by (ii) irregular sporadic visits to unknown or rarely visited
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places [19, 46, 85]. Indeed, on the one hand, human movements are constrained by
physical presence in workplaces, gyms, or universities, in addition to the involvement
in routine and social activities. On the other hand, the large variety of leisure places
and the availability of modern means of transportation allow the people to break
their routinary patterns to discover new places [33]. Given the apparent complexity
of human movements, Song et al. [86] attempt to ascertain if the mobility patterns
are potentially predictable or not. They estimate the predictability upper bound
of human mobility trajectories and find a strikingly high potential predictability of
93%.

Building upon the above findings, many advanced mobility models and predictors
are proposed [85, 19, 10, 41, 62, 43]. Yet, they all show limited performance [32].
Current mobility models systematically fail in reproducing individuals’ movements
and substantially deviate from empirical results [85, 73]. Existing predictors never
reach the coveted 100% prediction accuracy and deviate from the theoretical upper
bounds of predictability [32]. The reasons for these limitations are manifold: the
lack of ground truth data, human beings’ complex nature and behavior, and the
difficulty in forecasting visits to new places, i.e., explorations. Whereas data quality
and human behavior are not easy to tackle and can raise major privacy concerns [17,
91, 84], substantial advances can be made in mobility research by looking at the
exploration phenomenon.

The goal of the thesis is to examine and understand the exploration prob-
lem that has rarely been tackled in the literature but represents a real issue
and should be carefully addressed to propose realistic generative models and
accurate predictors [85, 32]. It first investigates state-of-the-art models and
proposes a mobility profiling that captures individuals’ exploration tenden-
cies. Next, it evaluates the impacts of exploration-like visits on prediction ac-
curacy. Finally, it proposes an exploration-aware mobility predictor that, in
addition to revisits to known places, attempts to forecast moments of novelty-
seeking and gives a coarse-grained spatial intuition on where the individual
is going to explore.

1.1 Novelty-seeking in Human Mobility

Intuitively, human movements can be split into two basic complementary types of
movements: returns, i.e., exploitation of familiar places and exploration , i.e.,
discoveries of new places. Whereas the routine and regularity of patterns have been
widely investigated in the literature, novelty-seeking (exploration-like visits) is an
emerging topic attracting more and more the scientific communities’ attention. In
this section, we review how novelty-seeking is tackled in different aspects of human
mobility, namely, mobility modeling, mobility prediction, and the quantification and
evaluation of the exploratory behavior among the population.
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1.1.1 Novelty-seeking and Mobility Modeling

Recent studies on human mobility report the existence of several statistical proper-
ties commonly appearing in real-world mobility traces. This provides an excellent
opportunity for modeling human mobility behavior. The traces generated by mobil-
ity models are of great importance; they can be used to create realistic simulations
to support many applications such as human-assisted mobile networks, epidemics,
or urban planning.

Minimal models relying on Random walks’ 1 properties were first used to mimic
individuals’ mobility patterns such as Lévy Flight or Continuous-Time Random
Walk (CTRW). Nevertheless, they roughly reproduce individuals’ movements and
substantially deviate from empirical data.

Distinguishing explorations from returns in mobility models: By intro-
ducing the notions of return and exploration into mobility models, Song et al. [85]
explain the discrepancies of traditional Random walk-based models. Specifically,
they show that the failures of Random walk-based models in reproducing individu-
als’ trajectories emanate from their disregard to what is novelty (exploration). In
their proposed Exploration Preferential Return (EPR) model, Song et al. [85] model
each type of movement separately. In the case of an exploration (i): the next location
is randomly chosen. In the case of a return (ii): the next location is chosen among
the set of known places with a probability proportional to the number of visits to
the locations. This categorization of movements allows generating more representa-
tive traces, emphasizing the necessity to carefully tackle individuals’ inclinations for
discoveries of new places when modeling human movements.

1.1.2 Novelty-seeking and Mobility Prediction

Due to predictors’ invaluable contributions, a plethora of mobility prediction meth-
ods and techniques are proposed and becoming more and more robust and accu-
rate [10, 41, 44, 7].

Novelty-seeking a missing notion: Explorations are a major limiting factor
for prediction tasks [32]. Indeed, forecasting discoveries of new places is ambitious
and challenging to tackle as it is about predicting the unknown. Conventional per-
sonal predictors such as Markov-based models [41, 62, 44] or Hidden Markov Model
(HMM) [63] utterly rely on historic personal location data to predict future loca-
tions. Moreover, they forecast an individual’s next location on the assumption that
it belongs to the set of her known places [93]. This engenders erroneous forecasts
at each occurrence of an exploration event, which is worsened by the fact that such
events are numerous and largely present in the daily lives of individuals: on average,
70% of visits happen only once [32]. This representative rate highlights how impact-
ing exploration-intended visits are for conventional personal predictors and puts in
evidence the need for detecting such types of movements.

1Mathematically a random walk is a path that consists of successive random steps [82].
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1.1.3 Novelty-seeking Quantification and Similarity Identification

Pappalardo et al. [73] and Scherrer et al. [78] are the first to quantify the trade-off
between exploitation and exploration in human mobility and split the population
accordingly.

In [73], Pappalardo et al. seek to quantify repetitive/irregular visits’ influence
on overall mobility. They find that individuals’ repetitiveness and irregularity of
visits are heterogeneous. Whereas some individuals have a regularity limited to
a few locations, others have an expanded regularity and tend to diversify their
daily visits. Specifically, they report the existence of two distinct mobility profiles:
explorers who are characterized by a dynamicity of visits and go to several places
on a daily basis, and returners who are marked by a steadiness of visits limiting
their mobility between a few places. Moreover, they point out the importance of
the social dimension in explaining the propensity to explore within certain areas.

Similar to Pappalardo et al. [73], Scherrer et al. [78] propose a data-driven ap-
proach to identify sub-groups of individuals displaying similar mobility behavior.
They derive several features commonly used in mobility research from the spa-
tiotemporal footprints of the individuals, such as the number of stops, the number
of visited locations, or stop duration. Then apply the unsupervised learning Princi-
pal Component Analysis (PCA) approach to the extracted features to identify the
most significant clusters. Accordingly, they find the existence of two main categories:
(i) travelers, who are active and have a more diffused mobility, and (ii) locals, who
roam in small and compact areas and move slowly.

Impacts of return and exploration tendencies on mobility modeling: Pap-
palardo et al. [73] show that the EPR is unable to recover the mobility properties
of the two classes of individuals: explorers and returners. Subsequently, the authors
propose an enhancement of the exploration part of the EPR model by presuming
that an individual is attracted by popular locations at the group level when she
discovers new places. The enhanced EPR model can reproduce the key features of
the aggregated mobility patterns where the EPR model fails.

Understanding, quantifying, and including novelty-seeking in mobility models
and predictors have a short history. More and more studies point out the
importance and impacts of exploration-like visits so far neglected in mobility
modeling and prediction literature. Meanwhile, new research questions have
arisen. Namely, how can exploration visits be distinguished from return visits?
How do the tendencies to explore fluctuate among the population? What are
the impacts of explorations visits on prediction accuracy? Or can exploration-
like visits be anticipated?
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1.2 Thesis Contributions

The contributions of the thesis aim to answer the questions raised in the previous
section and mainly cover two different perspectives: understanding individuals’ ten-
dencies to explore and integrating the notions of exploration in personal mobility
predictors. The contributions are organized in a progressive way.

Q1 What is exploration?

• Problem: A clear definition of what is exploration? is missing from the
literature. The naive state-of-the-art approach in considering the first
occurrence of a location in the mobility trace as an exploration can cause
bias in understanding and accurately quantifying such events.

• Contribution: This thesis proposes a new per-user approach based on
the visitation frequency of the distinct locations. Specifically, only the
first occurrences of rarely visited places are viewed as moments of novelty-
seeking. This has the advantage of not considering the first appearances
in the mobility trajectory of highly visited places such as home or work-
place as moments of exploration (cf. Chapter 4, P2).

Q2 Are the tendencies to explore homogeneous, or do they fluctuate
among the population?

• Problem: Recent literature reports a heterogeneity in the exploratory
habits among the population. Nonetheless, existing profiling approaches
neglect the notion of exploration and are established by quantifying reg-
ularity or diversity of visits.

• Contribution: On the contrary, this thesis proposes a new mobility
profiling that captures the spatiotemporal properties of both exploratory
and return habits. The results reveal the existence of three main visiting
profiles (cf. Chapter 4, P3):

– Scouters: are keener to explore and have large sets of visited places.
They limit their routinary mobility to a small set of locations and
walk longer distances.

– Routiners: rarely break their returning routine to discover new
places, constantly visit their known locations, and have confined mo-
bility.

– Regulars: exhibit a medium behavior and have confined mobility.
However, they tend to walk long distances when exploring.

Q3 What are the impacts of exploration visits on prediction?

• Problem: Whereas the necessity to reflect exploration-like visits when
designing mobility models is demonstrated in the literature, it is still
neglected and overlooked in mobility prediction.
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• Contribution: This thesis sheds light on this phenomenon and evaluates
the impacts of individuals’ exploration tendencies on the accuracy of pre-
diction achieved by the two most widespread prediction tasks. Namely,
(i) the next-place prediction task that aims to predict the next location of
an individual and (ii) the next-place prediction task that aims to predict
transitions between places. The results show that Scouters are the least
predictable users due to their high exploration activities. Moreover, the
results emphasize the role of novelty-seeking in making human mobility
behavior less foreseeable and compel the need to thoroughly understand
the exploration phenomenon, to allow the design of accurate predictors
(cf. Chapter 5, P2).

Q4 Can exploration-like visits be anticipated?

• Problem: Conventional predictors utterly relying on individuals’ geo-
stamped location data are oblivious of users’ inclinations to exploration,
resulting in low forecasting accuracy, especially for highly exploratory
users.

• Contribution: This thesis proposes an exploration-aware mobility pre-
diction framework that solely relies on timestamped location data. The
proposed framework splits the location prediction problem into two main
steps: (i) predicting the next type of movement (exploration or return) (ii)
inferring the spatial location of the visit. The results show that the pro-
posed framework increases the prediction performance in general. Still,
it can also be tuned according to the needs and requirements of the us-
ing applications or services. For instance, exploration forecasts decrease
uncertainty in population mobility anticipation, which directly enhances
resource allocation in network planning (as in the placement of Mobile
Edge Computing (MEC) by telecom operators) and recommendation sys-
tems performance (cf. Chapter 6, P1).

The results listed above (and detailed in Chapters 4, 5, and 6) are summarized
in the following publications:

P1 From motion purpose to perceptive spatial mobility prediction. Licia Amichi,
Aline C. Viana, Mark Crovella, Antonio Loureiro. ACM SIGSPTIAL Inter-
national Conference on Advances in Geographic Information Systems. 2021.

P2 Revealing an inherently limiting factor in human mobility prediction. Licia
Amichi, Aline C. Viana, Mark Crovella, Antonio Loureiro. IEEE Transactions
on Emerging Topics in Computing (TETC). Under review.

P3 Understanding individuals’ proclivity for novelty seeking. Licia Amichi, Aline
C. Viana, Mark Crovella, Antonio Loureiro. ACM SIGSPTIAL International
Conference on Advances in Geographic Information Systems. 2020.
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P4 Mobility profiling: Identifying scouters in the crowd. Licia Amichi, Aline
C. Viana, Mark Crovella, Antonio Loureiro. ACM CONEXT International
Conference on emerging Networking EXperiments and Technologies Student
Workshop. 2019.

P5 Explorateur ou Routinier: Quel est votre profile de mobilité?. Licia Amichi,
Aline C. Viana, Mark Crovella, Antonio Loureiro. ALGOTEL Rencontres
Francophones sur les Aspects Algorithmiques des Télécommunications. 2020.

1.3 Thesis Outline

After the introduction, the thesis is divided into seven chapters.

Chapter 2 explains the prerequisite notions for the rest of the thesis.

Chapter 3 focuses on the leveraged datasets. It starts with a detailed descrip-
tion of the data sources. Then explains the pre-processing steps applied to the
original mobility traces to uniformize the temporal and spatial granularity. Follow-
ing, it presents the followed procedures to filter the effects of noising data and too
much missing data.

Chapter 4 first attempts to answer the following question what is exploration?
Following, it proposes a mobility profiling based on users’ inclinations to explore.
To sustain its profiling, it investigates the mobility traits of each profile. Next, it
goes further and reports the profiles to the spatial and temporal exploitation for
each of return and exploratory visits (P3).

Chapter 5 evaluates the impacts of novelty-seeking on the two most widespread
prediction formulations, namely the next-cell and the next-place prediction (P2).

Chapter 6 proposes a new exploration-aware mobility predictor that utterly
relies on the location data of the considered users. It first forecasts the next type of
movement (an exploration or a return). Next, depending on the forecasted move-
ment, it gives either a fine-grained intuition on the next location of the user in case
of a return, else it provides a coarse-grained spatial unit in case of an exploration
(P1).

Chapter 7 provides overall conclusions and directions for future work.
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The availability of large amounts of data capturing individuals’ whereabouts en-
ables the study and forecast of human mobility behavior. This chapter introduces
concepts, related works, and necessary knowledge that will be used later in other
chapters. It first outlines the main types of data sources available for mobility re-
search. Second, it reminds the reader of core concepts, general metrics, and the
fundamental statistical laws governing human motions. Next, it conducts a liter-
ature review on individual mobility models. Afterward, it outlines the different
formulations of the mobility prediction task and presents the seminal predictability
estimation method of mobility traces. Then, it describes some of the classical predic-
tors adopted in the following chapters and provides a literature review on mobility
prediction. Last but not least, it highlights the existing heterogeneity in human
mobility behavior. Special attention is given to the exploration phenomenon and its
impacts on thoroughly understanding, modeling, and predicting human mobility.



Chapter 2. Background

2.1 Data Sources

The surge of new forms of locomotion such as trains, planes, or cars enabled in-
dividuals to cover large distances on a daily basis. This engenders a major turn
in mobilities and social science [31] and urges scientists to employ several instru-
ments for data gathering ranging from traditional surveys to the most accurate
satellite-based technologies to investigate and understand human motion. This sec-
tion outlines the main types of data sources employed for mobility research and
discusses their efficiency in capturing human mobility behavior.

2.1.1 Census Data

A census is an acquisition, recording, and enumeration of information about the
population, typically household structures, workplace location, mode of transport,
travel time, and housing data. Census data allow large-scale statistical investigations
but are available at different temporal and spatial resolutions, i.e., coarse-grained
data. For example, in commuting flows, the covered area can range from a home
location to a whole city or state [13]. The data collection is usually held at least
once every ten years by national statistics agencies such as the United States Census
Bureau. The aggregated data flows are accessible to any interested entity, notably
media, researchers, government, and businesses. For instance, the United States
Census Bureau made available on request various population, household, economy,
and business aggregated data flows 1. Although the coarse-grained nature of census
data, they play an invaluable role in studying human mobility and validating group-
level flows [13]. For instance, Simini et al. [81] employ such data to propose a model
that reproduces transport patterns and explains population flows.

In short, census data are large-scale data, publicly available, but coarse-grained,
i.e., does not capture precise information on where and when people move [70].

2.1.2 Surveys

Surveys are traditional instruments for data gathering but essential tools for un-
derstanding human mobility behavior. Surveys’ data acquisition campaigns allow
the collection of detailed information such as the purpose of trips, social context, or
answers to personality tests [88, 54]. However, the data is collected solely on specific
users within small geographical areas, such as workers of a company or students of
a university. Moreover, surveys are strongly interconnected to errors. For instance,
many people have acquiescent personalities and are more likely to agree with state-
ments regardless of the content [69]. Therefore, the statistics induced from surveys
can be called into question and are often supported by other types of data. For
example, Stopczynski et al. [88] utilize surveys in addition to Facebook, sensors,
and WiFi data to relate human mobility to social interactions.

1https://www.census.gov/data/academy.html
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Succinctly, surveys’ data require a gathering campaign, provide short-term de-
tailed information about the users and their spatiotemporal displacements, but gen-
erally have low numbers of respondents.

2.1.3 Dollar Bills

In 1998, currency tracking websites, capturing the natural geographic circulation of
American banknotes began to gain popularity. The track of a banknote starts after
an individual registers it in the database on a currency tracking website, i.e., the
individual enters her local ZIP code, the serial number of the bill, and the series
designation (the year appearing on the front of a banknote). When a registered
banknote is re-entered, a hit occurs such that the time and the distance between
the previous and current registrations are recorded in the database. The statistics
generated by currency tracking websites are broadly used in analyzing human mo-
bility [13]. More specifically, the movement of a banknote can be perceived as an
individual’s travel. Thus, the flux of money between a set of cities is proportional
to the flux of individuals. For instance, Brockmann et al. [19] manipulate dollar bill
tracks to investigate the characteristics of human mobility. The authors efficiently
derive substantial laws explaining the distributions of the distances walked by the
individuals and the elapsed time between consecutive movements.

In summary, the circulation of banknotes gives an aggregate view of human
motion over large geographical areas and the data are publicly available. However,
some hops can be missing, and thus it is only an approximation of the circulation
flow.

2.1.4 Call Detail Record (CDR)

A CDR is a record enclosing various information about a phone activity and is
saved in Mobile network operator databases. A record can be generated by different
phone activities: a phone call, an SMS exchange, or a mobile data session. Typically,
an instance contains the starting time of the activity (timestamp), identifiers of the
initiator and the receiver, duration of the activity, type of activity, and the location of
the cell tower to which the initiator’s device is connected. CDR data sources leverage
large numbers of users and allow per-user mobile activities analyses. Hence, it is
possible to infer an individual’s mobility trajectory and to offer relevant statistical
outcomes about her mobility behavior. CDR data are extensively used to study
human mobility [46, 86]. Namely, the paper of González et al. [46] employs CDR
data to efficiently capture fundamental features characterizing human movements.
Nevertheless, such datasets are not publicly available, and their acquisition requires
a non-trivial process due to privacy issues [89]. The quality of the data depends on
the frequency of phone activities, which implies that some trips and displacements
can be overlooked. Besides, the recorded locations are the cell towers’ and not the
users’, and given the large areas covered by cell towers (10 m to a few kilometers) [13],
trips occurring within a cell area are not well captured.
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In short, CDR data provide a per-user mobility capture, and depending on
the frequency of phone activities, the mobility trace is more or less illustrative.
Nonetheless, such datasets are not publicly available.

2.1.5 Global Positioning System (GPS)

The GPS is a satellite-based radio navigation system consisting of 31 satellites car-
rying clocks that constantly transmit signals. Each signal carries the position of the
emitting satellite and its local time. GPS receivers, on the contrary, do not trans-
mit any data (most of the time) [4]. When activated, the reception of three distinct
signals allows a receiver to determine its geographical location. More precisely, the
receiver computes the time difference between its local time and the emission time of
the received signals to infer its localization [4]. Nowadays, GPS-equipped devices are
omnipresent in our daily grinds, such as smartphones or fit bracelets. This allows
accurate captures of individuals’ whereabouts and hence thorough temporal and
spatial investigations of human mobility behavior. For instance, using high spatial
and temporal resolutions GPS dataset, Lin et al. [60] show that the predictability
upper bound of individuals’ trajectories increases with the increase in the temporal
resolution.

In a nutshell, GPS traces represent an invaluable source for studying human
mobility. They usually provide fine-grained temporal and spatial resolutions. How-
ever, such data sources contain sensitive information and are not publicly available.
Although some projects try to collect GPS data, they only involve small numbers
of volunteers within specific communities as in surveys, for instance, university stu-
dents or research laboratory members.

Although multiple types of data sources are employed in mobility research,
the current understanding of human motions is still partial, and data is one
of the main limiting factors. Whereas census and CDR datasets enable large-
scale but sparse investigations, surveys and GPS datasets provide detailed
and comprehensive information but on a substantially smaller scale. The
best scenario would be to have a large-scale GPS dataset. Nonetheless, such
datasets contain very sensitive information and are rarely made available for
researchers. Moreover, even though large-scale GPS datasets can be acquired
after a challenging inquiry process, other dimensions than the temporal and
the spatial are necessary for a thorough understanding of human movements,
such as social aspects [28] or other contextual features [32].

2.2 Understanding the Mechanisms Governing Human
Mobility

Is human mobility simply random? Or are there fundamental laws ruling our mo-
bility? This is an essential question that calls the attention of several disciplines,
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including anthropology, economics, geography, physics, computer science, and so
on [19]. This section starts with a presentation of the principal metrics commonly
used to capture human movements’ dynamic and statistical properties.

2.2.1 General Metrics

To unveil human mobility and understand the intrinsic characteristics underlying
people’s movements, several quantitative features are used. In the following, we
outline the most relevant and used ones.

• Displacement �r: also referred to as trip distance, flight length, or jump
size. It is a primary metric used for modeling human movements. Technically,
the displacement �r is the Euclidean distance covered by an individual in a
given period of time �t [19]. It is given by,

�r = |r(t+ �t)� r(t)|, (2.1)

where r(t) is the vector containing the geographical coordinates of the location
where the individual was at time t. This metric allows the short-term (when �t

takes small values) or long-term (when �t takes large values) capture of move-
ment activities of individuals. It exhibits the dynamics of human movements
in space and time.

• Waiting Times �t: also known as pause time, it is defined as the elapsed
time between two consecutive transitions, i.e., changes of locations [19]. It
reflects the time spent by an individual visiting a location. This metric allows
the identification of meaningful locations of the individuals, i.e., where they
spend substantial parts of their time, such as workplaces or home locations.

• Radius of Gyration rg: some individuals are inherently inclined to travel
long distances on a daily basis, while others have most of their movements
concentrated in a specific area and have confined mobility [46]. To quantify
this characteristic, the radius of gyration rg is used,

rg =

vuut 1

N

NX

i=1

(ri � rcm)2, (2.2)

where N is the total number of records of the mobility trace of the considered
individual, ri is the vector containing the geographical coordinates of the i

th

record, and rcm =
NP
i=1

ri
N is the center of mass of the individual. This metric

captures the diffusion of an individual relative to her center of mass.

• Number of Visited Locations S(t): it is defined as the number of distinct
locations that an individual has discovered up to time t [85]. This metric
allows the quantification of the diversity of human visits.
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• Mean Square Displacement MSD(t): it is used to characterize the dif-
fusion of the walkers in space with time. It measures the deviation of the
walker’s position compared to an original position r0 [85]. It is given by,

MSD(t) = h(r(t)� r0)
2
i ⌘ h�r(t)2i. (2.3)

The MSD and radius of gyration are related but distinct metrics. While the
former captures the diffusion in space relative to the center of mass, the second
determines the typical distance walked compared to the center of mass [13].

• Visitation Frequency fk: it is the probability for an individual to visit a
location k [85]. This metric captures regularity as well as the diversity of
visits. Regularity relates to highly frequented locations, whereas diversity is
ascertained through the number of distinct visited places.

2.2.2 Scaling Properties of Human Mobility

Founded on the general metrics outlined above, several discoveries of human move-
ments’ mechanisms over various spatial and temporal scales are reported [19, 46, 85].
We present the major statistical features observed in real mobility traces in the fol-
lowing.

• Heavy-Tailed Displacements and Waiting-Times: several studies ex-
amine the discrepancy of the displacement �r employing various types of
datasets. Brockmann et al. [19] find that the Probability Distribution Func-
tion (PDF) of jump size P (�r) for the trajectories of dollar bills follows a
power-law 2. Likewise, González et al. [46] and Song et al. [85] measure the
PDF of displacements of CDR datasets. They report that P (�r) is better
approximated by a truncated power-law distribution 3. Further, using GPS
data sets, Zhao et al. [95] show that human mobility can be modeled as a
mixture of different transportation modes (walk/run, car/bus/taxi). Each of
these movement patterns can be approximated by a lognormal distribution.
Additionally, they reveal that the mixture of the decomposed lognormal jumps
distributions associated with each modality is a power-law distribution.

Examining the PDF of the waiting-time P (�t), Brockmann et al. [19] reveal
that it follows a power-law. Withal, Song et al. [85] report that P (�t) follows
a truncated power-law.

• Ultra-Slow-Growth of the Radius of Gyration and Heterogeneously
Bounded Mobility Areas: using CDR records, González et al. [46] show
that the radius of gyration rg increases logarithmically in time. Besides, they

2A power law distribution has the form Y = kX↵, where X and Y are variables of interest, ↵
is the law’s exponent, and k is a constant [12].

3A truncated power-law distribution is a power-law distribution multiplied by an exponen-
tial [25].
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measure the conditional jump length distribution P (�r|rg). They reveal that
in addition to small travels, users with a large radius of gyrations perform few
large jump sizes. In contrast, users exhibiting a small radius of gyration limit
the majority of their displacement to nearby areas.

• A Slow-Down Tendency for Location Discovery: Song et al. [85] and
Alessandretti et al. [6] show that the number of places that an individual has
discovered up to time t grows as S(t) ⇠ t

µ, where µ < 1. This displays a
sublinear growth in the total number of unique locations visited by an indi-
vidual, i.e., individuals have a decreasing tendency to discover new places.

• Ultra-Slow Spatial Diffusion: Song et al. [85] assert that the MSD be-
comes saturated after a certain period. They show that the MSD grows even
more slowly than the logarithmic diffusion law. This ultra-slow diffusion is
rooted in individuals’ need to return to their favorite locations.

• Preferential Return: González et al. [46] and Song et al. [85] report that the
visitation patterns of humans are uneven. Individuals exhibit a high spatial
regularity; they spend their time between a few locations and rarely visit non-
routine locations. It was found that the probability f for a user to visit her kth

most favorite location follows Zipf’s law 4, fk ⇠ k
�⇣ , where ⇣ ⇡ 1.2± 0.1 [85].

Therefore, the visitation frequency distribution follows, P (f) ⇠ f
�(1+ 1

⇣ ).

2.3 Individual-level Mobility Models

Individual mobility modeling is the mathematical formalization of individuals’ tra-
jectories. Various models are developed to incorporate some of the fundamental
statistical features characterizing human mobility. This section describes some of
the most commonly used individual mobility models and highlights what statistical
properties they integrate and how they deviate from real traces.

2.3.1 Lévy Flight

Lévy Flight is a classical Random walk model, and a heavy-tailed jump lengths
probability distribution characterizes it. In accordance with previous findings of
Brockmann et al. [19], Lévy Flight can be used to model human displacements.
However, it is marked with a super-diffusive MSD, which contradicts the ultra-slow
spatial diffusion property (cf. Section 2.2.2). Additionally, in the Lévy Flight model,
short and long trips have the same duration, which is unrealistic. In particular,
the model does not verify the slow-down tendency for location discovery property
(cf. Section 2.2.2). The probability of visiting any new location is expected to be
asymptotically uniform everywhere [45]. Therefore, this model does not accurately

4Zipf’s law is a relation between rank order and frequency of occurrence. This means when
observations (e.g., locations) are ranked by their frequency, the frequency of a particular observation
is inversely proportional to its rank [5].
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mimic human mobility patterns and can only be a rough representation of human
movements.

2.3.2 Continuous-Time Random Walk (CTRW)

CTRW is a Random walk with two independent random variables, the displacement
�r, and the waiting time �t, both of them having heavy-tailed distributions. This
suggests its relevance for modeling human movements. Besides, this modeling can
engender either sub-diffusive or super-diffusive behavior depending on the parame-
ters of displacement and waiting time distributions. However, using two real-world
mobility traces, Song et al. [85] report that the CTRW model is in conflict with the
main statistical laws governing individuals’ mobility (cf. Section 2.2.2).

• An almost steady tendency for location discovery: while Song et al. [85]
and Alessandretti et al. [6] confirm the sublinear growth of the total number
of unique locations S(t) ⇠ t

µ, with µ  0.66± 0.02 for different types of data
sources, the CTRW suggests that µ = 0.8±0.1. This indicates that the CTRW
model overestimates the inclination of individuals to discover new places.

• A uniform visitation frequency: the CTRW as a Random walk model
integrates the property of uniformity of visit [85]. This contradicts the pref-
erential return property. Individuals have a strong tendency to return to a
few locations such as home or workplace while rarely visiting others such as a
theater or a bar [46].

• Unremitting diffusion: opposing the ultra-slow diffusive human behavior,
the scaling of the MSD in the CTRW suggests that an individual will asymp-
totically drift away from her original location. Although the impromptu mo-
bility behavior of individuals, the ingrained homecoming regularity slows down
diffusion excessively [46].

The CTRW model is a simple, tractable, and scalable model. Yet, using it to
model individuals’ mobilities is incomplete and induces considerable deviations from
empirical data.

2.3.3 Exploration Preferential Return (EPR)

Song et al. [85] propose considering the notions of Exploration and Preferential
Return when modeling human movements. For explorations, they suggest that
the probability of visiting a new location decreases with time and consider the
following exploration probability, Pnew = ⇢S

�� , where S is the number of distinct
visited places, and ⇢ and � are parameters of the model determined by empirical
data. The walking distance, as well as the waiting time, are in this case chosen
from the distributions P (�r) and P (�t), respectively. The direction is randomly
chosen. For returns, the authors consider the complementary probability of Pnew,
Pret = 1 � ⇢S

�� . Moreover, they integrate the preferential return property. They
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2.3. Individual-level Mobility Models

quantify the preferential attachment as follows, the probability ⇧i for an individual
to visit a known location i is proportional to her number of visits to i, i.e., ⇧i = fi.

The proposed EPR model is able to overcome the deviations of Random walk
models in reproducing individual mobility. Specifically, it generates heavy-tail trip
distance and waiting time distributions. Besides, it can reproduce the ultra-slow-
growth property of the radius of gyration as well as the heterogeneity of the total
covered areas feature (cf. Section 2.2.2).

Although the EPR model made significant improvements in mobility modeling,
the generated traces still suffer from inconsistencies compared to real-world ones.
Namely, the preferential attachment property as defined in the EPR model leads to
two discrepancies [14].

• Cumulative advantage: the preferential attachment property stipulates
that the earlier a location is discovered, the more it is visited. In other words,
an early-visited place will seemingly be one of the most visited ones.

• Preserved preference: the EPR model assumes that individuals’ spatiotem-
poral regularities and routines remain stable. Though individuals’ preferences
evolve and change over time, some places are integrated into the regularly
visited places set while others are withdrawn.

Besides, the EPR’s exploration modeling is elementary and not realistic. First,
although the decreasing tendency of discoveries of new places reported in the lit-
erature, a clear definition of what is exploration is missing. This means that the
decreasing trend to explore can be biased. Second, in the EPR, the waiting time
and the walked distance are independently chosen. This implies that the walked
distance can be irrealistic [73].

Pappalardo et al. [73] propose an extension for the EPR model to overcome the
latter issue (i.e., preserved preference). The next location where an individual is
going to explore is chosen depending on both its distance from the current position
and its social relevance. In their empirical analysis, the authors show that the
social context plays a significant role in discovering new places and that individuals
are attracted by popular locations when exploring. The authors report substantial
improvements and show that their generated traces are closer to real-world data and
can reproduce the empirical heterogeneity of mobility behavior.

Further improvements in modeling returning habits are proposed in the litera-
ture, such as the recency model proposed by Barbosa et al. [14]. Likewise, modeling
exploratory visits are gaining more and more attention, such as the recent work of
Cornacchia et al. [27] that models exploratory visits by simultaneously considering
spatial, temporal, and social dimensions.

In this thesis, we seek to better understand and characterize exploration-like
visits that can serve in exploration mobility modelings.
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2.4 The Prediction of Human Mobility

Previous research has shown that human movements are far from being random [19],
and the most startling is the significant regularity exhibited by individual trajec-
tories. Individuals follow simple, reproducible patterns described mathematically
on many spatiotemporal scales [46, 85]. This section outlines the most widespread
prediction task formulations of human mobility. Next, it describes the most preva-
lent approach to measuring the theoretical predictability extents of human traces,
adopted in the following chapters. Then, it reviews some of the prediction tech-
niques developed to forecast future individuals’ whereabouts. Finally, it lists the
main factor impacting the predictability of human movement.

2.4.1 Mobility Prediction Tasks

There exist several ways to define the mobility prediction task depending on (i) the
objectives of the forecasts and (ii) the contextual view, i.e., global/local view of the
data.

According to the objectives of the forecast, human mobility prediction can be
about (i) predicting the location of an individual within the next time-bin, i.e.,
next-cell prediction (cf. Figure 2.1a), or (ii) predicting the next location to which
an individual will perform a transition, i.e., next-place prediction (cf. Figure 2.1b).

?

?

?

(a) Next-cell prediction.

?

?

(b) Next-place prediction.

Figure 2.1: Mobility Prediction Tasks.

• Next-cell prediction: Given an individual’s sequence of timestamped travel
events and considering a time window �t, the next-cell prediction task at-
tempts to answer the subsequent question, where will the individual be at time
t + �t? The triggering element is the time; after each period �t, the sys-
tem tries to forecast the future location of the individual (cf. Figure 2.1a).
This prediction task is extensively adopted in the literature, with different
time windows from a few minutes [60] to multiple hours [86, 19]. The accu-
racy of prediction achieved by this formulation can be very high, exceeding
90% [16, 32].
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• Next-place prediction: This formulation is independent of the temporal
dimension. It encompasses two main tasks: (i) predicting when an individual
will make a transition (ii) predicting where the individual will go next (cf.
Figure 2.1b). More precisely, the next-place prediction task aims at forecasting
transitions between places [52]. Hence, the triggering element is the user’s
transition from her current location. The predictive performances achieved
using this formulation are substantially lower than those achieved by the next-
cell prediction with an accuracy of prediction of about 70%, mainly due to the
elimination of self transitions [52, 32]. This prediction is one of the most
challenging tasks [32, 93]. Admittedly, the stationary mobility behavior of
the individuals is overlooked, i.e., the absence of consecutive records with the
same location. Thus the system is more sensitive to the diversity of locations.
Yet, predicting transitions between places can be more appealing for many
domains.

According to the contextual view, the prediction approach can be (i) personal, i.e.,
solely based on the individual’s whereabouts [86, 52, 62], or (ii) joint, i.e., by using
both the individual’s whereabouts and common patterns and information [43], [93],
and [57].

• Personal prediction: In this prediction approach, the forecasts are solely
based on self-information. Namely, considering the sequence of timestamped
travel events of an individual, only her personal data are utilized to infer her
future travel events. Personal-based models generally perform well in mobility
prediction with dense and rich data sets [41, 62, 87, 44, 63]. Moreover, they
are relatively privacy-preserving as they do not need a global view of the
mobility traces, i.e., information of the surrounding individuals [38]. However,
the predictive performances are highly impacted by the quality of the data.
In particular, today’s sparse and limited data records, such as in LSBN, are
not always suitable with such high requirement approaches [38, 78].

• Joint prediction: In addition to the timestamped travel events of the con-
sidered individual, this prediction task requires a global view of the crowd and
information about common mobility patterns to infer future travel events.
Joint-based methods usually assume the existence of sub-groups sharing sig-
nificant similarities in mobility behavior [10, 20, 7]. Following group identifi-
cations, the similarities observed within each group are used to support the
forecasts of future travel events of individuals of these groups. This approach
comes to overcome the difficulties encountered by personal-based methods with
data quality [10, 38]. Promising performances are achieved with this approach.
Nonetheless, these benefits come at the cost of centralized data training and
hence raising privacy concerns [38].
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2.4.2 Theoretical Predictability

Over the last decades, entropy has been extensively used to evaluate the randomness
remaining in information flux [9]. Entropy is an information theory tool introduced
by Shannon [80] that determines the minimum amount of storage and transmission
required to give a complete description of the communicated data. It is defined
as [80], H(X) = �

P
x2X

p(x) ⇥ log2 (p(x)), where X is a random variable taking

values from the alphabet X , p(x) = Pr{X = x} is the probability that the outcome
X equals x, x 2 X .

When the random variables form a stationary process 5, the entropy measure
H(X1, X2, . . . , Xn) grows linearly with n at a rate H(X ). The rate H(X ) is noted
as entropy rate and is interpreted as the best achievable data compression [29].
Given the broad use of stationary processes as mathematical models of various sys-
tems and phenomena [86, 18, 40], entropy rate arises as a natural and essential
measure of uncertainty in a wide range of applications, notably in human mobil-
ity [86]. Entropy and its extensions are also used to measure predictability, that is,
quantifying how much observations from the past can tell us about the future [15].
In practice, entropy-based predictability is proven to be one of the most effective
tools to estimate predictability [36].

In the field of human mobility, Song et al. [86] establish the foundation to mea-
sure the predictability of human mobility trajectories. In what follows, we present
the methodology proposed by Song et al. [86] that is extensively used in mobility
research and adopted in the coming chapters.

Let X = {Xi} be a stationary stochastic process representing an individual’s
mobility trace of n records. Where Xi is a random variable describing the location
of the individual at time i. The entropy rate H(X ), also denoted S can be written
as [86],

S ⌘ lim
n!1

1

n
S(X1, X2, . . . , Xn). (2.4)

By applying the chain rule to Eq. (2.4) and noting S(n) ⌘ S(Xn|Xn�1, Xn�2, . . . , X1),
the entropy rate can be written as [29],

S ⌘ lim
n!1

1

n

nX

i=1

S(i). (2.5)

Entropy rate is usually referred to as entropy. Subsequently, in the absence of
confusion between the two concepts, as we only deal with mobility traces that are
assumed to be stationary processes, we employ entropy to refer to entropy rate.

To evaluate the randomness present in mobility trajectories, Song et al. [86]
assign three entropy measures to each individual having a mobility trace of size n

with N distinct locations:
5A stationary process is a stochastic process that does not change its statistical properties with

time [74].
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• Real entropy S: It takes into account both the temporal order as well as
the visitation frequency to the distinct locations (Eq (2.5)). The real entropy

S is estimated by, Sest =

✓
1
n

nP
i=1

⇤i

◆�1

⇥ log2(n) [55]. ⇤i is the length of the

shortest subsequence that did not appear in the mobility sequence from index
1 to i� 1, and which appears for the first time starting from index i.

• Temporal-uncorrelated entropy S
unc: It captures the regularity of the

individual in space, whereas the temporal dimension is overlooked, i.e., the
order of visit is not taken into account. When the probability of the next
location is independent of the current one, Eq. (2.5) is equivalent to S

unc =

�

NP
i=1

pi ⇥ log2 (pi) [86], where pi is the probability of visiting the location i.

• Random entropy S
rand: This estimation stipulates that each location i in

the mobility trace has the same probability of being visited, i.e., pi = 1
N . It is

given by S
rand = log2 (N).

In reliance on the entropy measures, Song et al. [86] propose a method to estimate
the upper bound predictability ⇧max of human trajectories by solving the following
equation, S = H(⇧max) + (1�⇧max)log2(N � 1) [86].

Leveraging a three-month-long CDR traces of 50,000 users, Song et al. [86]
measure the three aforementioned versions of entropy (i.e., S real, Sunc temporal-
uncorrelated, and S

rand random) and the corresponding upper bounds predictability
(⇧max, ⇧unc, and ⇧rand). They reveal a striking lack of variability in human mo-
bility patterns. Notably, the distribution of the real entropy S shows a peak at
around 0.8, indicating that if an individual chooses her next location randomly, it
can be found on average among two locations 20.8 ⇡ 1.74. Moreover, P (⇧max) has
a peak at around 0.93, which means that only 7% of the time an individual’s move-
ments appear to be random. This has led to growing interests in understanding and
predicting human mobility.

2.4.3 Practical Predictability

Building upon the above findings, many advanced predicting algorithms are designed
attempting to approach the upper bound predictability, such as Markovian predic-
tors [41, 62], Bayesian network models [43, 7], neural network algorithms [58], or
advanced deep learning approaches [90]. In this section, we briefly present some of
the practical prediction techniques that we adopt in the following chapters. Subse-
quently, we review the state-of-the-art on human mobility prediction.

2.4.3.1 Mobility Predictors

This thesis uses two categories of mobility predictors, namely, Markov-based meth-
ods and compression-based methods. Markov-based methods include Markov Chain
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(MC) and compression-based methods include Prediction by Partial Matching (PPM),
Sampled Pattern Matching (SPM), and Active LeZi (ALZ).

MC: It is a stochastic process that consists of a sequence of possible states and a
transition matrix describing its states’ changes. An MC satisfies the Markov prop-
erty, i.e., predictions regarding future outcomes are solely based on the present state.
The memory of an MC can be increased to include more past states k for its predic-
tions and are referred to as k�order MC [41]. MCs are extensively used as statistical
models of real-world processes. Namely, Liao et al. [59] and Song et al. [86] suggest
using MCs for the modelization of human mobility traces. More precisely, a user’s
mobility trace can be viewed as a sequence of random variables {X1, X2, . . . , Xn},
where a state corresponds to a location Xi, and a transition corresponds to the prob-
ability of moving from one place to another [86, 41]. The prediction of the current
location of Xi is performed by building a transition matrix of probabilities and solv-
ing the following maximization problem: x

⇤
i = argmax

x
P (Xi = x|xi�1, . . . , xi�k),

where xi�1, . . . , xi�k are the k previously visited locations [86]. Several methods
are employed for the estimation of the probabilities, such as Markov Chain Monte
Charlo (MCMC)-based estimators [30, 2, 59] or Maximum Likelihood Estimation
(MLE) [87]; in this thesis, we employ the latter. MCs are simple to use, efficient,
and have low computing costs [59, 41].

PPM: It is a widespread statistical data compression method. Considering a se-
quence of symbols, it utilizes variable size context to predict the next symbol or
context [64]. A k�order PPM is a combination of MCs of orders ranging from k

to 0 and an escape mechanism [64]. To predict the next symbol, the longest previ-
ously encountered context is used. If the current symbol is new in the context, an
escape code is transmitted, and the size of the context is shortened by dropping one
symbol. The escape mechanism and shortening of the context are repeated until
reaching a match or a case with no match, i.e., m = 0 [26]. In human mobility pre-
diction, the mobility trace of an individual can be viewed as a sequence of symbols,
in which each symbol represents a location. In this thesis, we use the PPM scheme
implementation proposed by Moffat et al. [64].

SPM: Jacquet et al. [53] propose a predictor based on pattern matching, referred
to as SPM. Given a sequence of symbols X1, X2, . . . , Xn, the algorithm starts by
identifying the maximal suffix Xi, Xi+1, . . . , Xn that occurs earlier in the sequence,
such that Xi, . . . , Xn = Xi�j , . . . , Xn�j for a j 2 [1, n]. The SPM scheme is similar
to a k�order MC, but instead of using a context of length k, the suffix of interest is
a fixed fraction ↵ of the maximal suffix. This means that only an ↵ 2 (0, 1) fraction
of the Xi, Xi+1, . . . , Xn is employed to predict the future context. In the field of
mobility, individuals’ traces can be viewed as sequences of symbols [87].

ALZ: It is a sequential scheme based on the LZ78 data compression algorithm [100]
developed by Gopalratnam and Cook [47]. The ALZ algorithm can be viewed as a
k�order MC that incorporates a sliding window approach. Specifically, to predict
the next symbol of a sequence X1, X2, . . . , Xn, ALZ maintains a window of the

22



2.4. The Prediction of Human Mobility

immediately preceding symbols. The size of the window k is chosen to be equal to
the length of the longest suffix seen in a classical LZ78 parsing. This means that,
first, the sequence of contexts is parsed into s(n) sub-contexts Y1, Y2, . . . , Ys(n), where
each Yi is the extension of an Yj sub-context with 1 < j < i [100]. Then, the length
of the longest sub-context Yi is taken as the size of the window. Following, within
the window, ALZ gathers statistics on all possible contexts. This allows building a
better approximation to the k�order MC [47]. In human mobility prediction, the
ALZ manipulates mobility traces as sequences of symbols.

2.4.3.2 Literature on Mobility Prediction

Existing individual-level predictors seek to forecast the future location of a given
user [41, 62, 10, 63]. They can be classified into two categories: personal or joint
(cf. Section 2.4.1).

To enable the comparison and the evaluation of mobility predictors, a common
metric is established, the accuracy of prediction, it is given by,

accuracy =
number of correct predictions
total number of predictions

. (2.6)

Markov-based models are common models for personal predictors. Gambs et
al. [41] propose an MC predictor that exploits the n previously visited locations to
predict future visits. Using GPS mobility traces, they reveal that the next location
can be predicted with a markedly high accuracy of 70% – 95%. Likewise, papers [62]
and [87] use Markov-based models. The former uses a varying order MC model,
where the order is high when the historical information is limited and becomes
smaller when the historical trajectory is over 100 points. The achieved accuracy
of prediction with a first-order MC model on a CDR dataset surpasses 90%. The
latter exploits several methods 0-order MC, LeZi, PPM, and SPM to infer future
locations based on past history. They show that Markov predictors work as well
or better than more complex compression-based predictors and report an accuracy
of prediction between 65% and 72% for Dartmouth’s campus-wide Wi-Fi wireless
network.

In contrast to the works mentioned above that tackle the next-cell prediction
problem, Gidofalvi et al. [44] consider the next-place prediction (cf. Section 2.4.1).
The authors propose an inhomogeneous continuous-time Markov model to predict
when a user will leave her current location and where she will move next. The eval-
uation of the predictive performance with a GPS dataset reports that the accuracy
of prediction is above 67%. Other more complex methods are employed for personal
predictions. For instance, Mathew et al. [63] propose a hybrid approach that first
clusters the locations according to their characteristics (temporal period in which
they occurred), then trains HMM on each cluster. To predict the next visited place,
the model starts by identifying the most likely cluster then infers the future loca-
tion using the corresponding HMM. The authors measure a prediction accuracy of
about 13.85% with GPS trajectories. A further example, Feng et al. [37] employ the
Kalman filter to predict the future location of a vehicle.

23



Chapter 2. Background

Nonetheless, these conventional personal models fail to predict visits to new
locations [93, 32]. Hence, several joint methods that train on aggregated data are
more and more employed to enhance the predictive performance of individuals’
mobility. Asahara et al. [10] propose a Mixed Markov chain Model (MMM) that
first classifies the users into groups of similar users. Next, to predict the future
location of a user, it trains an MC predictor for all users of the group to which
she belongs. The authors compare the performance of the MMM with the MC
and HMM models. They report an accuracy of prediction of 16.9% (45.6%) for
MC, 4.2% (2.41%) for the HMM, and 74.1% (64%) for the MMM when predicting
transitions between locations with simulation (real-world GPS) data. Calabrese et
al. [20] introduce a predictor that combines an individual’s past mobility choices
with collective behavior to help (i) predict the likelihood the user changes location
and (ii) infer the type of geographical areas that should be similar to the type that
interest the collectivity at the given time. Using a CDR dataset, the authors report
a good level of accuracy in terms of prediction error (60% of the errors are zero).
Alhasoun et al. [7] propose a Dynamic Bayesian Network approach that couples
friends "similar strangers" records to increase the accuracy in predicting the next
location. They report an accuracy of prediction of 60.03% by relying on timestamped
geographical data in addition to social contact contextual information.

While most of the previous works base their forecasts on timestamped geo-
graphical data, the recent availability of enriched geo-tagged datasets with various
contextual information brings new opportunities to enhance the prediction task [32].
Nonetheless, such data sources are not publicly available. Moreover, with the emerg-
ing requirements of privacy protection, handling such data raises serious privacy con-
cerns. Therefore, scholars strive to consider privacy issues straightforwardly in the
modeling and system or bypass them by employing the least possible data [17, 91].

2.4.4 Factors Impacting Predictability and Prediction

Several studies attempt to dig out the significant factors that affect the ability to
foresee human mobility and shed light on the origins of the limitations in predicting
the next location:

Spatial and temporal resolutions: Jensen et al. [16] examine the upper bound
predictability ⇧max using various types of mobile sensor data. Namely, Global Sys-
tem for Mobile Communications (GSM), WLAN, Bluetooth, and acceleration of
48 days’ records for 14 individuals. The distributions of the predictability of all
datasets peak at values larger than 0.8, corroborating the high predictability extent
of individuals’ whereabouts reported by Song et al. [86]. Moreover, they evaluate
the effects of varying the temporal resolution from a few hours to a few minutes and
report that the highest predictability is achieved with a time window of 4 min to
5 min.

Likewise, using high-resolution GPS traces of 40 individuals, Lin et al. [60] in-
vestigate the effects of the spatial and the temporal resolutions on predictability
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extent. They show that with a time window of one hour and spatial units of size
equal to 1/20 of the average coverage area of cell towers (3 km2), ⇧max can be as
high as 0.9. By varying the temporal window, they report surprisingly high scores
for ⇧max, exceeding 0.98 with time windows of 20 min or less. Conversely, shrinking
the size of spatial units leads to a decrease in performance.

Using cells of size of 563 m ⇥ 563 m, Smith et al. [83] compute the upper bound
over six temporal quantizations and attest that the highest performance is achieved
with the smallest time window, namely, 5 min. In contrast, the predictability ⇧max

drops considerably with the shrink of the size of the cells and approaches 75% for
cells of size ⇠ 35 m ⇥ 35 m.

Type of prediction: Using GPS traces, Ikanovic et al. [52] investigate the pre-
dictability extents with the next-place prediction task (cf. Section 2.4.1). They
show that the predictability ⇧max is significantly lower (peaking at around 0.71)
than previously reported with the next-cell formulation.

Further, employing GPS traces, Cuttone et al. [32] evaluate the maximum achiev-
able predictability with both next-cell prediction and next-place prediction formu-
lations. They find that the maximum predictability for the next-cell prediction
peaks at around 0.95, whereas it peaks at a substantially lower value, 0.68, for the
next-place prediction.

Throughout their investigations, Ikanovic et al. [52] and Cuttone et al. [32] reveal
that the low predictability achieved with the next-place prediction results from the
removal of stationarity effects. Put differently, irregular visits, particularly discov-
eries of new places, lower the potential predictability.

Novelty-seeking: Recent studies show the importance of considering individuals’
tendencies to explore and to discover new locations when predicting their mobil-
ity [32]. However, quantifying and evaluating the impacts of exploration-like visits
on prediction are yet to be addressed and researched.

Human trajectories show a high degree of potential predictability. This in-
spires scientists to design and develop advanced predictors able to forecast
individuals’ future whereabouts. However, several factors can impact pre-
dictability, such as the quality of the data, the adopted prediction formu-
lation, and, most importantly, individuals’ preference for discoveries of new
places. Whereas the formers have been widely investigated, the impacts of
exploratory visits on prediction have rarely been addressed.

2.5 Heterogeneity of Routine, Diversity, and Exploratory
Visits

Although the reported scaling properties ruling human movements, human mobility
behavior is heterogeneous. For instance, through their analysis of regularity and
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diversity of visits, Pappalardo et al. [73] reveal the existence of two distinct mobility
profiles: n�explorers and n�returners, where n is the number of the most significant
locations considered for the dichotomy. n�Explorers are characterized by a dynam-
icity of visits; they visit more than n distinct locations day-to-day. n�Returns are
marked by a steadiness of visits; they limit their mobility between a few places (less
than n on a daily basis).

Likewise, Naghizade et al. [68] propose a movement diversity measure TRip DI-
versity Measure (TRIM) able to distinguish between regular individuals and irregu-
lar ones. Specifically, given an origin and destination pair of locations, the proposed
TRIM metric quantifies the regularity of an individual’s movements by comparing
the prefix tree of all the trips and the theoretical maximum trip diversity modeled
using a theoretical full prefix tree. The proposed metric can capture the diversity of
movements as well or better than the combination of several state-of-the-art metrics,
such as the radius of gyration or the displacement.

Supporting the existing heterogeneity in human visits, particularly in terms of
types of movements, Scherrer et al. [78] reveal the existence of two main categories of
users (i) travelers, who are active and have a more diffused mobility, and (ii) locals,
who roam in small and compact areas and move slowly. The authors propose a data-
driven approach to identify sub-groups of individuals displaying similar mobility
behavior. They derive several features commonly used in mobility research from
the spatiotemporal footprints of the individuals, such as the number of stops, the
number of visited locations, or stop duration. Then apply the unsupervised learning
PCA approach on the extracted features to identify the most significant clusters.

Several mobility profiling approaches are proposed in the literature [10, 24].
Nevertheless, most methods are based on the regularity or diversity of visits, such
as the dichotomy proposed by Pappalardo et al. [73] and the regularity quantification
introduced by Naghizade et al. [68]. On the contrary, Scherrer et al. [78] propose a
data-driven approach but do not provide insights on the exploration phenomenon
or the related features.

2.6 Summary

This chapter provided the necessary background to understand individual mobil-
ity and highlighted the exploration phenomenon as being a main limiting factor in
understanding, modeling, and predicting individuals’ trajectories. First, it started
with an overview of the data sources used in mobility research. Next, it outlined
the general metrics commonly used to describe human movements as well as the
statistical properties governing human mobility. Then, it presented state-of-the-art
mobility models. Following, it gave an overview of the theoretical and practical
predictability of human mobility traces. Finally, it emphasized the existing hetero-
geneity in routine, diversity, and exploratory visits.

In the next chapter, we present the leveraged data sources as well as the pre-
processing procedure followed to prepare the data.
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Description of the used data
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Our attempt to understand individuals’ proclivity to explore relies on the avail-
ability of datasets. For an utter capture and study of novelty-seeking tendencies,
it is highly recommended to leverage large-scale data sets or multiple data sources
with detailed information on individuals’ whereabouts. Such data sources ensure
a reasonable assortment of human mobility trajectories and hence are eligible for
statistical validations and generalization of the drawn conclusions. In this context,
this thesis employs several fine-grained datasets.

This chapter starts with a description of the used data sources. Next, it presents
the temporal sampling and spatial tesselation applied to the data to have uniform
and comparable features. Then, it explains the procedure ensued to complete miss-
ing records. Finally, it outlines users’ filterings.

3.1 Description of the Used Data

This thesis uses two categories of real-world mobility traces; three GPS datasets and
one CDR dataset. The characteristics of the datasets are detailed in Table 3.1.

Table 3.1: Datasets description.

Dataset Type Users Duration Frequency Records
Macaco [1] GPS 132 34 months 5 min 900 k

Privamov [65] GPS 100 15 months few seconds 156 M
Geolife [97, 99, 98] GPS 182 64 months 1 to 5 seconds 900 k

ChineseDB [23] CDR 642k 14 days 1 h 150 M
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3.1.1 GPS Data Sources:

Mobile devices equipped with at least proximity sensors allow tracking individuals’
movements with the highest level of accuracy and temporal frequency [42]. In this
work, three GPS datasets are used:

• Macaco Dataset, From the European CHIST-ERA Macaco Project:
The dataset was collected by the EU CHIST-ERA MACACO project [1]
through the Android crowdsensing mobile phone application MACACOApp.
It collects the digital activities of 132 volunteers who gave informed consent
from 6 different countries. The project follows the French Commission Na-
tionale de l’Informatique et des Libertés privacy enforcement rules to warrant
prticipants’ privacy. It provides long-term and fine-grained digital activities
logged with a fixed periodicity of 5 min. The data collection took place be-
tween May 2015 and April 2018 (34 months) and comprises more than 900k
GPS tuples. Each GPS record (dev_id, timestamp, lat, lon) includes a user
ID, a timestamp, and location information, i.e., GPS coordinates. For project-
related privacy policies, this dataset is not publicly available.

• Privamov Dataset, From the French Priva’ Mov Project: This pri-
vate data was collected by the Priva’Moav project [65] through a crowdsensing
application exploiting several sensors, namely, GPS. The crowdsensing cam-
paign spans 15 months, from October 2014 to January 2016, with a frequency
of sampling roughly equal to a few seconds. It contains around 156 million
GPS records of 100 volunteers from the city of Lyon in France. Every tu-
ple consists of four parts, an anonymized user ID, the date of collection, the
latitude, and the longitude.

• Geolife Dataset, Collected by Microsoft Research Asia: Geolife is a
publicly available dataset released by the Microsoft Research Asia project [97,
99, 98]. The dataset stores information about the mobility traces of 182 indi-
viduals broadly distributed in over 30 cities, mainly in China, the USA, and
Europe. The project provides GPS tracks with varying frequency of sampling
from 1 s to 5 s. The data collection spans more than 64 months time period,
from April 2007 to August 2012, and contains more than 926k GPS tuples. In
the dataset, a GPS trajectory is represented by a sequence of time-stamped
location data, i.e., latitude and longitude.

3.1.2 CDR Data Sources:

Nowadays, mobile phones are ubiquitous technological devices in our day-to-day
life. They offer a good proxy for capturing human footprints and hence the study
of their mobility patterns [72]. We use one CDR dataset captured through phone
calls and message exchanges.

• ChineseDB Collected by Shanghai University: This is the most signifi-
cant dataset used in this thesis. It was collected by a major network operator
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in China [23]. The data source gathers the mobile phone activities of 642k
anonymized mobile phone subscribers from a central area in Shanghai. Per-
user, the experiment merges the locations collected within each hour to ensure
a frequency of one sample per hour. Each location of an hour represents the
user’s centroid within it, with the precision of 200 m according to the instruc-
tion of the data provider. It provides a higher spatial resolution compared
to classical CDR data. The data collection covers a period of 14 days and
comprises more than 150M tuples. Each tuple record contains the identifier of
the user, the date of collection, and the location coordinates, i.e., the latitude
and the longitude of the centroid of the locations where the user was for the
last hour.

3.2 Spatial Tessellation and Temporal Sampling

We focus on the location data, i.e., latitude and longitude. Hence, we reconstruct the
mobility trace Hu of each user u of the leveraged datasets by extracting the sequence
of recorded locations along with the associated timestamps at fixed time periods �,
Hu = h(t0, lon0, lat0), (t1, lon1, lat1), . . . (tn, lonn, latn)i, where ti = t0 + i⇥ �.

Spatial Tessellation: Due to GPS and CDR range errors, locations are usually
defined by spatial grid IDs or Points Of Interest (POI). Following customary prac-
tice [32], we superpose uniform grids of size cm ⇥ c m on the geographical maps
(see Figure 3.1).

Figure 3.1: An overview on the partitioning of the city center of Beijing into squared
cells of size 2 km⇥ 2 km.

Next, we project the locations coordinates (lati, loni) to convert them into spatial
grid IDs (IDi = b

loni
c c, b

lati
c c). Hence, the mobility trajectory of the individual u

is converted into sequences of timestamped discrete symbols –a discrete mobility
trajectory–, Tu,c = h(t0, ID0), (t1, ID1), . . . (tn, IDn)i.
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Temporal Sampling: Recall that in each GPS data source, the locations data of
the users are obtained at different temporal rates. To enable the comparison between
outcomes of the different GPS datasets and ensure the validity and generalization of
our conclusions, we re-sampled all the GPS data sources to have an equal frequency
of one sample every �GPS min. For the CDR dataset, we use �CDR h, which values
are specified in Section 7.3.

3.3 Data Completion

In CDR data, the sampling rate is inherently dependent on the phone activities
(calls and messages) frequencies of an individual. Thereby, the mobility information
provided by CDR is usually incomplete [76, 39]. Likewise, some records can be
missing in the GPS datasets due to delayed measurements produced by the sleeping
phases of mobile devices collecting the data [1]. Therefore, to enlarge the availability
of human footprints and to have more uniform and complete traces, we comply with
some steps proposed by Chen et al. [23] and complete with the most significant and
visited locations as follows,

• Workplace A: Per individual u, we identify if existing the most frequent
daily location IDwpA between 10 am and 11 am and name it workplace A.

• Workplace B: When possible, we locate the most visited location IDwpB

between 2 pm and 5 pm and name it workplace B.

• Home location: If available, we determine the most prevalent place IDh

between 2 am and 6 am (night), which we refer to as home location.

Once home (IDh), workplace A (IDwpA), and workplace B (IDwpB ) locations are
identified:

• If a record is missing at tx between 10 am and 11 am and IDwpA 6= ;, we
complete the trace Tu,c with a new record (tx, IDwpA).

• If a record is missing at tx 2 [2 pm, 5 pm] and IDwpB 6= ;, we add the tuple
(tx, IDwpB ) to the mobility trajectory Tu,c.

• If a record is missing at tx 2 [2 am, 6 am] and IDh 6= ; , we add to the mobility
trajectory Tu,c the record (tx, IDh).

3.4 Data Filtering

The limited granularity of the data as well as the low quantities of data generated
per-individual lead to questionings about the reliability of the results and cause,
in some cases, biased conclusions. Therefore, to capture a more thorough picture
of the mobility behavior of the users, we filter our "idle" users. In this thesis, we
consider two different filtering procedures, depending on the goals of each chapter.
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• Filtering F1: We first define a complete day of data as a day in which
a user has a record at least each �

⇤
GPS min (�⇤CDR h) for the GPS datasets

(CDR dataset). This means for each day if the user does not have a record
within the �⇤GPS min (�⇤CDR h) succeeding her last record, the day is incomplete.
Following this, we filter out "idle" users and select only participants with at
least x days of consecutive and complete days of data. This filtering is used
when the quality of days of data is more priority than the number of users,
such as users’ characterization and features extraction that are sensitive to the
contiguity and quality of days of data.

• Filtering F2: In this filtering, the condition for a complete day in F1 is
relaxed to a day in which a user has on average one record each �

⇤
GPS min

(�⇤CDR h) for the GPS datasets (CDR dataset). Next, we filter out "idle" users
and select only participants with at least x days of complete days of data with
temporal gaps tolerance (the definition in F2 of a complete day of data allows
leveraging a larger number of users at the cost of having sparser traces). This
filtering is used when the long-term data availability and the number of users
are prioritized.

GPS data aggregation Agg_gps: due to the small number of individuals
in GPS data sources and considering that these sources are of the same nature
(i.e., with the same frequency of sampling and duration of analyses), we
proceed as the following. We aggregate the filtered and manipulated GPS
datasets and label this new dataset as Agg_gps. The aggregation consists of
the simple concatenation of the datasets.

3.5 Summary

This chapter introduced the different real-world datasets of various size and sparsity
levels leveraged in this thesis. Following, it described the data treatment procedure
followed for the preparation of the data and users filtering. Further details on
experimental settings are provided in Appendix 7.3.

In the next chapter, special attention is given to exploration-like visits. Specif-
ically, it aims at understanding and quantifying individuals’ tendencies to discover
new places and capture the related mobility traits.
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Individual-level mobility research focuses on uncovering the mechanisms ruling
individuals’ movements [85]. Nonetheless, there exists a perplexity in understanding
and predicting individuals’ mobility patterns. Human beings’ movements are a
mixture of repetitive and regular transitions between known places and sporadic
discoveries of new areas [46, 73, 79], both subject to a certain degree of uncertainty
associated with free will and arbitrariness [6]. At each instant, an individual is
confronted with an extensive list of choices with regard to how and where to spend
her time and has two alternatives: she either returns to a place she visited in the
past or explores a new location. Contrary to the extensive literature investigations
on mobility regularity patterns, in this thesis, we focus on the discoveries of new
places and endeavor to understand the exploration mechanisms.

This chapter is a centralized place to discuss the definition and the capture of
individuals’ tendencies to discover new places. It starts with a general definition,
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identification, and characterization of individuals’ proclivity for novelty-seeking and
profiles the users accordingly. Next, it investigates the mobility traits of individuals
of each identified mobility profile. Finally, it goes deeper into the investigation of
the mobility behavior of each profile by reporting individuals of each group to the
temporal and spatial exploitation.

4.1 Novelty-seeking Capture

In this section, we start with a general definition of novelty-seeking in human mobil-
ity. Next, we present the adopted two-dimensional modeling of individuals’ visits.
Following, we detail the state-of-the-art approach and our proposed method for the
identification of novelty-seeking phases of the individuals. After this lightweight
novelty-seeking definition and identification and visits’ classification, we introduce
two metrics with the potential to capture individuals’ proclivity to explore. Fi-
nally, we use four real-world mobility traces to evaluate the proposed exploration
identification and mobility profiling methods.

4.1.1 Definition of Novelty-seeking

Human movements can be divided into two primary types of movements: explo-
rations and returns. An exploration can be defined as a discovery of a new loca-
tion and a return as a visit to a previously seen locality. These definitions, however,
comprise both desired-transitions and forced-transitions.
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Figure 4.1: Human movements classification.

• Desired-transitions: are mainly aroused by the free movement will of indi-
viduals and are expected to be more regular in time and space.
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• Forced-transitions: are inflicted by environmental circumstances, on which
the individual has no control and are usually viewed as random events or noise
while analyzing mobility traces.

By way of illustration of a forced-transition, the unexpected closing of a bak-
ery. Consequently, regular clients of the bakery either go to another bakery they
already know or search for a new one. Accordingly, explorations, as defined above,
comprise both desired-discoveries and forced-discoveries, and returns comprise
both desired-returns and forced-returns, as depicted in Figure 4.1.

To understand individuals’ mobility, one should consider our last classifica-
tion of transitions: desired-discoveries, forced-discoveries, desired-returns,
and forced-returns. However, the differentiation between desired transitions and
forced-transitions requires context-awareness along with an aggregated view of the
population motion where the forced-transitions are more discernible. Due to the lack
of contextual information in our datasets, hereafter, we consider the classification
between exploration and return types of movements.

4.1.2 Formalization of the Generic Mechanisms Governing Indi-

viduals’ Mobility

Let M be the Finite-State Automaton (FSA) describing an individual’s movements,
as shown in Figure 4.2, with two possible states: exploring (E) and returning (R).
An individual u can either be in the exploring state (E) or the returning state
(R). Two possible inputs can affect her state: return (TR or SR) by going back to
historically known locations and explore by discovering new spots (TE or SE). In the
exploring state E, discovering new areas (SE) has no effect and keeps the individual
in the state E. On the other hand, moving back to a known location (TR), though
recently explored, M shifts the state from E to R. In the returning R state visits
to usual places (SR) does not change the state; however, a discovery of a new spot
(TE), shifts the state back to the E state.

!!!! !"
""

"!
Figure 4.2: Finite-State Automaton M .
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4.1.3 Novelty-seeking Identification

Strictly speaking, for an individual, an exploration is the discovery of a new geo-
graphical location, i.e., a place that is not included in her daily routine or where
she was never seen before. But, how can we distinguish novelty-seeking visits from
routine visits?

In what follows, we describe the state-of-the-art approach and our newly tailored
per-user scheme to identify moments of novelty-seeking:

4.1.3.1 Baseline Identification

Existing works tackling the exploration problem have a naive approach to dis-
tinguishing between what is new and known. Given the mobility trace, Tu,c =
h(t0, l0), (t1, l1), . . . , (tn, ln)i of the user u, the first occurrence of a location lx in
Tu,c is viewed as an exploration event (cf. Figure 4.3) [32, 6]. This implies that the
first appearance of the home location or the workplace in the sequence is considered
to be a moment of novelty-seeking. Yet, overvaluing the frequency of exploration

ID0 ID1 ID2 ID0 ID1 ID0 ID3 ID2 ID4 … …
… …E E E E ER R R R

E: exploration
R: return

Figure 4.3: Novelty-seeking identification: Baseline approach.

events might twist the understanding of individuals’ tendencies to explore. Hence,
more accurate methods are essential for a more thorough identification of moments
of novelty-seeking.

4.1.3.2 Proposed Identification

For more precise identification of moments of novelty-seeking, we first propose a per-
user method to classify the visited locations into: (i) Routine Location (RL), i.e.,
locations used for return visits, and (ii) Exploratory Location (EL), i.e., locations
visited when being in the exploring phase. Subsequently, only the first occurrence
of EL locations are viewed as exploration events. We detail the two steps in the
following,

1. Location classification: To avoid considering the first occurrences of highly
visited locations such as home location or the workplace as moments of novelty-
seeking, we base our location classification method on the visitation frequency
metric (cf. Section 2.2.1).

Proposed location classification:

Let Fu = {l1, l2, . . . , ln} be the set of the distinct locations visited by the user
u. For each location li 2 Fu, we assign a weight fu(li) outlining its visitation
frequency in Tu,c (cf. Algorithm 1, Lines 4–5). It is given by,
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Algorithm 1 Visitation-frequency-based threshold classification
1: function Location_classification_1 (Tu,c, threshold)
2: fu, TRLu , TELu  ;
3: Fu  Unique(Tu,c) . Extract the distinct visited locations
4: for j in Fu do
5: fu[j] Frequency_of_appearance(j, Tu,c), . Eq. (4.1)
6: end for
7: for j in Fu do . Classify the locations into RL and EL
8: if fu[j] � threshold then
9: TRLu . Add(j)

10: else
11: TELu . Add(j)
12: end if
13: end for
14: return TRLu , TELu

15: end function

fu(li) =
frequ

�
li, Tu,c

�

|Fu|P
j=1

frequ
�
lj , Tu,c

�
, (4.1)

where frequ
�
li, Tu,c

�
is the number of occurrences of the location li in the

mobility trace Tu,c.

Next, we empirically determine a threshold ”threshold”, such that each lo-
cation li holding a weight fu(li) � threshold is assigned to the RL set (cf.
Algorithm 1, Lines 8–9). Otherwise, it is added to the EL set (cf. Algorithm 1,
Lines 10–11).

The tuning of the parameter threshold is critical; high values for threshold

can induce an overestimation of exploration events, while small values lead to a
neglect of novelty-seeking moments. We quantify its impacts in Section 4.1.5.2.

Baseline location classification: To evaluate the performance of the pro-
posed classification method, we compare it to the widespread location classi-
fication framework proposed by Papandrea et al. [71] described hereunder.

As in [71], we classify the visited locations according to their relevance (cf.
Algorithm 2, Line 5). The Relevance Ru(li) of a location li for a user u is
given by,

Ru(li) =
dvisit(li, u)

dtotal(u)
, (4.2)

where dvisit(li, u) is the number of days the individual u visited the location
li, and dtotal(u) is the number of days the individual has been active.

Following, as in [71], we use the k-mean unsupervised approach with three com-
ponents to classify the locations into: (1) Mostly Visited Places (MVP), i.e.,
locations most frequently visited by the user; (2) Occasionally Visited Places
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Algorithm 2 Baseline location classification
1: function Location_classification_2 (Tu,c)
2: TRelevance,u, TMV Pu , TOV Pu , TEV Pu  ;

3: Fu  Unique(Tu,c) . Extract the distinct visited locations
4: for j in Fu do
5: TRelevance,u[j] Compute_relevance(j) . Eq. (4.2)
6: end for
7: TMV Pu , TOV Pu , TEV Pu  k-means(TRelevanceu , 3) . Classify the locations into MVP,

OVP and EVP
8: return TMV Pu , TOV Pu , TEV Pu

9: end function

(OVP), i.e., locations of interest for the user, but visited just occasionally;
(3) Exceptionally Visited Places (EVP), i.e., rarely visited locations (cf. Algo-
rithm 2, Line 7).

2. Exploration identification: Initially, each user u has an empty set of known
locations Lu(t0) = ; (cf. Algorithm 3, Line 2). After classifying the visited lo-
cations into RL and EL locations, we add the commonly visited locations, i.e.,
RL locations, to her set of known locations Lu (cf. Algorithm 3, Line 4). Fol-
lowing, when analyzing her mobility trace Tu,c, if the current location li is not
present in Lu, the visit is considered to be an exploration and is then added
to Lu (cf. Algorithm 3, Lines 6 – 8). Else it is considered to be a return (cf.
Algorithm 3, Lines 9 – 10).

Algorithm 3 Novelty-seeking identification: Proposed approach
1: function Novelty-seeking_identification (Tu,c)
2: exploratory_moments, return_moments,Lu  ;

3: TRLu , TELu  Location_classification_1(Tu,c)
4: Lu  TRLu . Add RL to the set of known places
5: for j in Tu,c do
6: if j.id /2 Lu then . Identify moments of exploration
7: exploratory_moments.Add(j.t)
8: TELu .Remove(j.id)
9: else . Identify moments of return

10: return_moments.Add(j.t)
11: end if
12: end for
13: return exploratory_moments, return_moments

14: end function

4.1.4 Mobility Profiling

After dissecting human visits into explorations and returns, for each user u, we first
extract two sets:
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• Returning set retu: is a set containing the sets of consecutive returns, retu =
{r0, r1, . . . , rn}, where each ri = {l0, l1, . . . , lx} is a set containing the IDs of
the cells where the user u performed successive returns.

• Exploring set expu: is a set of sets of consecutive explorations, expu =
{e0, e1, . . . , en}, where each ei = {l0, l1, . . . , lx} contains the ids of the cells
where the user u performed successive explorations.

Next, we assign to each individual u two values: (1) #E = avg(|ei|), ei 2 expu,
the average number of her successive explorations – the average number of consec-
utive self-transitions she made in state E, and (2) #R = avg(|ri|), ri 2 retu the
average number of successive returns – the self-transitions she made in state R.

To characterize how users balance the trade-off between revisits of familiar loca-
tions and new-places discoveries, we define the following metrics that utterly capture
the exploration habits of an individual. The first metric captures the shifting habits
between the exploration and the return modes. The second metric captures the
susceptibility of users to remain in their routine rather than explore new places.

Definition 1 (Intermittency µ) is the sum of the average number of suc-
cessive explorations #E and the average number of successive returns #R,
µ = #R+#E.

The intermittency measure reveals whether an individual is versatile or prefers
to remain steady concerning a category of location (i.e., return or exploration).
Namely, it helps to recognize if a user is constantly fluctuating between visits to
familiar places and discoveries of new spots, or once she starts a discovery, she does
it repeatedly, before switching to revisits and vice versa.

Definition 2 (Degree of return ↵) is the angle whose tangent is the ratio
between the average number of successive returns R over the average number
of successive explorations E, ↵ = arctg

⇣
#R
#E

⌘
.

The degree of return describes the exploration conducts of an individual com-
pared to her returns. A high degree of returns suggests that: the average number
of successive returns is higher than the average number of successive explorations
#R > #E. Hence, the degree of return reveals what kind of explorer an individual
is: whether she visits many new places on a row or goes back to a familiar location
just after a few discoveries.

In what follows, we investigate whether the novelty-seeking habit is the same
among the population or if it is a distinctive property. Namely, if there exist patterns
followed by individuals while shifting between the exploration and return modes, or
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if there are several groups of users sharing the same habits but distinct from the
others.

4.1.5 Experiments

4.1.5.1 Data Description

We recall the reader with a brief description of the characteristics of the data we use
in the following experiments. We consider the filtering F1 that selects only users
that have at least 10 complete and contiguous days of data, and where a complete
GPS day (CDR day) of data is a day in which an individual has a record at least
each �

⇤
GPS=15 min (�⇤CDR=2 h). The number of users within each dataset are the

following: 87 users for Macaco, 69 users for Privamov, 101 users for Geolife, and
3761 users for ChineseDB.

4.1.5.2 Novelty-seeking Identification

(a) GPS datasets. (b) CDR dataset.

Figure 4.4: Complementary Cumulative Distribution Function (CCDF) of the visi-
tation frequency.

Figure 4.4 reports the visitation frequency distributions obtained from all traces.
For a general overview, we consider two different periods of data, 10 days and 1
month (this latter is obtained with the filtering F2 cf. Section 3.4). The GPS
Macaco, Privamov, and Geolife datasets, shown in Figure 4.4a, exhibit the same
behavior, where a huge number of locations are visited only a few times. In contrast,
a few places are frequently visited and have a very high visitation frequency score.
Approximately 70% of the locations hold a visitation frequency score lower than
10, accounting for highly regular patterns of visits consisting of small sets of places.
A less pronounced trend characterizes the visitation frequency distributions in the
CDR Figure 4.4b. Here we measure a smaller value for the same proportion (70%),
mainly due to the sparsity of the data. Although the datasets are different in nature,
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these results are very similar. Thus, we use the same settings for the parameter
threshold for all the datasets to classify the visited locations into EL or RL.

We consider two different settings for the parameter threshold,

1. Relaxed exploration identification: This setting aims at only recognizing
highly visited locations, such as home location and workplace, as RL. There-
fore, locations having a visitation frequency as high as level = 90% of the
frequency of visit of the most visited location are assumed to be RL, i.e.,

threshold =
|Fu|
max
j=1

(fu(lj))⇥ 0.9.

2. Refined exploration identification: This setting aims for a more thorough
identification of frequently visited locations. Hence, locations having a visi-
tation frequency as high as level% of the average visitation frequency to the

distinct locations are assumed to be RL, i.e., threshold =
|Fu|mean
j=1

(fu(lj))⇥level.

Using the baseline (relevance-based) location classification approach (Algorithms
2), we categorize the visited places into EVP, OVP, and MVP. Next, using the
refined exploration identification method, we measure the fraction of places within
each category of places (i.e., EL and RL) with level 2 {20, 80}%, and evaluate their
average visitation frequency, as shown in Figure 4.5.

Figure 4.5: (a-left) Percentage of visited places. (b-right) Average visitation fre-
quency. EVP, OVP, and MVP are categorized according to Algorithm 2. EL or RL
are categorized according to Algorithm 1 for level = 80% and level = 20%.

Figure 4.5 (a) reports the percentages of places classified within each category
extracted from our datasets; EVP, OVP, and MVP by Algorithms 2, EL or RL by
Algorithm 1.

First, we observe the high ratio of EVP jointly with OVP categorized by Algo-
rithms 2. For all GPS datasets, more than 78% of the places, i.e., EVP [ OVP, are
not integrated into the daily routines of the individuals. Note that the CDR dataset
describes visits in a smaller temporal resolution (i.e., per hour), which naturally
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impacts the precision in exploration inference of visits. Likewise, in all datasets,
the proportion of locations used for EL surpasses 78% when level is set to 80% and
is higher than 50% with level = 20%. Moreover, we can notice in the case where
level = 80%, the proportion of places classified as EL by Algorithm 1 corresponds
roughly to the percentage of places categorized as EVP [ OVP by Algorithm 2. In
contrast, in Algorithm 1 with level = 20%, the fraction of places labeled EL is almost
equal to the faction of locations classified as EVP by the baseline Algorithm 2.

Figure 4.5 (b) illustrates the proportion of the average frequency of visits towards
each category of places. Firstly, we see a markedly high proportion of visits to
locations used for RL, more than 90% of the visits are towards this category of
places for level 2 {20, 80}%. Whereas the same score is obtained by Algorithm 2
when taking MVP and OVP together. Additionally, the average frequency of visits
held by EL for all datasets with level 2 {20, 80}% is lower than the scores obtained
by EVP. Indeed, in the relevance-based approach, the importance of a location is
based on the number of days it was visited and not the amount of time she spent
within it. This means, for a user u, if she weekly visits the municipal library for 4
hours, this latter will have the same relevance score as the bakery where she goes
once a week for a few minutes only to buy a baguette.

In addition to the rate of places categorized in each group, we measure the
percentage of intersection between EL places and EVP, then between EL and EVP
[ OVP.

Table 4.1: Percentage of EL places present in EVP and in EVP [ OVP, with
level 2 {20, 80}.

EL (80%) 2
EVP

EL (20%) 2
EVP

EL (80%) 2
EVP [ OVP

EL (20%) 2
EVP [ OVP

Macaco 60.1% 47.71% 78.33 68.38%
Privamov 50.75% 36.58% 76.92 65.38%
Geolife 41.19% 33.76% 67.82 59.18%

ChineseDB 88.78% 61.94% 98.27 84.23%

In Table 4.1, we report the percentage of overlap between the locations classified
as EL with level 2 {20, 80}% at first with EVP locations only then with EVP
[ OVP. The fraction of places categorized as EL with level = 20% is closer to
the fraction of places categorized as EVP when level is set to 80%. The overlap
between EL and EVP is higher when level equals 80%. We can also observe that
when measuring the degree of overlap of EL with EVP [ OVP, the obtained scores
increase for both level = 20% and level = 80%, with a very high degree of overlap
for CDR ChineseDB reaching 98.27% for level = 80%. Succinctly, the difference
in our methodology quantifies the importance of a location in an individual’s daily
life. We notice the significant overlap between the classifications of our proposed
method and the baseline approach ones’.
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4.1. Novelty-seeking Capture

Thereby, setting level to 80% allows EL to capture exceptionally and occasion-
ally visited places as the baseline classification approach.

In summary, the proposed method, Algorithm 1, offers a satisfactory classification
of the visited places. First, it allows the detection of a higher number of places used
for exploration visits (EL). On the other hand, the visitation frequencies to these
locations are lower than the RL and EVP of Algorithm 2. Second, the performance
of Algorithm 1 with level = 80% allows the identification of a higher number of
places used for EL, and hence enables a more comprehensive detection of moments of
exploration compared to the setting with level = 20%. Indeed, the first occurrence
of a location in the set of a user’s EL locations is presumed to be a moment of
exploration.

In the remainder of this chapter, we consider the relaxed exploration identifica-
tion setting.

4.1.5.3 Mobility Profiling

After computing the intermittency µ and degree of return ↵ for each individual, we
use two clustering algorithms – the Gaussian Mixture probabilistic Model (GMM)
and the k-means clustering method – to attest whether we can split the population
into distinct cohesive and significant groups or not. To identify the best number of
components of the clustering algorithms, and hence, the individuals’ types, we use
the silhouette score statistical test [77]. We run one hundred fits for five different
sets of clusters (two to six). Then, we consider the mean value when choosing the
best score.
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(a) GMM.

2 3 4 5 6
Number of components

0.55

0.6

0.65

0.7

0.75

0.8

Si
lh

ou
et

te
 C

oe
ff

Macaco
Privamov
Geolife
ChineseDB

(b) k-mean.

Figure 4.6: (a) Silhouette score for the GMM. (b) Silhouette score for the k-means.

Figure 4.6 depicts the silhouette score obtained for the two clustering algorithms
GMM Figure 4.6a and k-mean Figure 4.6b. Figure 4.6a shows that the optimal
number of components for the GMM method varies from one dataset to another.
However, a clustering with three elements appears to be more equitable, as all
datasets have a score above 0.4. Likewise, the clustering with two components
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is approximately just as effective. Figure 4.6b depicts that two, three, and four
components are good candidates for the k-mean algorithm. Still, a clustering with
three groups seems to be more balanced amid the datasets. Accordingly, we have two
candidates for the best number of components. Nonetheless, we choose a clustering
with three components as it maximizes the minimal score for both of the clustering
algorithms and appears to be more meaningful for all of our data sources.

(a) Macaco. (b) Privamov.

(c) Geolife. (d) ChineseDB CDR.

Figure 4.7: Mobility Profiling.

We then apply the GMM and k-mean with three components on our data sources.
We roughly obtain the same groups for both clustering algorithms. Thus, we only
present the results obtained with the GMM algorithm. Figure 4.7 depicts the nor-
malized intermittency of individuals against their normalized degree of return and
displays the clusters resulting from applying the GMM algorithm on the GPS and
CDR datasets. We can observe that our metrics can clearly capture the dissimilarity
between the individuals in terms of human mobility dynamics. More importantly,
the GMM identifies three distinct groups with identical intermittency and degree
of return characteristics for all our data sources. We label the resulting groups as
Scouters (red), Routiners (green), and Regulars (blue).
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4.2. Spatiotemporal Characterization of Novelty-seeking

• Cluster 1: Scouters or extreme explorers, although holding varying degrees of
return ↵, they are remarkably lower than others’ scores. Moreover, they are
notably intermittent, i.e., they are constantly shifting between the exploring
and the returning states. These users are more prone to explore and discover
new areas.

• Cluster 2: Routiners or extreme-returners have a surprisingly large degree of
return. Besides, they tend to be steady in the different states of the automaton
M , i.e., they rarely break their routine. Hence, we can deduce that these users
rarely explore and prefer to stick among their common and known places.

• Cluster 3: Regulars adopt a medium behavior and have large degrees of return
compared to the Scouters. Though, their intermittencies are distinctly smaller
than those of Routiners. These users constantly alternate between explorations
and revisits. Yet, their proclivity to explore is less critical than Scouters’.

The proposed approach captures two major mobility features that fully describe
the exploration phenomenon, i.e., intermittency between returns and explorations
and the ratio of explorations compared to returners, and allows a natural clustering
of the individuals.

4.2 Spatiotemporal Characterization of Novelty-seeking

Here, we identify the specific mobility behavior traits of each profile: Scouters,
Routiners, Regulars. Hence, we extract some of the fundamental features used to
characterize human mobility from the spatiotemporal footprints of the individuals
(cf. Table 4.2). The derived features are divided into three groups: Relocation
Activities, Temporal Activities, and Spatial Activities.

• Relocation Activities: This category aims at quantifying and characterizing
individuals’ visits, transitions habits, and capturing uniqueness and repetitive-
ness of visits.

• Temporal Activities: This category relates to the behavior of individuals
in time and captures the amount of time spent by individuals exploring, re-
turning, and visiting distinct locations.

• Spatial Activities: The last category gives an intuition on the distances
walked by individuals when performing each type of visit and the covered
distances.

In what follows, due to the small number of users in each mobility profile for
the GPS data sources, we use the Agg_gps dataset described in Chapter 3. In view
of its different nature, we separately analyze the profiles resulting from the CDR
dataset.
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4.2. Spatiotemporal Characterization of Novelty-seeking

For the sake of comparing and displaying the variations of the different features
among individuals of each mobility profile, we report the box-plot1 of each feature for
Scouters, Routiners, and Regulars as shown in Figs. 4.8, 4.9, 4.10, 4.11, 4.12,and 4.13.

4.2.1 Scouters’ Mobility Traits

Scouters are energetic and dynamic when discovering new places. However, they
become weary and flat while revisiting various areas they already know. Admittedly,
when Scouters start exploring, they relish discovering many new places uninterrupt-
edly compared to the rest of the population, as depicted in Figures 4.8a and 4.9a.
On the contrary, after a few revisits of familiar spots, they are keen to break their
returning routine and chase for new areas to expand their sets of known places, as
shown in Figures 4.8b and 4.9b. Figures 4.8c and 4.9c depict that Scouters have
remarkably large sets of known places. Indeed, this class of individuals performs
many explorations, and by consequence, they get to know diverse places. Scouters
have a surprisingly high ratio of places visited only once. Manifestly, they relish
discovering new places. Yet, sometimes they do not revisit or include them in their
routinary patterns, as can be perceived in Figure 4.8d and Figure 4.9d. Moreover,
from Figure 4.8e and Figure 4.9e, we can observe that Scouters do not revisit the
same places several times, except for some specific ones, which indicates that their
routinary patterns consist of a small set of areas.

Figures 4.10a and 4.11a show that the total time amount of time spent by
Scouters exploring is notably larger than the rest of the population, while their
returning time is shorter, as depicted in Figures 4.10b and 4.11b.

Besides, Scouters wait a shorter amount of time before transiting from one place
to another, as shown in Figures 4.10c and 4.11c. Furthermore, the average duration
of successive explorations is higher for Scouters; on average, they spend more than
200 min ⇡ 3 h exploring, as depicted in Figures 4.10d and 4.11d. Hence, individuals
of this class not only relish discovering many places successively but also do it for
longer periods. Conversely, their average returning time is shorter than the other
profiles; approximately, they spend less than 1000 min ⇡ 16 h returning, as depicted
in Figures 4.10e and 4.11e.

Withal, Scouters are active and driven individuals. Figure 4.12a, Figure 4.13a,
Figure 4.12b, and Figure 4.13b point out that they generally walk longer distances.

Particularly, they cover longer distances, as depicted by Figures 4.12e and 4.13e.
Moreover, as shown in Figures 4.12c and 4.13c, unlike the other groups, Scouters
are characterized by a larger radius of gyrations rg, better seen in the CDR dataset.
Namely, they cover larger areas on a daily basis.

1Some overlaps between the box-plots of the different groups can be noticed, yet this is essen-
tially due to the limitation in the number of users. Though, the tendency is clearly discernible
among the mobility profiles, especially in the CDR figures where we leverage a larger number of
users.
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4.2.2 Routiners’ Mobility Traits

Routiners are steady and rarely leave their zone of comfort. Unlike Scouters, they
discover very few new places consecutively. Hence, once they explore, they either
stay at the same place or go back to a familiar place, as shown in Figures 4.8a
and 4.9a. Besides, they rarely interrupt their successive returns to discover new
areas, and this can be observed in the very high value of successive returns in
Figures 4.8b and 4.9b. Individuals of this profile have small sets of distinct visited
places, meaning that they visit less and enjoy their routinary habits shifting between
familiar locations as depicted by Figures 4.8c and 4.9c. They are also characterized
by a small ratio of places visited only once and a large visitation frequency, as de-
picted by Figures 4.8d, 4.9d, 4.8e, and 4.9e. This indicates that Routiners frequently
revisit many places they know.

Figures 4.10a, 4.11a, 4.10b, and 4.11b suggest that Routiners spend shorter
amounts of time exploring. Additionally, they wait larger moments before making
a transition to another place, as shown by Figures 4.10c and 4.11c. Likewise, Fig-
ures 4.10d, 4.11d, 4.10e, and 4.11e reveal that Routiners spend less than 300 min
⇡ 5 h exploring. Accordingly, they usually prefer to return to their comfort zone
before performing another discovery and spend large amounts of time returning be-
fore aspiring to discover new spots. Consequently, the total time allocated by these
individuals for discoveries is smaller than the rest of the population, and on the
contrary, they spend a large amount of time returning.

Routiners do not walk long distances in general, as depicted by Figure 4.12a,
Figure 4.13a, Figure 4.12b, Figure 4.13b, Figure 4.12e, and Figure 4.13e, meaning
that they go to close areas even when exploring. They are also characterized by a
smaller radius of gyration rg, as depicted in Figures 4.12c and 4.13c.

4.2.3 Regulars’ Mobility Traits

From Figures 4.8a, 4.9a, 4.8b, and 4.9b, Regulars alternate between successive explo-
rations and successive returns. In other words, they are constantly shifting between
the exploring and the returning states. Besides, Figures 4.8c and 4.9c show that
they have large sets of known places compared to Routiners but smaller than the
Scouters’. From Figures 4.8d and 4.9d, we can observe the same thing concerning
the ratio of places visited only once. Further, unlike, Routiners they do not equally
visit their known locations but restrict their returns to a small set of places (cf.
Figures 4.8e, and 4.9e).

Regulars spend a larger amount of time exploring compared to the Routiners
and a larger amount of time returning than Scouters, as shown in Figure 4.10a,
Figure 4.11a, Figure 4.10b, and Figure 4.11b. The same is observed in terms of
time spent on successive discoveries and revisits (cf. Figures 4.10d, 4.11d, 4.10e,
and 4.11e). Besides, they usually wait a medium amount of time before performing
transitions from one place to another (cf. Figures 4.10c and 4.11c).

Additionally, they walk larger distances when exploring compared to Routiners,
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as depicted in Figures 4.12a, 4.13a, 4.12b, 4.13b, 4.12c, 4.13c, 4.12e, and 4.13e.
Furthermore, we can also notice from Figures 4.13d and 4.12d without exclusion;

all profiles have a high probability of going outside the circle of radius equal to their
radius of gyrations R = rg when exploring.

4.3 Spatiotemporal Preferences

In this section, we verify if there exist temporal or spatial patterns followed by users
of each profile when exploring. Admittedly, explorations are characterized by visits
to new places that cannot be found in the past history of visited places of a user.
However, such moments may present some patterns that can still be anticipated once
the spatiotemporal features of a user’s exploration behavior are well understood and
modeled. This is motivated by the fact that such visits may have a temporal or a
coarse-grained spatial regularity (e.g., users may like to visit different restaurants
or bars but in the same neighborhood and usually on Saturday night) dictated by
the user’s motivations.

4.3.1 Temporal Patterns

We enrich our analysis with the exploration of temporal semantics, which refers
to the interpretation of the occurring time of explorations, e.g., morning/evening,
weekday/weekend. This dimension is essential for a thorough understanding of
exploratory behaviors, as some discovery events occurring only in specific periods
may remain hidden from global patterns. We define temporal exploration regularity
as repeated explorations over time. For instance, a user exploring at very similar
times each week is considered to have a highly regular exploratory temporal pattern
at that moment of the week. Hereafter, we use a week-by-week comparison to
determine the temporal exploration regularity of individuals. For this part, we only
consider users with high temporal resolution (GPS) and who have at least four
complete weeks of data according to the filtering F1 (cf. Section 3.4). We are thus,
left with 224 users.

To quantify the temporal exploration regularity, we adjust the ISI-Diversity [56]
approach used in neural coding to our case of study and define:

Definition 3 (Exploration timeline T
w
u ) the exploration timeline is the

ordered sequence of times the user u performed explorations during the week
w.

T
w
u = t

w
u,1, . . . , t

w
u,Ew,u

, (4.3)

where Ew,u is the total number of explorations made by u during w and t the
offset in minutes from the origin "Monday 00:00" of the considered week.
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4.3. Spatiotemporal Preferences

Figure 4.14: IEI instantaneous mean per periods of 1 h.

Definition 4 (Inter-Exploration Interval (IEI)) it is the elapsed time
between two consecutive explorations.

We divide each week into periods of one hour. Each week comprises then 24⇥7
periods P = [0, 1, . . . , 24, . . . , 72, . . . , 168], and each period p 2 P has a starting time
t
p
min and an ending time t

p
max = t

p
min+1. Next, for each user u, we then measure the

instantaneous inter-exploration interval function I
w
u (t) that gives the IEI at time

offset t of the week w, and is given by,

Iwu (t) =

8
<

:
min

⇣
min(twu |twu > t), tpmax

⌘
�max

⇣
max(twu |twu < t), tpmin

⌘
, if t 2 [tpmin, t < tpmax],

60 , else.
(4.4)

If there are no exploration events within the period p, the instantaneous IEI will
take the maximum possible value of 1 hour, i.e., Iwu (t) = 60 min.

Next, for each individual, we compute the average instantaneous IEI per period:

I
w
u (p) = avg(Iwu (t)|t

p
min  t < t

p
max) =

1

M

X

t2p
I
w
u (t), (4.5)

where M = |I
w
u (t)| and t

p
min  t < t

p
max. Last, we compute the instantaneous means

per period p for each user u, given by, µu(p) =
1
W

WP
w=1

I
w
u (p), where W is the total

number of weeks (exploration timelines).
Finally, we calculate the instantaneous mean per group as follows, µ(p) =

1
|U |

P
u2U

µx(p), where U is the population of a mobility profile.

In Figure 4.14, we report the influence of the time of the week on the IEI instan-
taneous mean per period µ(p) for each mobility profile. We observe that individuals’
exploration activities over the week contribute to their mobility profiles:
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• Scouters’ proclivity to explore is the highest for all week periods: They have
a smaller IEI, which also means more explorations are performed. We can
also notice that their exploration activities increase by the end of the week,
reaching the maximum on Friday. Besides, Scouters tend to have a lower IEI
from 4 pm to 8 pm during weekdays and hence explore more by the end of the
day.

• Routiners have major discrepancies in exploration activities between Monday
(cold start problem) and the other periods of the week. This reinforces our pre-
vious results on this group as being stationary and having a higher inclination
to stay in their zones of comfort.

• Regulars’ average instantaneous IEI means are nearly stable over the week
during daytime with slightly higher exploration activity on Friday and Sunday.

In summary, conversely to Routiners and Regulars, Scouters relish exploring
all over the week, mainly in the afternoon and evenings. Regulars’ proclivity to
explore remains stable over the week with a slight increase for the weekends. A
larger variation between Monday and the other days of the week can be noticed for
Routiners.

4.3.2 Spatial Coverage

We here analyze and compare the spatial exploitation of Scouters, Routiners, and
Regulars. Our main idea is to identify the geographical areas where individuals of
each profile prefer to explore and how predictable they are in terms of types of visits
in a coarse-grained resolution. In this regard, in addition to locations of type 3 (i.e.,
300 m ⇥ 300 m), we consider zones of type 2 (i.e., 2 km ⇥ 2 km), and we refer to
them as Neighborhoods. Following, for each individual, we compute the percentage
of explorations and returns she performed within each Neighborhood. Because the
datasets (i) are collected independently in different cities and (ii) each city has its
own attraction areas and social gathering particularities, hereafter, we only present
results for one city having the largest number of users, i.e., Beijing of the Geolife
dataset.

In Figure 4.15, we make a zoom on the most visited areas in Beijing (the city
center) and report the spatial coverage of each group among 132 Neighborhoods.
The intensity of green/red corresponds to the percentage of explorations/returns in
a given Neighborhood: The lighter shades of the colors indicate a low probability,
while darker shades designate a high probability to explore/return. In the following,
we list our main observations.

• Scouters have a high proclivity to explore in most Neighborhoods: Their ex-
plorations activities (i.e., green cells) are spread all around the city center.
In particular, 83 of the 132 city-center Neighborhoods (i.e., more than 62%)
are visited for explorations. Besides, their return activities (i.e., red cells) are
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4.3. Spatiotemporal Preferences

(a) Scouters. (b) Routiners. (c) Regulars.

Figure 4.15: Spatial use in Beijing (Downtown).

also dispersed: More than 67% of the Neighborhoods are used for returns (cf.
Figure 4.15a)2.

• Routiners relish exploring in specific areas and have compact spatial use when
visiting. They use around 18% of the city center for explorations and also less
than 19% for return activities, as shown in Figure 4.15b.

• Regulars favor visiting Neighborhoods within their vicinity when returning,
but tend to go to more distant ones when exploring: 34% of the territory is
used for both explorations and returns, as depicted in Figure 4.15c.

In what follows, we investigate the capacity of correctly forecasting exploring and
returning activities with a coarse-grained spatial resolution. For each individual,
we consider her sequence of visited Neighborhoods when exploring/returning as a
stochastic process X = {Xi}, where Xi is the i

th visited Neighborhoods.
Next, we assign the three entropy measures detailed in Section 2.4.2 to capture

the degree of predictability of the sequences of visited Neighborhoods: (i) the ran-
dom entropy S

rand
u that assumes that all Neighborhoods have the same probability

of being visited; (ii) the temporal-uncorrelated entropy S
unc
u , which considers the

visitation frequencies to the Neighborhoods but overlooks the temporal correlation;
(iii) the actual entropy Su that takes into account the visitation frequency of the
Neighborhoods along with the order in which they were visited. Next, we eval-
uate the corresponding upper-bound theoretical predictability (cf. Section 2.4.2):
(i) random predictability ⇧rand

u ; (ii) temporal-uncorrelated predictability ⇧unc
u ; (iii)

real maximum predictability ⇧max
u . Afterward, we compute the PDF of the three

versions of the entropy and the corresponding predictability for the sequences of
explorations (cf. Figure. 4.16) and the sequences of returns (cf. Figure. 4.17) for
each mobility profile.

Figure 4.16 depicts the entropy rate distributions and the equivalent predictabil-
ity distributions of individuals per profile when exploring new places only. We can

2Some Neighborhoods have light green shades; this implies that they were less visited compared
to favorite ones and are not revisited as regularly visited places.
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Figure 4.16: Entropy and predictability of profiles when considering only explo-
rations.

observe the important shift of the real entropy Su (green curve) in all groups com-
pared with the random entropy S

rand
u (blue curve) and the temporal-uncorrelated

entropy S
unc
u (yellow curve). The PDF of the random entropy F (Srand) picks at

5.8 for the Scouters and around 5 for the Routiners and the Regulars. This indi-
cates that the next Neighbourhood where a Scouter is going to explore can be found
among 25.8 = 56 Neighbourhoods and among 25 = 32 Neighbourhoods for the others
if the individual chooses her next location to explore in a random way. Instead,
F (S) picks around 3 for the Scouters, 2 for Routiners, and 2.5 for Regulars. In other
words, the actual uncertainty in terms of the number of Neighbourhoods is about
23 = 8 for Scouters, 22 = 4 for Routiners, and 22.2 ⇡ 5 for Regulars.

Additionally, the PDF of the maximum predictability F (⇧max) picks at ⇧max
⇡

0.78 for Scouters and at 0.8 for Routiners and Regulars. This means that only
at least 22% (20%) of the time, a Scouter (a Routiner or a Regular) chooses her
location in a manner that appears to be random. This suggests that, though the
apparent randomness of individuals’ explorations, a historical record of an individ-
ual’s discoveries hides an unexpectedly high degree of potential predictability on a
coarse-grained spatial resolution scope.

Figure 4.17 depicts the entropy rate distributions of the three versions of en-
tropy and the equivalent distributions of the upper bounds on the predictability
distributions for returns. We can note that the PDF of the maximum predictability
F (⇧max) narrowly peaks around ⇧max

⇡ 0.98 for Routiners, then comes Regulars
with a pick at ⇧max

⇡ 0.96 than Scouters with a pick at ⇧max
⇡ 0.94. Accordingly,

we corroborate our mobility profiling through the spatial exploitation analysis.
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Figure 4.17: Entropy and predictability of profiles when considering only returns.

4.4 Summary

In this chapter, we shed light on exploration-like visits. First, we detailed our
exploration-identification methods. Second, we proposed a new mobility profiling
method, with the potential to capture individuals’ propensity to explore new areas,
namely, Scouters (adventurous and prone to explore); (ii) Routiners (steady and
routinary), and (iii) Regulars (with medium behavior). Third, we extracted the
mobility traits of each group and strengthened the subsisting dissimilarity between
them. Following, to sustain our profiling method, we reported the profiles to spatial
and temporal use. We unveiled individuals’ temporal patterns on a weekly basis
and showed that Scouters’ proclivity to explore is very significant throughout the
week. Finally, we showed that explorations in a coarse-grained spatial scenario are
far from being random.

In the next chapter, we claim and show that exploration-like visits strongly
impact mobility understanding and anticipation. Based on the proposed mobility
profiles, we evaluate the impacts of novelty-seeking, quality of the data, and the
prediction task formulation on the theoretical and practical predictability extents.
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To what extent is human mobility predictable? A frequently tacked question in
mobility research that led to different predictive studies, either to infer the theoret-
ical upper bound of the predictability (i.e., theoretical predictability) [86, 60, 61] of
the mobility traces or the prediction accuracy achieved by different predictors (i.e.,
practical predictability) [62, 43, 32]. The large fluctuations among predictability
results and among the accuracy of prediction results bring a new question: what
are the origins behind these significant variations in the predictability measures?
Alternatively stated, what are the essential factors that influence predictability?

To answer this question, prior investigations demonstrate that the quality of
the data considerably affects the predictability, namely the temporal and spatial
resolutions [16, 60, 83, 32]. Indeed, human mobility is substantially more predictable
when using finer-grained temporal resolution or when increasing the size of spatial
units. Another impacting factor is the prediction formulation. The literature reports
a range of task formulations of the mobility prediction, namely, the next-cell, the
next-place, the next-activity, or still the next-cell combined with contextual data
(cf. Section 2.4.1). When the stationary nature of human movements is contained
in the prediction task, the achieved scores are higher.
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Withal, a non-negligible impacting factor and focus of this chapter is the ten-
dency of individuals to explore and discover new places. Admittedly, novelty-seeking
events are highly present in our daily lives since we continuously hunt for new places
and spots [32]. Moreover, the susceptibility to break the returning routine to explore
and discover new places is heterogeneous among populations [73, 78].

This chapter aims to evaluate explorations’ effects and the quality of the data
on the two most widespread next location prediction next-cell and next-place tasks
individually. It first starts with a description of the employed evaluation methodol-
ogy. Next, it investigates the performance reached in the next-cell formulation and
presents the impacts of each of (1) the spatial resolution, (2) the temporal resolution,
and (3) and the proclivity to explore. Next, it examines the attainable accuracy of
prediction in the next-place prediction task and shows the effects of the impacting
factor, in this case, novelty-seeking.

5.1 Evaluation Methodology

1. Next-cell 2. Next-place

II. Theoretical predictability

I. Prediction tasks

3. Novelty-seeking

A B A F C A B E C

Original sequence :

a. Removal b. Replacement with last/most frequent c. Random replacement

�u = {A, B, C}

A B A C A B C

A B
B A
C A

Table of next most probable 
location:

IV. Impacting factors

1. Spatial resolution

Next

Next-cell

Next-place

Current

A B A A C A B B C

A B A B C A B A C

A B A C C A B B C

A B A B C A B A C

List of known locations:

from 200 m  � 200 m to 
800 m  � 800 m 

MC

III. Practical Predictability

PPM SPM ALZ

from 15 min to 2 hours

2. Temporal resolution

Figure 5.1: General overview of the applied methodology.

Hereafter, we describe the evaluation methodology to measure the impacts of
data quality and individuals’ tendency to explore on the two most widespread pre-
diction tasks. Figure 5.1 gives a general overview of the applied methodology. Note
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that the frequency of sampling for the Agg_gps is set to 15 min, i.e., �Agg_gps =
15 min, and 1 h for the ChineseDB, i.e., �ChineseDB = 1h. Besides, we use a squared
tessellation with cells of size 200m ⇥ 200 m, i.e., c = 200 m (cf. Table 7.1).

5.1.1 Prediction Tasks

There exist several ways to define the mobility prediction task depending on the
quality of the available data and the objectives of the forecast (cf. Section 2.4.1). In
what follows, we utilize the two most common prediction task formulations relying
on personal location data only (cf. Figure 5.1–I):

• Next-cell: given a time window �t, and let li be the current location of an
individual. The next-cell prediction seeks to forecast the next location li+1

of the individual at time t + �t. This type of prediction can result in the
current location as a future location for an individual, alternatively stated,
the stationary nature of human trajectories is contained [83, 32].

• Next-place: this formulation is independent of the temporal dimension [52].
It seeks to answer the following question, where will an individual go next?
The next-place prediction aims at forecasting changes in the spatial locality.

The three pillars of our evaluation methodology, i.e., Theoretical predictability,
Practical predictability, and Impacting factors, as depicted in Figure 5.1, are detailed
hereafter. The evaluations in Sections 5.2 and 5.3 follow such steps for the next-cell
and next-place prediction tasks, respectively. An additional step is required for the
next-place task (cf. Section 5.3) to remove stationary movements from the original
sequences of visited locations.

5.1.2 Theoretical Predictability

For each prediction formulation, we start by measuring the theoretical predictability
of the mobility behavior of each of the mobility profiles identified in Chapter 4,
namely, the Scouters, Regulars, and Routiners (cf. Figure 5.1–II). This will provide
insights into the capacity of correctly forecasting the mobility trajectories with an
ideal and utter predictor. In this regard, we employ the state-of-the-art entropic-
based approach proposed by Song et al. [86] (cf. Section 2.4.2) to estimate the upper
bound of the theoretical predictability ⇧max.

For each user u of each mobility profile, given her discrete mobility trajectory
Tu,c, we consider the stochastic sequence X = {Xi}, where Xi is the cell id of her ith

visited location. Then, we estimate the upper bound of the theoretical predictability
⇧max of the X

n
1 sequence of n records as in [86] (cf. Section 2.4.2).

5.1.3 Practical Predictability

Afterward, we estimate the practical predictability of each of the Scouters, Regulars,
and Routiners. We compare the predictive performance of four state-of-the-art
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predictors, namely, MC [30], PPM [64], SPM [53], and ALZ [47] (cf. Figure. 5.1–III,
Section 2.4.3).

For the predictive performance comparison between the predictors, we measure
the accuracy of the prediction achieved by each one (Eq. (2.6)). Given a stochas-
tic sequence X

n
1 = {X1, . . . , Xn} of n observations capturing the trajectory of an

individual u. For each predictor and each user u, we initialize (i.e., “warm-up”) the
considered predictor using the ns =

2
3 ⇥ n first elements X

ns
1 ( i.e., 20 days for the

Agg_gps and 10 days for the ChineseDB). Second, we use the predictor to forecast
the next location Xns+1. After this forecast, we update the predictor by considering
ns  ns+1 first elements of the stochastic sequence X

n
1 . We then repeat the second

step while ns 6= n. Finally, when ns = n, we stop the iterations and compute the
accuracy of prediction su (Eq. (2.6)) that can be written as,

su =
1

n� ns

nX

t=ns+1

(Xi = X
⇤
i |X

i�1
1 ), (5.1)

where Xi is the actual location and X
⇤
i is the predicted value.

Experimental settings: For the MC(k) and PPM(k) predictors, we choose a
k 2 J1, 2K. A k-th order MC predictor bases its forecast solely on the k previous
observations. In contrast, a k-th order PPM model employs a combination of MC(j)
models with j 2 J0, kK [64]. For the SPM(↵), we choose ↵ 2 {0.1, 0.9}. ↵ represents
the fraction of the maximal suffix employed to predict the future location. Note
that the maximal suffix is the immediately longest foregoing set of locations whose
copy appeared in the previous location history.

5.1.4 Impacting Factors

Finally, we evaluate the impacts of each of the quality of the data and individuals’
tendency to explore when relevant on the predictive performance achieved by each
prediction task (cf. Figure 5.1–IV).

1. Spatial variation procedure: We investigate the effects of varying the spa-
tial resolution on the accuracy of prediction s for individuals of each profile.
We apply this variation with the next-cell formulation only, given that for the
next-place prediction task, real POIs identification are favored [52, 32] (cf.
Figure 5.1–IV.1).

2. Temporal variation procedure: In the case of next-cell prediction, we in-
vestigate the effects of varying temporal resolution on the accuracy of predic-
tion s for each mobility profile. Provided that the next-place prediction task
is independent of the temporal resolution, we do not investigate the impacts
of the quality of the data factor on this formulation (cf. Figure 5.1–IV.2).

3. Exploration-like visits isolation procedure: We identify exploration-like
visits using Algorithm 3 and remove them from the mobility trajectories or
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replace them and observe how they affect the predictors’ performances. These
manipulations are performed for both prediction tasks but in different ways
for the replacement procedures (cf. Figure 5.1–IV.3).

5.2 Next-cell

In this section, we tackle the next-cell prediction task. We first measure and analyze
the theoretical and practical predictability of the mobility traces of individuals of
each profile. Next, we investigate the effects of varying the spatial and temporal
resolutions on the accuracy of prediction. Finally, we identify exploration-like visits
and remove/replace them from/in the mobility trajectories, to probe the impacts of
novelty-seeking on the predictive performance.

5.2.1 Theoretical Predictability

(a) Agg_gps. (b) ChineseDB.

Figure 5.2: Distributions of the upper bound of the theoretical predictability ⇧max

for individuals of each mobility profile.

Figure 5.2 portrays the distribution of the upper-bound predictability for each
mobility profile for both the Agg_gps and the ChineseDB datasets. We can ob-
serve the high inherent predictability of the mobility trajectories of individuals of
all profiles. Notably, individuals of the Agg_gps have a more eminent degree of
potential predictability mainly due to the high frequency of sampling of the dataset
�Agg_gps = 15 min, while �ChineseDB is set to 1 h. Admittedly, a higher frequency
of sampling allows a more complete capture of the stationarity and, consequently,
increases the degree of predictability [32]. More importantly, from Figure 5.2b, we
note that the predictability ⇧max picks around 0.97 for the Routiners, 0.91 for the
Regulars, and 0.87 for the Scouters. Taken together, these results indicate that Rou-
tiners are characterized by a very high degree of predictability while the Scouters are
the least predictable individuals. Still, although presenting the lower predictability
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among the three mobility profiles, the Scouters’ predictability is surprisingly high,
mainly if considering the intuitive impossibility of predicting the uncertainties in
Scouters’ mobility. Indeed, as reported in Table 4.2, Scouters do have routines that
consist of small sets of locations that they frequently visit.

5.2.2 Practical Predictability

(a) Scouters. (b) Regulars. (c) Routiners.

Figure 5.3: Distribution of the success rate score su of each predictor per mobility
profile for the Agg_gps dataset.

(a) Scouters. (b) Regulars. (c) Routiners.

Figure 5.4: Distribution of the success rate score su of each predictor per mobility
profile for the ChineseDB dataset.

Estimating the predictability upper bound of individuals’ trajectories reveals the
high potential of predictability for all the profiles, with a lower score for Scouters
(i.e., at most 0.87 in the ChineseDB dataset). Nevertheless, the prediction accuracy
does not always reach the score provided by the theoretical measure [62] (see Sec-
tion 2.4.3). Hereafter, we evaluate the accuracy of prediction achieved by each of
MC, PPM, SPM, and ALZ.

Figures 5.3 and 5.4 plot the Cumulative Distribution Function (CDF) of the
success score s of MC, PPM, SPM, and ALZ predictors concerning their possible
parameters k 2 {1, 2} for MC and PPM and ↵ 2 {0.1, 0.9} for SPM. There is, how-
ever, little difference between the performance of the predictors. In the ChineseDB
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dataset, where we leverage a large number of users, for both Scouters and Regu-
lars, the best performances are achieved by the MC models. In contrast, the SPM
achieves the lowest performances, particularly with ↵ = 0.9. For the Routiners,
we observe that the performance of these predictors varies slightly with different
settings. In general, the achieved performances by the distinct predictors are sub-
stantially comparable. Therefore, we only employ the MC(1) for our subsequent
analyses.

(a) Agg_gps. (b) ChineseDB.

Figure 5.5: Distribution of the success rate score su of the MC(1) predictor per
mobility profile.

For comparison simplification reasons, Figure 5.5 reports the distribution of the
practical predictability of the MC(1) predictor for all of the Scouters, Regulars, and
Routiners. We can notice that the best performances are obtained with Routiners
and the lowest ones with the Scouters. We emphasize that Scouters are the hardest
category of people to predict. However, they still present moments of regularity and,
thus, with high accurate prediction results (i.e., 80% of Scouters have an accuracy
of prediction s above 80%).

5.2.3 Impacting Factors

We now investigate the impacts of temporal frequency of sampling, spatial resolu-
tion, and exploration-like visits on the next-cell prediction formulation.

1. Spatial resolution variation: In Figures 5.6a and 5.6b, we investigate the
correlation between the size of the geographical cells and the accuracy of pre-
diction s per mobility profile. For this purpose, we vary the size of the squared
tessellations c 2 {200, 400, 600, 800} meters. Intuitively and according to pre-
vious studies [62, 32, 67], the smaller the locations are, the less stationary
behavior ascertained in the mobility trajectories of the individuals is. Hence,
the less predictable they are.
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(a) Agg_gps. (b) ChineseDB.

Figure 5.6: Effect of spatial granularity on the success rate score su of the MC(1)
predictor per mobility profile.

Not surprisingly and in agreement with previous studies, the prediction accu-
racy improves substantially with the increase in the size of the geographical
cells. This is observed with individuals of all the profiles without any distinc-
tion.

2. Temporal resolution variation: We now examine how the frequency of
sampling affects the ability to predict the mobility trajectories of each pro-
file. We reset the spatial resolution to c = 200 m, and vary the frequency
of sampling �Agg_gps 2 {15, 30, 60} minutes for the Agg_gps dataset and
�ChineseDB 2 {1, 2} hours for the ChineseDB dataset.

(a) Agg_gps. (b) ChineseDB.

Figure 5.7: Effect of temporal granularity on the success rate score su of the MC(1)
predictor per mobility profile.

Figures 5.7a and 5.7b show that the prediction accuracy decreases with the
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increase in the temporal resolution (when � takes larger values). Indeed, the
larger the sampling frequency, the harder the capture of the stationary behav-
ior of individuals’ mobility.

3. Exploration-like visits isolation: We want to scrutinize the impacts of
novelty-seeking on the predictability of users’ trajectories. In the following,
we reset the spatial resolution to c = 200 m and the temporal resolution to
�Agg_gps = 15 min and �ChineseDB = 1 h. For each user u, we use the proposed
methodology presented in Algorithm 3 with the refined exploration identifica-
tion (cf. Section 4.1.5.2) and level = 80% to classify her locations into EL and
RL.

To evaluate the impacts of novelty-seeking on the accuracy of prediction s

achieved by MC(1), we adopt three approaches as detailed in Figure 5.1–IV.3:

• 1st proof-of-impact case : We remove exploration-like records for all
profiles and measure the accuracy of prediction s achieved by MC(1) with
the new sequences (cf. Figure 5.1–IV.3.a). Clearly, this removal decreases
the size of the trajectories and consequently can impact the accuracy of
prediction. The corresponding results are depicted in Figure 5.8.

• 2nd proof-of-impact case : As a first countermeasure to avoiding this
size-related impact, we replace the exploration-like records with the last
symbol met in the sequence (cf. Figure 5.1–IV.3.b). This action has the
effect of adding a stationary period (equal to the size of each novelty-
seeking period + 1). This approach is operated to assess whether the
performance of the MC(1) predictor is only affected by the change in the
length of the trajectories or if the exploration-like visits play a role. This
substitution procedure favors the predictor once the stationary behavior
is enhanced, as shown in Figure 5.9.

• 3rd proof-of-impact case : As a second countermeasure to avoid both
size-related impacts and stationarity increase, we identify exploration-like
visits and substitute them with a random symbol found in the sequence
(cf. Figure 5.1–IV.3.c). This procedure allows tackling both size-related
effects and attenuating stationarity betterment impacts. Figure 5.10
shows the obtained results.

The performance of MC(1) predictor indicates that: while the accuracy of
prediction s is, on average, less than 60% (resp. 90%) for the least predictable
class of users –i.e., Scouters – in the ChineseDB (resp. Agg_gps) dataset
when considering exploration-like records (see Figure 5.5), Figure 5.8 shows
that the predictor is considerably enhanced and can achieve an accuracy of
prediction (on average) at least as high as 70% (resp. 95%) after removing
exploration-like records. We have two hypotheses to explain this enhancement
in the prediction accuracy: H1: the more irregular visits are omitted from the
discrete mobility trajectory T of a user u, the more predictable she is. H2:
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(a) Agg_gps. (b) ChineseDB.

Figure 5.8: Effect of novelty-seeking records removal on the success rate score su of
the MC(1) predictor per mobility profile.

decreasing the lengths of a discrete mobility trajectory T allows the predictor
to achieve better performance.

(a) Agg_gps. (b) ChineseDB.

Figure 5.9: Effect of novelty-seeking records replacement with stationarity stuffing
on the success rate score su of the MC(1) predictor per mobility profile.

Replacing exploration-like visits allows us to assess one of the origins of the
betterment in the predictive performance of the MC(1) predictor. Figures 5.9a
and 5.9b show that when replacing exploration-like visits by adding station-
arity, the accuracy of prediction is, in fact, further improved compared to the
removal approach. Whereas the replacement of exploration-like visits with
random locations does not necessarily improve the performance compared to
the removal approach, it still achieves comparatively higher performances con-
cerning the original trace (see Figure 5.10). Particularly, Scouters represent
the most vulnerable category to the exploration phenomenon (their average
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(a) Agg_gps. (b) ChineseDB.

Figure 5.10: Effect of novelty-seeking records random replacement on the success
rate score su of the MC(1) predictor per mobility profile.

prediction accuracy s is above 60%.). These findings allow us to corroborate
the harmful effects that exploration-like visits have on the predictive perfor-
mance of the classical MC predictor. Moreover, Scouters are more affected
by these events, as shown in Figures 5.9 and 5.10. The isolation of these
events engendered substantial improvements in the practical predictability of
the Scouters compared to the other profiles.

Summarizing remarks: In a nutshell, in the next-cell prediction task, indi-
viduals of all profiles are impacted by both data quality and novelty-seeking.
Increasing the temporal resolution of the data or enlarging the spatial cells’
size allows achieving higher accuracies of prediction s. Moreover, high per-
formances are usually achieved with this prediction task mainly due to sta-
tionarity effects, but moments of novelty-seeking do alter the predictive per-
formance.

5.3 Next-place

In this section, we tackle the next-place prediction formulation. We first reconstruct
the discrete mobility trace Tu,c of each individual by removing stationarity records
to fit the next-place prediction scenario. Next, we measure the theoretical ⇧max

and practical s predictability of the discrete mobility trace Tu,c. After that, since
this formulation of prediction is independent of the temporal resolution, we do not
investigate the impacts of the data quality factor on this formulation of the predic-
tion task. Finally, we measure the predictability of the three mobility profiles when
removing and replacing exploration-like visits.
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5.3.1 Discrete Mobility Trajectories Refurbishment

The next-place prediction formulation refers to the prediction of transitions between
places. This formulation is more exposed to uncertainty as the stationarity behavior
is omitted. Namely, the next-place prediction is about forecasting the next location
where an individual will be, and that should be different from her current one.
Thereby, given the discrete mobility trace Tu,c = h(l0, t0), (l1, t1), . . . , (ln, tn)i of a
user u, we identify consecutive tuples that have the same location l and keep only
the first tuple. Note that the frequency of sampling � is not constant in this case,
and the size of the mobility trajectories is smaller.

5.3.2 Theoretical Predictability

For each user u of each profile, as in Section 5.2, we estimate the upper bound of
the theoretical predictability ⇧max of the stochastic sequence X

n
1 = {X1, . . . , Xn}

extracted from her refurbished discrete mobility trajectory Tu,c (cf. Figure 5.1–II).

(a) Agg_gps. (b) ChineseDB.

Figure 5.11: Distributions of the upper bound of the theoretical predictability ⇧max

for individuals of each mobility profile.

The distributions of the upper bound of the theoretical predictability ⇧max for
individuals of each mobility profile are presented in Figure 5.11. Consistent with
findings from previous studies [32], the predictability is markedly decreased for both
Agg_gps and ChineseDB datasets. Additionally, Figure 5.11 reveals that Scouters
are still the least predictable individuals, even in this formulation of human mobility
prediction, while Routiners are the most predictable ones.

5.3.3 Practical Predictability

We evaluate the predictive performance achieved by the four predictors MC, PPM,
SPM, and ALZ, with the next-place prediction task.
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(a) Scouters. (b) Regulars. (c) Routiners.

Figure 5.12: Distribution of the success rate score su of each predictor per mobility
profile for the Agg_gps dataset.

(a) Scouters. (b) Regulars. (c) Routiners.

Figure 5.13: Distribution of the success rate score su of each predictor per mobility
profile for the ChineseDB dataset.

We apply the four predictors, MC, PPM, SPM, and ALZ, to the next-place
prediction task (cf. Figure 5.1–III).

Figures 5.12 and 5.13 show the accuracy of prediction s achieved by each predic-
tor with individuals of each profile. Clearly, the accuracy of prediction s is markedly
lower than in the next-cell prediction task. In particular, the SPM performs poorly
with the next-place prediction, especially with Scouters. The remaining predictors
have comparable performances, with an average accuracy around 10%, 24%, and
60% (25%, 26%, 34%) for Agg_gps (ChineseDB) dataset for Scouters, Regulars,
and Routiners, respectively. The achieved performances by the distinct predictors
are substantially comparable. Therefore, to homogenize with the next-cell evalua-
tion in what follows, we use MC(1).

For comparison simplification, Figures 5.14a and 5.14b display the accuracy of
prediction of the MC(1) predictor in the next-place prediction scenario in CDF
curves, one for each mobility profile: Scouters, Regulars, and Routiners. We can
observe that the MC(1) predictor fares poorly, notably with the Scouters, where
85% of them have an accuracy of prediction below 20% in the Agg_gps dataset
and below 40% for the ChineseDB. This conveys that the uncertainty in a typical
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(a) Agg_gps. (b) ChineseDB.

Figure 5.14: Distribution of the success rate score su of the MC(1) predictor per
mobility profile.

individual’s mobility trace is more significant than in the next-cell prediction.

5.3.4 Impacting Factors

Recall that we only evaluate the impacts of exploration-like visits on the predic-
tion accuracy in this prediction formulation. The next-place prediction task is
independent of the temporal resolution and varying the spatial resolution is not
adequate [52].

Exploration-like visits isolation: We now analyze the impacts of exploration
events on the next-place prediction formulation. We start by identifying exploration-
like visits per user using the visitation frequency-based methodology Algorithm 3
with level = 80%. Next, we employ three methods to emphasize the impacts of
novelty-seeking, also exemplified in Figure 5.1–IV.3:

• 1st proof-of-impact case : As in the next-cell prediction analysis, we remove
the exploration-like visits (cf. Figure 5.1–IV.3.a).

• 2nd proof-of-impact case : To avert size-related impacts, unlike in the pre-
vious prediction task, we do not replace exploration-like visits by adding sta-
tionary periods as it goes against the definition of the next-place formulation.
Hence, given the last visited location "A" and the next visited one "C", if
the current location "F" is assumed to be an exploration, we replace the
exploration-like records "F" with the most frequent location that usually ap-
pears after "A" and different from "C" (which is "B" in Figure 5.1–IV.3.b).
The results are depicted in Figure 5.16.

• 3rd proof-of-impact case : Slightly different from the 3rd proof of impacts
of the previous prediction formulation, we replace exploration-like visits by a
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random symbol met in the sequence that is different from the last and the
next visited locations (cf. Figure 5.1–IV.3.c). Figure 5.10 shows the obtained
results.

(a) Agg_gps. (b) ChineseDB.

Figure 5.15: Effect of novelty-seeking records removal on the success rate score su

of the MC(1) predictor per mobility profile.

(a) Agg_gps. (b) ChineseDB.

Figure 5.16: Effect of novelty-seeking records replacement with stationarity stuffing
on the success rate score su of the MC(1) predictor per mobility profile.

Figure 5.15 displays the accuracy for the MC(1) predictor while keeping only fa-
miliar visits in the mobility traces. The prediction accuracy is remarkably enhanced
compared to the next-cell formulation case for all profiles. Notably, the average
score is above 15% (above 50%) for the Agg_gps (ChineseDB) for Scouters.

The replacement of novelty-seeking places by the most probable known location
further enhances the performance, particularly for Scouters (see Figure 5.16).

Further, we can discern the substantial harmful effects of exploration-like visits
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(a) Agg_gps. (b) ChineseDB.

Figure 5.17: Effect of novelty-seeking records random replacement on the success
rate score su of the MC(1) predictor per mobility profile.

on the predictability in the next-place prediction compared to the next-cell predic-
tion. More importantly, the results show that Scouters are more impacted by the
isolation of exploration-like records. The original median accuracy for Scouters is
approximately less than 20% (see Figure 5.14), which is significantly lower than the
performance of other profiles. Therefore, the removal or replacement of explorations
events makes Scouters roughly as predictable as the other profiles.

Summarizing remarks: The next-place prediction task is a more challeng-
ing problem for individuals of all profiles. This formulation is more vulnera-
ble to uncertainties as the stationarity behavior is overlooked. Therefore, the
harmful effects of exploration activities are more discernible and have more
impacts on the predictive performance. Essentially, understanding individu-
als’ tendencies to explore and discover new places can benefit next-place-based
predictors. Indeed, quantifying and anticipating individuals’ inclinations for
novelty-seeking can help predictors to enhance their performance by looking
at further contextual data or collective mobility behavior.

5.4 Summary

In this chapter, we took a fresh look at the most significant factors affecting the pre-
dictability extent of individuals’ mobility traces, namely, the prediction formulation,
the spatial and temporal resolutions, and novelty-seeking. Utilizing the mobility
profiling method developed in Chapter 4, we analyzed the effects of each factor on
the predictability per profile. Following previous studies, we showed that regardless
of the mobility profiles, the next-cell prediction achieves higher degrees of practical
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and theoretical predictability compared to the next-place formulation. Mainly as
a result of the high stationarity present in the next-cell prediction task. Besides,
we asserted that increasing the size of the spatial cells leads to the increase of the
stationarity and, hence, in the accuracy of prediction. Similarly, a fine-grained tem-
poral resolution allows a higher capture of consecutive records with the same cell-id
and, consequently, a growth in stationarity, implying higher prediction scores. More
importantly, we shed light on the novelty-seeking phenomenon as a significant factor
impacting predictability. Therefore, understanding the exploration phenomenon is
fundamental to thoroughly predicting human movements.

In the next chapter, we propose a novel framework for adjusting prediction
resolution when probable explorations are going to happen. Exploiting our previous
findings, namely, the geographical occurrences of explorations are far from being
random in a coarser-grained spatial resolution; instead of directly predicting a user’s
next location, we design a two-step predictive framework.
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Conventional personal predictors such as Markov-based models [41, 62, 44] or
HMM [63] utterly rely on historic personal location data to predict future locations
(cf. Section 2.4.1). Moreover, they predict an individual’s next location on the
assumption that it belongs to the set of her known places [93]. This engenders
erroneous forecasts at each occurrence of an exploration event, which is worsened
by the fact that such events are numerous and largely present in the daily lives of
individuals: on average, 70% of visits happen only once [32]. This representative rate
highlights how impacting exploration-intended visits are for conventional personal
predictors and puts in evidence the need for detecting such types of movements.

Advanced contextual information has recently been jointly used with mobility
data to better tackle exploration visits in predictions [93, 63]. Examples are the
semantics of the visited location, the activity performed within the location, the
personality traits of the user [75], or her social circle [32, 93]. Such contexts request
massive data collection and bring privacy concerns [17, 91]. Although possibility
enhancing prediction, due to lack of contextual data and privacy concerns, we focus
our investigations uniquely on users’ mobility data, in this thesis.

This chapter proposes a newly tailored mobility prediction framework that tack-
les the exploration problem by leveraging the purpose of movements at prediction
decisions, only using location data. Several works demonstrate human return visits’
inherent temporal periodicity and spatial regularity [46]. Furthermore, Chapter 4
shows that, though the apparent randomness of exploration visits, their temporal
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Figure 6.1: Exploration-Aware mobility Prediction Framework.

and geographical occurrences are far from random when considering coarser-grained
spatial scopes [8]. Exploiting these properties – instead of conventionally predicting
an individual’s next location based on the history of known visited places –, we
design a two-step prediction framework that encloses two modules: (i) the purpose
of movement predictor and (ii) the spatial predictor (cf. Figure 6.1).

6.1 Purpose Prediction

Following recent practice [32, 85], we adopt the subsequent movement dichotomy
presented in Chapter 4, i.e.,: (i) explorations or discoveries of new places e and
(ii) visits of previously known locations termed returns r. This means the set of
movements comprises two elements M = {e, r}. The movement prediction task
aims to answer the following question: what will the individual do next? Explore or
return?

l0 l1 l2 l1 l2 l3 l4 l0 … …

e e e r r e e r … …Movement Semantic

Mobility Trace

Figure 6.2: Adding movement semantic to a mobility trace.

In this chapter, as in [32], we consider the baseline identification of exploration
events, i.e., the first occurrence of a location lx in Tu,c is an exploration (e), else it
is a return (r) (cf. Section 4.1.3.1). Thus, before browsing the mobility traces, each
user u has an empty set of known locations Lu. We then add movement semantic to
each record qx 2 Tu,c in the mobility trace by associating the label r in case lx 2 Lu.
Otherwise, we associate the label e as depicted in Figure 6.2. When a location is
first met, it is added to the set of known locations Lu. Subsequently, we propose
two approaches to forecast the next type of movement an individual will perform,
described in the following sections.
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6.1.1 Successive Types of Movements Predictor (STMP)

Algorithm 4 Successive Types of Movements Predictor (STMP)
1: function STMP

�
Tu,c,Lu

�

2: for l in Tu,c do . Successive same types of movement calculation
3: if l /2 Lu then . Explorations
4: nb_expu  nb_expu + 1
5: Lu.Add(l)
6: last e
7: if nb_retu > 0 then . Successive returns interruption
8: retu.Add(nb_retu)
9: nb_retu  0

10: end if
11: else . Returns
12: nb_retu  nb_retu + 1
13: last r
14: if nb_expu > 0 then . Successive explorations interruption
15: expu.Add(nb_expu)
16: nb_expu  0

17: end if
18: end if
19: end for
20: µexp,�exp  Stats(expu)
21: µret,�ret  Stats(retu)
22: if last = e and nb_expu 2 [µexp ± �exp] or last = r and nb_retu /2 [µret ± �ret] then
23: return e . Predict an exploration
24: else
25: return r . Predict a return
26: end if
27: end function

In the first proposed approach, we ignore the temporal dimension. In other
words, only the order of occurrence of the types of visits is considered but not
the elapsed time. To forecast the type of the n + 1th movement of the user u,
we construct table expu that contains the number of successive explorations within
the mobility trace Tu,c that comprises n records. When a user starts exploring a
counter nb_exp  1 is started. After each consecutive exploration, the counter is
incremented nb_exp  nb_exp + 1 until meeting a return or the end of the trace
Tu,c; the value of the counter is saved in table expu and reset to 0. Each time an
exploration event occurs after a return, the process restarts again until reaching the
end of the sequence (cf. Algorithm 4, lines 4–6). Likewise, we construct a table retu

that contains the number of successive returns within the mobility trace Tu,c (cf.
Algorithm 4, lines 12–13).

Following, we compute two values to characterize exploration visits, µexp =
mean(expu) and �exp = std(expu), which are the average and standard deviation
(respectively) of successive explorations (cf. Algorithm 4, line 20). Similarly, we
compute the average and standard deviation of successive returns (cf. Algorithm 4,
line 21).
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Final decision: According to the last type of movement, if the number of the
successive same type of movement is included in the interval [µtype ± �type] with
type 2 {e, r}, STMP predicts the same movement as next. Otherwise, it predicts
the opposite movement (cf. Algorithm 4, lines 22–26). For instance, if the last
movement was an exploration e and the current number of successive exploration
nb_expu is included in the interval [µexp±�exp], then an exploration e is predicted,
else a return r is predicted.

6.1.2 Inter Exploration Interval Predictor (IEIP)

The temporal occurrence of exploration visits is the main and unique parameter
considered in prediction decisions. To predict the n + 1th type of movement, we
consider the trace Tu,c of size n. We focus on exploration events; as previously shown
in Chapter 4, the temporal exploration activities appear to be regular. Therefore,
we compute the IEI, i.e., the elapsed time between two consecutive explorations (cf.
Algorithm 5, lines 2–5).

Final decision: If the elapsed time since the last exploration event is included in
the interval [µIEI±�IEI ], IEIP forecasts the next movement is an exploration. Else,
it forecasts a return (cf. Algorithm 5, lines 9–13).

Algorithm 5 Inter Exploration Interval Predictor (IEIP)
1: function IEIP (Tu,c,Lu)
2: for (t, l) in Tu,c do . IEI sequence computation
3: if l /2 Lu then
4: tab_exp_interval.Add(t� last)
5: last t
6: end if
7: end for
8: µIEI ,�IEI  Stats(tab_exp_interval)
9: if tN+1 � last 2 [µIEI ± �IEI ] then

10: return e . Predict an exploration
11: else
12: return r . Predict a return
13: end if
14: end function

6.2 Spatial Prediction

Recall that return visits are highly foreseeable due to their high temporal periodicity
and partial regularity [32]. Likewise, exploration visits are not completely random if
we consider a coarse-grained spatial scope, as shown in Chapter 4. In what follows,
we propose two spatial predictors leveraging the results of purpose predictors to
improve exploration-like forecasts: (i) Personal Spatial Predictor (PSP), (ii) Joint
Spatial Predictor (JSP). The description of such predictors is preceded by the in-
troduction of two prediction methods used by PSP or JSP according to the type of
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movement issued by the purpose predictors.

6.2.1 Prediction Methods

In this chapter, we consider spatial units of different sizes (cf. Appendix 7.3). Let
Tu = h(t0, l0, z00, z10, z20, z40), . . . , (tn, ln, z0n, z1n, z2n, z4n)i be the mobility trace
of the user u, with n records. We firstly leverage three distinct methods (cf. ME)
for the next visits’ prediction, accordingly adjusted to operate (i) on two spatial
resolutions (i.e., location or zones) and (ii) with two mobility views (i.e., personal
or joint):

• (ME) MC Location-Predictor: This predictor gets as input the mobility
trace of an individual only. To predict the next location where the user will
go, the MC Location-Predictor considers the stochastic sequence of the visited
locations X

n
0 = l0, l1, . . . , ln. Next, it trains a first-order MC predictor on the

ns =
2
3 ⇥n first elements. Following, the MC Location-Predictor forecasts the

next location ln+1 that the user will visit.

• (ME) Personal Zone-Predictor: We slightly modify the MC Location-
predictor to predict the future coarse-grained zone, instead of locations, where
the user will be. It considers the stochastic sequence of visited zones X

n
0 =

zx0, zx1, . . . , zxn. Then, similar to the MC Location-Predictor, it trains a first-
order MC predictor using the first ns =

2
3 ⇥ n elements of the coarse-grained

sequence. Afterward, it forecasts the next visited zone zxn+1.

• (ME) Joint Zone-Predictor: We go further here and design a benchmark
predictor that leverages the collective exploratory mobility behavior of the
population as input. Besides, prediction is made in terms of zones where a
user will perform an exploration, in case she is more prone to discover a new
place. First, it constructs an Exploration Origin-Destination (EOD) matrix
E(t) at time t. The matrix gives an estimation of the probability of making
a discovery in a zone j after visiting the location i. More precisely, the EOD
matrix is of size n⇥m, where n is the number of different "Origins" and m is
the number of the different "Destinations". The "Origins" set contains only
locations after which explorations happened. Hence, it is at most equal to the
total number of locations visited by the users. The "Destinations" contains
all the distinct zones where users explore. Each ei,j gives the probability of
exploring in the zone j after visiting the location i. For instance, in Figure 6.3,
if the user in the location L3 is more prone to explore at time t, the Joint Zone-
Predictor first constructs the EOD(t) matrix. Next, it identifies the most likely
zone X where users usually explore after being in L3, i.e., the zone with the
highest eL3X . Finally, it suggests the zone X = Z1 as the next spatial unit
where the user will explore, i.e., discover a new location.
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Figure 6.3: Joint Zone-Predictor.

6.2.2 Designed Spatial Predictors

Using the aforementioned prediction methods, we design two spatial predictors:

Personal Spatial Predictor (PSP): it takes the predicted type of movement as
input. In case the forecasted movement is a return, it uses the MC Location-Predictor
to forecast the next visited location. Hence it provides a fine-grained intuition on
where the user will be next. On the other side, if the predicted movement is an
exploration, the PSP employs the Personal Zone-Predictor. Accordingly, a coarse-
grained spatial unit is returned.

Joint Spatial Predictor (JSP): similar to the PSP, the JSP takes the outcomes
of a movement predictor as an entry. If the forecasted movement is a return, the MC
Location-Predictor is used to infer the next location. Else, the Joint Zone-Predictor
is used to infer the zone where an exploration might occur.

Note that the geographical accuracy of the proposed spatial predictors decays
when the considered user is assumed to be exploring. Although this decay in per-
formance, the inferred zones are of reasonable size that might lure and benefit many
applications, such as recommendation systems or Multi-access Edge Computing in-
frastructures improvement.

6.3 Experiments

6.3.1 Identifying Hard- and easy-to-predict Users

Exploration activities are a key reason for the low accuracy of mobility prediction
tasks (cf. Chapters 4 and 5). Individuals exhibiting a high tendency to explore are
hence less likely to be foreseeable with predictors relying on past history. There-
fore, to examine the efficiency of our proposed mobility prediction framework and
investigate if it is more fitted to users who exhibit high exploration activities or is

82



6.3. Experiments

beneficial to all users. We propose a simple mobility profiler that seeks to isolate
hard-to-predict users because of their high exploratory activities from the rest of
the population.

For each individual u with an n-long mobility trajectory, Tu, we train a simple
MC predictor on the first ns = 2

3n records and predict the future location lns+1 .
Then, we increment ns and repeat until ns = n. Afterward, we compute the accuracy
of prediction that is a commonly used prediction evaluation metric (Eq. (2.6)), in
this case, written as, accuracy = number of correct predictions

total number of predictions . We also compute the
exploration ratio for each user,

↵ =
number of transitions of type exploration

total number of transitions
. (6.1)

(a) All users. (b) Per profile, as proposed in Chapter 4.

Figure 6.4: Accuracy of prediction vs. exploration ratio.

Figure 6.4a depicts the prediction accuracy achieved by a first-order MC predic-
tor against the exploration ratio. In general, we can observe that the MC predictor
performs poorly with users having a high exploration ratio, particularly those hold-
ing a ratio above 0.4.

In Figure 6.4b, we apply to the previous Figure 6.4a the profiling proposed in
Chapter 4. Scouters are defined as users with a high tendency to explore, Routiners
are individuals who rarely interrupt their returning routine to explore, and Regulars
exhibit an intermediate behavior. We can observe that Scouters typically have an
exploration ratio above 0.4 and hold the lowest predictive scores.

Accordingly, hereafter, we will first evaluate the performance of the proposed
predictor on the whole population. Next, we will apply the proposed framework
only to the hard-to-predict users and employ a simple MC with the rest of the
population, as depicted in Figure 6.5.

We use the exploration ratio metric to determine if a user is hard-to-predict or
not and variate the selection threshold in the set Th = {0.2, 0.4, 0.6}. So a user
holding an exploration score above a given threshold is classified as hard-to-predict,
else as an easy-to-predict individual. Hence, low Th results in a higher number of
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Figure 6.5: Global Prediction Framework.

hard-to-predict users to whom we apply a double prediction (movement and spatial).
In contrast, high Th allows selecting users exhibiting high exploratory activities to
be a candidate for a double prediction, while others are subject to a direct spatial
prediction.

According to Figure 6.5, a ratio below 0.2 isolates Routiners, who get high accu-
rate predictions with traditional MC due to their easy-to-predict mobility. The ratio
range [0.2,0.4] isolates Regulars users. Finally, the values higher than 0.6 identify
Scouters or hard-to-predict users (i.e., high probable users to get low traditional
MC prediction accuracy) requiring the improvement of prediction methods. Scouter
users trigger the exploration-enhanced MC predictor.

6.3.2 Purpose Prediction

Recall that our first goal is to infer an individual’s next type of movement, given
the movement history. In what follows, we evaluate the performance of each of the
STMP and the IEIP. Given the imbalanced ratio between exploration and return
transitions (cf. Appendix 7.3.1 Figure 7.3), to measure the performance of the pro-
posed movement predictors in forecasting each type of movement, we employ three
widely used information retrieval measures:

• Precision P : It is a measure of relevance. It shows the ability of a classifier
not to label as positive a sample that is negative. It is defined as the number
of true-positives Tp over the number of true-positives plus the number of false-
positives Fp [3], P = Tp

Tp+Fp
.

• Recall R: it measures a classifier’s ability to find all positive samples. It
is defined as the ratio between true-positive Tp samples over the number of
true-positive Tp plus the number of false-negatives Fn [3], R = Tp

Tp+Fn
.

• f1-score F1: it is the harmonic mean of precision and recall [3], it is given
by, F1 = 2⇥ P⇥R

P+R .

By considering returns as positive events and explorations as negative events, a
true-positive result, Tp refers to the correct prediction of a return. A false-positive
result Fp indicates that an exploration is predicted to be a return. A false-negative
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Fn refers to a return predicted to be an exploration. A true-negative result Tn

relates to the correct prediction of an exploration (see Table 6.1).

Table 6.1: Movement confusion matrix.

Actual Return Actual Exploration
Predicted Return Tp Fp

Predicted Exploration Fn Tn

We compare our proposed methods with the performance of the widely used
state-of-the-art MC predictor. As in conventional personal predictors relying on
location data, the MC predictor assumes that the next location a user will visit can
be found in the set of known places [32, 93]. This means that the MC model is
constantly forecasting returns. Thus, it holds the best scores in terms of predicting
returns as a type of movement. Moreover, in view of the large proportion of returns
compared to explorations (see Appendix 7.3.1 Figure 7.3), the MC allows evaluat-
ing how often the proposed algorithms are accurate in predicting the next type of
movement. Alternatively stated, it helps to tune the movement predictors in favor
of explorations/returns or to have global satisfying results.

Figures 6.6 and 6.7 represent the performance of the STMP and the IEIP in
accurately predicting occurrences of return and exploration events, respectively. The
proposed methods are first applied for the whole population, then only for hard-to-
predict users, while an MC predictor is applied for the easy-to-predict users. For
the hard-to-predict users’ selection, as previously stated, we vary the exploration
ratio’s selection threshold ↵ in the set Th = {0.2, 0.4, 0.6}, i.e., a lower threshold
induces a higher labeling of hard-to-predict users.

Return visits: Figure 6.6 shows the precision, recall, and f1-score achieved by the
STMP, the IEIP, and the conventional MC predictor. In Figure 6.6a, we can see
that with more than 60% of the population, STMP and IEIP predictors achieve a
precision above 70% in predicting returns. This indicates that more than 70% of
the time, the forecasted returns are real revisits to known places. We also notice
that the IEIP reaches the highest scores; the precision value is above 90% for more
than 40% of the users. Furthermore, applying the proposed predictors only on users
classified as hard-to-predict engenders slight changes in the precision scores when
predicting returns.

Figure 6.6b depicts that the STMP succeeds at least 80% of the time in predicting
returns for 80% of the population. On the contrary, the IEIP that focuses on
exploration visits comes off badly in forecasting returns when applied to all users.
Furthermore, we can observe that applying the proposed algorithms only on users
exhibiting high exploratory activities allows improving the recall score, notably, the
IEIP. Reducing the proportion of users to whom we apply the proposed algorithms
leads to an increase in the probability of predicting returns. Hence, the obtained
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(a) Precision. (b) Recall. (c) F1-Score.

Figure 6.6: Performance comparison for returns forecasts.

recall scores are expected to improve with the decrease in the size of the selected
hard-to-predict users. Curiously, the best average scores that we obtain with both of
the STMP and IEIP movement predictors are when applying them to users having
an exploration ratio above 40%, which approximately corresponds to the Scouter
profile proposed in Chapter 4 1.

As reported by the weighted average of precision and recall in Figure 6.6c, the
STMP performs better than the IEIP in predicting returns. Namely, the average f1-
score held by STMP exceeds 80%, and in general, its performance is very close to the
MC’s. On the contrary, the average f1-score reached by IEIP is less than 40% when
applied to all users. Furthermore, Figure 6.6c reveals that increasing the exploration
ratio for hard-to-predict user selection increases the achieved performance by both
algorithms.

Exploration visits: Figure 6.7 presents the performance evaluation of the STMP
and IEIP only, provided that a conventional predictor such as MC will always predict
returns and fail at each discovery of a new location.

(a) Precision. (b) Recall (c) F1-Score.

Figure 6.7: Performance comparison for exploration type of movement forecasts.

Figure 6.7a shows that the precision achieved by STMP in predicting explo-
rations for 60% of the population surpasses 35%. Whereas for the same proportion
of the population, only 20% of the explorations inferred by IEIP are, in fact, dis-

1Note that in Figure 6.6b, the curve corresponding to the MC is not represented as the recall
score is equal to 1 for all users.
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coveries of new places. The partial application of the proposed STMP and IEIP
to the population leads to a decrease in the attained precisions. Indeed, for users
classified as easy-to-predict, the application of the MC to them induces null scores
when predicting explorations.

Figure 6.7b depicts that for 60% of the population, at least 18% of the time
explorations are correctly predicted by the STMP when applied for all users. Con-
versely, for the same percentage of users, more than 80% of moments of discovery
are accurately foreseen by the IEIP. Similar to the measure of precision, the recall
decreases with the decrease in the size of the selected population.

Figure 6.7c shows that the IEIP outperforms the STMP in predicting explo-
rations, whether it is applied to all users or for the categories of users with a high
proclivity to explore.

General visits: Next, we want to investigate how often the proposed movement
predictors are accurate in predicting the next type of movement. We compute the
accuracy of prediction achieved by the MC predictor and each of the proposed move-
ment predictors. Here, the accuracy of prediction is the ratio between the number
of correctly predicted types of movement and the total number of predictions.

Figure 6.8: Accuracy of prediction of the type of movement.

Figure 6.8 shows the prediction accuracy in terms of types of movement achieved
by STMP, IEIP, and MC. It is noted that apart from IEIP and IEIP (0.2), the
other predictors perform almost equally well, but with a slight dominance of the
IEIP (0.6). The accuracy of prediction is on average above 75% for the predic-
tors except for the IEIP and IEIP (0.2) that have a score around 50%. Based on
the aforementioned results, we can draw two main conclusions. First, the strategy
adopted by conventional predictors, such as MC, assumes constant returns, which
is a key lowering factor for the predictive performance. Figure 6.8 shows that, on
average more than 20% of users’ transitions are explorations. Second, the proposed
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movement predictors are faced with a trade-off, gaining accuracy in predicting ex-
plorations at the cost of losing efficiency in forecasting returns. We point out that
the proposed movement predictors are preliminary versions, that we aim to propose
advanced versions in our future works. We claim here that the proposed movement
predictors can be tuned to fit the requirements and needs of the using applications,
unlike conventional models that focus on returns only.

6.3.3 Spatial Prediction

We evaluate here the predictive power of the two proposed spatial predictors. First,
the outcomes of the STMP and the IEIP predictors with their variations feed the
spatial predictors. For the computation of the prediction accuracy, we consider a pre-
diction to be correct if the inferred location or zone is correct. This is done through a
comparison with three baseline predictors operating on different spatial scales: MC
Location-Predictor, MC Location-Oracle-Predictor, and MC Zone-Oracle-Predictor.

• MC Location-Predictor: It is described in Section 6.2.

• MC Location-Oracle-Predictor: It performs as well as the MC Location-
Predictor in predicting returns but reaches perfect scores in forecasting explo-
rations. Given Tu = h(t0, l0, z00, z10, z20, z40), . . . , tx, lx, z0x, z1x, z2x, z4x)i
the mobility trace of the user u, if next, the user makes a transition to a lo-
cation lx+1 that is not present in Tu, the MC Location-Oracle-Predictor will
accurately predict lx+1. This predictor holds the best feasible scores that an
MC predictor endowed with a perfect movement predictor and spatial explo-
ration forecaster can achieve.

• MC Zone-Oracle-Predictor: It follows the same strategy as the MC Loca-
tion -Oracle-Predictor. Yet, it operates on a coarse-grained spatial resolution.
Instead of predicting the next visited location, it predicts large zones. Given
the trace Tu = h(t0, l0, z00, z10, z20, z40), . . . , (tx, lx, z0x, z1x, z2x, z4x)i, this
predictor forecasts the next zone zcx+1 of size c km ⇥ c km where the user is
going to move. Besides, it is always accurate in predicting the right zone in
case the user is exploring a new place. It holds the best achievable perfor-
mance, and we take it as a reference to evaluate the efficiency of the proposed
framework.

In what follows, we compare the performance of the PSP and JSP spatial pre-
dictors with the three baselines. As input, the spatial predictors receive the results
from the STMP and the IEIP purpose schemes with their different settings. As
previously indicated, locations are squared cells of size 200 m ⇥ 200 m. We consider
4 distinct sizes for the zones: 800 m ⇥ 800 m, 1 km ⇥ 1 km, 2 km ⇥ 2 km, and 4 km
⇥ 4 km.

PSP: Figure 6.9 reports the prediction accuracy of the PSP predictor with the
different inputs and zone sizes. First, we can see that the prediction accuracy of
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(a) 800 m ⇥ 800 m. (b) 1 km ⇥ 1 km.

(c) 2 km ⇥ 2 km . (d) 4 km ⇥ 4 km.

Figure 6.9: Accuracy of the PSP (common labels).

the PSP with the distinct inputs outperforms the MC Location-Predictor ’s scores.
Second, applying the proposed framework to larger proportions of users allows in-
creasing the overall accuracy of prediction. We have two hypotheses with regard to
the last observation: (a) applying the proposed framework is relevant to the whole
population (b) by increasing the number of considered users, the number of false-
negative forecasts (i.e., returns predicted to be explorations) increases and given
the coarse-grained spatial prediction, in this case, the predictive performances are
enhanced [32]. Third, with the expansion of the size of the zones, the accuracy of
prediction of the PSP combined with the different movement predictors grows to
approach the MC Location-Oracle-Predictor performance. Notably, the accuracy of
prediction is substantially improved when considering zones of size 2 km ⇥ 2 km or
zones of size 4 km ⇥ 4 km. We can also see that the PSP fed with the IEIP algo-
rithm applied to the whole population slightly surpasses the score obtained by the
MC Location-Oracle-Predictor. This is mainly due to false-negative forecasts.

JSP: Figure 6.10 depicts the prediction accuracy of the JSP and its different settings
and the baseline spatial predictors. Unexpectedly, the accuracy of prediction is at
most equal to the MC Location-Predictor. Besides, expanding the zone size helps in
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(a) 800 m ⇥ 800 m. (b) 1 km ⇥ 1 km.

(c) 2 km ⇥ 2 km. (d) 4 km ⇥ 4 km.

Figure 6.10: Accuracy of the JSP (common labels).

improving the minimal achieved scores only, but not the overall performance.

Spatial prediction for each type of movement: Next, to understand how
the spatial predictors perform in predicting the locality of each type of movement.
We report in Figure 6.11 and Figure 6.12 the CDF of the accuracy of the spatial
prediction for each type of movement by the PSP and JSP, respectively. We depict
the results with zones of size 4 km ⇥ 4 km. For other spatial resolutions of the zones,
we provide the descriptive Tables 6.2 and 6.3.

Figure 6.11 shows the accuracy of predicting returns and explorations by the
PSP predictor. First, we can see that the performance achieved by the combination
of the PSP with the STMP in predicting returns is very close to the MC’s, with
slight improvements when applying the proposed framework partially to users ex-
hibiting a high exploration activity. Specifically, when applying it to users having
an exploration ratio ↵ above 40% (see Figure 6.11a). When the PSP takes the
IEIP’s outcomes as input, the improvement in the predicting returns is more notice-
able. Namely, when using the proposed framework with hard-to-predict users (see
Figure 6.11b).

On the contrary, whereas the prediction accuracy of the MC Location-Predictor
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(a) STMP. (b) IEIP.

Figure 6.11: Accuracy of the PSP for each type of movement.

in forecasting explorations is equal to zero, the PSP achieves appealing performance.
Notably, it is more beneficial when using it with all users. Recall that for users
classified as easy-to-predict we apply the MC Location-Predictor for the forecasts.

(a) STMP. (b) IEIP.

Figure 6.12: Accuracy of the JSP for each type of movement.

In Figure 6.12, we depict the accuracy of predicting the locality of each type of
movement by the JSP. First, for returns forecasts, the JSP and PSP are alike, in view
of the fact that they rely on the same location predictor and take the same inputs.
Second, the difference in performance between the JSP and PSP emanate from
exploration forecasts. Compared to the PSP, the JSP works poorly in predicting
the locality of explorations. This suggests that the overall weak predictive power of
the JSP presented in Figure 6.10 follows from the low potential of the Joint Zone-
Predictor in forecasting the locality of explorations. Unlike return patterns that can
be common to many individuals that are strangers to each other, exploration patterns
are more personal. Furthermore, we measured the Jaccard similarity for the top 5
most visited zones when exploring between users within the same city (Beijing). We
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report very low scores; the similarity is at most equal to 0.22. This implies that when
it is about forecasting explorations, it is better to rely on the individual’s mobility
behavior than looking at the global patterns. Note that similarities in exploration
spatial patterns might be observed among users within the same social circle and
who are not perfect strangers to one another as discussed in [73].

In Table 6.2 and Table 6.3, we report the average accuracies of prediction
achieved by the PSP and JSP in predicting the spatial occurrence of explorations
while varying the spatial resolution.

PSP Explorations
Spatial Units 800 m ⇥ 800 m 1 km⇥ 1 km 2 km⇥ 2 km 4 km⇥ 4 km
STMP 0.39 0.41 0.50 0.63
STMP (0.2) 0.26 0.28 0.35 0.44
STMP (0.4) 0.10 0.11 0.14 0.18
STMP (0.6) 0.03 0.03 0.05 0.06
IEIP 0.34 0.36 0.45 0.58
IEIP (0.2) 0.22 0.24 0.32 0.4
IEIP (0.4) 0.09 0.09 0.12 0.16
IEIP (0.6) 0.02 0.02 0.04 0.05

Table 6.2: Ratio of correctly predicted explorations and returns for the PSP.

JSP Explorations
Spatial Units 800 m ⇥ 800 m 1 km⇥ 1 km 2 km⇥ 2 km 4 km⇥ 4 km
STMP 0.17 0.17 0.16 0.14
STMP (0.2) 0.11 0.11 0.11 0.10
STMP (0.4) 0.03 0.05 0.05 0.04
STMP (0.6) 0.01 0.01 0.02 0.04
IEIP 0.15 0.16 0.15 0.14
IEIP (0.2) 0.11 0.11 0.11 0.10
IEIP (0.4) 0.04 0.04 0.05 0.04
IEIP (0.6) 0.01 0.01 0.02 0.02

Table 6.3: Ratio of correctly predicted explorations and returns for the JSP.

From Table 6.2, we can see that the accuracy of predicting the spatial units where
explorations might occur is relatively high for the PSP. Additionally, it increases
with the increase of zones size. On the contrary, Table 6.3 shows that the JSP
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performs poorly in predicting the locality of exploration events, and the changes in
performance are not noticeable with the change in the spatial resolution.

6.4 Summary

In this chapter, we designed a novel 2-step adaptive prediction framework composed
of (i) a purpose prediction (i.e., exploration or return) that feeds (ii) a spatial pre-
diction. Contrary to existing methods, the proposed framework does not naively
rely on mobility return’s regularity, but adjusts its forecasts when explorations are
more probable to happen. We first designed two purpose prediction algorithms that
base their forecasts on coarse- or fine-grained regularities observed in exploratory
and return visits. We then developed two spatial prediction tasks that take the
outcomes of the purpose predictors as input and operate on different spatial scales.
The two spatial predictors are similar in predicting returns, but employ different
strategies in case the input is an exploration. The first relies its forecasts on the
personal data of the considered user, whereas the second one exploits common ex-
ploratory tendencies among the population to infer the next coarse-grained zones.
The proposed framework achieves interesting results both in inferring the next type
of movement as well as in forecasting the spatial occurrence of the visits. Moreover,
they confirm that exploration visits are not wholly random if the spatial resolu-
tion is increased. Besides, we find that explorations are more personal contrary
to returns where common patterns are shared between users. Unlike conventional
methods that are always wrong when explorations occur, the proposed framework
does predict new visits for spatial units of excellent precision when networks plan-
nings are concerned; and reasonable precision for more personalized applications, as
for recommendation services.

In the next chapter, we present a summary of our results, discuss the limitations
of our techniques, and provide general directions for research on the topic of human
mobility prediction.
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This thesis has focused on exploratory visits in human mobility. The study has
targeted the understanding and the quantification of exploration-like visits and their
integration in mobility prediction.

7.1 Conclusions

The purposes of the research reported in this thesis were threefold:

Purpose 1: The first was to understand and capture individuals’ inclinations for
discoveries of new places. This led us to develop metrics able to characterize individ-
uals’ preferences for each type of visit: exploration and return. The quantification
and evaluation of individuals’ inclinations with regard to each type of visit led to
the identification of three main mobility profiles (cf. Section 4.1). Namely, Scouters
(adventurous and prone to explore), (ii) Routiners (steady and routinary), and (iii)
Regulars (with medium behavior). The experiments were conducted using four real-
world trajectories data (3 GPS and one CDR) described in Section 3.1.

The proposed profiling was further investigated and strengthened through the
computation of multi-dimensional metrics (cf. Table 4.2) that asserted the subsisting
dissimilarity between the mobility behavior of individuals of each group [8] (cf.
Section 4.2):

• Scouters: are dynamic, relish discovering many new places successively, and
are keen to break their returning routine to explore. They are marked by large
sets of known places, resulting from their constant quest for new locations.
Besides, they do not revisit the same locations several times except for specific
ones such as home location or workplace. Moreover, Scouters spend large
amounts of time exploring; on average, when they start exploring, they do it
for more than 3 h. Additionally, they tend to walk long distances in general,
either for return visits or exploratory visits.
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• Routiners: are steady and rarely break their routine to discover new places.
Once they start exploring new areas, they either stay in the discovered place
or return to a familiar location. Unlike individuals of other profiles, Routiners
have small sets of known places that they constantly revisit. Additionally, they
spend short amounts of time exploring. Besides, they wait long periods before
making transitions to other areas. Moreover, they have confined mobility;
they walk small distances either when exploring or when returning.

• Regulars: alternate between exploration visits and return visits. They know
more places compared to Routiners, but less compared to Scouters. The same
is observed in terms of the duration of visits. Regulars explore less than
Scouters, but spend long periods chasing new places compared to Routiners.
Unlike when moving back and forth between familiar places, Regulars cover
longer distances when they are in the exploring phase.

Adding temporal semantics to exploration activities showed that Scouters’ pro-
clivity to explore is significant throughout the week, with an increased tendency to
discover new places from 4 pm to 8 pm. On the contrary, the Routiners have a
trifling exploration activity during weekdays that increases on weekends, namely,
on Sundays (cf. Section 4.3.1).

The analysis of the spatial exploitation of individuals having traces in the city
center of Beijing revealed that Scouters have a spread activity all over the city;
they use more than 62% of the neighborhoods for exploration visits and 67% for
returns. In contrast, Routiners have confined mobility and use around 18% of the
neighborhoods for both types of visits. Regulars favor visiting places within their
vicinity when returning, but tend to go to more distant ones when exploring and use
34% of the territory for both types of visits. The computation of the entropy and
predictability measures when increasing the spatial resolution (spatial units of size
2 km ⇥ 2 km) showed that explorations visits in a coarse-grained spatial scenario
are far from being random (cf. Section 4.3.2).

Purpose 2: While the impacts of the prediction formulation and the quality of
the data on prediction extents have been widely investigated in the literature, the
limiting factor that arises from the intrinsic nature of human mobility –exploration
tendencies – was rarely addressed. The second purpose of the dissertation was
to evaluate the impacts of exploration-like visits on the ability to foresee individu-
als’ trajectories. Using the two most widespread prediction formulations, namely,
the next-cell prediction and the next-place prediction (cf. Section 2.4.1), we em-
phasized the role of novelty-seeking in making human mobility less foreseeable (cf.
Section 2.4.1).

Specifically, the computation of the predictability revealed that regardless of
the prediction task, individuals exhibiting a high tendency to explore, namely the
Scouters, are the least predictable. For the next-place prediction formulation, the
upper bound predictability peaked at values lower than 60% for the Scouters. In
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contrast, it peaked at values above 90% for Routiners. Similarly, the prediction ac-
curacy achieved by practical predictors, namely, MC, PPM, SPM, and ALZ, reached
the lowest scores with Scouters. On average, 75% of an MC predictor forecasts are
incorrect for the Scouters vs. less than 40% for the Routiners when considering the
next-place prediction formulation.

Additionally, we showed that the next-place prediction formulation is more vul-
nerable to exploratory visits; the median of the prediction accuracy for Scouters is
below 20% for the next-place prediction vs. 90% for the next-cell prediction.

Moreover, the removal and substitution of exploration-like visits from individ-
uals’ mobility traces led to substantial enhancements in the prediction accuracy,
notably with Scouters – the prediction accuracy scores achieved with Scouters were
enhanced to approach the performance achieved with other profiles.

These findings compel the need to thoroughly understand the exploration ten-
dencies of the users and integrate the notion of exploration when designing mobility
predictors, particularly when considering the next-place prediction formulation.

Purpose 3: The third purpose was to tackle conventional predictors’ limitation of
being oblivious to users’ explorations. The recent separation of exploration visits
from return visits in mobility modelings led to substantial improvements in the gen-
erated traces; the generated trajectories are closer to real-world mobility trajectories.
Nevertheless, the notion of exploration is still missing from mobility predictors, and
as shown in Chapter 5, exploration-like visits do decay the ability to foresee hu-
man mobility. To this end and relying on the previous findings: (i) individuals’
tendencies to explore vary through the population, (ii) in a coarse-grained spa-
tial resolution exploration-like visits are far from being random, (iii) the next-place
prediction is highly affected by exploratory visits, we introduced a newly tailored
exploration-aware mobility prediction framework that tackles the exploration prob-
lem by leveraging the purpose of the movements at prediction decisions, only using
location data.

Specifically, the proposed framework splits the mobility prediction task into two
steps: (i) first predicting the next type of movement: an exploration or a return,
(ii) depending on the forecasted type of movement, it either predicts a fine-grained
spatial unit (cell) in case of a return, or it predicts a coarse-grained spatial unit
(zone) in case of an exploration. The experimental results demonstrated that the
proposed framework achieves interesting results both in inferring the next type of
movement as well as in forecasting the spatial occurrence of the visits. Contrary
to conventional methods that focus on return visits, the proposed approach allows
the using services and applications to tune to predictors according to their needs
and requirements. Moreover, we found that exploration visits are more personal
contrary to returns where common patterns are shared between users.
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7.2 Limitations

Throughout this manuscript, we discussed and addressed the exploration phenomenon
in human mobility. However, the current understanding of human mobility and, in
particular, individuals’ inclinations for discoveries of new places is still partial. One
major limiting factor is data availability. Indeed, to accurately quantify and capture
exploration activities, fine-grained, long-term, and large-scale geo-stamped data are
necessary. Moreover, to determine circumstances and factors influencing users to
explore, additional contextual data are needed, such as the semantics of the visited
places, social circle information, personal calendar entries, or personality traits.

7.2.1 Privacy Issues in Data Acquisition

Mobility-related data contain potentially sensitive professional and personal infor-
mation; they are among the most sensitive data currently being collected [34]. For
instance, by solely relying on location data, a person’s home location, attendance to
a particular religious or political building, or presence in a motel or abortion clinic
can be inferred [34]. Moreover, pseudonymization and standard de-identification
are not sufficient to prevent users from being re-identified [35, 48]. Recent studies
revealed that using only four location records (i.e., place and time), it is possible to
re-identify 95% of the time the individuals [35].

Accordingly, mobility-related data are rarely made available for researchers and,
more particularly, contextual information. In this manuscript, we only leveraged
anonymized fine-grained geo-stamped data of individuals who provided informed
consent. Hence, other dimensions such as the role played by social ties or personality
traits in triggering the exploratory phases of the users were not investigated.

7.2.2 Data Sparcity

We leveraged two types of datasets: GPS and CDR. Although their suitability
for mobility research, their sparsity was a significant limiting factor leading to a
considerable bulk of information being dropped. As discussed in Chapter 3, the
capture of the mobility trajectories using CDR data is highly dependent on the
phone activity of the user. Likewise, GPS datasets are also filled with gaps as a
consequence of the sleeping phases of the collecting devices. Moreover, the users
can also willingly stop sharing their location for privacy reasons or battery savings.

Sparse data limit the understanding of the exploration tendencies. Yet, filtering
users with insufficient data can engender biases in the induced conclusions. For
instance, in CDR datasets selecting only individuals with a high phone activity
might not be representative of the population.

7.3 Extensions

As indicated in Section 1.1 of the introduction, understanding individuals’ inclina-
tions to explore has a short history. After this study, we believe that there are still

98



7.3. Extensions

unresolved issues. In this section, we will discuss the potential research perspectives
in the context of our analytical insights and technical contributions.

Long-term evaluation of the tendencies to explore: We have not investi-
gated whether individuals switch their mobility profile and, if so, under which cir-
cumstances they are more likely to hop from one group to another? Suppose an
individual is identified as an explorer (Scouter) at a given time. Does it mean that
she will always be an explorer? Or will she become a returner (Routiner) after a
given period or at a certain season of the year? Such studies require a long-term
and large-scale availability of mobility traces of individuals, preferably within the
same region, and a global overview of the population mobility behavior.

Adding spatial semantics: We have not ventured to investigate the characteristics
of the places where individuals go when they are in the exploring phase. The
reason is that we leveraged mobility traces of users from different countries and
continents with no spatial semantics or important concentration of users within
the same regions. Extracting POI and the types of the visited places is a step
forward that requires further data collection and examination. Particularly, POIs
are massive in contemporary cities and vary in time; many new infrastructures are
built while old ones are removed or replaced [96]. The linkage between exploration-
like visits and spatial semantics for the population as a whole or per mobility profile
can bring new insights on the ability to understand and infer the potential locality
of future novelty-seeking events. For instance, if an individual is more likely to go
to a restaurant when exploring, this information can assist mobility predictors in
being more accurate in inferring the regions where the individual might explore.

Exploration similarity: Of additional interest is the problem of including the
similarity of trajectories before profiling the users or predicting the spatial locality
of explorations. Indeed, individuals exhibiting spatial similarities of visits are likely
to have common interests and hence comparable mobility behaviors. Whereas the
similarity in repetitive and regularities of visits have been widely studied for different
types of data sources, the exploratory spatial similarity is yet to be investigated.

Social information context: Leveraging social circle information in addition
to geolocation data can bring further understanding of what triggers individuals’
propensity to explore. Friends or family members are more likely to discover the
same new places compared with strangers. In the paper [73], the authors showed
that exploration events are highly correlated with the social circle. In Section 6.3.3,
we attempted to find similarities in exploratory visits on the population level. Nev-
ertheless, unlike returns, explorations are proper to the individuals. Hence, the
social dimension appears to be of invaluable contribution to studying the novelty in
visits.
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Appendix A

Experimental Settings

Depending on the goals of each part of the thesis, we use different settings for the
spatial and temporal resolution, as well as the followed filtering procedure for users
selection.

Spatial Tesselation:

• In Chapter 4, we consider cells with c=300 m that we refer to as ID = l3.
There are two reasons to consider cells of size 300 m ⇥ 300 m. First, in this
thesis, we focus on the discoveries of new places on a daily basis, for instance,
going to a new restaurant or a new shop. Considering the imprecision and
uncertainty of GPS and CDR systems, we claim a cell of such size roughly
corresponds to daily regions of interest and can still capture discovery mo-
ments. Hence, in Chapter 4, the mobility trace of each user u has the shape
Tu,300 = h(t0, l30), (t1, l31), . . . , (tN , l3n)i.

• In Chapter 5, we study the impacts of the spatial resolution on the predictive
performance and consider spatial units of different sizes. We start with smaller
spatial units compared to Chapter 4, but reasonable and meaningful and also
roughly corresponding to daily POI. Then we consider larger spatial units
with a uniform increase in size c = c+ 200 m. The considered spatial units in
Chapter 5 are the following:

– Cells of size 200 m ⇥ 200 m that we refer to as locations of type 2, l2.
– Cells of size 400 m ⇥ 400 m that we refer to as locations of type 4, l4.
– Cells of size 600 m ⇥ 600 m that we refer to as locations of type 6, l6.
– Cells of size 800 m ⇥ 800 m that we refer to as zone of type 0, z0.

The records of the mobility traces Tu,200 are extended with the IDs of the
different spatial units, i.e., the mobility trace of each user u is extended to
Tu = h(t0, l20, l40, l60, z00), (t1, l21, l41, l61, z01), . . . , (tn, l2n, l4n, l6n, z0n)i.

• In Chapters 6, we propose to tackle the prediction of the spatial occurrence of
exploration events by increasing the spatial granularity. In addition to cells of
size 200 m ⇥ 200 m, we consider larger spatial units that we refer to as zones.
The considered units are the following:

– Cells of size 200 m ⇥ 200 m that we refer to as locations of type 2, l2.
– Cells of size 800 m ⇥ 800 m that we refer to as zones of type 0, z0.
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– Cells of size 1 km ⇥ 1 km that we refer to as zones of type 1, z1.

– Cells of size 2 km ⇥ 2 km that we refer to as zones of type 2, z2.

– Cells of size 4 km ⇥ 4 km that we refer to as zones of type 4, z4.

The records of the mobility traces Tu,200 are extended with the IDs of the
different spatial units. Hence, the mobility trace of each user u has the shape
Tu = h(t0, l20, z00, z10, z20, z40), . . . , (tn, l2n, z0n, z1n, z2n, z4n)i.

Temporal Sampling: For the temporal resolution, we set �GPS to 5min, which is
the highest common achievable frequency of sampling for the GPS datasets and we
set �CDR to 1 h, which is the highest achievable frequency of sampling for the GPS
dataset. We choose the highest possible frequencies of sampling (smallest possible
values) as they allow a more thorough capture and understanding of individuals’
mobility behavior [32].

Data filtering: For the definition of a complete day of data, we set �⇤GPS to 15 min
and �

⇤
CDR to 2 h. In what follows, we detail the filtering procedures used within

each chapter.

• In Chapter 4, we use the filtering F1. This means each selected user must have
x consecutive and complete days of data, where a complete day of data for a
GPS dataset (CDR dataset) is a day with at least one record each 15min (2 h).
To set x the number of days of data required for users selection, we report in
Figure 7.1 the number of leveraged users with the variation of the parameter
x from 1 day to 1 month for the GPS datasets. For the CDR dataset, given
the large number of users compared to GPS datasets, by default, we consider
x=14 days, which is the maximal possible value.

(a) Macaco. (b) Privamov. (c) Geolife.

Figure 7.1: Number of users vs. number of contigious complete days of data.

Although the fine-grained nature of the GPS data, Figure 7.1 reveals the
presence of many temporal gaps. Therefore, to ensure a relatively high number
of users per-data set while keeping a reasonable number of contiguous data,
we set x to 10.

• In Chapters 5 and 6, we use the filtering F2. This means we select only users
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having x days, with each having at least 96 records in the GPS trace (12
records in the CDR trace).

(a) Macaco. (b) Privamov. (c) Geolife.

Figure 7.2: Number of users vs. number of complete days of data.

In Figure 7.2, we report the number of the leveraged users with the variation
of x from 1 day to 120 days, i.e., 4 months. There is a trade-off between the
number of leveraged users and the number of complete days of data. To keep
a reasonable number of users while having a long enough study period, we
select only individuals with 1 month of complete days of data.

Table 7.1 summarizes the characteristics of the data used within each chapter
after data completion and users filtering.

7.3.1 Dichotomy of Movements

Figure 7.3: Ratio of types of transition.

Figure 7.3 reports the CDF of the proportions of transitions of types exploration
(Exp) and returns (Ret). We can see that the majority of the population has a low
exploration activity; more than 60% of the population has an exploration ratio lower
than 40%. Inversely, all users depict a high returning activity; 80% of the users have
a degree of return above 50%. Indeed, routine patterns are embedded in today’s
societies.
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Appendix B

List of Publications produced during the Ph.D. Studies

• From motion purpose to perceptive spatial mobility prediction. Licia Amichi,
Aline C. Viana, Mark Crovella, Antonio Loureiro. ACM SIGSPTIAL Inter-
national Conference on Advances in Geographic Information Systems. 2021.

• Revealing an inherently limiting factor in human mobility prediction. Licia
Amichi, Aline C. Viana, Mark Crovella, Antonio Loureiro. IEEE Transactions
on Emerging Topics in Computing (TETC). Under review.

• Understanding individuals’ proclivity for novelty seeking. Licia Amichi, Aline
C. Viana, Mark Crovella, Antonio Loureiro. ACM SIGSPTIAL International
Conference on Advances in Geographic Information Systems. 2020.

• Mobility profiling: Identifying scouters in the crowd. Licia Amichi, Aline
C. Viana, Mark Crovella, Antonio Loureiro. ACM CONEXT International
Conference on emerging Networking EXperiments and Technologies Student
Workshop. 2019.

• Explorateur ou Routinier: Quel est votre profile de mobilité?. Licia Amichi,
Aline C. Viana, Mark Crovella, Antonio Loureiro. ALGOTEL Rencontres
Francophones sur les Aspects Algorithmiques des Télécommunications. 2020.

Outside the scope of this thesis, we also obtained other results:

• Joint allocation strategies of power and spreading factors with imperfect or-
thogonality in LoRa networks. Licia Amichi, Megumi Kaneko, Ellen Hidemi
Fukuda, Nancy El Rachkidy, and Alexandre Guitton. IEEE Transactions on
Communications 68, 2020.

• Spreading factor allocation strategy for LoRa networks under imperfect or-
thogonality. Licia Amichi, Megumi Kaneko, Nancy El Rachkidy, and Alexan-
dre Guitton. IEEE International Conference on Communications (ICC), 2019.



Titre : Comprendre la tendance exploratoire de la mobilité humaine

Mots clés : Mobilité individuelle, Exploration, Profilage, Prédiction

Résumé :

La compréhension et la prédiction du déplacement

des individus dans l’espace et le temps sont fon-

damentales dans de nombreux domaines comme la

propagation des épidémies (notamment, la pandémie

du COVID-19), les réseaux mobiles, l’urbanisme ou

encore le covoiturage. Cependant, appréhender la

mobilité humaine est intrinsèquement complexe car

d’une part, les mouvements des individus sont li-

mités par l’obligation d’une présence physique sur

les lieux de travail, les universités ou dans le cadre

de la participation à des activités routinières et so-

ciales. D’autre part, la grande variété de lieux de loi-

sirs et la disponibilité de moyens de transport mo-

dernes permettent aux individus d’interrompre leurs

routines pour découvrir de nouveaux lieux. Depuis

peu avec l’omniprésence des appareils mobiles, de

la connectivité Internet et des systèmes de position-

nement, il est devenu possible de capturer les allers

et venues quotidiennes des individus à des échelles

spatiales et temporelles très précises. Cela offre l’op-

portunité d’observer et d’étudier la mobilité humaine

au niveau individuel avec un niveau de détail sans

précédent. Cependant, la littérature scientifique sur

la prédiction de la mobilité humaine ne tient pas

compte des tendances des individus à rechercher

la nouveauté, c’est-à-dire à explorer et à découvrir

de nouveaux lieux. Les prédicteurs conventionnels

reposant sur des données géographiques person-

nelles fonctionnent mal lorsqu’il s’agit de découvrir

de nouvelles régions. La raison est expliquée par

la prédiction reposant uniquement sur des em-

placements précédemment visités/vus (ou connus).

Comme effet secondaire, des emplacements qui n’ont

jamais été visités auparavant (ou des explorations)

par un utilisateur perturbent la prédiction d’un em-

placement connu. Négliger à première vue les ac-

tivités de recherche de nouveauté apparaı̂t sans

conséquence sur la capacité à comprendre et à

prévoir les trajectoires des individus. Dans ce ma-

nuscrit, nous affirmons et montrons le contraire :

les visites de type exploration impactent fortement

la compréhension et l’anticipation de la mobilité hu-

maine.

Title : Understanding individuals’ proclivity for novelty-seeking in human mobility

Keywords : Individual Mobility, Exploration, Profiling, Prediction

Abstract :

Understanding and predicting how humans move wi-

thin space and time is of fundamental importance

for many scientific domains, such as epidemic propa-

gation (e.g., the COVID-19 pandemics), mobile net-

works, urban planning, or ride-sharing. Yet, appre-

hending human mobility is intrinsically complex. On

the one hand, human movements are constrained by

physical presence in workplaces, gyms, or universi-

ties, in addition to the involvement in routine and so-

cial activities. On the other hand, the large variety of

leisure places and the availability of modern means

of transportation allow people to break their routinary

patterns to discover new places. But recently, with the

ubiquity of mobile devices, Internet connectivity, and

positioning systems, capturing individuals’ daily whe-

reabouts at very fine spatial and temporal scales has

become possible. Nevertheless, the scientific litera-

ture on human mobility prediction is oblivious to in-

dividuals’ tendencies for novelty-seeking, i.e., explo-

ring and discovering new places. Conventional pre-

dictors relying on personal geographical data perform

poorly when it comes to discoveries of new regions.

The reason is explained by the prediction relying only

on previously visited/seen (or known) locations. As a

side effect, places that were never visited before (or

explorations) by a user cause disturbance to known

location’s prediction. Neglecting novelty-seeking acti-

vities at first glance appears to be inconsequential on

the ability to understand and predict individuals’ tra-

jectories. In this manuscript, we claim and show the

opposite: exploration-like visits strongly impact mobi-

lity understanding and anticipation.
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