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## Résume

Les technologies de la fibre optique, de la photonique et des radiofréquences seront au cœur des réseaux de communication de la prochaine génération, tandis que les fréquences porteuses des signaux haut débit se déplaceront dans la gamme des ondes millimétriques ( $30 \mathrm{GHz}-300 \mathrm{GHz}$ ). Avec l'utilisation de fréquences porteuses élevées, ces systèmes de transmission nécessitent toujours la détection et la conversion basse de fréquence des signaux vers la bande de base pour le traitement du signal.

Dans cette thèse, nous proposons un système mélangeur optoélectronique hétérodyne, basé sur un dispositif original, un photo-mélangeur intégré, pour le traitement optique de données transmises dans une liaison de télécommunication en ondes millimétriques. Le dispositif proposé est une solution envisageable pour les mélangeurs situés du côté récepteur d'une liaison sans fil de réseau radio sur fibre. Le système fonctionne dans la plage de longueurs d'onde de $1,5 \mu \mathrm{~m}$ et tire parti des propriétés ultra-rapides d'un commutateur photoconducteur en InGaAs, associé à un laser à verrouillage de mode semi-conducteur.

La caractérisation du photo-commutateur a montré une durée de vie ultra-courte des photoporteurs de $1,2 \mathrm{ps}$, ce qui garantit la bande passante élevée et la capacité à fonctionner en ondes millimétriques du dispositif. Les caractérisations du système ont permis d'obtenir une réponse relativement uniforme dans les domaines électrique et optique jusqu'à 164 GHz . Nous avons démontré les performances du système mélangeur optoélectronique par la conversion basse de fréquence et la démodulation d'un flux de données modulé QPSK à $2 \mathrm{Gbit} / \mathrm{s}$.

Les commutateurs photo ultra-rapides sont également des candidats potentiels en tant qu'échantillonneurs optique dans les convertisseurs analogique-numérique.

Enfin, une analyse est présentée pour montrer le potentiel de commutation du photoconducteur InGaAs dans de tels dispositifs.


#### Abstract

Fiber optics, photonic and RF technologies will be at the core of next generation communication networks, while the carrier frequencies are moving into the millimetre wave range ( 30 GHz 300 GHz ). Despite the use of high carrier frequencies, these transmission systems still require the detection and downconversion of modulated data-streams into the baseband for signal processing.

In this thesis we are proposing an optoelectronic heterodyne mixer system, based on a single device, for photonic assisted processing of data transmitted in a millimetre wave telecommunication link. The proposed scheme is a feasible solution for mixers at the receiver side of a Radio-over-Fibre network wireless link. The system is working in the $1.5 \mu \mathrm{~m}$ wavelength range and taking advantage of the ultrafast properties of an InGaAs photoconductive switch, in combination with a semiconductor mode-locked laser.

The characterization of the switch showed an ultrashort photocarrier lifetime of 1.2 ps , which ensures its high bandwidth and ability to work in the millimetre wave range. System characterisations obtained a relatively flat response both in the electrical and optical domains up to 164 GHz . We demonstrate the optoelectronic mixer system performance through the downconversion and demodulation of a $2 \mathrm{Gbit} / \mathrm{s}$ QPSK modulated data-stream.

Ultrafast photoswitches are also potential candidates as samplers in Analog-to-Digital Converters. Finally, an experimental study is given to show the InGaAs photoswitch potential in such devices.
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## General Introduction

The photoconductive effect was first discovered by accident in the late $19^{\text {th }}$ century by an English engineer, Willoughby Smith (1828-1891). However, the understanding of the physics behind the effect came just around 50 years later between the two world wars following the works of the German physicist Robert Wichard Pohl. Today it is well known, that photoconductivity is a quantum effect where the absorption of photons is generating electron-hole pairs in the material, which leads to an increase in conductivity. All materials are photoconductive in principle, however in semiconductors the generated photocurrent is significantly higher and can be exploited.

Nowadays, the main application of photoconductivity is in photodiodes and phototransistors, among other types of photoconductive devices. The effect can also be used for measuring light intensity with photoresistors. Another important use of photoconductivity is utilizing the voltage difference across a p-n junction. The photon absorption in this junction results in a photovoltaic current flow across a load resistor, in this case we talk about the photovoltaic effect. This effect is mainly used in photovoltaic electricity generation in solar cells.

The focus of this thesis is on a photoconductive semiconductor used as an opto-electronic device, where we are exploiting the interaction of the optical field illuminating the semiconductor, and the applied electric field across the illuminated material. Photoconductive semiconductors are used for switching since the first demonstration of Auston in 1975. It is based on the conductivity change under laser illumination, the optical pulses are turning ON and OFF the switch. These devices are also used as a photomixer to generate free-space terahertz ( THz ) radiation, thanks to their possible short carrier lifetime in the picosecond range. The THz range is defined between 300 GHz and 3 THz , and the sub-THz range term is commonly used in the literature for frequencies between 100 GHz and 1 THz . These frequencies are commonly used for imaging and spectroscopy applications. In our work we are using the photoconductive switch for applications in the microwave ( $300 \mathrm{MHz}-300 \mathrm{GHz}$ ) range, which corresponds to wavelengths between 1 meter and 1 millimetre. Inside this range, defined as millimetre waves ( mmW ) between 30 GHz and 300 GHz , is a popular research area nowadays for telecommunication and radar applications. Their popularity lies in the wide unregulated spectrum in this frequency range which allows higher achievable bandwidths.

The most widely used material for semiconductor devices is Gallium arsenide (GaAs), mostly because of their good performances and sensitivity to 800 nm wavelength light, produced by the popular titanium-sapphire lasers at that time of early researches in the ' 70 s and ' 80 s . In the past two decades the interest grew toward materials sensitive to 1550 nm wavelength light, which wavelengths are used in telecommunication systems. The development of fibre lasers and semiconductor laser sources also fuelled these researches. A compound material of indium gallium arsenide (InGaAs) proved to be an efficient absorber of wavelength in the $1.5 \mu \mathrm{~m}$ range.

In our work, we are presenting a photoswitch compatible with the telecom wavelengths, made of InGaAs. The aim is to demonstrate the switch performance for opto-electronic mixing applications, like the use as a hybrid mixer for heterodyne detection in a Radio over Fibre (RoF) system, which is a promising application for such devices. This project is part of the European Union funded FiWin5G ITN project, which aims to study and develop solutions for the next generation of telecommunication networks. Another possible use of the photoswitch is as an optoelectronic sampler for Analog-to-digital conversion. In the first chapter we review the necessary background for these applications and corresponding state-of-the-art devices. One of the most important property of a photoconductive device is its carrier lifetime, for fast and high frequency operation it has to be in the picosecond or even in the sub-picosecond range. The lifetime measurement is one of the key characterizations in the second chapter, where we are also characterizing our photoconductive switch samples in the electronic and opto-electronic domain. To fully take advantage of the ultrafast capabilities of the switch, it has to be operated with picosecond optical pulses with a high repetition rate in the GHz range. For this reason, in Chapter III we are characterizing a semiconductor mode-locked laser (MLL) providing pulses with 24.55 GHz repetition rate and picosecond pulsewidths. The laser stability is analysed, and a stabilization setup is built to improve the timing jitter of the laser output pulse train.

Mixing applications with the photoswitch and the MLL source are demonstrated in Chapter IV, and results are compared using different local oscillator sources. We evaluate the mixing performance with the downconversion and demodulation of wideband QPSK modulated signals, which was not done before with photoconductive switches. Analog to digital conversion is also benefiting from the low jitter laser source, the stable high frequency provided by the laser can overcome the limitations of electronic oscillators and increase the ADC resolution. First assessment of the photoswitch non-linear characteristics, which are important to be low for ADC application, was performed and is presented at the end of the last chapter.
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The central element of this thesis is an InGaAs photoconductive switch. In this first chapter, an introduction is given of the fundamentals of photoconductive switches along with the state-of-theart devices. The applications are also introduced with competing technologies.

## I/1. Photoconductive devices

Photoconductive materials are generating free charge carriers (electron-hole pairs) by the absorption of photons. The energy of the photons has to be around the band-gap energy of the material 0 for efficient absorption. Absorbing one photon with enough energy is exciting an electron from the valence band to the conduction band, where it can move, while a hole remains in the valence band. The presence of the generated free carriers is changing the conductivity of the material which can be exploited for various applications.

The photoconductive switch (or photoswitch) is an opto-electronic photoconductive device which allows the detection of optical signals, while changing the properties of an electrical transmission line. It is composed of a coplanar waveguide interrupted with a gap (a discontinuity) made of photoconductive material. The first photoconductive switch concept was described by Auston in 1975 [2]. A simple illustration of a photoconductive device cross section is shown in Figure 1-1 and a top view is shown in Figure 1-3. Two electrodes are surrounding a gap of semiconductor material and an electrical potential between the electrodes (bias) is building up an electric field. When the gap is illuminated free carriers are generated. These electrons and holes are accelerated along the electric field and recombined after a short time. In the close proximity of the electrodes the electrons will be collected by them before recombination, this results in a generated photocurrent. The increasing carrier concentration during illumination means an increase of the conductivity (which is a decrease of the resistivity). The conductivity $\sigma$ is proportional to the carrier concentrations times their mobility (Eq. (1)).

$$
\begin{equation*}
\sigma=q\left(N \mu_{n}+P \mu_{p}\right) \tag{1}
\end{equation*}
$$

Where $q$ is a single electron charge, $N$ and $P$ are the concentration of electrons and holes respectively, $\mu_{n}$ and $\mu_{p}$ are their mobility. These mobilities are one of the important properties of a photoconductor.


Figure 1-1
Schematic of a photoconductive device.

When the illumination is turned off, the current flow will disappear as the carrier generation stops and all the free charges are recombining with the holes. The time of recombination is called the carrier lifetime.

In the work Auston [2], the used silicon ( Si ) material has a long carrier lifetime, to overcome this Auston developed a push-pull method to increase the switch response speed. A first laser pulse illuminates the gap with 530 nm wavelength light and generates carriers on the top of the Si and setting the switch to ON state. A second delayed pulse illuminating with 1060 nm wavelength generates carriers in the full thickness of the silicon, creating a short circuit between the electrodes and the ground, thus, eliminating the dependence on recombination for the setting of the OFF state. However, the ON state still depends on the carrier lifetime. Figure 1-2 is showing an illustration of the method.


Figure 1-2
Photoconductive switch design by Auston. Source: D. H. Auston, Appl.
Phy. Lett. Vol. 26, No 3, 1975 [2]

The time of recombination is another important property of the material and can be decreased with several techniques. By introducing defects or traps as recombination centres in the semiconductor, we can accelerate the recombination process, thus decrease the carrier lifetime. For ultrafast applications, the lifetime has to be in the order of picoseconds, state-of-the-art devices are having carrier lifetimes of 0.2-0.3 ps [1]. Other material properties of photoconductors, the dark resistance and breakdown voltage are to be considered for ultrafast applications. Controlling all these parameters at the same time in the material is challenging and requires compromises during fabrication. The different materials and their manipulation during fabrication to obtain superior performances are detailed in Section I/2.

## I/1.1. Photoswitch dynamics

The current and resistance change of photoconductors under illumination can be derived from the continuity equations for electrons and holes, defined with equations (2) and (3). These basic semiconductor equations are describing the static and dynamic behaviour of carriers in a semiconductor under external influences, like an optical excitation, they are thoroughly described in [3] and [4]. They can be directly formed using the classical first Maxwell equation of Ampere's law, completed with Maxwell's addition of the displacement term. We define the illuminated area of the photoconductor with a width $W$ and length $L$ as it is shown in Figure 1-3. The photon penetration depth in the semiconductor material is defined as $1 / \alpha$, where $\alpha$ is the absorption coefficient. We assume that one absorbed photon is generating one electron, and that all the photons are absorbed in the volume of $V=W^{*} L^{*} 1 / \alpha$. Similarly to Eq. (1), $N$ and $P$ are denoting the
electrons and holes respectively, in all the following equations. Equations (2) and (3) are showing that the change of carrier concentration is the difference of generation, recombination and trapping, and the net current flow in and out of the volume under investigation.

Figure 1-3
Illustration of the photoconductive gap with its dimensions.

$$
\begin{align*}
& \frac{\partial N(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{N(\mathbf{r}, t)}{\tau_{N}}+\frac{1}{q} \operatorname{div}\left(\vec{J}_{N}\right)-B_{N}\left[N(\mathbf{r}, t) P(\mathbf{r}, t)-N_{i}^{2}\right]  \tag{2}\\
& \frac{\partial P(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{P(\mathbf{r}, t)}{\tau_{P}}-\frac{1}{q} \operatorname{div}\left(\vec{J}_{P}\right)-B_{P}\left[N(\mathbf{r}, t) P(\mathbf{r}, t)-N_{i}^{2}\right] \tag{3}
\end{align*}
$$

Where $G(r, t)$ is the electron-hole pair photogeneration rate in $\mathrm{cm}^{-3} / \mathrm{s}$. In the second terms $\tau_{N}$ and $\tau_{P}$ are the lifetime of electrons and holes respectively and $N(\mathbf{r}, t)$ and $P(\mathbf{r}, t)$ are the electron and hole concentrations, measured in $\mathrm{cm}^{-3}$. These second elements of the equations are representing the trapping rate of electrons and holes by the defects in the semiconductor. The electron and hole current densities are defined with $J_{N}$ and $J_{P}$ in A/cm, while $q$ is the electron charge. $B_{N}$ and $B_{P}$ are the recombination rate of electrons and holes with the intrinsic carriers of $N_{i}$.

The defects are introduced for example with doping or ion-implantation, and they are creating an EL-2 electron trapping level in the bandgap of the semiconductor. This trapping level is causing the free electrons in the conduction band not to recombine with the holes in the valence band, instead, they get trapped by the partly ionized donor atoms with a characteristic time of $\tau_{N}$. These trapped electrons after the characteristic time of $\tau_{P}$ are recombining with the holes in the valence band. This non-radiative process is much faster than the direct recombination of electron and holes and allows to construct ultrafast photoconductors by introducing defects in the material. The $\tau_{N}$ and $\tau_{P}$ characteristic times can be described with the Shockley-Reed-Hall model [5], see eq. (4).

$$
\begin{equation*}
\tau_{P}=\frac{1}{\sigma_{P} v_{t h, P}\left[N_{T}^{+}\right]} \tag{4}
\end{equation*}
$$

$$
\tau_{P}=\frac{1}{\sigma_{N} v_{t h, N}\left[N_{T}^{0}\right]}
$$

Where $\sigma_{P}$ and $\sigma_{N}$ are the electron and hole capture cross sections, $v_{t h, P}$ and $v_{t h, N}$ are the electron and hole average thermal velocities. $N_{T}{ }^{+}$is the electron trap concentration, and $N_{T}{ }^{0}$ is the hole trap concentration, introduced by the material defects.

The current densities can be defined with equation (5) for electrons and for holes with equation (6), they consist of a drift component caused by an electric field and a diffusion component caused by the carrier-concentration gradient [4]. They are derived from the Boltzmann transport equation.

$$
\begin{gather*}
\vec{J}_{N}(\mathbf{r}, t)=q\left[\mu_{N} N(\mathbf{r}, t) \vec{E}(\mathbf{r}, t)+D_{N} \overrightarrow{\operatorname{grad}}(N(\mathbf{r}, t))\right]  \tag{5}\\
\vec{J}_{P}(\mathbf{r}, t)=q\left[\mu_{P} P(\mathbf{r}, t) \vec{E}(\mathbf{r}, t)-D_{P} \overrightarrow{\operatorname{grad}}(P(\mathbf{r}, t))\right]  \tag{6}\\
\vec{J}_{\text {Total }}=\vec{J}_{D}+\vec{J}_{N}+\vec{J}_{P} \tag{7}
\end{gather*}
$$

Where $\mu_{N}$ and $\mu_{\rho}$ are the electron and hole mobilities, $E$ is the electric field in the photoconductor and $D_{N}, D_{P}$ are the carrier diffusion constants. $J_{D}$ is the displacement current, defined with eq. (8).

$$
\begin{equation*}
\vec{J}_{D}(\mathbf{r}, t)=\frac{\partial \vec{D}(\mathbf{r}, t)}{\partial t}=\varepsilon_{0} \varepsilon_{r} \frac{\partial \vec{E}(\mathbf{r}, t)}{\partial t} \tag{8}
\end{equation*}
$$

The electric field can be calculated from the charge concentrations using the Poisson equation:

$$
\begin{equation*}
\operatorname{div}\left(\epsilon_{0} \epsilon_{r} E(\mathbf{r}, t)\right)=q\left(P(\mathbf{r}, t)+N_{T}^{+}(\mathbf{r}, t)+N_{T}^{0}(\mathbf{r}, t)-N(\mathbf{r}, t)\right) \tag{9}
\end{equation*}
$$

The previous equations can be simplified with some assumptions while considering special circumstances.

1. For low carrier injection, as the result of low optical illumination, the Poisson equation can be eliminated by assuming a constant electric field in the gap made only by a constant bias voltage of $V_{\text {bias }}$ over the electrode length of $L$, which is considered much longer than the photon penetration depth $(1 / \alpha)$. As it is a constant field in time, the displacement current in equation (8) becomes zero.

$$
\begin{equation*}
|\vec{E}|=\frac{V_{b i a s}}{L} \tag{10}
\end{equation*}
$$

2. In case of the low power optical excitation, the density of the photogenerated carriers is smaller than the density of the traps, which results in constant carrier lifetimes ( $\tau_{N}, \tau_{P}$ ). Moreover, if $\tau_{N}$ and $\tau_{P}$ are in the picosecond range, we can neglect the drift and diffusion processes, as the carriers do not travel a long distance before being trapped. This leads to the simplification of equations (5) and (6).

$$
\begin{align*}
& \vec{J}_{N}(\mathbf{r}, t)=q \mu_{N} N(\mathbf{r}, t) \vec{E}(\mathbf{r}, t)  \tag{11}\\
& \vec{J}_{P}(\mathbf{r}, t)=q \mu_{P} P(\mathbf{r}, t) \vec{E}(\mathbf{r}, t) \tag{12}
\end{align*}
$$

3. The radiative recombination rate in the semiconductor is very low as compared to the weight of the trapping process, therefore the recombination rate components ( $B_{N}$ and $B_{P}$ ) of eq. (2) and (3) are negligible. Because of the previous simplifications the drift component of eq. (2) and (3) can be neglected too, because of the low value of the divergence.

$$
\begin{align*}
& \frac{\partial N(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{N(\mathbf{r}, t)}{\tau_{N}}  \tag{13}\\
& \frac{\partial P(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{P(\mathbf{r}, t)}{\tau_{P}} \tag{14}
\end{align*}
$$

With these 5 equations (10 to 14 ) we formed a simplified system of equations, and we can calculate the current and resistance dynamics of the photoswitch under optical illumination. Considering that the currents are flowing only in a thin upper layer of the semiconductor, which can be defined with the absorption depth $1 / \alpha$, and it is much smaller than the electrode distance $L$, therefore the flow is in a cross section of $S=W^{*} 1 / \alpha$, the current can be calculated from the current densities in eq. (7) by integrating it over $S$.

$$
\begin{align*}
I(t)=\iint_{S} \vec{J}_{\text {Total }} & d S=\left[\vec{J}_{N}(\mathbf{r}, t)+\vec{J}_{P}(\mathbf{r}, t)\right] \frac{W}{\alpha}  \tag{15}\\
& =q\left[\mu_{N} N(\mathbf{r}, t)+\mu_{P} P(\mathbf{r}, t)\right] \frac{V_{\text {bias }}}{L} \frac{W}{\alpha}=\sigma(t) \frac{V_{\text {bias }}}{L} \frac{W}{\alpha}
\end{align*}
$$

Where $\sigma(t)$ is the conductance. The resistance can be calculated from the above expression with the conductance, expressed with equation (1) on page 15.

$$
\begin{equation*}
R(t)=\frac{V_{b i a s}}{I(t)}=\frac{\alpha L}{W \sigma(t)} \tag{16}
\end{equation*}
$$

In equation (15), the electron and hole concentrations are dependent on the generation rate through equation (13) and (14), and this generation rate depends on the optical excitation. Therefore, we can consider the photoconductive switch as an optically controlled resistance. For a precise simulation the dark resistance ( $R_{\text {dark }}$ ) should be also taken into consideration, which is defined by the residual free carriers at equilibrium: $N_{o}$ and $P_{0}$. The metal electrode geometry of the switch deposited on the semiconductor is creating a capacitance, which can be modelled by a single equivalent capacitor. A basic equivalent circuit of photoswitches is illustrated in Figure 1-4.


Figure 1-4
Equivalent circuit of a photoconductive switch

The capacitance $C$ ideally is as low as possible in the $<20 \mathrm{fF}$ ensuring a fast response, while the ideal dark resistance is in the $>100 \mathrm{k} \Omega$ range to have a low level of feedthrough signal.

The current and resistance dynamics of the photoswitch can be simulated with equation (15) and (16). If we use a pulsed illumination, where a femtosecond laser is providing the optical signal, we can approximate the pulse shape with a gaussian pulse and write the optical power of one pulse with equation (17).

$$
\begin{equation*}
P(t)=P_{0} e^{-\left(\frac{t}{\tau_{l}}\right)} \tag{17}
\end{equation*}
$$

Both the electron and hole lifetimes define the result curve shapes. Typically, the electron lifetime is in the picosecond range and the hole lifetime is in the order of tens of picoseconds. These two decays are resulting in a dual exponential curve for the photoswitch response. Typical calculated response curves are illustrated in Figure 1-5 and Figure 1-6, showing the response of the photoswitch resistance and current respectively, to an ultrashort laser pulse. The simulation was performed with Matlab, with an in-lab developed script [6]. A thorough description of the simulation method can be found in APPENDIX A. Here, the results are based on the simulation of a photoswitch that has very similar characteristic parameters as the component that we will use in this thesis. Chapter II is detailing the characterisation and experiments to determine the device parameters


Figure 1-5
Typical calculated resistance response of a photoswitch to an optical pulse


Figure 1-6
Typical calculated current response of a photoswitch to an optical pulse

The response curves have a fast initial jump, in accordance with the optical intensity increase as the laser pulse arrives to the semiconductor. Consequently, the device resistance, which is initially the dark resistance of $4.1 \mathrm{k} \Omega$, goes down to $330 \Omega$ within 100 fs (the exciting optical pulse width), as seen in Figure 1-5. This corresponds to the generation of a current pulse, as in Figure 1-6. The fall time of the current is determined mainly by the $\tau_{N}$ characteristic time. The simulation was done with an optical pulse of 100 fs and with lifetimes of $\tau_{N}=1.2 \mathrm{ps} ; \tau_{p}=20 \mathrm{ps}$, while a bias voltage is set at 1 Volts. The dual-exponential shape is clearly observable on the curves. After all the free carriers recombined or get captured, the signal returns to its initial value. Thanks to the bias voltage, a low level of feedthrough signal will appear on the photoswitch, with a current of 0.24 mA .

## I/1.2. Photoconductors for THz generation

Photoconductive switches are most widely used for the detection and generation of THz waves, in this domain they are also frequently called photoconductive antennas (PCA), as they are directly radiating the THz signal. In the generation process, the electrodes are electrically biased and the gap between them is illuminated by a laser. There are two options possible [1]: the use of ultrashort laser pulses emitted from a femtosecond mode-locked laser (Figure 1-7/a), or simultaneous illumination of two continuous wave (CW) laser with a frequency difference (Figure 1-7/b). In the first case, the ultrashort pulses are generating THz pulses. The rise time of these pulses corresponds to the laser pulse rise time while the pulse width and shape depends on the carrier lifetime of the material. In the frequency domain the generated ultrashort pulses have an extremely wide bandwidth up to the THz domain. In this setup the photoconductive antenna is frequently called photoconductive switch. For the second case the two CW lasers wavelength (frequency) difference is in the range of THz and the photoconductor will emit a continuous Terahertz signal with a frequency corresponding to the frequency difference of the CW lasers, in this case the device is frequently called photomixer.


Figure 1-7
$\boldsymbol{a}$ : Terahertz pulse generation and $\mathbf{b}$ : CW terahertz generation with photoconductive antenna
Before and during the ' 90 s, very few researches were addressing the THz domain, mainly because of the lack of efficient and convenient THz sources. Since the exploitation of photoconductive switches and lasers for THz generation, the number of scientific papers concerning the THz domain is exponentially increasing from the years 2000s [7]. Terahertz waves can be used for many applications [8], starting from spectroscopy, imaging, sensing, biomedical applications and telecommunication. Many materials have unique spectral signatures at THz frequencies, which makes it useful for material characterization and identification. Also, many optically opaque materials are transparent for THz waves. In the telecommunications field the unused wireless frequencies above 100 GHz and in the unregulated spectrum above 300 GHz motivates the research to develop telecommunication systems using the THz waves [9][10]. However, several passive services exist above 300 GHz for radio-astronomy and earth observation, which needs to be protected from the possible interferences by THz communications. Figure 1-8
shows the free-space loss and resonance peaks up to 3 THz [9]. Suggested bands chosen for longand medium distance, and indoor applications are marked in the figure.


Figure 1-8
Free space path loss per km for frequencies up to 3 THz . Source: T. Nagatsuma et al. Nature, 2016 [9]

The THz range also has the advantage of frequent frequency reuse due to the high free-space loss and the several water absorption peaks at higher frequencies [11], as we can see the numerous peaks in the figure corresponding to this. The high losses can also be seen as a disadvantage for the restriction of high-distance communication. Recent researches have already demonstrated high bandwidth and high data-rate wireless communication at 300 GHz [12] or even at 600 GHz [13].

## $I / 2$. Photoswitch evolution

The first devices by Auston were made of silicon ( Si ) ([2] and [14]), later gallium-arsenide (GaAs) was used thanks to its good carrier mobility and direct bandgap. In particular, GaAs deposited with molecular beam epitaxy (MBE) at low temperatures (LT-GaAs), proved to have very good properties with sub picosecond carrier lifetime (1.6 ps in [15] and 0.27 ps in [16]). Many of the devices are used for THz generation as photoconductive antennas. In the following state of art review, we are looking at photoconductive antennas and switch designs. An excellent review of PCAs by Burford and El-Shenawee was done in 2017 [8], the following review is partly based on their work.

## I/2.1. GaAs devices

The bandgap of 1.42 eV in GaAs requires the illumination with 800 nm wavelengths or below, which allows the use of the popular titanium-sapphire mode-locked lasers. Nowadays the best performing photoconductors for THz generation and detection are made of LT-GaAs. The benefits of the low temperature growth around $200^{\circ} \mathrm{C}-250^{\circ} \mathrm{C}$, are the rather higher carrier mobility due to the high level of crystallinity and the excess arsenide within the crystal to create point defects. These defects are helping the recombination and reduces the carrier lifetime. It also has a high resistivity due to the small number of free carriers. An example from 1991 for LT-GaAs was published by Gupta et al. from the United States with 0.4 ps carrier lifetime grown at $200^{\circ} \mathrm{C}$ [17]. The result showed a moderate electron mobility of $120-150 \mathrm{~cm}^{2} / \mathrm{Vs}$ and high resistivity.

A popular method of reducing the carrier lifetime is by performing ion-implantation. An example was proposed by the team of $A$. Krotkus from Lithuania and C. Jagadish from Australia [18], in which
they were implanting As ions into the GaAs semiconductor to create defects. An ultra-fast lifetime of 0.2 ps was achieved, however the mobility become very low and it also resulted in a low resistance. An annealing process at $600^{\circ} \mathrm{C}$ was required to increase the mobility to $2000 \mathrm{~cm}^{2} / \mathrm{Vs}$ and to increase also the resistance, which also resulted in a carrier lifetime increase to 1 ps. Further annealing at $800^{\circ} \mathrm{C}$ increased the lifetime up to 10 ps . This shows the difficulty of achieving good values in all the parameters needed for ultrafast operation.

It is possible to reduce the lifetime of GaAs with carbon irradiation too [19]. Semi Insulating (SI) GaAs without irradiation is showing lifetimes in the range of 70 ps , after carbon irradiation 0.55 ps was achieved. The device was used for THz detection in a 1.5 THz bandwidth.

In IMEP-LAHC laboratory, LT-GaAs samples with beryllium doping was used in 2005 [5], (at that time it was LAHC laboratory in Le-Bourget-du-Lac), and studied in a collaboration with the team of A. Krotkus in 2002 [20]. Beryllium doping is another method to control the optoelectronic properties and to reduce the lifetime, the samples had a mobility of $540 \mathrm{~cm}^{2} / \mathrm{Vs}$ and a carrier lifetime of 0.5 ps.

As we saw, there are several methods to improve the GaAs properties with various degrees. At the end of the '90s, the interest started to increase towards materials working with 1550 nm illumination. At this wavelength smaller size and simpler laser are available. There were researches using the GaAs with 1550 nm , but the efficiency was much lower than in case of 800 nm illumination. A two-step absorption process makes it possible to work at this sub-bandgap wavelength and it requires interband transition of electrons with midgap states or non-linear twophoton absorption. In [21] with LT-GaAs, an efficiency of $10 \%$ was obtained compared to 800 nm excitation.

Another alternative to LT-GaAs has been introduced by the group of A. Gossard in the United States, they proposed a structure composed of self-assembled layers of erbium-arsenide (ErAs) islands in GaAs semiconductor [22]. The advantage of the structure is the possibility to control the response time and resistance by precise engineering of the layers. A carrier lifetime of 0.12 ps was measured with a low electron mobility of $100 \mathrm{~cm}^{2} / \mathrm{Vs}$. The layered GaAs :ErAs structure can be used with 1550 nm wavelengths too.

There are also techniques to increase this low efficiency with complex designs of the electrodes, as it will be shown in section I/2.3. Nonetheless, a compound material of InGaAs turned out to be an efficient alternative for the longer wavelengths.

## I/2.2. $\quad \ln _{x} G a_{x-1}$ As devices

Compared to GaAs devices, InGaAs is not yet that well established technology, significant improvements were achieved only in the past 10-20 years. The bandgap of 0.8 eV allows the InGaAs material to work with 1550 nm wavelength sources. This wavelength also has the advantage of using the well-established fibre-technology in the systems.

Some researches were investigating the low temperature growth InGaAs similarly to GaAs. A Be doped bulk LT-InGaAs was fabricated in [23], it showed a relatively low resistance of $700 \Omega$ and low
carrier mobility of $100 \mathrm{~cm}^{2} / \mathrm{Vs}$, however with a good lifetime of 0.35 ps .
Similarly to GaAs, ErAs island embedding can also enhance the InGaAs properties. The method is improving the crystal quality and carrier mobility [24]. As the result of ErAs, the Fermi level is slightly modified in the structure, resulting in an unwanted free carrier concentration. To overcome this problem, beryllium was added as a p-type donor. A 0.3 ps lifetime and $200 \mathrm{~cm}^{2} / \mathrm{Vs}$ carrier mobility was achieved with this technique.

Ion-irradiation is also possible to improve the material properties, however this results in a low resistance. In [25] brome irradiation of InGaAs showed a carrier lifetime of 0.2 ps and a good mobility.

Another method for improved properties is to construct a superlattice structure of $\operatorname{InGaAs}$ and InAlAs layers [26]. The InAIAs layers are transparent to 1550 nm wavelengths, their role is to add a high concentration of deep-electron traps, acting as a recombination layer via tunnelling process. The InGaAs layer is beryllium doped to reduce the free electron concentration. A mobility of $1900 \mathrm{~cm}^{2} / \mathrm{Vs}$ was achieved with a very good resistance of $0.12 \mathrm{M} \Omega$. The detected THz pulse width were measured to be 0.75 ps. Recently, this technological approach has gained in performances and has allowed the development of very sensitive components for THz time domain spectroscopy (TDS) setups, the group of B. Globisch in Germany demonstrated a TDS system with a Signal-toNoise ratio of 55 dB at 4 THz [27] achieved with beryllium doped $\operatorname{InGaAs} / \operatorname{InAlAs}$ superlattice.

Ion-implantation of the $\operatorname{InGaAs}$ material can also improve the performances. Iron (Fe) implantation reduced the emitted THz pulsewidth from 0.68 ps to 0.57 ps compared to the unimplanted case, the calculated mobility was $1500 \mathrm{~cm}^{2} / \mathrm{Vs}$ for the ion-implanted InGaAs [28]. While this mobility is lower compared the unimplanted InGaAs, an increase was observed in the THz radiation amplitude.

The InGaAs photoconductive switch used in this thesis is implanted with nitrogen ions [29]. The mobility was reported to be around $6900 \mathrm{~cm}^{2} / \mathrm{Vs}$ with a relatively good dark resistance of $6 \mathrm{k} \Omega$, and as we will show in Chapter II, the lifetime is in the picosecond range.

As a summary, the sensitivity to $1.5 \mu \mathrm{~m}$ wavelengths is an important advantage of $\operatorname{InGaAs}$ devices, however their dark resistance compared to GaAs is lower and their low breakdown voltage is also amongst the disadvantages. Despite these, good properties and performances can be achieved with some of the variously manipulated InGaAs photoconductors. Comparing to GaAs materials, the reported THz field amplitude for these devices is still lower [1].

In the next section ( $1 / 2.3$ ) we review the widely used techniques to improve the photoconductor efficiencies. This includes fabrication of the electrode structures at nano-scale level, which is a technology that became available widespread only in the past decade.

## I 2.3. Techniques to improve the quantum efficiency

## Interdigitated structures

One main limitation of the efficiency is originating from the geometry of the electrodes on the photoconductor. While an ultrafast photoconductor is illuminated, only the carriers generated in a
few hundred nanometres distance from the electrodes can considerably contribute to the generated THz signal, as it is explained by N. T. Yardimici and M. Jarrahi in [30]. The quantum efficiency is defined as the ratio of carriers collected by the electrodes and the number of photons illuminating the photoconductor. To increase the area where the carriers can reach the conductor, interdigitated structures are used where thin "fingers" connected to the electrodes were fabricated with a width in the $\mu \mathrm{m}$ range with a gap between them also in the $\mu \mathrm{m}$ range. An illustration of this interdigitated structure is shown in Figure 1-9.


Figure 1-9
Interdigitated structure illustration

The neighbouring arms are connected to opposite electrodes, creating an interweaving structure. The fingers are increasing the area where the carriers can be collected but on the other hand the illuminated area is decreasing by the shadowing effect of the metal electrodes.

One of the first photoconductor example with interdigitated structure was demonstrated by Chen et al. in 1991 [31]. They observed that a reduction in electrode spacing by 100 times from $20 \mu \mathrm{~m}$ to $0.2 \mu \mathrm{~m}$ by using the interdigitated structure is improving the responsivity 100 fold. This small gap is in the range of the carrier transit time for a carrier lifetime of 1 ps. Brown et. al. [32] showed with theoretical calculations that the quantum efficiency is dependent on the electrode length and gap width. There is a trade-off between high quantum efficiency and ultrafast operation of the semiconductors: the faster the semiconductor (shorter the lifetime) the shorter the carrier travel distance before recombination or trapping, therefore less carriers can be collected. The interdigitated structure therefore significantly improved the photoconductor switch's and antenna's efficiency by increasing the effective area.

## Efficient resonant structures

Another way to increase the efficiency is by increasing the absorption rate of the illuminating light. The fabrication of resonant structures in the semiconductor can significantly improve the absorption efficiency. A solution proposed at IEMN laboratory (Institut d'électronique de microélectronique et de nanotechnologie) by Peytavit et al. [33] based on a Fabry-Pérot resonant cavity constructed between two gold layers. Figure 1-10/a (Source: [34]) illustrates the light path with several reflections between the gold layers. Figure 1-10/b shows the enhancement of quantum efficiency when the LT-GaAs thickness corresponds to a multiple of the quarter-wavelength $(\lambda / 4)$.


Figure 1-10 Source: E. Peytavit et al., IRMMW-THz Conference, 2013 [34]
(a): Illustration of the resonant structure with the reflected light path.
(b): Quantum efficiency dependence on the LT-GaAs thickness of the structure of $a$,

The Au layers are serving as the electrodes and the mirrors for the cavity and the sub-micron distance between them also increases the electrical DC field in the GaAs layer. With these devices, a microwave signal conversion loss of 22 dB was achieved at 100 GHz (with 780 nm wavelength illumination), which is an improvement of 40 dB compared to other photoconductors [35].

## Nanoplasmonic structures

One of the most promising technology for photoswitch improvement is the fabrication of nanoplasmonic structures. Nanostructured metals can enhance the optical response due to the interaction of metal surface plasmons with the incident light [36]. Surface plasmons are electronplasma oscillations existing at the metal-dielectric interface [30]. Due to this effect, near the plasmonic structures, the photo absorption is enhanced, increasing the carrier generation in the close proximity of the electrodes. This leads to an increased number of photocarriers reaching the electrodes before recombination [37], suggesting higher achievable radiation power for emitters and higher sensitivity for detectors. In [37] a comparison was performed with an LT-GaAs photoconductive antenna with a gap of $20 \mu \mathrm{~m}$ without plasmonic contact electrodes, and with plasmonic contact electrodes composed of 200 nm wide arms with 100 nm gaps. An illustration of the plasmonic contacts is shown in Figure 1-11, with the electrons, electric field, electrode and gap sizes, and the needed orientation of the incident optical field.


Figure 1-11
Illustration of the plasmonic contacts with the incident optical field orientation. Source: Berry et al. Nature communications, 2013 [37]

While illuminated, the plasmonic electrodes are exciting surface plasmon waves along the grating interface. These waves are allowing the transmission of a large portion of the optical signal into the photo-absorbing substrate. These devices were dedicated to THz wave radiation and the reported improvement of radiation power thanks to the plasmonic surface is 50 fold higher than the conventional case, and for detection, a 30 fold improvement in photocurrent was observed [37], as compared to a non-plasmonic device.

Other plasmonic techniques includes plasmonic light concentrators, large area nanoantenna arrays or plasmonic nanocavities [30]. These solutions are aiming to enhance the absorption of the photoconductor and reduce the carrier transport length. As a result, they are reducing the tradeoff between high quantum efficiency and ultrafast operation. The fabrication of plasmonic structures, a very precise, advanced technology is required.

## Plasmonic and resonant structures

M. Billet et al. [38] used LT-GaAs with a Fabry-Pérot (FP) cavity and a plasmonic diffraction grating to enhance the absorption efficiency of 1550 nm wavelength illumination. The FP cavity is similar as we mentioned previously, however instead of an Au plate, a grating is constructed at the top of the structure as shown in Figure 1-12.


Figure 1-12
Fabry-Pérot cavity with a diffraction grating to increase the LT-GaAs absorption efficiency for 1550 nm wavelengths. Source: Billet et al. IRMMWTHz conference, 2017 [39]

It was shown, that the grating is allowing the excitation of waveguide modes in the structure and increased the efficiency by 3 times. Microwave signal conversion losses of 65 dB was also observed [39].

These listed techniques details only the most promising methods of improving the photoconductor by designing the appropriate structures, which would also improve the performances of the applications detailed in this thesis. The photoconductor devices presented in Chapter II has an interdigitated switch geometry with gap and arm width of 3-5 $\mu \mathrm{m}$. The improvement of this structure with these techniques are not the topic of the thesis and the necessary resources were not available at that time.

## I/3. Photoswitch as a frequency mixer

In this thesis, we are focusing on the semiconductor performance at lower frequencies in the microwave and the millimetre wave range and not in the THz range. One application is the use as a frequency mixer, the fundamentals of mixing is introduced in this section. Other application is the use as a sampler in Analog to digital converters (ADCs), the fundamentals are detailed in the
following section I/4, while some ADC properties already introduced in this section.

## $1 / 3.1$. Fundamentals of mixing

Mixing of signals is a fundamental process for radiofrequency applications. The up- or downconversion of signals in the frequency domain is one of the most important function in signal processing. Usually, a frequency mixer has two input ports with incoming signals at different frequencies, they are called the radiofrequency signal (RF) and local oscillator signal (LO). At the output port the mixed products can be measured at the intermediate frequencies (IF). A basic mixing scheme is illustrated in Figure 1-13.


Figure 1-13
Mixing of frequencies

The frequency mixing can be deduced from time domain signals with the following equations (18) and (19). We define the RF signal as $X_{R F}(t)$ and the LO as $X_{L O}(t)$, the mixing output signal is $X_{I F}(t)$.

$$
\begin{gather*}
X_{R F}(t)=X_{R F} a(t) \sin \left(2 \pi f_{R F} t+\theta(t)\right)  \tag{18}\\
X_{L O}(t)=X_{L O} \sin \left(2 \pi f_{L O} t\right) \tag{19}
\end{gather*}
$$

Where $f_{R F}$ and $f_{L O}$ are the RF and LO frequencies respectively. The terms $a(t)$ and $\theta(t)$ are possible amplitude and phase modulations of the RF signal. The IF signal at the output can be calculated by multiplying the RF and LO:

$$
\begin{align*}
& X_{I F}(t)=X_{R F}(t) * X_{L O}(t)=X_{R F} a(t) \sin \left(2 \pi f_{R F} t+\theta(t)\right) * X_{L O} \sin \left(2 \pi f_{L O} t\right)= \\
& =\frac{1}{2} X_{R F} a(t) X_{L O}\left[\cos \left(2 \pi\left(f_{R F}-f_{L O}\right) t+\theta(t)\right)-\cos \left(2 \pi\left(f_{R F}+f_{L O}\right) t+\theta(t)\right)\right] \tag{20}
\end{align*}
$$

As the result of the mixing we will have two components at the frequencies ( $f_{R F}-f_{L O}$ ) and ( $f_{R F}+$ $f_{L O}$ ). In case of the lower frequency we talk about downconversion, if the output has a higher frequency than $f_{R F}$ we talk about upconversion of signals. In practical systems the frequency components not under treatment are filtered out to reduce possible interferences. There are numerous applications of mixing, for example in a telecommunication transmission system it can be used for signal downconversion for data-processing, or upconversion for transmission or signal frequency re-positioning to avoid interference in a dense communication channel.

## I/3.2. Mixing properties

There are some important properties of mixing, which are defining the performances of a frequency mixer.

## Conversion loss

The ratio between the signal to be down (or up) converted and the mixed signal power is called the conversion loss (CL) or in some occasions, when there is a gain during the process, the conversion gain. This value, expressed in decibels, shows the efficiency of the conversion and usually has a dependence on the local oscillator power. As there can be several mixed products, we calculate the CL considering only one IF signal we are interested in. The calculation is written in Equation (21).

$$
\begin{equation*}
\text { Conversion Loss }\left(C L^{d B}\right)=10 * \log _{10}\left[\frac{P\left(f_{R F}\right)^{m W}}{P\left(f_{I F}\right)^{m W}}\right]=P\left(f_{R F}\right)^{d B m}-P\left(f_{I F}\right)^{d B m} \tag{21}
\end{equation*}
$$

## Bandwidth and frequency range

The mixer frequency range is defining the frequencies where the mixer has the same performance. The difference between the lower and upper frequency is the mixer bandwidth. There could be different ranges for the RF and LO inputs. It is also possible that the mixer has a wider operating frequency range than its bandwidth, which means that it works only for low bandwidth input RF signals.

## Isolation

In an ideal mixer the IF output contains only the mixed products, however in many real life cases the LO and RF signals can be seen at the output with various degrees. If the isolation is low the feedthrough signals of RF and LO can cause problems for the devices following a mixer, for example saturating an IF amplifier. The isolation between the LO and RF signals is also important to prevent backward propagation of signals in a system, for example if the RF signal is a received signal by an antenna, the LO signal could radiate through this antenna due to the low isolation. Optoelectronic mixers have particularly good isolation between the RF and LO signal because one signal is in the optical domain and the other is in the electrical domain.

## Mixer non-linearity

Mixers are using a non-linear element or a time-varying element for frequency conversion [40]. One of the most important non-linear property is the third order intercept point (IP3) which is the theoretical power of the fundamental output IF signal when the third order intermodulation product has the same power level. In practice, this point cannot be measured directly because it is usually at a higher power level than the 1 dB compression point of the system.

Spurious free dynamic range in mixers
The spurious free dynamic range (SFDR) can show the operating range where the devices can perform with good characteristics. The non-linear mixing process is creating intermodulation
products. The SFDR is the range between the maximum fundamental signal level where the third order intermodulation product has the same level as the noise floor and the noise floor [40]. Third order intermodulation products can be the following: $2 f_{R F} \pm f_{L O}, 2 * f_{L O} \pm f_{R F}$. SFDR is given in decibel scale and for mixers it is usually measured with a dual tone experiment, when two signals are set as an input with a minimal frequency difference.

The SFDR in Analog to Digital Converts (ADCs), which is another application we will detail in section $I / 4$, is defined differently. It is usually measured as a ratio of the signal level to the highest spurious signal level which falls in the frequency range of $D C$ to $f_{s} / 2$, where $f_{s}$ is the sampling frequency. It can be given in $d B c$, where the reference is the signal level ( $c$ refers to the carrier) or $d B F S$ where the reference is the full-scale (FS) level of the ADC [41].

## I/3.3. Mixing with pulsed LO

Using a pulsed signal and a continuous signal as the LO, we can also perform mixing which can be also seen as the sampling of the signal. Sampling is one of the essential functions of an ADC. The digital signals containing the data are modulated in an analog carrier signal and are transferred to the receiver through a channel, the receiver needs to convert the analog signal to digital for signal processing. The conversion is done with sampling and digitization in an ADC.

The local oscillator input in this case is a pulse train $(p(t))$ with a repetition rate of $f_{s}=1 / T$, where $T$ is the pulse period. A schematic of the mixing is illustrated in Figure 1-14. We mark the sampled output signal with $s(t)$.


Figure 1-14
Mixing with sampling

According to the Shannon criteria (equation (22)), the sampling frequency should be at least twice as the maximum frequency of the input RF signal in order to be able to reconstruct all the information.

$$
\begin{equation*}
f_{s} \geq 2 f_{\max } \tag{22}
\end{equation*}
$$

Where $f_{\max }$ is the maximum frequency of the RF input signal. We mark the minimum frequency as $f_{\text {min }}$, and the bandwidth $B W$ as the difference of the maximum and minimum frequency: $B W=$ $f_{\max }-f_{\text {min }}$. Figure 1-15 is illustrating a 10 MHz sinusoidal signal sampled with 100 MHz repetition rate pulses. The left column shows the time domain signals and the right column shows the corresponding signals in the frequency domain. The pure sinusoidal signal only has a single peak at 10 MHz in the frequency domain, while the periodic sampling signal has several peaks at 100 MHz and its harmonics. If we mix these two signals, which means the sampling of the sinusoidal with the
pulses, in the time domain we will see the periodic samples of the signal, in the frequency domain it contains several copies of the original signal replicated around the sampling peaks. Around one harmonic of the sampling signal we have two copies of the RF.


Figure 1-15 Illustration of a sinusoidal signal sampling in the time domain and the frequency domain
The following equations (23) and (24) are detailing the mixing mathematically. The multiplication in the time domain is equivalent with a convolution in the frequency domain.

$$
\begin{gather*}
s(t)=X_{R F}(t) * p(t)=X_{R F}(t) * \sum_{n=-\infty}^{\infty} \delta(t-n T)  \tag{23}\\
S(f)=X_{R F}(f) \otimes P(f)=X_{R F}(f) \otimes \sum_{n=-\infty}^{\infty} \delta\left(f-\frac{n}{T}\right)=\sum_{n=-\infty}^{\infty} X_{R F}\left(f-\frac{n}{T}\right) \tag{24}
\end{gather*}
$$

The result of equation (24) also shows that the output signal in the frequency range contains multiples of the signal with frequency distances of the sampling frequency.

## 1/3.3.a Undersampling

As we are using higher and higher frequencies in the new generations of telecommunication systems, the sampling frequencies also have to increase. However above 10 GHz it is challenging to have a stable sampling signal for high quality sampling [42]. However, it is still possible to sample signals on a high carrier frequency with lower sampling frequency under certain conditions, in case we are not aiming to reconstruct the real time domain signal, but only the signal modulated onto the high frequency carrier. In this case the modulation has a frequency bandwidth which is only a
fraction of the carrier frequency. After sampling the RF signal has replicas in the frequency ranges called Nyquist zones [43]. Nyquist zones are portions of the spectrum with frequency limits of $n * \frac{f_{S}}{2}$ to $(n+1) * \frac{f_{s}}{2}$. This method is called undersampling or bandpass sampling. There are some constraints for choosing the $f_{s}$ frequency for optimal sampling [44], it has to be between the following limits:

$$
\begin{equation*}
\frac{2 f_{u}}{n} \leq f_{s} \leq \frac{2 f_{l}}{n-1} \tag{25}
\end{equation*}
$$

Where $f_{l}$ and $f_{u}$ are the lower and higher frequency limits of the wideband signal respectively, the bandwidth (BW) can be defined with the expression $B W=f_{u}-f_{l}$. The integer $n$ is defined as:

$$
\begin{equation*}
1 \leq n \leq I_{g}\left[\frac{f_{u}}{B W}\right] \tag{26}
\end{equation*}
$$

Where $I_{g}$ is the lower integer function. These equations are showing that the $f_{s}$ sampling frequency should be at least twice the BW. Figure 1-16 is showing the preferred sampling rates as function of the highest frequency component of the signal. $B_{G T}$ is the guard band between the replicas of the modulated signal. Figure 1-17 is illustrating the Nyquist bands and an undersampled signal with its replicas after sampling.


Figure 1-16
Preferred sampling rates for undersampling concerning the inverse relative bandwidth of the signal. $B \equiv B W$ in the figure.
Source: R. Vaughan et al., The theory of bandpass sampling [44]


Figure 1-17
Illustration of undersampled output signal in the frequency domain with the Nyquist zones.
The original signal with BW bandwidth is downconverted into all the zones.

Figure 1-18 is illustrating a high frequency signal sampled with a lower frequency, left column are the time domain signals and the right column is showing the frequency domain. An 80 MHz sinusoidal signal is sampled with 10.97 MHz repetition rate pulses. The bottom row shows the sampled signal in the time and frequency domain, we can see similar result as in the previous case: replicas of the sinusoidal signals are on both sides of the sampling signal's frequency components. In addition, also the sampling signal's harmonics are present at $m^{*} 10.97 \mathrm{MHz}$. This spectrum can be interpreted with equation (24) as the spectral components are around the signal to be sampled ( 80 MHz in this case) with 10.97 MHz spacing:

$$
S(f)=\left(80 \mathrm{MHz} \pm n^{*} 10.97 \mathrm{MHz}\right)+m^{*} 10.97 \mathrm{MHz}
$$

If our signal is modulated with BW bandwidth (for example with digital data stream), at the output we see the replicas with the modulation. With careful selection of the sampling signal, the modulation can be converted down to the intermediate frequency where signal processing is performed.


Figure 1-18 Example for undersampling of an 80 MHz sinusoidal signal with 10.97 MHz pulses.
In the previous Figure 1-18 the undersampling was demonstrated on a sinusoidal signal, representing a single frequency. If the input signal is modulated in BW bandwidth, as the result of the sampling, all the sampled harmonics will contain this modulated signal with BW bandwidth (we note that the harmonics of the sampling signal at $n * 10.97 \mathrm{MHz}$ will not be the modulated signal). This effect restricts the maximum BW of the modulation due to the possible interferences caused by the neighbouring harmonics. To avoid the interferences, it is required to select carefully the input signal frequency the sampling signal frequency too, as shown in Figure 1-16, so the output harmonics can be still distinguishable with the BW bandwidth. Additional harmonics can also
appear due to the high non-linearities of the sampler device, if their level is too high, the signal processing could be impossible. It is important to mention, that the modulation on the input signal should be optimized, to minimize the spectral components with significant power level outside its useful modulation spectrum.

## 1/3.4. Electronic mixers

There are several types of fully electronic mixers exist for the millimetre-wave frequencies. Semiconductor devices are available in the 100 GHz range, for example a Schottky barrier diode [45] with a conversion loss of 7 dB at 120 GHz . However, its maximum output power is limited at -4 dBm at 120 GHz for up-conversion. More complex devices, like a superconductor-insulatorsuperconductor (SIS) mixer [46] is working between 129-174 GHz, the main disadvantage is its operating temperature of 35 Kelvin. Hot electron bolometer devices are another example for mixing at sub-THz frequencies with an LO of 694 GHz in [47], however they also require extreme temperature control at 20 Kelvin. These complex setups are mostly bulky for telecommunication applications where the device footprint and power consumption are of high importance.

Conventional electronic mixers working at these high frequencies are requiring electrically generated local oscillator signals in the millimetre wave range. Another type of mixers are the subharmonic mixers, which are using the harmonic multiple of one of the input signals. Electrical oscillators, like voltage controlled oscillators (VCOs), are generating continuous wave signals with excellent phase noise in the MHz and lower-GHz range. In signal generators this VCO's output signal is sent through a frequency multiplier chain to generate frequencies of tens of GHz and above. Generating mmW carrier signals in laboratories in fully electronic systems, is also achieved with the frequency multipliers, as an example, in [48] for a communication link at 0.34 THz the LO signal was generated from 20.3 GHz through x8 multiplier chain, and a Schottky varactor based doubler. However, with every doubling step the phase noise is increasing with at least 6 dB [49], following the rate of $20^{*} \log _{10}(N)$, where $N$ is the multiplication factor. This means that low-phase noise signals are difficult to achieve in the mmW range. There are electrical oscillators based on impact-ionization-avalanche-transit-time (IMPATT) diodes working in the mmW range, but their phase noise is poor due to the avalanche breakdown process [49]. Another limitation at high frequencies of these oscillators is that they have to be integrated close to the mixer, to minimize the high propagation losses of electrical waveguides.

## $\mathrm{I} / 3.5$. Photonic aided mixers

In case the mixer has optical and electrical input signals, we are talking about photonic assisted mixing. These devices are benefiting of the several advantages of using optoelectronic systems [50] [51]:

- High isolation between the optical and RF signals
- The high bandwidth in the optical domain (THz bandwidth)
- Low loss of optical signal propagation in optical fibres
- As the consequence of the low loss, remote distribution of optical clock signals is simple

These mixers are taking advantage of generating millimetre wave frequencies in the optical domain where the mmW frequency is determined by at least two distinct optical modes. The frequency $\Delta f$ can be calculated from the wavelength of two adjacent modes with the expression in equation (27).

$$
\begin{equation*}
\Delta f=f_{2}-f_{1}=\frac{\lambda_{2}}{c}-\frac{\lambda_{1}}{c}=\frac{c\left(\lambda_{1}-\lambda_{2}\right)}{\lambda_{1} \lambda_{2}} \tag{27}
\end{equation*}
$$

Where $c$ is the speed of light, $f_{1}$ and $f_{2}$ are the frequency of the two optical modes and $\lambda_{1}$ and $\lambda_{2}$ are the wavelength of the two optical modes.

The optical modes can be directly generated as an optical comb like in a mode-locked laser, or by combining the signals of two or more single mode lasers, or by modulating a single mode source. These optical solutions for mmW frequencies can provide signals with better stability and quality compared to electrical generation. All these solutions have different level of complexity and different advantages. In the present work we are using an optical comb provided by a mode-locked laser (MLL) for an optically generated local oscillator signal. MLLs have a very good frequency stability, the devices made of semiconductor materials have a small footprint and achievable frequencies in the mmW range. An important advantage of optoelectronic solutions with semiconductors is the possibility of integrating several functions (laser, amplifier, multiplexer, modulator, photodiode) on a single semiconductor chip called a photonic integrated circuit (PIC), as it was already demonstrated [52]. The field combining the high-speed electronics and photonic techniques is called Microwave Photonics, where microwave signal generation, processing and transmission is performed with the help of photonics, benefiting from its advantages [53].

The photonic assisted mixers can be distinguished into 3 groups by their application or mixing method.

## Photomixers

Photomixers are usually the previously discussed photoconductive devices used for THz generation [54], where the two input continuous wave optical signals with detuned wavelengths are mixed, and a continuous wave radiation (or electrical signal) is generated with a frequency corresponding to the wavelength difference. These devices are usually biased with a DC voltage.

## Photonic mixers

This type of mixer is performing the mixing in the optical domain. The electrical signals are converted into the optical domain by modulating continuous wave laser beams [55] or can be directly generated by optical elements. The mixed optical signal is then detected with a photodiode, and the output electrical signal of the photodiode is connected to the signal processor. A schematic of the mixing method of photonic mixers is illustrated in Figure 1-19.


Figure 1-19 Schematics of photonic mixers. The electrical RF and LO signals are converted into the frequency domain

## Optoelectronic mixer

If the mixer has an electrical and an optical input, and the output is an electrical signal containing the mixed products, we are talking about optoelectronic mixers. Their advantage is that the mixer element is also the optical detector in one device. A schematic of the mixing method is illustrated in Figure 1-20.


Figure 1-20
Schematics of optoelectronic mixers. The electrical output contains the mixed products of the input optical and electrical signals

## 1/3.5.a Photonic mixers

Photonic mixers are utilizing various non-linear electro-optic modulators. These devices can be phase-modulators, Mach-Zehnder Modulators (MZMs) in series, or dual-parallel Mach-Zehnder Modulator (DP-MZM) [56]. Their advantage is a high bandwidth in the optical domain, however the systems are limited by the electrical bandwidth of the modulators and photodiodes. In [56] the mixing scheme allowed mixing in the 2 GHz to 26.5 GHz range due to the limit of the electrical hybrid coupler, combining the signals of two photodiodes. However, using higher bandwidth coupler can increase the bandwidth. Commercially available MZMs have a bandwidth of 40 GHz . Unpackaged devices achieved 70 GHz electrical bandwidth and 100 GHz optical bandwidth [57]. Recently, a Lithium Niobate modulator integrated on Silicon achieved an ultra-wide bandwidth beyond 100 GHz [58].

Their disadvantage is due to the inherently non-linear elements, the spurious free dynamic range is low, which can be improved with optimized control of the DP-MZM. In [59] a group from Australia achieved an SFDR of $127 \mathrm{~dB}^{*} \mathrm{~Hz}^{4 / 5}$ which is 22 dB higher as conventional mixer based on DP-MZM.

## 1/3.5.b Optoelectronic mixers

Several opto-electronic devices can be used as mixers: phototransistors [60], electro-absorption waveguide [61] or PIN ${ }^{1}$ photodiodes [62]. Another types of photodiodes, the Uni-travelling carrier photodiodes (UTC-PDs), are promising devices with high optoelectronic bandwidth, demonstrated

[^0]up to 310 GHz [63]. The output pulsewidth was measured to be 0.97 ps while illuminating it with 280 fs optical pulses with 1550 nm wavelength. A recent work from University College London (UCL) demonstrated a UTC-PD for optoelectronic mixing working at 600 GHz [64]. A conversion loss of 21.8 dB was also demonstrated using UTC-PD with -2.8 V bias and 18 dBm optical power [65]. These devices present the state-of-art of optoelectronic mixers. Their advantage is the low conversion loss, small footprint and the capability to handle relatively high optical powers of 50-100 mW with 1550 nm wavelengths. They are also capable of mixing of wideband signals, a 10 GHz wide NRZOOK signal downconversion was demonstrated in [65] at a carrier frequency of 35 GHz . As a downside, the systems utilizing UTC-PDs have to be optimized for optical power and bias voltages because of the PDs non-linear behaviour. The conversion loss and efficiency have a non-linear dependence on the optical power and also on the applied bias voltage. Therefore, its performance can drastically change if they are not operated in the optimum point. These devices should be excited by high optical power in order to screen the internal voltage of the PN junction.

Mixing schemes with UTC-PDs also require additional electrical components: bias-T and bias source for the PD bias, and because of a single input/output port of the UTC photodiodes, an RF power divider is needed to extract the IF signal. A schematic of a mixing setup with UTC-PDs is illustrated in Figure 1-21.


Figure 1-21 Illustration of a mixing setup with a UTC-PD
The broadband RF power divider usually has a one way loss of 6 dB , which attenuates the input RF signal to the PD, and attenuates again the extracted IF signal. It also presents a limit for the mixing bandwidth, as the commercially available broadband coaxial dividers are working up to 70 GHz (from DC). Rectangular waveguide diplexers can go until higher frequencies, but the lower frequency limit will be also in the millimetre range.

Photoconductive switches were also used for optoelectronic mixing as it was mentioned in section I/2.1 and I/2.2. A GaAs device was used to downconvert frequencies up to 320 GHz with a conversion loss of 27 dB [35] and an optical power of 19.7 dBm .


Figure 1-22
Illustration of the mixing setup with photoswitch and two heterodyned single mode lasers as the LO source Source: E. Peytavit et al. Applied Physics Letters, 2013, [35]

The switch was illuminated by heterodyning two lasers with wavelengths in the 780 nm range, the setup is illustrated in Figure 1-22. Another device made of LT-GaAs for 1550 nm wavelengths with resonant structures was proposed in [39]. The measured conversion loss of 65 dB was achieved with 17 dBm optical power. A group in Korea was also experimenting with InGaAs photoswitch application for optoelectronic mixer [66]. In their setup, the measured conversion loss was dependent on the optical LO frequency, as the LO bandwidth was limited to a few hundred MHz, mainly due to the long carrier lifetime of the undoped InGaAs material. With an average optical LO power of 6 dBm and 10 GHz the CL was measured between 51-56 dB for input RF frequencies up to 20 GHz . This CL decreased to $25-35 \mathrm{~dB}$ in case of using 1 GHz LO frequency.

These devices, based on photoswitches, do not have the low conversion losses as UTC-PDs, their advantage is the less complex setups for mixing. External biasing of the device is not required for their operation, and because of the coplanar waveguide design, they have two electrical input/output ports for the RF and IF signals. An illustration of the mixing setup is shown in Figure 1-23.


Figure 1-23
Illustration of the mixing setup with photoconductive switches

In this thesis we are using a similar approach as in [66] and as presented in the above setup. Our proposed device is having a much higher bandwidth thanks to the picosecond response time of the active semiconductor layer. In Chapter IV, we will demonstrate the setup's performance with the downconversion of data-stream modulated electrical signals with an optically provided LO signal.

## I/4. Photoswitch as a sampler

Photoconductive switches can be also utilized as samplers of analog signals thanks to their fast response of laser pulses. In section I/3.2 we were discussing about the mixing with sampling where the focus was on the frequency domain for signal downconversion. In this application we are
focusing on the time domain signals. In a sampler device, an RF input signal is sampled to the output thanks to a clock signal. The clock is periodically opening and closing a switch for a very short time to allow through a sample of the RF signal. Ultrashort laser pulses are used as clock signals illuminating a photoconductive switch which has an electrical RF input signal. At the output, the sampled signal as pulses is present, the concept of the sampling is illustrated in Figure 1-24.


Figure 1-24 Schematics of RF signal sampling with photoconductive switch and pulsed optical signal

## I/4.1. Sampling fundamentals

Sampling is a fundamental function of Analog-to-Digital Converters (ADCs). Most of the modern telecommunication systems are working with digital data, for the transmission it needs to be transformed into an analog signal through the modulation of a carrier signal. At the receiver side, this analog signal is transformed back into digital data with ADCs. During the conversion, the short samples of the analog signal after the sampling are quantized. During quantization, digital bits are assigned to the signal levels of each sample. The number of bits determines how many equally distanced levels are distinguished. The number of levels therefore can be an integer power of two. This integer also defines the ADC resolution, for example if we quantize to 4 bits, it means $2^{4}=16$ different levels for all the combinations of the bits, which makes a 4-bit ADC. An illustration of an analog signal with the quantized signal is shown in Figure 1-25.


Figure 1-25
Analog signal with sampled points and corresponding quantized signal. Sampling rate is 200 MHz .

We can see samples taken periodically at every 5 ns ( 200 MHz sampling rate) of the signal and a quantized level was assigned to each of it, depending on which quantization level the sampled level has the lowest difference to. The example shows a 3-bit quantization with the assigned binary code for each level. The difference between the analog signal and the quantized signal is called the quantization error. The shown 3-bit example presents an ideal case, where there is no noise to interfere with the quantization. However, in real life case, many types of impairments are present: amplitude noise, timing noise, phase noise, thermal noise, shot noise and non-linearities in the system. All these disturbances are reducing the effective resolution. The measure of the real resolution of an ADC is called effective number of bits (ENOB) [67]. If the limiting factors are the nonlinear effects and amplitude noises, the resolution depends on the signal to noise and distortion ratio (SINAD). The SINAD can define the ENOB in this case [67].

$$
\begin{equation*}
E N O B=(S I N A D[d B]-1.76) / 6.02 \tag{28}
\end{equation*}
$$

The timing noise of the clock signal is called jitter, it shows the deviation of the clock from its ideal timing position. If the timing jitter of the clock is the dominant factor of noise, ENOB can be calculated with the following equation [67].

$$
\begin{equation*}
E N O B=\log _{2}\left(\frac{1}{\sqrt{3} \pi f_{s} \sigma_{j}}\right) \tag{29}
\end{equation*}
$$

Where $f_{s}$ is the sampling rate and $\sigma_{j}$ is the root mean square (rms) timing jitter. The jitter is having a bigger effect on higher resolution sampling. In Figure 1-26 an illustration of the sampling of the same signal with 3 and 5 bits are drawn with the same level of random jitter added to the clock. On the left, while the signal is quantized with 3 bits (8 levels), only one sample's attribution has changed (marked with red arrow) due to the deviation of sampling position caused by the jitter. With 5 bits ( $2^{5}=32$ levels) sampling, 7 positions have changed compared to the jitter free sampling.

Figure 1-26 also illustrates the finer quantized curve while using 5 bits resolution compared to 3 bits. Due to the increased number of quantization levels the quantized signal follows the original continuous curve more accurately, therefore the quantization error is reduced. The sampling rate is again 200 MHz for both cases in Figure 1-26.


Figure 1-26 Illustration of the jitter effect on the quantized signal for 3 bits (left) and 5 bits (right), sampling rate is 200 MHz .

In ADC it is not just the resolution which we can increase to achieve better performance, but also the sampling rate can be increased too. In Figure 1-27 the previous signal is illustrated with doubled sampling rate of 400 MHz for 3 and 5 bits quantization. For both cases, we can see that the number of quantization uncertainty have increased in case of a jittered clock. The figure on the right side shows that the higher sampling rate had a more prominent effect on the higher bitrate sampling, resulting in a more accurate sampled signal, compared to the previous Figure 1-26. Meanwhile in case of 3 bits, the higher sampling rate did not make the sampled signal significantly more accurate.


Figure 1-27 Illustration of the jitter effect on the quantized signal for 3 (left) and 5 (right) bits for doubled sampling rate to 400 MHz

## I/4.2. Analog-to-Digital converter challenges

Sampling at higher and higher frequencies, the jitter is becoming an increasingly dominant limit in electrical ADC systems, due to the difficulty of generating high quality electrical clocks, as it was described in section I/3.4. In 2012, A. Khilo presented in a survey [42] an updated Walden-plot (first constructed by R. Walden in 2008 [68]) illustrating the state-of-art analog to digital converters, showing the achieved ENOB by the analog input frequency. The plot is presented in Figure 1-28, it
illustrates the performance of the best ADCs found in the literature. The dashed lines are the constant jitter levels needed to the corresponding ENOB - input frequency pairs. The 1 ps jitter limit was reached for electronic ADCs in 1999 and the 100 fs limit in 2007. The graph shows that the best electronic ADCs are having a jitter of $60-80$ fs with $100 \mathrm{MHz}-400 \mathrm{MHz}$ input signals. Khilo predicts that to increase this limiting with an order of magnitude could take a decade of research. The 10 fs limit was reached in the past years in laboratory environments, using high performance modelocked lasers, as it is presented in Khilo's paper. Important to note, that all the photonic ADCs in Figure 1-28 are performing undersampling, shown with stars in the figure.

Until the end of the $20^{\text {th }}$ century, the development of electronic ADCs was following the evolution of integrated technology, the usage of photonic solutions did not worth the time and cost of research because they couldn't offer the improvement in speed to make them attractive. Recently, in the electronic sampling systems the signal to noise ratio is reaching the static and dynamic limitations. Adding to that, the rapid evolution of mode-locked lasers (MLL) renewed the interest in photonic solutions, high speed lasers are already commercially available with order of magnitude better timing stability than the electronic clocks. For example, a 100 MHz repetition rate fibre laser from Menlo Systems is available with <2 fs rms timing jitter [69]. As a result, higher sampling frequency with higher ENOB can be achieved with MLL pulses.


Figure 1-28
Walden plot showing the ENOB and input frequency of ADCs. "This work" refers to work in [42]. blue and dark blue circle represents ADC. Stars shows some high performance photonic ADC. The dashed lines are the needed constant jitter to the corresponding ENOB input frequency pairs. Source: A Khilo et al. Optics Express, 2012 [42]

## I/4.3. Photonic Analog-to-Digital Converter types

Photonic ADCs are using photonic technology to overcome the limits of electronics. The different technologies can be divided into 4 main categories.

- Photonic-assisted ADC: electronic ADCs with the use of photonic technology to improve one or more limiting factors, sampling and quantization is done in the electronic domain.
- Photonic sampling with electronic quantization: sampling is done in the photonic domain and the quantization is done in the electric domain.
- Electronic sampling with photonic quantization: sampling is done in the electronic domain and quantization in the photonic domain.
- Photonic sampling and quantization: sampling and quantization are done in the optical domain.

The different ADCs can be categorized in these four categories, as George C. Valley illustrated it in [67], his diagram is shown in Figure 1-29.


Figure 1-29 Illustration of the photonic ADC categories. Source: G. C. Valley, Optics Express, 2007 [67]
The photoconductive switch used as a sampler is in the category of photonic assisted ADC, where the low-jitter optical pulses are replacing the electrical clocks. The scheme was first demonstrated by Leonberger and Diadiuk in 1983 [70]. The team of R. Urata in 2003 [71] demonstrated photoconductive sampling of 40 GHz signal with $160 \mathrm{MSamples} / \mathrm{s}$ achieving an ENOB of 3.9 bits. A recent work by a group at Thales showed the photonic sampling of a signal with 750 MHz bandwidth at 29.5 GHz carrier achieving an ENOB of 5.9 bits [72]. While the RF input signal frequency is in the microwave and lower millimetre wave range, we can see an increase in the bandwidth of the signal with the newest researches. This is allowed by the high frequency modelocked laser development, which can provide pulse repetition rates in the millimetre wave regime [73]. This allows the use of high-bandwidth telecommunication networks, where the data rates can reach tens of Gbit/s. The Walden-plot shown in Figure 1-28 is not practical to illustrate the newest researches as it is not giving any information about the bandwidth of the samplers, which is becoming more and more important, the superior performance means a higher sampled signal bandwidth.

Another category of photonic ADCs is transforming the RF signal into the optical pulses. Photonic sampling architectures are using an electro-optic modulator (for example an MZM) to convert the electric signal into the optical domain. The pulses then are received by a high speed photodiode. The use of optoelectronic devices raises several issues with this solution. The modulator and photodiode both have to be linear in the operating range. The photodiode must be fast enough to follow the rapid changes in the amplitude of the optical signal and the connecting electronic quantizer must be as fast as the photodiode, therefore this solution doesn't reduce the necessary speed for the electronics [74]. A solution for the electronics' speed problem is demultiplexing the signal in time or in wavelength into arrays of photodiodes, this can enable the use of slower photodiodes and electronic quantizer. Wavelength-division multiplexing was used in the work of Khilo et al.[42]. Another research by Fok et al. [75] achieved 10 GSample/s also with wavelength multiplexing.

Stretching the optical signal in time can also be used to improve the ADC performance. The wideband optical pulse is first stretched with a high dispersion fiber, then the dispersed, few ns long pulse is modulated by an electro-optic modulator with a short segment of an RF pulse. After the modulation, the pulse is stretched in time further with another high dispersion fiber. The optical signal is received by a photodiode before the electronic ADC. To use this solution in continuous time, the pulses are needed to be stretched to the interpulse time. After the second stretching, a wavelength division multiplexer divides the signal, the channels will be slightly overlapped, which can be used as mismatching calibration during the final interleaving [76]. The advantage of this solution is that it doesn't require fast photodiodes, GSample/s speeds can be achieved with an array of slower photodiodes.

There are intensive researches in every category, and impressive results are achieved, but a commercially available photonic ADC does not exist yet. A huge challenge is the integration of the optical and electronic components into a single chip [77]. One of the best performances was achieved in 2015 by a group at University of California. Esman et al. developed a photonic assisted ADC with an ENOB of 7 bits, by sampling a 5 GHz bandwidth signal with 40 GHz carrier [78]. The pulsed laser source was operated at 10 GHz . The work by A. Khilo et al. [42] was introducing a photonic ADC digitizing a 41 GHz signal with $2.1 \mathrm{Gs} / \mathrm{s}$, and with 7 ENOB, the group also proposes a feasible solution to integrate every part of the ADC in a single chip using silicone photonic technology.

Each of the above solutions has its advantages, and challenges. As the photonic assisted ADCs are a promising a huge advancement in the DC technology, we are investigating the feasibility of using the photoswitch presented in this thesis as the sampler device for such ADCs. The main advantages of the photoswitches are the easy fabrication, and it can be easily integrated with semiconductor ADC. The output of the device is a sampled RF signal which can be directly digitalized. However, the non-linear behaviour of the sampler device is dramatically reducing the achievable ENOB bits of the ADC. At the end of Chapter IV in this thesis, we will analyse the nonlinearities presented by the photoswitch to assess its possible performance in ADCs.

## I/5. Mode-locked lasers

Photonic Analog to Digital Converters and sampling mixers are taking advantage of the optical pulses provided by mode locked lasers (MLLs). MLLs are emitting an optical pulse train with femtosecond or picosecond pulsewidths. The stable pulse trains are suitable to use as a clock in high performance sampler devices in ADCs. The locking term in MLLs is used to describe the phase of the individual longitudinal modes in the laser cavity. They are locked, if the phase difference between the modes is constant, which results in a pulsed emission instead of a continuous-wave (CW) lasing. The frequency difference of the modes corresponds to the free spectral range of the laser, which is also the repetition rate of the pulses. The free spectral range is determined by the length of the laser cavity. In principle this means, that the frequency is not tuneable, but determined at fabrication [79].

Fibre lasers
One popular type of MLL are mode-locked fibre lasers. They composed of a rare-earth doped fibre with high amplifying gain pumped by a CW laser. The achieved pulsewidths are in the femtosecond range, with possible high optical power outputs ( $>500 \mathrm{~mW}$ average optical power). One commercial example is the previously mentioned Menlo Systems C-Fibre laser with 80 fs pulsewidth and 100 MHz repetition rate and low jitter of <2 fs [69]. During the characterisation we are using this laser as the optical source. These types of lasers have the lowest jitter levels, a record low integrated jitter of 14.3 attosecond was achieved in 2014 by a Korean group [80] with a freerunning ytterbium-fibre laser, and with a repetition rate of 188 MHz and $1.05 \mu \mathrm{~m}$ wavelength.

## Glass lasers

Mode locked laser can be fabricated on rare-earth doped glass too. The group of F. X. Kärtner in Germany fabricated a mode-locked laser on CMOS platform [81]. An Erbium doped aluminiumoxide glass was used as a gain medium, and a nonlinear interferometer as a saturable absorber. The glass for the laser structure was deposited on Silicon dioxide. They achieved 4 mW output power and 1.2 GHz repetition rate, while the pulsewidth potentially can be 217 fs (however, it was not measured, just assumed from the optical bandwidth). The jitter performance of this laser was not measured, because of the instabilities due to the Q-switched mode-locking. Also, the laser was emitting in the $1.9 \mu \mathrm{~m}$ wavelength range. Silica waveguides can be also used to construct MLLs, in [82] an erbium doped region was formed in the waveguide which needed a pumping laser power of 400 mW . The output pulses had 440 fs pulsewidth and a repetition rate of 394 MHz and emitting in the $1.5 \mu \mathrm{~m}$ wavelength range. Compared to InP based devices, the output power was lower, reaching only 1.2 mW , however, a very low 24 fs integrated jitter was measured.

## Semiconductor lasers

Other type of mode locked lasers is based on semiconductor materials. Their output power is usually is in the 10s of mW range. A popular choice of material is an $\operatorname{InAs} / \operatorname{InP}$ based quantum dot structures [73]. InP semiconductor-based mode-locked lasers have the advantage of the compact size and can provide laser signals with relatively stable frequency, with a free-running integrated jitter in the picosecond range. Another advantage is that they are emitting in the $1.5 \mu \mathrm{~m}$ wavelength range, a widely used wavelength in the telecommunication system. Higher repetition rates are also available for semiconductor pulsed lasers, a 134 GHz repetition rate MLL with 800 fs pulses was achieved on $\operatorname{InP}$ substrate [83]. The same group also demonstrated MLLs with even higher oscillation frequencies at 346 GHz with a $120 \mu \mathrm{~m}$ cavity and 20 mW peak pulse powers [84].

In this thesis we are using an InP based semiconductor mode-locked laser, provided by III-V Lab, France. The laser is presented in Chapter III, it is a passively mode locked quantum dash MLL with 24.5 GHz repetition rate. As these lasers are not as stable as fibre or glass lasers, we are constructing an all-optical feedback loop to stabilize the laser output with self-injection feedback. This setup allows to reach sub-ps jitter values, suitable to use as a high quality clock.

## I/6. Outline and Goals of the Thesis

In this first introductory chapter, we described the physical behaviour of photoconductive switches and their main applications. States of the art devices were introduced with advanced photoconductive technology. We introduced the three main applications where photoconductive devices are used for. The detection and generation of THz waves is the most frequent application for such devices. Optoelectronic mixing in the mmW range with photoswitches is an area not yet in the mainstream of research interest mainly due to their low conversion efficiency. However, optimizing the design of the device might lead to better performances. As the third application, the photonic assisted sampling is a very promising technique, it can offer at least an order better performance than fully electronic solutions.

In the following Chapter II, we are characterising an InGaAs photoconductive switch. We are showing its ultrafast response time by an opto-electronic autocorrelation experiment. This response being in the picosecond range suggests and ultrawide optical, and optoelectronic bandwidth of the photoswitch in the millimetre wave range. An equivalent circuit model is constructed for the electrical modelling of the switches.

In Chapter III, an InP based semiconductor mode-locked laser is presented and characterised. We describe a passive feedback method for the stabilization of the laser output signal. As the result, the stable optical pulses in the picosecond range and with 24.55 GHz repetition rate provides a high quality microwave signal generation. We propose to use the laser as the optical source for optoelectronic mixing applications with the photoconductive switch. The stable optical pulses can also be used as the sampling clock.

In the fourth chapter, after the characterisation of the two devices, we are aiming to show their performance used together through applications. The switch and the laser source are combined to perform optoelectronic mixing. The mixer is demonstrated through downconverting QPSK modulated data-stream signals from the microwave frequency band around 20 GHz . The datastream bandwidths up to $2 \mathrm{Gbit} / \mathrm{s}$, are showing that the mixer can be operated with wide bandwidth signals. Different solutions are proposed based on the photoswitch used with different method of optical frequency generation. The demonstrations are also showing that the data-stream modulation can be applied either on the optical signal or on the electrical signal. The setups are feasible solutions in the Radio-over-fibre receivers as they propose a simple frequency downconverter. An introductory characterisation of the non-linearities of the sampling function is also given to show the feasibility of sampling with this photoswitch.

Finally, a conclusion will summarize the main results of this thesis and will open the discussion for further development.
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In this chapter the InGaAs photoconductive switches are described and electronic and optoelectronic characterization is performed to obtain its static and dynamic properties.

## II/1. The photoswitch samples

The fundamental element of this thesis are the photoconductive switch samples, they are provided by University College London (UCL). The design and fabrication were done in the United Kingdom, with the designs of Dr. Chris Graham from UCL. A basic characterization and sampling experiment have already been performed in 2012 at UCL [29]. Taking his work as a starting point, we also performed the electrical characterisation of the samples in terms of dark resistance, I-V curve and frequency response, detailed in section II/2. The electro-optic characterization measuring the switch response time to femtosecond laser pulses is detailed in section II/3.

Two substrates were available, each with several switch samples. A smaller substrate, identified as " S ", with 24 switches, and a larger one, identified as " L " with 30 switches. A photograph of the smaller substrate through a microscope is shown in Figure 2-1, the real size is around $4 \times 3 \mathrm{~mm}^{2}$.


Figure 2-1
Substrate "S" magnified view

The substrate material is semi insulating iron doped indium phosphide ( $\mathrm{Fe}: \operatorname{lnP}$ ), seen with grey colour in Figure 2-1. The yellow colour is the deposited conductors made of gold. A magnified view of one switch sample is illustrated in Figure 2-2. It has a size of $750 \times 270 \mu \mathrm{~m}^{2}$ and consists of a coplanar waveguide (CPW), without ground at the bottom of the substrate. The waveguide has an inner conductor width of $25 \mu \mathrm{~m}$ and a gap of $16 \mu \mathrm{~m}$. The outer conductors are serving as the ground.

The CPW line is interrupted by a gap in the middle, where the InGaAs switch structure can be found as a mesa. This mesa has a size of $25 \times 25 \mu \mathrm{~m}^{2}$ and is made of indium gallium arsenide (InGaAs). Electrodes with interdigitated arrangement were deposited on top of it. Three different electrode geometries were designed, magnified views are showing all three in Figure 2-3, and Table 1 details their geometries. The types are identified by the width of the fingers and the width
of the gap between the fingers. There are 8 switches on the $S$ sample without any fingers on the mesa, we identify them as " N ".


Figure 2-2
Magnified view of a switch

The CPW line has a characteristic impedance of $50 \Omega$. Close to the sample edges the CPW widens, while keeping the $50 \Omega$ impedance. This widened CPW makes it possible to connect the switch to coplanar electrical RF probes during the experiments. The geometry allows to use probes with pitch sizes of $100 \mu \mathrm{~m}$ or $150 \mu \mathrm{~m}$. All the switch samples on both substrates are identical in size and material, the only differences are the geometry of the interdigitated structures.
Table 1 Geometric properties of switches on each sample

| Type | Finger <br> width | Gap <br> width | Number of <br> fingers \# | Number of <br> switches |
| :---: | :---: | :---: | :---: | :---: |
| $3: 3$ | $3 \mu \mathrm{~m}$ | $3 \mu \mathrm{~m}$ | 4 | $\mathrm{S}: 8$ <br> $\mathrm{~L}: 6$ |
| $3: 5$ | $3 \mu \mathrm{~m}$ | $5 \mu \mathrm{~m}$ | 4 | $\mathrm{S}: 8$ <br> $\mathrm{~L}: 18$ |
| $5: 5$ | $5 \mu \mathrm{~m}$ | $5 \mu \mathrm{~m}$ | 3 | $\mathrm{S}:-$ <br> $\mathrm{L}: 6$ |



Figure 2-3 Microscope view of the 3 switch types

The identification of each switch is following a matrix style rule. A top view orientation was selected by arranging the substrates with an identifiable excess deposited metal, as we can see some squares on the top of the $S$ substrate in Figure 2-1. In this orientation the switches in one row are the same type, arranged in groups of two, we assign a number to each row of groups of two, and a letter to each column $A, B, C$ or $D$. The first part of a switch ID identifies the " $S$ " or " $L$ " substrate, and the second character identifies the column. The third character is the row number, and the last number is 1 or 2 , which selects the top or bottom switch in the group of two.

One ID can be constructed as the following:

$$
\{L, S\}\{A, B, C, D\}\{1,2,3,4,5\}-\{1,2\}
$$

Figure 2-4 illustrates the two samples with all the switch IDs and their locations. For instance, the switches SA2-2 and SC1-1 will be later on investigated (see Table 6.), they are both type 3:5, with $3 \mu \mathrm{~m}$ wide fingers and $5 \mu \mathrm{~m}$ gap between them.


Figure 2-4 Switch IDs

## II/1.1. Switch fabrication

The photoswitch samples were available readily for this thesis. They were fabricated in 2012 at UCL and University of Surrey in the United Kingdom. In the publication by Dr. Chris Graham et al. [29] the fabrication process is detailed thoroughly, here we detail some of the descriptions of the processes from the paper, which are essential to know to properly understand the photoswitches.

The material structure is composed of 5 layers on top of each other. The substrate is $\mathrm{Fe}: \mathrm{InP}$ semiinsulating material. On top of this a 300 nm thick InGaAs layer is matched with 80 nm Fe : $\operatorname{InP}$ buffer. The InGaAs layer is followed by a 50 nm thick n doped $\operatorname{InGaAs}$ layer to enhance the ohmic contact of the electrodes and the semiconductor. This is followed by a 50 nm thick $n$-doped $\operatorname{InP}$ layer as an etch stop layer. The $25 \times 25 \mu \mathrm{~m}^{2}$ mesa structure is fabricated by wet-etch and photolithographic methods from this layered structure. After the deposition of metallic alignment marks, the ohmic contact layer, etch stop layer and InGaAs layers were removed with wet etch and well established reagents, to form the 400 nm thick mesa. The electrodes with 20 nm chromium and 350 nm gold layers were deposited on the mesa and similarly the coplanar waveguide structure on the substrate. Selective etch method was used to remove the n-doped layers between the fingers by using the metal electrodes as the mask. This isolates the electrodes electrically. An illustration of the material
structure after the full fabrication process is shown in Figure 2-5, this figure is a cross section at the position of the mesa.


Figure 2-5 Cross-section of the photoconductive switch. Vertical and horizontal dimension are not in scale
Before the etching, the samples were nitrogen-ion implanted at University of Surrey. As the result of the ion-implantation, the irradiated ions displaced the gallium and arsenide atoms in the material. These displacements are producing vacant gallium and interstitial arsenide sites and creating an EL-2 trapping level (around 0.71 eV ) in the bandgap [85], and ensures a picosecond carrier recombination time. The illustration of the electron band structure is shown in Figure 2-6. The implantation energy was 4 MeV with $10^{13} \mathrm{~cm}^{-2}$ fluence. With this energy the ions are coming to a rest deep in the substrate. The sample was heated to $200^{\circ} \mathrm{C}$ during the implantation. This method required no annealing step in contrast to iron doped InGaAs. A trap concentration of $5^{*} 10^{17} \mathrm{~cm}^{-3}$ was estimated which makes an estimated average recombination time of around 1 ps .


Figure 2-6
Illustration of the InGaAs bandgap with the EL-2 trapping level created by the ionimplantation

The InGaAs bandgap of 0.8 eV means that it is sensitive to $1.5 \mu \mathrm{~m}$ wavelengths. These wavelengths are widely used in today's telecommunication networks, making the photoconductive switch compatible with modern systems.

## II/1.2. Characterisation setup

The characterization and experiments described in this chapter and in the following ones, were performed on an RF probe station (Karl Süss PM8), on-wafer with coplanar waveguide electronic probes directly connected to the two sides of the switch. The probes are from Cascade Microtech,
from their Infinity Probe ${ }^{\circledR}$ series, and were used for both DC and RF measurements. During the measurements we used two types: i40 GSG-150, and i67 GSG-100. They had $150 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$ pitch sizes respectively and verified for DC to 40 GHz and to 67 GHz bandwidths. The illuminating laser beam was guided to the switch mesa through an optical fibre and it was positioned with a third probe arm on the probe station. The used fibre was a pig-tailed single mode fibre with a cleancut end, illuminating the switch from the top with a small tilt. The fibre end was set in a distance from the switch to have the laser spot as big as possible while the whole spot is inside the switch area. Because of the small dimensions, the probe and fiber positioning was done with the help of a microscope, the tilt of the fibre probe ensured that the view is not obstructed, and it also prevented the back reflection of the laser beam from the switch surface into the fibre. A photograph of the setup is shown in Figure 2-7. Considering the energy of the optical pulses, the temperature change of the device is negligible and will not have any effect on the performance, therefor the temperature control of the device is unnecessary. In addition, the laboratory environment where the measurements were performed was temperature and humidity controlled.


Figure 2-7 Setup on the probe station with two RF probes and the fibre holder

## II/2. Electrical Characterization

The electrical characterization of the photoswitch is aimed to obtain its static and dynamic electrical properties. The measurements included the frequency response measurement, dark resistance and U-I curve. Using the results, we could construct a basic lumped element electrical model of the switch.

## II/2.1. Coplanar waveguide simulation

The photoswitch consists of a coplanar waveguide without ground at the bottom, on an Indiumphosphide substrate. This waveguide has a characteristic impedance around $50 \Omega$, both for the central part and the wider part at the sides. We made simulations to confirm its impedance from the geometry. There are various software available to calculate the characteristic impedance of
transmission lines. It is also possible to calculate it numerically with approximate closed form expressions [86]. We are using a simple tool, called TX-Line from National Instruments (formerly known as AWR Corporation). The geometry of the switches' CPW line are detailed in TABLE 2 for the probe pad section and the central section. The values are estimated from magnified images of the sample by comparing the geometric features to the $25 \mu \mathrm{~m}$ * $25 \mu \mathrm{~m}$ central mesa.

Table 2 SWitch waveguide geometry

|  | CPW line | Probe connection pad |
| :---: | :---: | :---: |
| Gap width | $16 \mu \mathrm{~m}$ | $52 \mu \mathrm{~m}$ |
| Signal conductor width | $25 \mu \mathrm{~m}$ | $57 \mu \mathrm{~m}$ |

For the calculation the precise value of the substrate permittivity (InP material) is also needed. $\operatorname{InP}$ permittivity is $\varepsilon=12.4$, which does not change due to the ion implantation [29].

The above values are giving a $56.4 \Omega$ characteristic impedance for the CPW at the probe connection and $51 \Omega$ for the central CPW. The RF probes and most of the used equipment have an impedance of $50 \Omega$. We modelled the effect of this small impedance mismatch to show that its effect is not significant, the impedance matching is good. We used the Microwave Office (MWO) software from National Instrument (formerly known as AWR Corporation). The simulator software is capable of simulating microwave circuits with lumped elements and also with distributed elements, its built-in library contains various transmission line structures. It is not a 3 dimensional electromagnetic simulator, the transmission lines (coaxial, microstrip line, coplanar waveguide etc.) are defined with the substrate and the geometry, and the software computes the appropriate equations for the chosen transmission line. With this software we are able to design and simulate planar microwave circuits easily and fast with a good accuracy. The model of the switch's transmission line included the short $30 \mu \mathrm{~m}$ long pad for the RF probes, the $70 \mu \mathrm{~m}$ long tapered CPW which converts between the wide and narrow CPW lines, and the $420 \mu \mathrm{~m}$ long CPW around the switch mesa. The switch mesa was not included, here we are investigating only the CPW lines. The schematic view of the model is illustrated in Figure 2-8.


Figure 2-8 Microwave Office model of the CPW waveguides

The simulation was done with a lossless substrate ( $\tan \delta=0$ ) and perfect conductors. All the elements were between two $50 \Omega$ ports in order to analyse the S-parameters of the circuit. The simulation results are drawn in Figure 2-9, left axis for $S_{11}$, right axis for $S_{21}$ parameter. The $S_{21}$ curve shows that up to 200 GHz we have only 0.4 dB loss due to the mismatch, the $\mathrm{S}_{11}$ reflection
parameter is below - 20 dB up to 190 GHz , which is considered a good matching.


Figure 2-9
Simulated $S_{11}$ and $S_{21}$ parameters of the circuit in Figure 2-8

## II/2.2. Photoswitch RF response in the dark state

As the first measurement of the characterization we investigated the frequency response of the non-illuminated samples with a Vector Network Analyser (VNA, Anritsu 3739D $40 \mathrm{MHz}-65 \mathrm{GHz}$ ). The VNA was calibrated with the RF probes, so their contribution is not present in the results. The i67 probes were used, directly connected to the VNA. We obtained the S-parameters up to 65 GHz , limited by our equipment. We measured the S-parameters for all the switches on both samples. The results for the $S$ sample are illustrated in Figure 2-10 ( $\mathrm{S}_{11}$ parameter) and in Figure 2-11 $\left(\mathrm{S}_{21}\right.$ parameter), and for the $L$ sample in Figure 2-12 ( $\mathrm{S}_{11}$ parameter) and in Figure 2-13 ( $\mathrm{S}_{21}$ parameter). The 3 different types of switches can be easily distinguished from the results, due to their different properties. The curves corresponding to the blank switches are showing the highest losses.


Figure 2-10
Measured $S_{11}$ parameters for the $S$ sample switches

The results show that the feedthrough of the signal is increasing over the frequency and it is also depending on the switch type because the different switches have different capacitances depending on the finger number and gap size.


Figure 2-12
Measured $S_{11}$ parameters for the $L$ sample switches

In Figure 2-14 and Figure 2-15 the same types of switches are compared from the two samples, it shows that practically there is no difference between the two samples.


Figure 2-14
$S_{11}$ parameters, comparing the two samples


Figure 2-15
$S_{21}$ parameters, comparing the two samples

In all the previous measurement curves we can observe that at higher frequencies the curve is less smooth, mainly above 40 GHz . This could be attributed to the background noise and the device features at high frequencies. Some of the switches was measured also in a narrower 35 GHz calibrated band between 30 GHz and 65 GHz , with the VNA to rule out the possibility that this is due to the imperfect wideband VNA calibration. The wide and narrower results show a very good fitting, confirming the measurements.

## II/2.3. Dark resistance in DC

The dark resistance measurement was done by using a digital multimeter between the two sides of the inner conductor of the coplanar waveguide. For photoswitches, this value is preferably high, in order to have a good RF isolation of the switch. We measured the resistance at DC level where we obtained values in the $40-100 \mathrm{k} \Omega$ range. The 3 types of switches have different resistances, the measured minimum and maximum value for each type are the following:

- Type 3:3:37-57 k
- Type 3:5 : 80-104 k $\Omega$
- Type 5:5 : 73-76 k $\Omega$

Some switches are showing values significantly different than the average for its type, which are not included in the above list. For example, switch SB1-1 (type 3:5) is measured to be $18 \mathrm{k} \Omega$ which is the fraction of its supposed value by the measurement of the other samples of the same type. This could be a result of a manufacturing fault making two electrodes closer to each other. Investigating that switch with a microscope we didn't observe any imperfections, however we had limited magnification. On the RF response measurement in section II/2.2 these switches with the unexpected dark resistance showed the same performance as the others, so we can conclude that the difference is not due to the semiconductor material difference.

In an earlier measurement at UCL a dark resistance of $6 \mathrm{k} \Omega$ was measured [29]. There is no indication in the paper about the measurement setup, but it is most likely that it was not performed at DC level. The higher dark resistance measured by us, is also confirmed by the $\mathrm{S}_{21}$-parameter measurement curves in Figure 2-15. At lower frequencies a sharp drop is observable, at the minimum measured frequency with the VNA of 40 MHz , it is reaching values below -40 dB , which in a system of $50 \Omega$ connections indicates an equivalent dark resistance of $>10 \mathrm{k} \Omega$.

## II/2.4. Photoswitch equivalent circuit model

Based on the S-parameter and the dark resistance measurement we can construct a simple equivalent circuit of the switch and determine its equivalent capacitance. The circuit is modelling the switch electrical behaviour in the dark state without optical illumination, therefore it is not sufficient to model the dynamic optoelectronic behaviour of the switch. The circuit is a simple parallel resistance-capacitance ( $\mathrm{R}-\mathrm{C}$ ) pair. Where the resistor models the dark resistance ( $R_{\text {dark }}$ ), and the capacitor $\left(C_{p}\right)$ models the switch capacitance. This equivalent circuit was first proposed by $D$. Auston in the late '80s [87]. We investigated two models, one with the previous model of the coplanar waveguide, and the other one is without it. In the second case the equivalent capacitor and resistor contains the waveguide capacitance too, therefore gives an equivalent capacitance for the full sample not just the switch mesa as in the first case. The simulation was done with the previously used MWO software, an illustration of the model with the CPW line is shown in Figure 2-16.


Figure 2-16. Switch model with the CPW line and the R-C equivalent circuit

In the simulation we were fitting the S-parameter curves of the model on the measurement curves by adjusting the resistor and capacitor values. The result of the best fitting has the values for $R_{\text {dark }}=2.37 \mathrm{k} \Omega$ and for $C_{s}=7.89 \mathrm{fF}$ for a type $3: 3$ switch, the fit is illustrated in Figure 2-17, the curves are compared to the measurement results. The model has a good agreement with the measured $S_{21}$ curves for frequencies above 10 GHz . In the model we used lossless waveguides, which can explain the difference in the $S_{11}$ curves.


Figure 2-17
Measurement and fitting of a type 3:3 switch with the model of Figure 2-16.

The fitted values (maximum and minimum for all measured switch) for the three switch types are listed in the next table (TABLE 3) with and without the waveguide built-in model. In case the CPW line is also simulated, the needed capacitance in the equivalent $\mathrm{R}-\mathrm{C}$ circuit is $0.1-0.2 \mathrm{fF}$ lower, which indicates that this transmission line has a capacitance around this value.

Table 3. Photoswitch equivalent Circuit fitted values for simulation

|  | With CPW model |  | Simple R-C circuit |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Resistance $[\mathrm{k} \Omega]$ | Capacitance [fF] | Resistance $[\mathrm{k} \Omega]$ | Capacitance [fF] |
| Type 3:3 | $2.1-2.2$ | $7.9-7$ | $2.22-2.3$ | $8.1-7.1$ |
| Type 3:5 | $3.7-4.1$ | $5.7-5.5$ | $4-4.3$ | $5.83-5.35$ |
| Type 5:5 | 5.05 | 5.13 | 4.9 | 5 |

The values of the fitted capacitances between 5 fF and 8.1 fF are suggesting a wide electrical bandwidth of the switch and a short response time. In a $50 \Omega$ system, this capacitance and resistance values are giving an electrical characteristic time around 300 fs for the switch.

## $11 / 2.5$. Improving the equivalent circuit model

The simple R-C model does not satisfy the lower frequencies of the measurement. The equivalent resistance in the model is in the $2-5 \mathrm{k} \Omega$ range, while the sharp drop in the measurement curves $\left(\mathrm{S}_{21}\right)$ suggests that the resistance increases significantly below 5 GHz , confirmed by the dark resistance measurement. Around $D C$ it is tens of $k \Omega$ which decreases fast with increasing frequencies until it reaches a resistance as in the previous model.

An improved model has been designed to satisfy the lower frequency range, it contains 3 parallel
components. The first component is modelling the dark resistance ( $R_{\text {dark }}$ ) with the measured value in section II/2.3. A second component is a main capacitor $\left(C_{p}\right)$, modelling the equivalent capacitance of the switch, its value is important mainly at higher frequencies ( $>15 \mathrm{GHz}$ ). The third component is a series R-C ( $R_{s}$ and $C_{s}$ ), which is acting as a high pass filter to model the sharp decrease in the curve around 1 GHz with a resistor value similar to the previous model and a capacitor around 70 fF . These two values define a cut-off frequency around 4 GHz for this circuit branch, so at higher frequencies the resistance of the switch model is approaching the resistance value in this branch. The circuit is illustrated in Figure 2-18. With this model we are correctly modelling the measured dark resistance at DC and the lower dark resistance at higher frequencies.


Figure 2-18 Schematics of the improved equivalent model of the photoswitch
The values of the 4 components are optimized to fit the measurement curve. For the single resistor, we set the dark resistance value measured for the corresponding switch, which in case of the SC2-2 switch (type 3:3) is: $R_{\text {dark }}=48 \mathrm{k} \Omega$. The single capacitor value is similar to the one in the previous basic circuit: $C_{p}=6.9 \mathrm{fF}$. The best fit was achieved with values for the series $R-C$ of $R_{s}=$ $3 \mathrm{k} \Omega$ and $\mathrm{C}_{\mathrm{s}}=71 \mathrm{fF}$. The result curve with these parameters is illustrated in Figure 2-19.


Figure 2-19
Measurement and fitting with the improved circuit of a type 3:3 switch with the model of Figure 2-18

We can see that the simulation has a very good fit on the measured $S_{21}$ values.
Despite the accurate model, the role of the circuit elements is not properly understood, it needs further investigation to understand the physical meanings behind all the elements of the circuit.

## II/2.6. U-I characterization

The photoswitches were characterized with the output current versus bias voltage to analyse its dark current, and non-linearities. In Chris Graham's paper [29], U-I curves were measured in the dark state and under continuous wave illumination with optical powers up to 50 mW , illustrated in Figure 2-20.


Figure 2-20
U-I curves of a type 3:5 switch Source: C. Graham et al, Optics Express, 2012 [29]


Figure 2-21
Photocurrent drawn from data in Figure 2-20 with 1 V bias

The bias was swept up to 1 Volts. The dark state measurement indicates a closely linear curve, translating it into the dark resistance, its value is around $5.9 \mathrm{k} \Omega \pm 0.3 \mathrm{k} \Omega$. An increase in the photocurrent is also observed with increasing optical powers, Figure 2-21 shows the photocurrent by the optical power for 1 Volt bias (photocurrent = current under illumination - dark current). The slope gives a responsivity of $2.4 \mu \mathrm{~A} / \mathrm{mW}$.

We performed the same measurement, the switch was DC biased from one side, and the current was measured on the other side. We swept the bias from 0 to 4 Volts and we did not illuminate the switch. Figure 2-22 shows typical curves for the 3 switch types.


Figure 2-22
Bias voltage - dark current curves of the

3 switch types

Our measured curves are differing from the one in Figure 2-20 obtained at UCL. The lower level of currents measured by us, indicates the previously obtained higher dark resistance too. These
differences suggest that the devices measured at UCL and by us, are a bit different. This difference is unknown, one possibility can be a slightly different deposited metallic structure.

For the photocurrent measurement we used a continuous wave optical signal with 1.94 mW optical power. We measured type 3:5 photoswitch with the lowest dark resistance, in order to have the highest dark current available.


Figure 2-23
Dark current and current under illumination of switch SB1-1 (type 3:5)

The difference between the dark current and the current under illumination is the photocurrent, which is $6.3 \mu \mathrm{~A}$ at 1 V bias, therefore our measured responsivity is $3.24 \mu \mathrm{~A} / \mathrm{mW}$ which is in the same order as it was measured at UCL.

## II/3. Optoelectronic characterization

One of the most important properties of a photoswitch is its response time, as it was discussed in the first chapter in $1 / 1.1$. The response time is directly connected to the recombination time of the photogenerated carriers. In the optoelectronic characterisation, we are deducing this characteristic time by measuring the opto-electrical response of the photoswitch to ultrashort optical pulse illumination.

## II/3.1. Measurement setup

The setup is similar to the electrical characterisation setup as it is illustrated in Figure 2-7 in section II/1.2. The photoswitch is electrically connected with i40 Infinity Probes to a power supply on one side and a Lock-In Amplifier (LIA) or a sampling oscilloscope on the other side. In order to measure the response time accurately, it is necessary to use an exciting source which has an exciting time at least an order shorter than the measured response time. It is expected that the photoswitch response is in the picosecond range around 1-2 ps. Therefore, an ultrashort laser pulse with a pulsewidth of 100 femtoseconds is suitable to measure this response. We are using a Menlo Systems C-Fibre A laser (online datasheet: [69]), it is providing < 90 fs laser pulses with 100 MHz repetition rate. The output optical pulse train in free space can have an average optical power up to 500 mW . Optical fibres were used to guide these pulses to the photoswitch for illumination.

## II/3.2. Dispersion of laser pulses

The ultrashort laser pulses have a wide bandwidth in the optical domain, which consist of tens or even thousands of optical modes separated with the pulse repetition rate frequency. The bandwidth in which these modes are confined could reach 100 nm . Our femtosecond laser has a central wavelength of 1560 nm and 3 dB bandwidth around 70 nm , with thousands of optical modes separated with 100 MHz distance, which is around 0.8 picometer in wavelength. An illustration of the optical spectrum is shown in Figure 2-24, the figure is taken from the laser datasheet.


Figure 2-24
Optical spectrum of the Menlo femtosecond laser. Source: datasheet of the laser [69]

To guide the laser beam to the switch we are using standard SMF-28 (Single Mode Fibre) optical fibre, online datasheet can be found in [88]. These fibres are widely used in telecommunication networks, they are single mode fibres with $0.2 \mathrm{~dB} / \mathrm{km}$ loss and can be used in the 1300 nm and 1550 nm wavelength ranges. The core has a diameter of $8.2 \mu \mathrm{~m}$.

In optical fibres the propagating light suffers from dispersion effects, which causes pulse broadening. These effects are in proportion with the optical bandwidth of the optical signal, the wider the bandwidth, the longer the optical pulse becomes for the same propagation length. A detailed description of dispersion effects is given in APPENDIX B.

In optical telecommunication systems the dispersion in fibres results in an interference of adjacent transmitted symbols due to the broadened time domain signal. As these signals usually have a lower bandwidth than femtosecond pulses, they can propagate for kilometres in the fibre and the receiver can still decode the transmitted data. If the transmission is for hundreds of kilometres, to overcome the dispersion problem they are using dispersion compensating fibres which has an opposite dispersion coefficient than the standard fibre. Concatenating standard and compensating fibres, the transmission is possible for thousands of kilometres through fibres.

The dispersion effect is more apparent during the propagation of ultrashort pulses. Due to the wide optical bandwidth of the 100 femtosecond long pulses, after propagating through only 1 meter of standard SMF-28 optical fibre these pulses are widening to almost 2 picosecond width. In our setup we have to use fibres to guide the laser to the switch and due to the equipment arrangement, it has to be at least 1 meter long. The 2 ps optical pulses are not practical for our
measurement, it is in the same order as the expected photoswitch response. To overcome this problem, similarly to optical transmission systems, we are using a dispersion compensating fibre (DCF). We choose a dispersion compensating model from Thorlabs, named DCF-38 fibre. In APPENDIX C, we demonstrate with experiments the pulse broadening of a femtosecond pulse after propagating through different lengths of SMF-28 and we also demonstrate the dispersion compensation with the DCF. We determined experimentally the required fibre length ratio of 1:2 for SMF and DCF fibres for optimal compensation of the dispersion. During propagating in the SMF fibre the pulse broadens, then while propagating through the DCF fibre it is compressed back close to its original shape. In our experiments we are using a 2.94 m long SMF-28 fibre connected to a 1.53 m DCF-38 fibre. The optical autocorrelation measurement of the original pulse and the compensated pulse is illustrated in Figure 2-25 for 4 cases. Two sets of cables were available with identical measured lengths, however due to the loose jacket the length can vary with $\pm 10 \mathrm{~mm}$. The cables were marked with either A or B, both for SMF and DCF types presenting 4 possible combinations, and because of the uncertain lengths the measured pulse widths are different.

The results are suggesting that the two DCF cables has the same length, because they have a similar result if used with the same SMF fibre (e.g.: yellow curve DCF $A+S M F B$ and green curve $D C F B+S M F B)$. The width of the pulses for the longer case (autocorrelation width at $1 / \mathrm{e}$ height) is 218 fs , while for the other result it is 128 fs , assuming a gaussian shape, it is 90 fs width. This latter is the same as the original laser pulse width (blue dashed curve). According to our experiments in APPENDIX C, during the propagation through these fibres the pulse first broadens to 3.5 ps (real width estimated from the autocorrelation curve assuming a Gaussian pulse) after propagating in 2.94 meters of SMF-28 fibre, then it is compressed back to 90 fs with the 1.53 meters of DCF-38 fibre. We were using the combination of DCF-A + SMF-B, seen with yellow in Figure 2-25, this compressed pulse is illuminating the photoconductive switch during the characterization.


Figure 2-25
Pulse width of the dispersion compensated laser pulse

At first, in section II/3.3 we are showing the photoswitch response measured with a high-speed sampling oscilloscope. Then in section II/3.4 we use an optoelectronic pump-probe experiment to measure the response with femtosecond resolution.

## II/3.3. Photoswitch response with sampling oscilloscope

One way to measure the electrical response of the photoswitches to femtosecond optical pulses is to use a fast sampling oscilloscope. These types of scopes are used to measure repetitive signals by taking couple of samples from one period, while incrementing the sampling position in each period [89]. This technique allows to measure periodic signals with faster features than the sampling rate of the oscilloscope by reconstructing the signal from the samples taken from several periods. The setup is illustrated in Figure 2-26, we illuminate the photoswitch with the laser pulses and while biasing one side with a DC voltage, the oscilloscope on the other side records the generated electrical pulses. We used a Tektronix DSA-8300 oscilloscope with Tektronix 80 E10 TDR sampling head. An electrical high-bandwidth DC-block was used before the sampling head to filter out the DC feedthrough of the photoswitch, which allowed to set the sensitivity according to the relative pulse height and not the absolute signal level containing also the constant DC feedthrough signal.


Figure 2-26 Photoconductive switch measurement setup with a sampling oscilloscope
The sampling head has a frequency bandwidth of 50 GHz and an incident pulse rise time of 12 ps . We choose the switches SA2-2 (type 3:3) and SC1-1 (type 3:5) (see switch geometries on page 50, Table 1) for the measurement. Figure 2-27 illustrates the measured electrical pulses of the photoswitch SA2-2.


Figure 2-27
Measured pulses with the fast sampling oscilloscope for SA2-2 switch

During the measurement we varied the bias voltage and the optical power of the illuminating beam. We can observe that the pulse level is increasing with higher bias voltage and also with higher optical powers. We can also observe some small peaks following the main pulse, these are
attributed to the electrical reflections of the pulse in the measurement setup. Fitting a Gaussian pulse on the measurement we can obtain the electrical pulse widths for all the measurements, one fitting example can be seen in Figure 2-28.


Figure 2-28
Fitting example of the fast sampling oscilloscope result measuring SA2-2

A gradual exponential decrease is also present after the pulses, this low level signal can be the effect of the hole recombination. The Full-Width at Half Maximum (FWHM) values of the Gaussian fittings are detailed in Table 4 for all measurement. The longer decay values and the peak of the gaussian fitting are also presented. The pulsewidths are around the same for all the measurements, for both switch types. This 26 ps is a much higher value than we are expecting from the nitrogenion implanted photoconductive material. This relatively long response shows that the measurement is limited by the equipment speed, it is not able to measure shorter pulses than this width.

TABLE 4 SAMPLING oSCILLOSCOPE MEASUREMENT PROPERTIES

| Switch ID <br> (Ref. p. <br> 51) | Bias [V] | $\mathrm{P}_{\text {opt }}$ <br> [mW] | Pulse FWHM <br> [ps] | Long <br> Exponential <br> Decay [ps] | Peak voltage <br> [mV] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SA2-2 | 0 | 2.7 | - | - | -0.42 |
| SA2-2 | 0.7 | 2.7 | 26.4 | 284 | 1.5 |
| SA2-2 | 1 | 2.7 | 25.74 | 366.6 | 2.8 |
| SA2-2 | 1.5 | 2.7 | 26.6 | 340 | 4.9 |
| SA2-2 | 1 | 4.16 | 26.56 | 319.1 | 3 |
| SC1-1 | 0 | 4.16 | - | - | -0.6 |
| SC1-1 | 0.5 | 4.16 | 27.9 | 224 | 0.8 |
| SC1-1 | 1 | 4.16 | 27.49 | 280.6 | 1.9 |
| SC1-1 | 1.5 | 4.16 | 25.69 | 309 | 3.25 |

In [29] a similar measurement was performed on the photoswitches with a higher-bandwidth equipment. In their measurement the FWHM of the Gaussian fitting is 10.87 ps , which is still an equipment limited value.

In our measurement, we observed higher peak voltages in case of type 3:3 (SA2-2) switch compared to type 3:5. In case of 1 V bias, with the same optical power ( 4.16 mW ) a peak of 3 mV was measured for type $3: 3$ and 1.9 mV for the other. A lower optical illumination power ( 2.7 mW ) still produced a higher peak of 2.8 mV . This shows a higher level generated electrical pulse for type 3:3 switches.

## II/3.4. Measurement with opto-electronic autocorrelation

The real photoswitch response time could be measured with an ultrafast oscilloscope with a time resolution below picosecond range, however today's technology does not have these extreme low resolutions. In this section, we are introducing a solution to measure the temporal response, based on an opto-electronic pump and probe experiment. In this setup the measurement resolution is not affected by the bandwidths of electrical equipment, the limit is determined by the femtosecond optical pulse width exciting the photoswitch.

This measurement method with two optical pulses illuminating the photoconductive material at the same spot was first introduced by the group of F.W. Smith and G. Mourou in 1989 [15]. The limiting factor in their experiment was the 5 ps pulsewidth of the used mode-locked dye lasers, which is longer than the response time of the tested LT-GaAs material. Their measurement result is shown in Figure 2-29, it features a symmetric peak around the zero with a characteristic decay.


Figure 2-29
LT-GaAs photoconductor response as measured by F.W. Smith et al., Appl. Phys. Lett., Vol 54, 1989 [15]

## II/3.4.a Simulation of the autocorrelation curve

We expect a similar curve as in Figure 2-29 from our experiment, which is an autocorrelation signal of the switch response. We simulated the photoswitch response curve in Chapter I/1.1, illustrated in Figure 1-6. The autocorrelation trace of this curve is symmetric and also has the dual
exponential feature. The simulated autocorrelation trace for the response of Figure 1-6 is illustrated in Figure 2-30 after normalization.


The autocorrelation curve shows a sharp peak around zero (when the two pulses completely overlap), with a fast exponential decay ( $\tau_{N}=1.2 \mathrm{ps}$ ), and a slower exponential decay ( $\tau_{p}=20 \mathrm{ps}$ ) with a lower amplitude. The fast decay corresponds to the electron lifetime while the slower decay can be attributed to the hole lifetime in the semiconductor material. By fitting a dual exponential curve on the autocorrelation with the right weighting of the components, we can deduct the lifetimes of the carriers as we will see in this section.

The simulation is fitting the model parameters on several different measurement results to obtain the physical properties of the switch. The used values for the lifetimes in Figure 2-30 are already the fitted values on the measurement results. The details of the simulation are explained in Appendix A.

## II/3.4.b Measurement setup

The photoswitch sample was placed on an RF probe station like as before. From one side, with an Infinity 140 probe, the switch is DC biased with a constant voltage (from an Agilent E3620A power supply) and connected to the Lock-In Amplifier (Stanford Research Systems SR510) on the other side. The setup is illustrated in Figure 2-31. The illuminating laser is also the same as in the previous experiment: a Menlo fibre laser emitting 90 fs laser pulses. Before coupling the laser beam into the optical fibres to guide them to illuminate the switch, we construct an optical autocorrelator with free-space optical components, it can be seen on the left side of Figure 2-31. As the first step, the free-space beam is split into two beams with an optical beam-splitter. In one of the paths we place a motorized optical delay line to be able to vary the length of the path. With additional mirrors we construct the second path to a length corresponding to the centre state of the delay in the first beam path. The two beams than re-joined with another beam-splitter and then coupled into an optical fibre. The fibres are the ones explained in section II/3.2, 2.94 meters of SMF-28 fibre connected to 1.53 meters of DCF-38 to have an almost dispersion free optical pulse with 90 fs width. The fibre is positioned accurately to illuminate the $25 \times 25 \mu \mathrm{~m}^{2}$ switch mesa on the samples.


Figure 2-31 Setup schematics of the photoswitch pulse response measurement
This setup allows to have two identical laser pulses propagating through the optical fibres with a variable delay time, controlled with a computer. In one measurement we are sweeping the delay around the zero-delay point and for each step the switch electrical output signal is measured with a LIA (Stanford Research Systems SR510). A DC-blocker is used before the LIA input to filter out the DC feedthrough signal of the switch, allowing a higher sensitivity setting. We could set it in the $100 \mu \mathrm{~V}$ range instead of the $1-10 \mathrm{mV}$ range because of the feedthrough signal compared to the low level generated pulse.

The LIA is locked on the rotation frequency of a mechanical chopper placed in the delayed beam path, which periodically blocks (turns ON-OFF) one of the beams. This acts as a filter, reducing the noise level during the measurement. The chopper frequency is in the $1-2 \mathrm{kHz}$ range. The LIA is also amplifying and integrating the switch output signal, then the LIA output is received by an acquisition card (National Instruments USB-6221) connected to the PC. At each step on the delay line, a data point is recorded, the steps are converted into time delay, therefore we create a curve of the switch output versus the delay. The minimum temporal resolution is limited by the smallest step the stepmotor can take (with a Standa 8SMC1-USBhF-B2 controller). In our system the minimum step is $0.125 \mu \mathrm{~m}$, translating this into delay time while taking into account that one step counts as an increase of twice the step distance in the optical beam path because of the corner mirror, it corresponds to 0.834 fs time delay.

During this measurement the data points are giving an autocorrelation trace of the photoswitch response, which can be measured thanks to the non-linear behaviour of the photoswitch. As the first optical pulse illuminates the switch, it induces a resistivity drop, which creates an electrical pulse propagating along the CPW line. The pulse has the dual-exponential characteristics as it was simulated in the first chapter in $\mathrm{I} / 1.1$. When the second optical pulse arrives, new photocarriers are generated. If the resistance of the PSW has not recovered its dark value, the electrical field in between the PSW electrodes is lower than its initial value. Consequently, the photocurrent generated by the $2^{\text {nd }}$ pulse is a bit lower. This will be true until the delay in between the 2 pulses is long enough so that the PSW has recovered its equilibrium state [90]. As the second pulse's delay is varied, this means that for each delay step a bit different current pulses are propagating along
the CPW and integrated by the LIA. The result is an autocorrelation dip, observed around the zero delay, which curve composes of exponential decays with the characteristic recombination times of electrons and holes in the photoconductor material.

## II/3.4.c Typical measurement result

A typical measured response curve is illustrated in Figure 2-32. The measured switch was the SB1-1 with 3V DC bias. This curve has to be processed before we are able to fit the dual exponential and obtain the characteristic decay times.


The measurement was recorded with 50 fs steps, which is equal to $7.5 \mu \mathrm{~m}$ steps with the step motor. The photoswitch output was connected to the voltage input of the LIA. The sensitivity level was set to the highest where the maximum measured level can still be inside the sensitivity range, in the case of the example above it was $100 \mu \mathrm{~V}$. The integration time was equal 100 ms , meaning that the step motor has to hold one position at least for this duration of time. The measured delay range is 120 picoseconds in order to be able to measure the longer decay of the switch too. This full delay range is corresponding to 180 mm movement of the motorized delay line. These settings gave a minimum scanning time of: $120 \mathrm{ps} / 50 f s * 100 \mathrm{~ms}=240 \mathrm{~s}$ ( 4 minutes). In real it takes a bit longer because we are holding one step position a bit longer (120-130 ms) than the integration time in case there are some fast vibrations after the sudden stop of the step motor. Setting smaller step distance would increase the measurement time and would give a result with a better resolution. However, having a longer recording time (over 10 minutes) we noticed increasing disturbances in the measurement which were present in a sudden step or in an irregular steepness change of the slope. The source of these disturbances is unknow, the setup has a high sensitivity for any mechanical movement and also the electromagnetic background noise. Due to this, we limited the maximum measurement time in exchange of the resolution. Even with the lower resolution, the resulted curves are eligible for analysis of the temporal response of the photoswitches. The next section is explaining the compensation for the setup imperfections.

## II/3.4.d Measurement corrections

Before analysing the data, we need to consider some limitations of the measurement. The two beams are joined with a beam splitter into one beam and focused into an optical fibre with a collimator lens. In the free-space optical setup the beams are guided with mirrors to the delay line, the beam splitters and the collimator lens. These mirrors have to be aligned perfectly to have the two beams completely parallel after the final beam splitter to focus it into the lens. The delay line also has to be fixed completely parallel with the laser beams, so at the start and end position of the measurement the beam is reflected to the same position by the corner mirror. If this condition is not met, the reflected beam spot will be shifting with increasing delays, and it won't be optimally coupled into the fibre. It is challenging to achieve complete parallelism, even with the best setup, we were able to measure a decreasing (or increasing) optical power in the fibre by different delay positions, which also generates a lower (or higher) level voltage at the output of the switches with the delay movement. Figure 2-33 illustrates a curve, measured with only the delayed beam illuminating the switch. It shows the average output voltage of the photoswitch through 120 ps delay. The slope indicates that the output voltage is decreasing because of the lower optical power coupled into the fibre. Between the start and end position, we measured an optical power difference of 0.05 mW , while the maximum power was 1.5 mW .


Figure 2-33
Switch output voltage decrease as the coupled one optical beam's power decreases by the delay, illustrating the dependence of the output on the laser beam coupling accuracy

The results can be compensated with this slope, representing the inconsistent optical coupling. We are measuring the response in a wide time range of 120 ps , so we can be sure that at the start end the end the switch response has minimum effect on the curve. We fit a polynomial using the first and last 15 ps of the measured signal with keeping the 90 ps distance of them, and we subtract this polynomial curve from the measurement. An example for this process is illustrated in Figure 234 , the orange coloured curve shows the fitted slope. Figure 2-35 shows the curve after the subtraction of the orange curve from the blue curve in Figure 2-34. This compensation is just an estimation of the slope, there is still an uncertainty of the real slope, however this subtraction proved to be a good method.


Figure 2-34 Example measurement with the fitted slope


Figure 2-35 Example measurement with compensation of the free space coupling mismatch

Another limitation is due to the interference of the two laser beams. They are the copies of each other with the same properties, and when they are completely aligned in space and time, we can observe an interference peak. This interference peak gives the signal seen in Figure 2-36. In the autocorrelation measurement, this peak gives a false minimum of the signal and needs to be compensated, it is not a signature of the optoelectronic behaviour of the photoswitch. One way to minimize the interference, therefore the false peak level, is to use a half-wave plate in one of the beam-path and rotate the beam's polarization with $90^{\circ}$ (to make the two beams cross polarized). We performed a couple of measurements to find the optimum polarization position, however a small interference peak was still observable. In our analysis of the results we remove the data points corresponding to the interference and exchange them with a constant value connecting the data points outside the area.


Figure 2-36
Interference peak in the optoelectronic autocorrelation experiment

Therefore, while calculating the exponential fitting, this interference will not play a role in the fitting values. Because of this, we do not have information about the real peak value, it can be just assumed form the crossing point of the two side fittings on the curve, however it is not important for the measurement to know this peak value. The identified time range for the interference is marked with grey in Figure 2-36 (the illustration shows the maximum interference), it is 0.55 ps wide.

## II/3.4.e Curve fitting

After compensating the measurement artefacts, we normalized and inverted the curves to fit a dual exponential on both sides. A similar function was fitted in [91] in a photoconductive switch response with three relaxation process to obtain the characteristic lifetimes of the photoconductor. Here we found that two element process can describe the result well. Equation (30) shows the fitting function on one side of the autocorrelation curve.

$$
\begin{equation*}
A * \exp \left(-\frac{t}{T_{f}}\right)+B * \exp \left(-\frac{t}{T_{s}}\right) \tag{30}
\end{equation*}
$$

Where $A$ and $B$ are scaling parameters, $T_{f}$ is the decay time of the fast exponential and $T_{s}$ is the decay time for the slow exponential. The two observable decays are originating from carrier dynamics. The fast decay with a higher level is characterizing the electron trapping time, while the longer and lower level decay can be attributed to the contribution of the holes to the current provided by the photoswitch. This hole current is lower because of the reduced mobility of the holes compared to the electrons [91].

In Figure 2-37 the compensated measurement curve is seen with light blue colour as an example of the measurement result. It is normalized to the maximum level (the level where we removed the interference contribution). The black dotted curves are the dual exponential fits on both sides. With orange colour we illustrated the exciting laser pulse intensity shape after the fibre propagation, as it can be seen it is much shorter than the measured response. The lower level of the slower exponential is also observable. The measured curve is not perfectly symmetric in the illustration, one possible reason is the mentioned uncertainty in the slope prediction, it was not corrected completely, and it also can be due to the measurement noise. This small difference on the two side of the curve is affecting mostly the longer decay parameters, therefore we cannot deduct a precise value for the hole lifetime. However, the effect is minimal for the fast decay due to its much faster properties. The illustrated fitting has the parameters detailed in Table 5.

Table 5 Fitting parameters for the example result curve of Figure 2-37

| Left side |  |  | Right side |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A [A.U.] | $\mathrm{T}_{\mathrm{f}}[\mathrm{ps}]$ | $\mathrm{B}[\mathrm{A} . \mathrm{U}]$. | $\mathrm{T}_{\mathrm{s}}[\mathrm{ps}]$ | $\mathrm{A}[\mathrm{A} . \mathrm{U}]$. | $\mathrm{T}_{\mathrm{f}}[\mathrm{ps}]$ | $\mathrm{B}[\mathrm{A} . \mathrm{U}]$. | $\mathrm{T}_{s}$ [ps] |
| 0.9735 | 1.27 | 0.257 | 9.5 | 0.9867 | 1.29 | 0.25 | 16.37 |



Figure 2-37
Fitting of the exponentials on both sides of an example result curve; orange curve is the femtosecond laser pulse after fibre propagation

The fitting parameters are similar for the fast component for both sides, a decay of 1.27-1.29 ps shows the ultrafast properties of the InGaAs photoconductive switch. This decay time characterizes the recombination time of the photogenerated carriers in the semiconductor. We performed the measurement in all the available switch types to investigate the effect of the electrode geometry. Measurement was also done with different bias voltages, and with different optical powers in some cases. The results have a big variance, the fast decays fittings were between 0.8 ps to 1.8 ps which is attributed more to the measurement error due to the noise and compensation predictions than the real difference in the response time of the switches, which is confirmed by repetitions of the measurement on the same switch resulting in values with a high variance. A summary of the average of the fitted parameters for different switch types are in Table 6. In the analysis we made an average for the switch types from several measurements, which removed the extreme values and give an average for the decay time between 1 ps and 1.3 ps . In the table we indicate the rising fast exponential time as $T_{\text {rise }}$, and the falling fast decay as $T_{\text {fall }}$.

The optical powers of the two beams, if it's not stated otherwise were 2.5 mW for the fixed beam $\left(P_{1}\right)$ and 1.45 mW for the delayed beam $\left(P_{2}\right)$. The delayed beam power was measured after the optical chopper, which also contributes to the average optical power measured by our power meter. This means that for the time window when the chopper lets the beam through, the average optical power is around 2.9 mW for $P_{2}$. We also measured the response for attenuated second optical beams too.

TABLE 6 RESULTS OF THE PHOTOSWITCH RESPONSE MEASUREMENTS

| Optical powers: fixed beam $\mathrm{P}_{1}=2.5 \mathrm{~mW}$; delayed beam: $\mathrm{P}_{2}=1.45 \mathrm{~mW}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| type 3:5 |  |  |  |  | type 3:3 |  |  |  |  |
|  | 3 V bias |  | 2V bias |  | 3 V bias |  |  | 2 V bias |  |
| Average [ps] | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | Average [ps] | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ |
|  | 1.25 | 1.22 | 1.24 | 1.14 |  | 1.06 | 1.22 | 1.15 | 1.13 |


| type 5:5 |  |  |  |
| :---: | :---: | :---: | :---: |
|  | 3V bias | 2 V bias |  |
| Average <br> [ps] | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$.

Attenuated second beam, 3 V bias for all measurement

| type 3:5 |  |  |  |  | type 3:3 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}_{2}=1.45 \mathrm{~mW}$ |  |  | $\mathrm{P}_{2}=0.75 \mathrm{~mW}$ |  | $\mathrm{P}_{2}=1.45 \mathrm{~mW}$ |  |  | $\mathrm{P}_{2}=0.75 \mathrm{~mW}$ |  |
| Average [ps] | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | Average [ps] | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ | $\mathrm{T}_{\text {rise }}$ | $\mathrm{T}_{\text {fall }}$ |
|  | 1.27 | 1.27 | 1.29 | 1.21 |  | 1.22 | 1.04 | 1.30 | 1.17 |

The values show no significant difference for different types of switches, different bias voltages or optical powers. The consequent results show that the response time does not depend on the switch geometry in the tested range of bias voltage or optical power. However, it can be the case that the difference is so subtle, that with the sensitivity of our measurement it cannot be differentiated due to the noise. A saturation effect of generated photocarriers is also not observed, which would be indicated by the longer decay times in case of higher optical powers.

The average value for the recombination time is in the range of $1.1 \mathrm{ps}-1.3 \mathrm{ps}$. This fast response time predicts that the device is capable of handling high frequency repetition rate optical pulses of at least 200 GHz ( 5 ps pulse repetition rate) for sampling function. In theory and in an ideal case where the electrical components are not limiting, the photoswitch would be able to generate distinguishable pulses even at a rate of 500 GHz , but only with limited power due to the fact that the 2 ps pulse distance at 500 GHz is very close to 1.2 ps average lifetime of the semiconductor.

## II/4. Conclusions on Chapter II

In this chapter we described the InGaAs photoconductive switches and characterized them. Based on the electrical characterization with a Vector Network Analyser we were able to build a simple equivalent circuit and model the switch as an R-C pair. The circuit model gave us the equivalent capacitance of devices. An improved model for simulation was proposed, however it needs further investigations to understand the model elements relation to physical properties. The dark resistance and bias voltage to switch current relation was also characterized.

An optoelectronic characterization was also performed in order to measure the switch response time to femtosecond optical pulses. We showed that using fast sampling oscilloscope for the response measurement we are limited by the equipment's speed. Therefore, we constructed and electro-optic autocorrelation experiment, where we illuminate the switch through an optical autocorrelator, and measure the switch response. We obtained from the autocorrelation signal through fitting a dual-exponential curve, the electron and hole lifetimes of the semiconductor. The electron lifetime is around 1.2 ps, which allows the high-frequency operation of the switch at least up to 200 GHz . We also observed that the hole lifetime has a lower influence on the response with around the fourth in amplitude, however for a longer decay time above 10 ps .

These ultra-fast properties of the switch make it able to operate as sampler or mixer device for frequencies reaching the lower sub-THz range. In the next chapter we are characterizing a semiconductor mode-locked laser with a pulse repetition rate of 24.5 GHz . In Chapter IV we are using the two devices, the photoswitch and the laser as an optoelectronic mixer.
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In this chapter we are characterizing a semiconductor mode-locked laser with an oscillation frequency of 24.55 GHz . In order to stabilize the laser output signal, an all optical feedback loop is constructed.

## III/1. Semiconductor mode-locked laser

In Chapter I, section I/5 we discussed about the different types of mode-locked lasers and their properties. In our system, we are utilizing semiconductor passively mode-locked lasers. Their advantages are the small size, simple operation, integrability in photonic systems and achievable pulse repetition rates in the range of hundreds of GHz and very low RF beating linewidths. As the down side, compared to the bulky fibre mode-locked lasers, semiconductor MLLs have lower stability and lower output powers. They can provide an average optical power in the 10 s of mW , and usual timing jitter levels in the order of 100s of femtosecond.

In the '80s, the first researches of semiconductor MLLs were based on laser diodes fabricated as a bulk active material, first demonstrated in [92] or as a quantum well (QW) diode in [93]. Later, Quantum dot (QD) based devices are proved to have better performance than the previous ones [94]. As an inherent property of the quantum dot laser diodes, compared to QW devices, these lasers have lower threshold current and fast carrier dynamics, their noise is also lower due to the lower intracavity losses and larger differential gain. Improved performances in terms of pulse duration, jitter and peak power was observed and their spectral bandwidth is also significantly broader [95]. In our work, quantum-dot laser diodes were available with self-oscillation frequency of 24.55 GHz . We are characterizing these QD devices in this chapter, and also construct a stabilization all optical feedback loop to further improve the performance in terms of stability of the output pulse train.

## III/1.1. MLL samples used in this work

In our system experiments, we used indium-phosphide (InP) based semiconductor quantum dot/dash mode-locked lasers provided by III-V Lab, Palaiseau, France. They are composed of a Fabry-Perot cavity with 6 quantum-dash layers. Passive mode-locking is observed without any saturable absorber section [73][96]. The lasers we used were providing pulse trains in the $1.55 \mu \mathrm{~m}$ $-1.58 \mu \mathrm{~m}$ wavelength range with the repetition rate of 24.55 GHz . Two samples were available, one of it was provided as a chip mounted on a ceramic substrate. A photograph of the 24.55 GHz MLL chip is shown in Figure 3-1, the laser is the black chip in the middle wire bonded to the stripline, in the following we are referring to the whole structure as the laser chip. The other sample of the 24.55 GHz laser is in a butterfly package, seen in the photo in Figure 3-2.


Figure 3-1 MLL chip on a ceramic substrate. The wire bonded vertical dark chip is the MLL


Figure 3-2 MLL laser in a butterfly package

## III/1.2. Laser setup

The butterfly package has an SMF-28 standard optical fibre output and it is possible to control the laser chip temperature through the electrical pins of the package. Biasing the laser was done through an electrical V type (DC to $65 \mathrm{GHz}, 1.85 \mathrm{~mm}$ ) connector. This connector serves also for direct RF modulation of the laser signal. In the butterfly package a lensed fibre is aligned optimally to couple the laser output into the fibre. An optical isolator is also placed before the output fibre to attenuate the back reflected laser signals which could disturb the laser cavity.

In case of the laser chip, the setup is illustrated in Figure 3-3. The chip is placed on a copper plate which is temperature controlled. A 1 metre long pigtailed tapered fibre is used to couple the laser output into an optical fibre, a magnified view of the taper and the laser is shown in Figure 3-4. At the fibre end, a lens is formed out of the core and the coating. The fibre is the standard SMF-28 optical fibre with an FC/APC fibre connector.


Figure 3-3
MLL setup at UCL


Figure 3-4 magnified view of the lensed fibre at the laser output face

APC (angled physical contact) connectors are polished to have an $8^{\circ}$ angle of the fibre end surface, this tilt improves the return loss to 60 dB which is at least 10 dB improvement compared to the FC/PC (physical Contact) connectors. It is essential to use the APC connectors to minimize the unwanted back reflected light to reach the laser cavity. The temperature was controlled with a Peltier element, and a temperature sensor (resistive sensor) was placed inside the copper plate to give a feedback of the temperature to the controller device. The electrical bias and possible RF
connection were applied simultaneously via a coplanar RF probe connecting to a stripline on the ceramic carrier. The whole stage of the laser chip was fixed, while two $x-y-z$ positioner stages were used for the precise alignment of the lensed fibre and the RF-probe. In Figure 3-3 the setup constructed at UCL is illustrated, the same setup built at IMPE-LAHC in Grenoble is illustrated in Figure 3-5. Here, instead of a tapered fibre we used a pigtailed collimator lens to couple the laser into the fibre. Higher coupled optical power was achieved with this coupling solution compared to the tapered fibre. Using the collimator lens also has the advantage of the longer distance between the lens and the output of the laser cavity, so the back reflected light from the surface of the lens has a lower level at the laser output facet compared to the tapered fibre case.

In all the setups, after the 1 meter long pigtailed fibre a fibre based circulator was connected to prevent unwanted back-reflections from the fibre based optical network. The average optical power coupled into the fibre with the tapered end was around 4.5 dBm while with the collimator lens we reached 8 dBm .


Figure 3-5
MLL setup at IMEP-LAHC with the collimator lens

## III/1.3. Laser optical properties

Both the packaged laser and the laser chip were characterized, and as they are identical, they showed the same performance. The small differences are only the result of the better laser to fibre coupling in case of the packaged option, and later we will see that the unpackaged laser is more useful for the stabilization experiments as the butterfly package has an isolator at the laser output. The characterization in this section and section III/1.4 was done with the packaged laser.

The temperature of the laser was set with a Newport Laser Diode Controller Model 6000, we used only the temperature controller (TEC) part of this device. It was possible to use this model for both laser setups. In case of the butterfly package, the temperature sensing and control were connected through the electrical pins of the package seen on the top of Figure 3-2. The bias was set with a Keithley 2401 Sourcemeter through the V-type connector. The next figure shows the output optical power at the end of the 1 meter fibre versus the bias current. The power was measured with a ThorLabs PM20 Optical Power Meter which fully integrates the laser spectrum.


Figure 3-6
Packaged laser optical
power versus bias
current

The laser has a threshold bias current of 21 mA and a slope efficiency of $0.073 \mathrm{~mW} / \mathrm{mA}$. The output optical power with 100 mA bias is $6.5 \mathrm{~mW}(8.13 \mathrm{dBm})$, and $9.9 \mathrm{~mW}(9.9 \mathrm{dBm})$ with 150 mA , the maximum we measured is $13.2 \mathrm{~mW}(11.2 \mathrm{dBm})$ optical power with 200 mA , we did not apply higher bias currents in order not to damage the laser. The measurement was done at $21^{\circ} \mathrm{C}$. Analysing the optical spectrum with a Bosa 400 C+L Optical Spectrum Analyser, the wavelength distance between the adjacent modes is 0.202 nm , which translates to around 24.5 GHz in the 1570 nm range, the spectrum is illustrated in Figure 3-7, recorded with at $21^{\circ} \mathrm{C}$.


Figure 3-7
Optical spectrum of the packaged MLL at $21^{\circ} \mathrm{C}$ and 130 mA bias

The laser is emitting in the 1570 nm wavelength range and contains 40 optical modes in an 8 nm wide 3 dB bandwidth, therefore most of the spectrum lies in the optical L-band (1565-1630 nm).

We analysed how the optical spectrum is transforming with different temperatures and bias currents. In Figure 3-8 we draw the envelope of the optical modes for increasing temperature $\left(17^{\circ} \mathrm{C}\right.$ $-19^{\circ} \mathrm{C}-21^{\circ} \mathrm{C}$ ), it can be observed that the emitted spectrum is shifting towards longer wavelengths with a rate of around $0.3 \mathrm{~nm} /{ }^{\circ} \mathrm{C}$. This is an expected behaviour as with rising temperatures, the laser cavity is expanding and as the cavity length determines the oscillation frequency the longer cavity means lower oscillation frequency and longer emitted wavelengths.


The optical spectrum also depends on the applied bias current, not just the temperature. Increasing the bias current, we observed an increase of the power of all modes and a widening in the spectrum with an increasing number of modes in the 3 dB bandwidth. The optical modes for bias currents between 50 mA and 190 mA are illustrated in Figure 3-9. Applying 190 mA current, the optical bandwidth widens up to 10 nm , while for 50 mA bias the bandwidth is only around 5.6 nm .


Figure 3-9 Optical spectrum envelops versus bias current at $21^{\circ} \mathrm{C}$ temperature

## III/1.4. Optical pulse characterization

We characterized the temporal length of the laser pulses generated by the semiconductor MLL. At the output of the laser diode the phase difference of adjacent modes is constant and not zero. This phase difference is produced by an intrinsic chromatic dispersion of the laser cavity, the emitted pulses have a positive chirp. This intrinsic effect can be compensated with the negative chirp caused by the propagation in standard single mode fibre (SMF-28. The dispersion in a certain length fibre can decrease the phase differences to zero. In this case all the modes interfere in phase and together produce a short optical pulse [97]. We determined the needed fibre length by measuring the laser pulse width while varying the fibre length.

The measurement was performed with the packaged fibre and the pulse width was measured with the Femtochrome FR-105XL autocorrelator [98] and an oscilloscope. In Figure 3-10 a top view of the autocorrelator is shown. This device incorporates an optical autocorrelator setup, a nonlinear crystal for second harmonic generation, and a photomultiplier tube (PMT) is receiving the intensity autocorrelation signal. The delay between the two separated beams are introduced by a rotating parallel mirror. Twice in each rotation the delayed beam is reflected back through mirror M3 and focused in the crystal with mirror M2 together with the fixed beam, generating a third beam due to the second harmonic generation (SHG) phenomena (the SHG phenomena is describe in APPENDIX C). The fixed beam is reflected back with a corner mirror and mirror M1. The measurement principles are the same as in the setup we constructed and described in APPENDIX C for the femtosecond pulse dispersion in Optical fibres. The maximum duration of the measurable pulsewidth depends on how long the two beams are present together at the crystal, which time is determined by the parallel mirror sizes and their distance, in this case the maximum pulsewidth is 90 ps . During the rotation, when the position of the rotating mirrors enables the back reflection, a continuously increasing delay is introduced between the two beams. The rate of this change depends on the rotation frequency, in this device it is 10 Hz . In Figure 3-11 (Source: [99]) a schematic is illustrating the path of the laser beams.


Figure 3-10 Top view of the Femtochrome FR-105XL autocorrelator

The equipment has a fibre adapter input which also couples the laser signal into free space. There are 4 adjustment knobs for the alignment of the mirrors inside the device. After the beam splitter, the re-joined delayed and fixed beams have to reach M 2 lensed mirror as parallel beams, this can be set with the adjustment knobs. M 2 is focusing the two beams into one spot in the nonlinear crystal. The crystal is made of $\mathrm{LilO}_{3}$ working with $700-1800 \mathrm{~nm}$ wavelengths. The generated second-harmonic beam in the crystal is received by the PMT covering the wavelength range of 410 -1800 nm , its sensitivity can be extended in the infrared range by using photodiodes.


Figure 3-11 Schematics of the laser beam paths inside the autocorrelator of Figure 3-10. Source: [99]
The autocorrelator has two electrical outputs: one is for the signal output is the photodiode output, and the other output is a trigger signal providing the frequency of the rotating mirror for the synchronization with the oscilloscope. An Agilent Technologies DSO-X 3024A Oscilloscope was used to display the output signal, the trigger was synchronized with the autocorrelator trigger signal. In case we see a continuous signal on the oscilloscope, it means that our laser signal is continuous and not pulsed, or the duration of the pulses is longer than the time resolution of the autocorrelator. To measure the pulse width, we have to convert the oscilloscope time scale into a real time scale with calibration value. By adjusting the position of the corner-mirror retroreflector inside the autocorrelator results in a delay shift in the fixed length beam path, which is seen as a pulse shift on the oscilloscope's screen. We have to measure the pulse shift in the time-scale of the oscilloscope, and the position difference of the corner-mirror in micrometres (the adjustment knob has a scale). Knowing these values, we can calculate the calibration value with the following equation (31).

$$
\begin{equation*}
\frac{T}{t}=\frac{2 x}{0.3 s}[f s / \mu s] \tag{31}
\end{equation*}
$$

Where $x$ is the translation distance in micrometres, and $s$ is the time-shift in the oscilloscope's scale in microseconds. For $100 \mu \mathrm{~m}$ translation, we measured $25.5 \mu \mathrm{~s}$ shift, which gives a calibration value of $26.14 \mathrm{fs} / \mu \mathrm{s}$. It means that $1 \mu \mathrm{~s}$ on the oscilloscope equals to 26.14 fs in real time. This calculation assumes a linear delay change versus the parallel mirror rotation.

Performing the measurement by directly connecting the 1 m fibre of the packaged laser, we measured a flat signal, meaning that the laser emits a continuous intensity signal and the intrinsic dispersion of the laser have to be compensated for pulsed operation. Standard SMF-28 fibres can compensate this dispersion, Figure 3-12 shows the measured pulses with connected fibre lengths between 150-210 meters. The time scale of the figure is showing the real time and the pulses are normalized for comparison. The shortest pulsewidth is achieved with 200 m of optical fibre, the resulted pulse has a width of 1.33 ps at $1 / \mathrm{e}$ height. As the measurement gives autocorrelation pulses, a conversion is needed to calculate the real width: assuming that the pulses have a Gaussian shape, a conversion factor of $0.707(1 / \sqrt{2})$ can be used. For 200 m fibre it means that the
pulsewidth is 1.02 ps. Figure 3-13 shows the real pulsewidth change with the different lengths of fibres. For fibre length between 195 m and 205 m the pulse width stays below 2 ps . In these cases, the phase differences of the optical modes are minimal. The phase of each mode also depends on the bias current: for different bias currents, the needed compensation is different, therefore the needed fibre length as well. Figure 3-14 shows the pulse width change for several bias values, using 200 m optical fibre.



Figure 3-13 MLL Pulsewidth versus optical fibre length at 140 mA bias


Figure 3-14 Left axis, blue curve: MLL pulsewidth versus bias current with 200 m optical fibre. Right axis, orange curve: optical power versus bias current

This characterisation shows that if during the experiments we want to use a pulsewidth below 1.2 ps , which is in the range of the photoswitch response, we still have a freedom in choosing the bias currents between $135 \mathrm{~mA}-155 \mathrm{~mA}$.

## III/1.5. MLL heterodyning on a photodiode

Illuminating a high-speed photodiode (PD) with the laser light we can generate electrical RF signal. The PD output will contain electrical pulses with the same repetition rate as the MLL oscillation frequency, however the electrical pulsewidths are limited due to the frequency
bandwidth of the PD. In the frequency domain, the optical beatings of the MLL's optical spectrum has a frequency difference of 24.5 GHz which translates from the wavelength's differences of 0.202 nm in the 1570 nm range. These optical beatings are generating electrical beatings on the photodiode at the fundamental frequency, and also at the harmonics. Figure 3-15 shows the fundamental electrical beating signal with 140 mA bias at $25^{\circ} \mathrm{C}$ temperature for our MLL. We received the laser signal with a Finisar photodiode ( $u^{2} t$ XPDV2320R) after 200 m optical fibre and measured the electrical signal with a signal analyser (Rohde\&Schwarz FSQ 26, 20 Hz - 26.5 GHz ). The peak power is at 24.5442 GHz , the PD has a frequency bandwidth of 50 GHz , therefore in the electrical spectrum we could observe only the fundamental beating and the $2^{\text {nd }}$ harmonic (with an ESA with sufficient bandwidth) at 49.0884 GHz . In case using a higher bandwidth photodiode and ESA, generated electrical RF signals at higher harmonics would be also observable, e.g. at 73.6326 GHz, 98.1768 GHz and so on.


The peak RF power of the signal is -16 dBm at the fundamental frequency, while the optical power was 9.8 dBm . The first couple of harmonics of the beating has similar RF power, which will be shown later in Chapter IV.

The oscillating frequency slightly depends on the laser temperature, because of the material expansion. Increasing the temperature, the laser cavity length is increasing. Therefore the higher the temperature, the lower the oscillating frequency is. Figure 3-16 is illustrating the relative change of the oscillating frequency in the $18^{\circ} \mathrm{C}-30^{\circ} \mathrm{C}$ range, compared to the frequency at $25^{\circ} \mathrm{C}$. We deduced a frequency shift of approximately $1.1 \mathrm{MHz} /{ }^{\circ} \mathrm{C}$.


Figure 3-16
Relative oscillating
frequency change by temperature change of the MLL

Using a fast photodiode to generate an electrical signal corresponding to the beating of the laser modes is a method of optical frequency generation of RF signals. The properties of RF linewidth, and RF phase noise, therefore the stability of an oscillator signal determines its usefulness for practical applications. Free-running MLL electrical beating signals usually have a Lorentzian shape with a finite linewidth [100], by fitting the appropriate equation we can measure the signal's linewidth. The spectrum of Figure 3-15 was recorded with a single sweep of 0.8 seconds with 3 kHz RBW and 5 kHz VBW. Fitting a Lorentzian curve on the peak we can measure a linewidth of 20 kHz . However, observing the beating signal continuously, we can notice a long term instability with our eyes. Figure 3-17 is showing the beating signal recorded with the "Max Hold" function of the ESA for 30 seconds. The 5 dB bandwidth of the curve is 280 kHz , measured with a 3 kHz RBW and 30 kHz VBW. This instability can be attributed to temperature and bias fluctuations.


Figure 3-17
Beating spectrum recorded for 30 seconds with ESA Max Hold option

## III/1.6. Phase noise of the electrical beating signal

The single-side band phase noise (SSB-PN) generally written as $\mathcal{L}(\mathrm{f})$, is an important property of oscillator signals. It shows the phase instability, in other words the short term stability of the frequency, which is a fundamental limitation in systems. In the time domain we quantify phase noise as the jitter of the signal.

Phase noise is measured by taking the spectral power in a 1 Hz bandwidth $f_{\text {offset }} \mathrm{Hz}$ away from the carrier frequency and dividing it with the total power of the carrier, as it is defined by the IEEE standard [101]:

$$
\begin{equation*}
\mathcal{L}(f)=\frac{\text { Power density in one phase noise modulation sideband per } \mathrm{Hz}}{\text { Total signal power }} \tag{32}
\end{equation*}
$$

The theory is illustrated in Figure 3-18. Equation (32) results in the single sideband phase noise referenced to the carrier power and measured in $\mathrm{dBc} / \mathrm{Hz}$. The PN curve is illustrated in an SSB-PN frequency log-log plot. In many spectrum analysers there is a build-in measurement function to automatically measure and draw the PN curve of a signal in a given frequency offset range.


Figure 3-18
Illustration of the phase noise measurement

We characterized the electrical beating signal of the MLL to obtain its stability. In the following sections, we are analysing only the fundamental beating signal. Figure 3-19 illustrates the phase noise curves of the free-running laser RF beating for different bias currents. The curves are showing similar performance for bias currents between $80-140 \mathrm{~mA}$ except for 70 mA where a significant degradation is observable. The low bias current can be an explanation for this, here the optical power is just around $4 \mathrm{~mW}(6 \mathrm{dBm})$ and the 3 dB optical spectrum is 5 nm wide. For higher bias current of 160 mA we can observe a 2-3 dB higher phase noise values. As a measure, we are comparing the phase noise values at 100 kHz offset frequency, in case of 140 mA bias, it is $-70 \mathrm{dBc} / \mathrm{Hz}$, which as we found in the literature is a usual value for free-running mode locked laser diodes ([102][103][104]). However, these values are a few orders of magnitude larger than the SSBPN observed in bulky diode pumped mode locked Ti:Sa laser running at 80 MHz , for which a typical value is $-140 \mathrm{dBc} / \mathrm{Hz}$ as reported by Scott et al. [105].


Figure 3-19
Phase noise of the fundamental beating at 24.55 GHz of the MLL for different bias currents

This curve can be converted into the integrated root-mean square (RMS) timing jitter ( $\sigma_{R M S}$ ), which is the standard deviation of the timing accuracy of the signal. It is calculated by the integration of the SSB-PN curve and the result is measured in seconds, as it is used also in [100]:

$$
\begin{equation*}
\sigma_{R M S}=\frac{1}{2 \pi f_{M L L}} \sqrt{2 \int_{f_{\min }}^{f_{\max }} \mathcal{L}(f) d f} \tag{33}
\end{equation*}
$$

Where $f_{\text {MLL }}$ is the fundamental frequency of the laser, $f_{\max }$ and $f_{\text {min }}$ are the integration limits of the phase noise curve, and $\mathcal{L}(f)$ is the SSB phase noise. The calculated timing jitter for the 140 mA bias current case is 3.7 ps integrated between 10 kHz and 1 GHz , we are going to use this range for comparisons in the following sections. The RMS jitter for the full frequency range for Figure 3-19 is 6.5 ps.

## III/1.7. Origins of phase noise

The noise in semiconductor mode-locked lasers can be attributed to several different sources and the phase noise curve we observe is the sum of the processes [106]. In this section, we are giving a short background of the phase noise origins of the electrical beating spectrum of the MLL signal.

In passively mode-locked lasers, like the lasers we are using in this work, an external source of timing is not required for mode-locking, the timing of each pulse depends on the previous one. The modulation is produced internally with the gain and absorber interaction with the optical pulses [107]. The noise of these semiconductor laser diodes is differing from the solid-state lasers like fibre lasers, Ti:Shapphire lasers or other lasers with slow gain dynamics [108]. This difference is originating from the short carrier lifetime in semiconductor lasers, therefore the gain fluctuations and timing of pulses is very important during one pulse round-trip in the cavity. If we consider the MLL as a free-running oscillator under uncorrelated timing noise, the optical pulses oscillating in the cavity are exhibiting timing noise within each round trip. The main source of this noise is the amplified spontaneous emission (ASE) directly coupling into the pulse [109]. This noise is causing
the pulse shape to change which causes a shift in the pulse centre. This change is causing timing and frequency fluctuations in the pulse train. In [108], analytical expressions were derived for five identified fluctuations describing the noises of a semiconductor MLL: energy fluctuations, carrier phase fluctuations, frequency fluctuations, timing fluctuations and carrier population fluctuations. All, except the carrier population fluctuations can be described with linear differential equations driven by the ASE noise, the fifth fluctuation is driven by the shot noise. Equations for these fluctuations were first derived by Haus and Marcozzi in 1993 [110]. All these fluctuations can be modelled with a nonstationary random process, and they are due to the white noise properties of ASE noise. All together are leading to a Lorentzian electrical spectrum shape [100].

## III/2. MLL stabilization

Microwave signal generation with mode-locked laser is a practical solution, it has a simple setup providing a relatively stable RF signal with a fixed frequency. For certain applications, for example local oscillator signals for mixing or clock sources, the signal phase noise and timing jitter can determine the system performance and should be as low as possible. The previously shown values are considered high in advanced solutions and gives a limitation for their usage in the mentioned systems.

It is possible to improve the stability, therefore reducing the timing jitter, of self-oscillating semiconductor MLL signals with external manipulation. There are several methods to do so [109]:

- External direct modulation,
- Electro-optical feedback,
- All-optical feedback,
- External injection locking,
- A combination of the above is also possible.

In case of external direct modulation, the laser biasing field is directly modulated with a stable electrical RF source. Setting the RF frequency as the same as the MLL self-oscillation frequency, the laser output shows a higher stability, this method is also called as hybrid mode locking. The improvement depends on the external RF source signal quality. Usually high-power external modulation is needed, in one example by the team of G. Carpintero [111], the phase noise at 100 kHz offset frequency decreased with 25 dB , down to $-105 \mathrm{dBc} / \mathrm{Hz}$ with a RF input power of 17 dBm , for a two section 10 GHz quantum dash MLL. The downside of this method is the requirement of the high power ang high quality external source, which can also be costly for high-frequency and good signal quality RF signals.

Electro-optical feedbacks are extracting a low percentage of the optical signal, which is then transformed into an electrical signal with a high-speed photodiode. Then this electrical signal is externally modulating the biasing voltage of the laser cavity. The setup does not need any external RF source, however it requires optical to electrical conversion. An external delay in the form of a
fibre spool is added to the optical section of the feedback loop, it represents a high-quality (due to its length) external cavity. In section III/2.2.a, we will discuss about the role of the external optical loop. One example for this solution in [112] achieved a phase noise reduction of 20 dB , down from $-55 \mathrm{dBc} / \mathrm{Hz}$ to $-75 \mathrm{dBc} / \mathrm{Hz}$ at 10 kHz offset with a dual loop configuration.

For injection locking of the MLL, an external slave laser is required. The slave laser has to be a stable source with single or more optical modes in the MLL emission wavelength range, identical lasers can also be used as slave and master. The MLL can lock one of its optical modes into one of the injected optical modes of the slave laser. This technique can decrease the RF linewidth of the laser beating and allows a small tuning range of the RF beating frequency. The method usually is used with hybrid mode locked lasers as in [109].

All-optical feedback loops contain only optical elements in the feedback. The low power extracted signal from the laser signal is sent back into the laser cavity with the help of an optical circulator. Various components are placed in the feedback to alter the signal properties: attenuator, delay line, polarization controller, and optical fibres. An example for a semiconductor laser with 10 GHz self-oscillating frequency is demonstrated in [104].

This last solution is composed only of passive components, there is no additional electrical consumption due to the stabilization, only the useful laser power is decreasing due to the extracted feedback signal. It is also a simple and easily adjustable solution for lasers with different oscillation frequencies. The literature showed significant improvements in regard of stability ([102][104]), with at least 30 dB phase noise decrease at 100 kHz offset frequency. In section III/2.2 and III/2.3 we give a detailed description of this method and we are using it to stabilize our lasers.

## III/2.1. External direct modulation

Modulating the MLL cavity with an external stable periodical signal which has the same frequency as the MLL self-oscillation we can stabilize the laser's output signal. The experimental setup is illustrated in Figure 3-20. An Agilent E8257D PSG Analog Signal Generator was providing the RF signal, which is a pure sinusoidal with a frequency of 24.5449 GHz . A small tuning range around 30 kHz , where the MLL locked on the RF generator frequency was observed.


Figure 3-20 Setup for the external RF modulation of the MLL

In the setup, a bias-T was connected to the V-type connection of the packaged MLL to be able to bias and modulate the laser at the same time. A high speed photodiode (Finisar $u^{2} t$ XPDV2320R) was receiving the laser signal after 200 meters of optical fibre, the PD was directly connected to an electrical spectrum analyser (Rohde\&Schwarz FSQ 26).

Figure 3-21 illustrates the measured phase noise curve with different RF modulating power, a maximum of 19 dBm was used. We illustrate with the phase noise of the signal generator at 20 GHz with a black dotted curve, the data is taken from the datasheet. As the result of the stabilization, the curves are flattening in the lower offset frequency range, but above 100 kHz offset the stabilized curves are following the free running curve. The PN improvement is dependent on the power of the signal RF source, with the maximum modulating power, at 10 kHz offset the PN decreased to $-70 \mathrm{dBc} / \mathrm{Hz}$ down from $-52 \mathrm{dBc} / \mathrm{Hz}$. Applying higher powers could further improve the PN, but the use of 19 dBm or higher powers is unrealistic for practical applications. The integrated phase noise for this curve is 0.889 ps in the $10 \mathrm{kHz}-1 \mathrm{GHz}$ range. The signal generator has a phase noise of $-110 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz offset, this value would be the theoretical minimum for the laser output with this setup. This solution requires a high power external RF source which makes it costly and not practical for real applications. Also, the improvement of the phase noise is not significant, we will see better results in the next section.


Figure 3-21
Phase noise of MLL with external RF modulation

## III/2.2. All optical feedback - single loop setup

## III/2.2.a Principles of stabilization

There are only a few researches were conducted on modelling the dynamics of a mode-locked laser behaviour with external optical feedbacks. A group from Darmstadt, Germany lead by W. Elsäßer, was focusing on the modelling of timing jitter reduction of different feedback methods [109]. They've built a time domain model relying on the effective interaction of the timing between the intra-cavity pulse and the time-delayed feedback pulse. The simulation and experimental results showed excellent agreement. It was found that the lengths of the external loop (external cavity) and internal cavity should be an integer multiple of the number of pulses inside the main
cavity for effective feedback. A possible physical explanation was proposed in [109] to explain the timing jitter reduction under external feedback conditions. It is explaining it with the gain dynamics inside the MLL cavity. When the feedback pulse preceding the intra-cavity pulse, both assumed as gaussian shaped pulses, it experiences higher gain due to the non-linearity of the dynamical gain. This higher intensity pulse changes the centre of mass of the total pulse in time. After several roundtrips, the pulse shape is reshaped back to a gaussian while keeping the changed timing. The internal and external pulses have the same time deviation distribution, the non-linear interaction between them leads to a smaller time deviation distribution, therefore the timing jitter is reducing [113].

From another point of view, the feedback loop is representing an external cavity, and can be also seen as an oscillator with the MLL, in which the Q-factor (the quality) is increasing as the delay length is increasing, which causes the RF linewidth to decrease. This effect was shown in [114] for different fibre lengths, where an increase of fibre length in the feedback loop from 28.5 m to 66 m reduced the linewidth from 3.6 kHz to 432 Hz . The longer feedback delay effect was also shown semi-analytically by L. Jaurigue et al. in [115]. They showed that the timing jitter is depending on the length of the feedback, a resonance occurs and the jitter is minimal when the loop delay is the integer multiple of the pulse repetition period. In addition, the feedback loop produces RF resonances in the spectrum, known as supermode noise resonances [116]. These resonances are separated by a frequency distance corresponding to the length of the feedback loop, which is also called as the free spectral range (FSR) of the loop. With a dual feedback loop, these resonances can be supressed if the additional loop modes coincide with the multiples of the modes of the main loop [114].

In the next section, first we construct a single loop feedback for the 24.55 GHz MLL, then we study the dual loop configuration in section III/2.3.

## III/2.2.b Stabilization setup

The laser self-injection is performed with a fibre based optical circulator and a fibre based optical splitter to extract part of the signal. This solution also means that the useful power of the laser is decreasing with the extracted power. For optimal stabilization low feedback power is sufficient, therefore, to minimise the splitting loss we used a 90:10 splitter, where the $90 \%$ branch provides the stable laser signal for the experiments as the setup output, and the $10 \%$ branch is the selfinjection feedback loop. The loop contains various fibre optic elements: circulator, 90:10 splitter, 50:50 splitter, variable optical attenuator (VOA), variable optical delay line (VOD), polarization controller (PC) and a fibre spool with a long fibre. The setup for the stabilization is illustrated in Figure 3-22.

Since the packaged laser contains an optical isolator to prevent the unwanted feedback into the laser cavity, in case of using this laser the injected signal has an attenuation of at least 30 dB , which proved to be too high loss for proper stabilization. Due to this, we used the laser diode on a ceramic carrier configuration, seen in Figure 3-5.

After splitting the beam into two with the splitter, the $10 \%$ branch first goes in a variable optical attenuator. The splitting adds 10 dB loss in this branch, and around 0.5 dB loss for the other branch, while the circulator has a loss of around 0.6 dB . A variable optical delay line is following the attenuator, this device is used to adjust a fine delay in the feedback, it can be set between 0 ps and 330 ps delay with a good precision using the manual knob for the adjustment. In the feedback loop the polarization of the signal also needs to be controlled with a 3-plate polarization controller. All the used fibres are single mode standard SMF-28 fibres which is not a polarization maintaining fibre, therefore it is needed to control the polarization in the feedback loop to have the same orientation when entering the laser cavity as it is at the laser output for optimal feedback. In the loop we also utilise a spool of fibre to add a long delay time in the ns - $\mu$ s range. The feedback beam was injected back into the laser cavity through the lensed collimator thanks to the circulator. The $90 \%$ branch of the splitter is followed by 200 m of fibre for the laser's intrinsic dispersion compensation and then the signal is received by a photodiode. Finally, the electrical beating signal quality was analysed by an electrical spectrum analyser. To assess the stabilization quality, we are comparing the electrical spectrum and the phase noise.


Figure 3-22
Schematic of the single loop all optical feedback for MLL stabilization

During the experiments we could distinguish 3 ranges of feedback power level regarding the stabilization results. If the injected power into the MLL is too high, so the attenuation in the feedback loop is less than 10 dB including the splitter loss, the laser output showed "chaotic" behaviour without a distinguishable electrical beating signal. In case of too low injected power, with more than 40 dB attenuation in the loop, the feedback has no effect on the signal. Between these power levels of the back injection, the laser output shows the effects of the stabilization at the right fine delay positions. By setting the optimum parameters for the feedback elements we can achieve maximum stabilization. The different ranges of feedback powers and delay line position was observed by D. Arsenijević et al. [102]. In their work they distinguished 5 different regimes, which are similar to our findings, with only one regime where phase noise reduction is achievable. An illustration from their results is seen in Figure 3-23.


Figure 3-23 Source: D. Arsenijević et al., IEEE Photonics Journal vol.6,No.2, 2014, [102]. Illustration of the different regimes of MLL stabilization for various feedback attenuation and delay.

There are several working settings and combinations of adjustments. In case of using 100 meters or longer fibre in the feedback loop, the laser stabilization was achieved. Two possible combinations are presented here with fibre spool lengths in the feedback having 110 m and 200 m length.

The optimum feedback power measured before entering the circulator was around -27 dBm and -29 dBm , for the shorter and longer case respectively. Compared to the laser output power it means that there is an attenuation of $35-37 \mathrm{~dB}$ in the loop. The polarization controller and the delay line are adjusted to the optimal position. The stabilization is found to be more sensitive to the polarization of the feedback signal then the precision delay of the variable delay line. With the proper polarization, the stabilization occurs in a wide, 14 ps delay range. The behaviour is periodical with a period around 40 ps , which is directly related to the MLL pulse repetition rate of 24.55 GHz . This delay line sets the feedback signal's phase to match the laser output signal. With the changing delay, also the peak frequency of the stabilized beating is shifting, the peak frequency shift with the delay change is illustrated in Figure 3-24.


Figure 3-24
Relative peak frequency change with the delay

## III/2.2.c Stabilization results

The measured phase noise with the 2 examples of the stabilization feedback loop and the freerunning phase noise is illustrated in Figure 3-25. The noise of the ESA at 25 GHz is also illustrated in the graph with dashed black curve. Its low level is showing that the ESA was not limiting the measured phase noise. The laser was biased with 147 mA and the temperature was set to $25^{\circ} \mathrm{C}$. In
the experiment the laser was sent to a high-speed photodiode ( $u^{2} t$ XPDV3120R) with 70 GHz bandwidth and a Keysight UXA N9040B Signal Analyser measured the output signal. The incident average optical power on the photodiode was 7.1 dBm . Figure 3-26 illustrates the electrical spectrum of the free-running and the stabilized laser. We can see a small frequency shift between the peaks with around 220 kHz . The stabilized peak can be shifted by adjusting the delay line position, there is around a 0.7 MHz range corresponds to the previously mentioned 14 ps where the output of the MLL is stabilized (see Figure 3-24).

The spurious peaks of the RF spectrum and phase noise curves in case of stabilization are corresponding to the free spectral range (FSR) of the feedback loop. For the 110 m case they are at $1.59 \mathrm{MHz}, 3.18 \mathrm{MHz}, 4.73 \mathrm{MHz}$ and so on at higher harmonics, for the 200 m case they are at $0.93 \mathrm{MHz}, 1.87 \mathrm{MHz}, 2.82 \mathrm{MHz}$ and so on. The FSR can be calculated with equation (34).

$$
\begin{equation*}
f_{F S R}=\frac{c}{n_{e f f} L} \tag{34}
\end{equation*}
$$

Where $c$ is the speed of light, $n_{\text {eff }}$ is the effective refractive index of the fibre, in case of SMF-28 it is 1.4682 . $L$ is the length of the feedback loop in meters. Expressing $L$ form the above equation, we calculate the full length of the feedback loop for the measured two cases, the calculations gave 128 meters and 218 meters. This length includes the fibre spool and all the short input and output fibres of the fibre based devices, as all the components have around 1 meter fibres at their input and output.


Figure 3-25
SSB Phase noise curve
before and after
stabilization of MLL

Comparing the phase noise to the free-running case, for the shorter loop we can observe an improvement of 35 dB at 100 kHz offset frequency, the value decreased from $-70 \mathrm{dBc} / \mathrm{Hz}$ in the free-running case, down to $-105 \mathrm{dBc} / \mathrm{Hz}$ in the stabilized case. For the longer loop the improvement is better, at 100 kHz offset, the PN is $-113 \mathrm{dBc} / \mathrm{Hz}$. However, the level of the spurious peaks is higher for this case, which can also be observed on the RF spectrum in Figure 3-26. The calculated integrated timing jitter for the above curves are 3.35 ps for the free-running case and 240 fs for the stabilized case with the shorter loop and 494 fs for the longer loop. The higher value of the shorter loop is mainly due to the spurious modes, their levels are higher, and they are closer to the
fundamental signal. However, the ten-fold improvement of timing jitter for the shorter loop is already shows the advantage of stabilization.


The spurious peaks in the stabilized case have a power level around 40 dB below the main peak power for the shorter loop, which in the above picture is -11.5 dBm , and the closest spurious peaks are at -52.3 dBm and -51 dBm . For the longer loop the level difference is only 30 dB , the peak is at -12.17 dBm , and the side peaks are at -42.2 dBm and -39 dBm . Figure $3-28$ illustrates a low span low RBW/VBW recording of the peak signal spectrum in case of the shorter feedback. We can measure a width of 2.77 kHz for a 10 dB bandwidth, this value suggests a 3 dB linewidth of below 1 kHz in case the shape is Lorentzian, which needs to be confirmed. The linewidth is in the same range for the longer feedback too.


The stabilization has an excellent quality. Once the stabilization occurs by setting the optimal values for the feedback, our observations shows that it can stay in the stabilized mode for at least half hour. It mainly depends on the temperature control stability and the environmental stability. The experiment was done in a temperature and humidity controlled room.

In the following Chapter IV, the preferred stabilization is with the shorter loop due to the lower spurious peak levels, and their higher distance from the fundamental peak.

## III/2.3. All optical feedback - dual loop setup

A method to further improve the stability of the MLL with all-optical feedback is to construct a second loop in the feedback. The main advantage of the dual-loop setup is that the previously observed spurious tones in the RF spectrum (see Figure 3-26 and Figure 3-27) of the stabilized laser can be suppressed. In [109], the reduction of the spurious levels was attributed to a mean destructive statistical averaging of the timing deviations of the returning noise originating from the two different length loops. The suppression occurs when the shorter loop's free spectral range (FSR) is the integer multiple of the longer loop's FSR. The setup can also be built as a dual opto-electronic loop, where the signals of the two loops are photodetected and added to the laser bias control as in [112].

In our constructed setup, illustrated in Figure 3-29, the two loops are starting at the output of a 50:50 coupler and then re-joined with another 50:50 coupler before the circulator. The two loops contain similar components: an optical attenuator, a long optical fibre, a polarization controller and a variable delay line which is present only in one of the loops. The fibre lengths in the two loops can be symmetrical, when both have the same length or asymmetrical in case of different lengths. A thoroughly investigation of this stabilization scheme was done by the group of John G. Mclnerney at University College Cork. The group was experimentally studying various combinations of different feedback power ratios [117], different feedback loop lengths [118] and the tolerance of delay phase mismatch [119]. They showed that in case of a symmetrical loop (equal delay in both loops) and unbalanced power ratio the signal linewidth can be up to 10 times narrower than in case the power ratios are balanced in the loops. The group also showed that using asymmetric feedback loops (the
two loops have different lengths) can further reduce the level of the spurious tones. In [118] the first spurious mode can be reduced with 25 dB or can be completely eliminated with an optimal length of the second loop. This optimum occurs when the modes of the two loops are overlapping. As a downside of this optimization of the spurious tones, it causes that the signal linewidth is increasing from 2 kHz to 8 kHz . The stabilization can be further optimized to improve the tolerance of the phase delays in the loops as in [119], by selecting an optimum fine delay position for one loop, the stabilized linewidth stays below 4 kHz for almost the full fine delay range of the second loop. In our setup we are reconstructing the setup for this last case, as only one variable optical delay line is available.


Figure 3-29 Setup of the dual-loop all optical feedback.
PC: Polarization controller; VOD: Variable optical delay line; VOA: Variable optical attenuator
In our setup the Loop-1 has 110 meter long fibre and Loop-2 has 210 meters. Calculating the feedback lengths with the component's short fibres, the Loop-1 length is around the half of Loop2 , which means that the modes of Loop-1 coincides with ever $2^{\text {nd }}$ mode of Loop-2, which can be calculated from the FSR. We are setting the optical powers and polarizations to the optimal values while observing the fundamental RF beating signal with an electrical spectrum analyser after photodetection. Figure 3-30 shows the RF spectrum for a single loop setup and a dual loop setup. The single loop was recorded with disconnected Loop-2 and with optimized adjustments. The dual loop is recorded by connecting Loop-2 and readjusting the loop components for the optimum stabilization.


Figure 3-30
RF beating spectrum of the single and dual loop feedback

In the dual loop case, the peak power is -12 dBm and the closest side modes to the fundamental are at -74.7 dBm and -76.3 dBm . This means a side mode power level 62.7 dB lower, which is more than 20 dB improvement compared to the single loop setup. The SSB Phase noise curves corresponding to the previous spectrums are illustrated in Figure 3-31. The phase noise improvement is significant only around the levels of the spurious peaks, the level at 100 kHz offset frequency is $-105 \mathrm{dBc} / \mathrm{Hz}$ for the dual loop, while for the single loop it is $-100 \mathrm{dBc} / \mathrm{Hz}$. In section III/2.2 with the single loop setup we also achieved to have $-105 \mathrm{dBc} / \mathrm{Hz}$ for this offset frequency with a bit shorter fibre length in the loop too. Calculating the integrated timing jitter from the curves, we get 167 fs for the dual loop, and 188 fs for the single loop, which means the dual loop has around $10 \%$ improvement in the timing jitter, mostly due to the suppressed spurious modes.


Figure 3-31
Phase noise curve of the single and dual loop setup

The main limitation of the dual loop setup is its short-term stability. In contrast with the single loop setup, we observed that the stabilization needs constant surveillance and fine tuning adjustments, while the single loop setup stayed in the stabilized mode without any intervention. During the experiment, when the stabilization occurs with dual-loop setup it can stay in that state for less than a minute in best case, before further adjustments are needed, so we mainly decide
not to use this set-up as it was not convenient for day-to-day experiments and the single loop has already showed significant stability improvements compared to the free-running mode of the MLL.

## III/3. Stabilization summary

Table 7 details the main properties of the stabilization setups and the improvements in term of linewidth, phase noise and integrated jitter. The table details the feedback fibre lengths with the real calculated lengths considering also the component's short cables.

In a free-running mode, without any stabilization, the MLL beating at its fundamental frequency of 24.55 GHz has a linewidth of 20 kHz , and a phase noise of $-70 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz offset frequency. This phase noise corresponds to an integrated timing jitter of 3.7 ps . The implemented stabilization loop improves these values significantly with a feedback fibre loop length of 128 m . The linewidth decreased below 1 kHz and the phase noise is down to $-100 \mathrm{dBc} / \mathrm{Hz}$. The stabilization introduced spurious tones in the electrical spectrum of the signal, which have a frequency distance from the carrier corresponding to the free-spectral range of the fibre loop length. Even though these spurs are present, the integrated timing jitter of the stabilized phase noise curve is 188 fs , which is a 20fold improvement compared to the free-running case.

Table 7. Properties of stabilization methods

|  | Linewidth | PN @ 100 kHz <br> offset | Integrated <br> Jitter | Loop-I fibre <br> spool length |
| :---: | :---: | :---: | :---: | :---: |
| Loop-II <br> fibre spool <br> length |  |  |  |  |
| Free-running <br> MLL | 20 kHz | $-70 \mathrm{dBc} / \mathrm{Hz}$ | 3.7 ps | - |
| Single loop <br> stabilization | $<1 \mathrm{kHz}$ | $-105 \mathrm{dBc} / \mathrm{Hz}$ | 240 fs | 118 m |
| Single loop <br> stabilization | $<1 \mathrm{kHz}$ | $-100 \mathrm{dBc} / \mathrm{Hz}$ | 188 fs | 128 m |
| Single loop <br> stabilization | $<1 \mathrm{kHz}$ | $-112 \mathrm{dBc} / \mathrm{Hz}$ | 494 fs | 218 m |
| Dual loop <br> stabilization | $<1 \mathrm{kHz}$ | $-105 \mathrm{dBc} / \mathrm{Hz}$ | 167 fs | 118 m |

The dual-loop setup further improves the signal quality, mainly by reducing the spurious modes level by 20 dB . However, the short-term stability of this setup and the constant need of adjustments of the feedback loop properties (delay and polarization) makes the dual-loop setup not practical for system measurements.

Considering the best achieved timing jitter value of 167 fs theoretically could allow to construct a single channel ADC with a sampler using this laser source at 24.5 GHz , with an ENOB value around 4 bits (according to the Walden-plot shown in Chapter I, Figure 1-28).

## III/4. Conclusions on Chapter III

In this chapter we first characterized an InP based semiconductor mode-locked laser (MLL) with a self-oscillating frequency of 24.55 GHz . The characterisation involved measuring the optical spectrum and power. The required standard optical fibre at the output of the laser for compensating the intrinsic dispersion was also determined through measuring the temporal pulsewidth of the laser pulses. The pulses are 1 ps long in case of using 200 meters of optical fibre. We measured the stability of the laser in term of single sideband phase noise (SSB-PN). At 100 kHz offset frequency, the PN is $-70 \mathrm{dBc} / \mathrm{Hz}$. We constructed an all-optical feedback loop to improve the laser stability. With a single loop configuration, the best achieved phase noise is $-112 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz offset, with spurious peak levels of -39.5 dBc . An improved feedback with dual-loop improved the spurious peak level to -62.7 dBc , however in contrast with the single loop, considering the short term stability of the stabilization, the feedback loops need constant adjustments to stay in the stabilized regime. This makes the dual-loop feedback less practical for optoelectronic mixing experiments, therefore in the following chapter we are using the single loop setup for the experiments. Another figure-of-merit for the stabilization is the integrated timing jitter calculated form the SSB-PN curves. The best jitter achieved with the presented solution is 167 fs integrated in the $10 \mathrm{kHz}-1 \mathrm{GHz}$ range, it is more than a 20-fold improvement compared to the free-running case.

## Chapter IV Photoswitch as an optoelectronic mixer

IV/1. Heterodyne mixer of narrowband signals ..... 103
IV/1.1. Setup design ..... 103
IV/1.2. Conversion loss ..... 105
IV/1.2.a Discussion about the high conversion losses ..... 107
IV/1.2.b Simulation of the conversion loss ..... 109
IV/1.3. Heterodyning of two DFB lasers ..... 109
IV/1.3.a Conversion loss ..... 111
IV/1.3.b Simulation of the conversion loss ..... 112
IV/1.3.c System characterization ..... 112
IV/1.3.d Heterodyne detection results ..... 114
$\mathrm{IV} / 2$. Optoelectronic mixer for data-stream downconversion ..... 115
IV/2.1. QPSK modulation format for the data-stream ..... 116
IV/2.2. Data-stream demodulation - EVM and BER ..... 117
IV/2.3. Optically provided local oscillator - MLL ..... 119
IV/2.4. Optically provided local oscillator - DFB laser ..... 124
IV/2.5. Electrically provided local oscillator ..... 126
IV/3. Study of switch non-linearities. ..... 129
IV/4. Applications of the optoelectronic mixer schemes ..... 132
IV/5. Conclusions of Chapter IV ..... 135

In Chapter II we characterised the photoconductive switches made of InGaAs. Then in Chapter III, we characterized and stabilized the semiconductor mode-locked laser. In this chapter, we are going to use the two devices together in an optoelectronic mixing scheme. The MLL beating signal is used as the local oscillator signal, which is mixed with an electrical signal at the input of the photoconductive switch. The output mixing signals are analysed to obtain the characteristics of the proposed scheme.

## IV/1. Heterodyne mixer of narrowband signals

Photoconductive materials have a broad wavelength sensitivity range which allows to use wide bandwidth signals in the optical domain. The operating bandwidth of the device is usually limited because of the electrical components of the system. In Chapter II, we measured the low equivalent capacitance of the photoswitches: $5 \mathrm{fF}-8.1 \mathrm{fF}$, and the AC dark resistance values of $2.1 \mathrm{k} \Omega-5 \mathrm{k} \Omega$. These values are giving an electrical characteristic time of 300 fs in case of $50 \Omega$ load. This low value suggests a theoretical electrical bandwidth limit in the sub-Terahertz range. In the following experiment we are measuring the optoelectronic bandwidth of the used photoswitches by measuring a mixing product of an optical signal and an electrical signal. Due to the equipment limitation, we are measuring the properties only in the microwave frequency range.

## IV/1.1. Setup design

The setup is similar as before, the photoconductive switch is placed on an RF probe station, two coplanar probes are making the connection between the two sides of the switch and the electrical equipment. The laser signal is guided to the switch through an optical fibre. Two Cascade Microtech Infinity i67 RF probes were used and a third probe for the optical fibre. A photograph of the probe station setup is illustrated in Figure 4-1.


Figure 4-1 Photoswitch sample in the RF probe station with two RF probes and fibre probe. Inset: magnified view of the connected switch

We are using the semiconductor MLL, described in Chapter III, with the stabilization feedback. The setup schematics is illustrated in Figure 4-2. The average optical power illuminating the photoswitch was $7 \mathrm{dBm}(5 \mathrm{~mW})$, with 1 ps optical pulse duration thanks to the dispersion compensation of the 200 meters of SMF-28 fibre (see Chapter III, section III/1.4).


Figure 4-2 Heterodyne mixer setup
The photoswitch in all the following experiments of Chapter IV is unbiased. Using an additional DC bias, as expected did not have any effect on the performances in the different experiments presented. At the electrical input of the photoswitch an Agilent 8257D ( $250 \mathrm{kHz}-67 \mathrm{GHz}$ ) RF signal generator provides a variable frequency signal, while at the output, a Keysight UXA N9040B (2 Hz 26.5 GHz) Signal Analyser is used for frequency domain analysis. In this configuration the photoconductive switch acts as an optoelectronic mixer. The periodic optical signal is creating an oscillating photogenerated carrier density in the InGaAs semiconductor. As we apply a sinusoidal signal at the input, an oscillating electric field is built up between the electrodes of the switch and together with the optical signal excitation it generates mixing products in the photocurrent. These mixed products can be measured at the output of the photoswitch.

The optically generated local oscillator signal is used to down-or upconvert the electrical signals, therefore creating a heterodyne mixer. In case the optical source is a mode-locked laser, providing an optical pulse train which has a large number of spectral components in the frequency domain, at the output we also measure a large number of mixing products between the electrical RF signal and the optical signal. The spectral components of the mixing are illustrated in Figure 4-3.


Figure 4-3 Illustration of the mixing products of the proposed mixer scheme

The local oscillator (LO) signal at $f_{L O}$ is generated by the MLL mode beatings, which means that the local oscillator signal is present also at the harmonics of $n^{*} f_{L 0}$, where $n$ is an integer. The first couple of harmonics have similar electrical power on the RF spectrum, as it was shown for a lower frequency MLL in [120]. The input RF signal at $f_{R F}$ is an electrical signal, in our experiments either a sinusoidal signal or a data-stream modulated signal with a defined bandwidth. In the following first experiments, it is a narrowband pure sinusoidal signal. At the output of the switch the mixing products can be measured at the intermediate frequencies (IF): $f_{I F}=f_{R F} \pm f_{L O}$, which in the MLL case is $f_{\text {IF }}=f_{R F} \pm n^{*} f_{L O}$. Due to the switch non-linearities, and also due to the harmonics of the signal generator, mixing products can be found at the intermediate frequencies of $f_{I F}=m * f_{R F} \pm n^{*} f_{L O}$, where $m$ is also an integer. These frequency components are not illustrated in Figure 4-3, they will be studied later on in this chapter in section IV/3.

In the following measurements, for every data point one single mixing product's power is measured, the conversion losses of the mixer can be deduced from these results. In the experiments were using a type 3:3 switch, which type showed the highest power for the IF signals.

## IV/1.2. Conversion loss

In mixers, the conversion loss (CL) is an important property, it shows the loss between the power of the input RF signal ( $f_{\text {RF }}$ ) and the power of the output intermediate frequency signal ( $f_{\text {IF }}$ ). We are measuring this value for a wide range of input frequencies with a fixed LO frequency provided by the MLL at its fundamental frequency of 24.55 GHz , and at its harmonics. The signal generator at the input is capable to generate frequencies up to 69 GHz , while the signal analyser at the output can detect signals up to 26.5 GHz . We note that the signal generator's calibrated operating range is up to 67 GHz , however we experienced no signal degradations at 68 GHz and 69 GHz . These equipment allowed us to measure the conversion loss with three LO frequencies: the fundamental beating signal, the $2^{\text {nd }}$ and $3^{\text {rd }}$ harmonic of the fundamental signal, for the following RF frequencies.

1. The fundamental beating signal at 24.55 GHz and input RF frequencies in the $1 \mathrm{GHz}-$ 51 GHz range. Measured mixing product at $f_{I F}=f_{L O}-f_{R F}$.
2. The $2^{\text {nd }}$ harmonic at 49.1 GHz and input RF frequencies in the $23 \mathrm{GHz}-68 \mathrm{GHz}$ range. Measured mixing product at $f_{I F}=f_{R F}-2 * f_{L O}$.
3. The $3^{\text {rd }}$ harmonic at 73.65 GHz and input frequencies in the $48 \mathrm{GHz}-69 \mathrm{GHz}$ range. Measured mixing product at $f_{I F}=3^{*} f_{L O}-f_{R F}$.

In the above cases the IF frequency fell always in the bandwidth of the ESA (26.5 GHz). We measured the power of the IF signal in each case and calculated the conversion loss by taking into consideration the losses of the RF cables. At the input we used a coaxial cable calibrated in the DC - 67 GHz range, and at the output a coaxial cable calibrated in the DC-40 GHz range. The losses $L$ of both cables are known by measurement or from the factory datasheet. The calculation was done with the formula in (35).

$$
\begin{equation*}
\text { Conversion Loss }=C L=\frac{P_{R F}-L_{67 \mathrm{GHz} \text { cable }}}{P_{I F}-L_{40 \mathrm{GHz} \text { cable }}} \tag{35}
\end{equation*}
$$

The cable losses were ranging from 0.74 dB to 6.4 dB for the 67 GHz cable, and 0.23 dB to 1.84 dB for the 40 GHz cable. The input RF power was set to 15 dBm , except above 60 GHz where the equipment limit is 14 dBm , for 68 GHz the limit is 13 dBm and for 69 GHz the limit is 12 dBm . The measured IF power with the ESA without any compensation calculation was in the range between -59 dBm and -68 dBm . All the data points were measured with $3 \mathrm{kHz} / 3 \mathrm{kHz}$ RBW/VBW and 5 MHz Span settings. The mode-locked laser was in the stabilized state with a feedback fibre length of 110 meters and a stabilized timing jitter of 188 fs . For further details of the stabilization see Chapter III section III/2.2. The compensation calculation doesn't contain the losses introduced by the RF probes, which is typically between 0 dB and -1 dB up to 67 GHz according to the probe datasheet. The calculated CL dependence on the input RF frequency is illustrated in Figure $4-4$ for the first 3 LO harmonics.


Figure 4-4
Conversion loss of the photoswitch versus input RF frequency for the first 3 harmonics of the optical LO

The results show that the conversion loss has a variation of 7 dB around 72 dB over the full 69 GHz wide RF frequency range. The performance is uniform for all three local oscillator harmonics, which shows that at least the first 3 beating signal of the MLL produces the similar RF power.

It is expected that higher harmonics have also similar power level, which we were able to confirm for the $4^{\text {th }}, 5^{\text {th }}$ and $6^{\text {th }}$ harmonics thanks to a harmonic mixer (Keysight M1971E) extending the ESA input bandwidth into the $60 \mathrm{GHz}-90 \mathrm{GHz}$ frequency range. The higher MLL harmonics are at the following frequencies: $4^{\text {th }}: 98.2 \mathrm{GHz} ; 5^{\text {th }}: 122.75 \mathrm{GHz}$ and the $6^{\text {th }}: 147.3 \mathrm{GHz}$. The input RF frequencies were once again swept from 0 GHz to 68 GHz . For different input frequencies the $f_{I F}=n * f_{L O}-f_{R F}$ intermediate frequency can be positioned in the harmonic mixer's range. In this case the switch output was connected to the harmonic mixer (and ESA) with an RF probe (i110 Cascade Microtech) and a coaxial cable calibrated up to 110 GHz . The results show that the conversion loss between the higher harmonics of the MLL is also in the same range as with the fundamental signal and the $2^{\text {nd }}$ and $3^{\text {rd }}$ harmonics. This measurement indicates that also the $4^{\text {th }}, 5^{\text {th }}$ and $6^{\text {th }}$ harmonic of
the MLL have around the same amplitude as the fundamental. It is also showing that the photoswitch is able to detect optically generated signals at least up to 147.3 GHz ( $6^{\text {th }} \mathrm{MLL}$ harmonic), confirming its high optical bandwidth.


Figure 4-5
Conversion loss of the photoswitch versus input RF frequency for the $4^{\text {th }}, 5^{\text {th }}$ and $6^{\text {th }}$ harmonics of the optical LO

As the efficiency of the optoelectronic mixing is depending on the switch's conductance, this conversion loss depends on the optical power of the MLL, therefore the local oscillator power. In Figure 4-6 we can see the dependence of the conversion loss on the average optical power illuminating the switch. The measurement was done at 10 GHz input RF frequency with 15 dBm power. The result shows a linear decrease of the conversion loss on the logarithmic scales with a decrease of 1.85 dB with every 1 dB increase of optical power, until the maximum available power of 7.1 dBm . During the first characterisations of the photoswitch at UCL, it was shown that the switch can handle higher optical powers too, in [29], $17 \mathrm{dBm}(50 \mathrm{~mW})$ optical power was used. Therefore, by increasing the optical power, the IF power would increase with the same rule as in Figure 4-6 if there are no saturation effects. The conversion loss would be as low as 53.5 dB if the MLL's optical power could be as high as 17 dBm .


Figure 4-6
Conversion loss dependence on optical power of the MLL

It is difficult to predict the saturation value where the conversion loss would be the lowest, it is depending on semiconductor material properties and physical effects like the saturation of the
generated photocarriers, and the approximation would require the exact knowledge of these.

## IV/1.2.a Discussion about the high conversion losses

The presented conversion loss of 72 dB (see Figure 4-4) is considered a high value for mixers. Comparing it to the more efficient and already developed GaAs photoswitch technology, we can find losses with orders of magnitude lower, as we reviewed it also in Chapter / sections I/2.2 and I/2.3. An LT-GaAs device reported by E. Peytavit et al. [35] achieved a CL of 22 dB with 100 GHz input RF signal (with 9.3 dBm ) and 20.7 dBm optical power. Their measured loss with 7 dBm optical power was around 46 dB , considering also the different RF input power, it presents a lower CL with 30 dB compared to our device. However, their GaAs switch was working with 800 nm wavelengths.

A work from M. billet et al. [39], also based on LT-GaAs photoswitch with an improved resonant structure for increased efficiency for 1550 nm wavelengths, achieved conversion losses in the same order as our InGaAs switch. They reported a CL of 66 dB for the same input frequency range as us using 17 dBm optical power emitted from an MLL with 90 MHz repetition rate. This loss performance is 12 dB higher than our solution (as our solution would have a CL of 53 dB with 17 dBm optical power), however it is important to note that it was achieved with LT-GaAs which has a low absorption efficiency at 1550 nm wavelengths.

InGaAs photoconductor performances at millimetre wave ( mmW ) frequencies is not a wellresearched area, these devices are mainly used for THz generation. A work by H . Song et al. [66] was investigating the optoelectronic mixing performances of an InGaAs photoswitch. The achieved losses were greatly limited by the long lifetime of the used InGaAs material. A CL of 15 dB in case of an optical LO frequency of 100 MHz grew to 50 dB as the LO frequency increased to 10 GHz . Because of this low bandwidth, their solution can't be used at mmW frequencies.

To increase the efficiency of the photoswitch based optoelectronic mixer, it is essential to improve the quantum efficiency of the device. The discussed nanoplasmonic solutions as proposed in [30], and as we discussed in section $1 / 2.3$, are a promising technique to achieve low conversion losses. The enhanced optical absorption in the active region of the photoconductive material can dramatically improve the efficiency. Many of the ongoing researches now are mainly focusing on Terahertz frequencies, but these improvements are also affecting the performance in the lower mmW frequency range too.

The low conversion loss is also originating from the short pulsewidth of the used laser. In this work we are using 1 ps long optical pulses from the MLL, which means that the photoswitch is opening only just a bit longer than this period due to the carrier lifetime being in the same order, and it is closed for the main part of the repetition period (MLL repetition rate: 40 ps ) until the next pulse arrives. A higher ratio of ON/OFF switch state could further improve the conversion loss with at least one order of magnitude, due to the longer opening time while a bigger portion of the electrical signal can pass. A theoretical study done by Yann Desmet from IEMN, Lille [121], made a comparison with the conversion losses using different pulsewidths with a 1 GHz repetition rate source. The calculations in his work showed that a conversion loss of 63 dB at 50 GHz input RF
frequency in case of 1 ps optical pulses can decrease to 52 dB in case of using 4 ps optical pulses. However, the improvement is at the expense of the bandwidth, the 4 ps pulsewidth case has a loss of 72 dB at 200 GHz input RF, while with 1 ps optical pulses it is 64 dB at 200 GHz .

These solutions could improve the mixing efficiency of our device, however despite these high losses in our system, we were able to use it for optoelectronic mixing and data-stream downconversion. The experiments and results are described in the following parts of Chapter IV.

## IV/1.2.b Simulation of the conversion loss

The simulations shown in Chapter I and Chapter II can also be used to simulate the conversion loss of the photoconductive switch. In this case the input optical signal is a pulse train with the properties of the semiconductor MLL: 24.55 GHz repetition rate and $7 \mathrm{dBm}(5 \mathrm{~mW}$ ) optical power. The switch RF input is a sinusoidal signal with 0 dBm power and 30 GHz frequency, and the switch details (capacitance, dark resistance) is set for a type 3:3 switch. The simulation calculates the output signal for every time step of 1 fs in a 20 ns long time window. This output time domain signal is then Fast-Fourier Transformed (FTT) into the frequency domain for analysis. More details and description of the Matlab script used for the simulation can be found in APPENDIX A. Figure 4-7 is showing the spectrum of the input signal with dashed blue curve and the spectrum of the output signal containing the mixing components with orange curve.


Figure 4-7
Spectrum of the simulated switch output and input signals for mixing with MLL as $L O$ source.

The highest peak of the orange curve is the switch feedthrough signal, which corresponds to the measured values in section II/2.2. The three smaller peaks are the mixing products of $f_{R F}-n^{*} f_{L O}$ between the input signal and 3 LO signals: the fundamental signal of the MLL and its $2^{\text {nd }}$ and $3^{\text {rd }}$ harmonic. The conversion loss of the input signal and these mixing products are: $74.63 \mathrm{~dB}, 75.83$ dB and 76.71 dB (respectively for the $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ harmonic). This loss is in the same order as the measured values in the experiment.

## IV/1.3. Heterodyning of two DFB lasers

Another method of generating RF signals optically is the use of single mode lasers having different wavelengths. Illuminating a photoconductor with the two lasers we can generate
electrical RF signal with the frequency difference of the two optical modes. The method requires laser sources with extremely stable wavelengths, a wavelength shift of 0.01 nm in one of the lasers will result in a generated signal frequency shift of 1.25 GHz at 1550 nm wavelengths. We tested the photoswitch capabilities of downconverting the optical beating of two continuous wave DFB lasers in a broad 164 GHz wide range. We used integrated glass lasers fabricated at IMEP-LAHC laboratory. The design, fabrication and characterization of the laser was performed by Nisrine Arab [122].

Distributed feedback (DFB) lasers integrated on erbium/ytterbium co-doped glass were providing the optical signals. They are composed of waveguides made by silver/sodium ion exchange, on top of them a Bragg grating is implemented by holographic exposure [123]. Each laser emits several milliwatts of optical power around the peak of the erbium spectrum at 1534 nm . As the beating frequency is determined by the difference between the two lasers wavelengths, several couples of single mode lasers emitting with varied wavelength difference ranging between 0.1 nm and 1.28 nm were used during the measurement. The wavelength of each laser was fixed during its fabrication by adjusting predetermined parameters.

The setup of the experiment is illustrated in Figure 4-8. The two lasers were emitting with $\lambda_{1}$ and $\lambda_{2}$ wavelengths and each output was coupled into a single SMF-28 fibre, and then the two signals were joined with a 3 dB fibre based coupler. The coupler output was guiding the laser signal to the photoswitch. We used the i67 probes for the electrical connections of the switch in case the IF signal is in the $0-26.5 \mathrm{GHz}$ range of the ESA. For higher frequencies, we used a harmonic mixer (Keysight M1971E) with the ESA to be able to measure IF frequencies in the $60 \mathrm{GHz}-90 \mathrm{GHz}$ range, in this case we used the i110 model for RF probe at the switch output. The input $f_{R F}$ signal was provided by an Agilent 8257D ( $250 \mathrm{kHz}-67 \mathrm{GHz}$ ) signal generator.


Figure 4-8 Setup for heterodyne detection of DFB laser signals
The $f_{L O}$ frequency is determined by the wavelength difference of the two lasers, calculated with equation (36).

$$
\begin{equation*}
f_{L O}=\left|\frac{c}{\lambda_{1}}-\frac{c}{\lambda_{2}}\right| \tag{36}
\end{equation*}
$$

Where $\lambda_{1}$ and $\lambda_{2}$ are the wavelengths of the two lasers, and $c$ is the speed of light in vacuum. If the two DFB laser provides spectrally pure signals there is only one local oscillator signal in contrast with the several harmonics produced in case of the mode-locked laser. This means that we have two IF signals at $f_{R F}+f_{L O}$ and $f_{R F}-f_{L O}$. In our experiments we are considering only one of these mixing
products for one measurement. The instantaneous total optical power $\left(P_{t}\right)$ after joining the two laser beam can be describe with equation (37) [32].

$$
\begin{equation*}
P_{t}=P_{1}+P_{2}+2 \sqrt{m P_{1} P_{2}}\left[\cos \left(\omega_{1}-\omega_{2}\right) t+\cos \left(\omega_{1}+\omega_{2}\right) t\right] \tag{37}
\end{equation*}
$$

Where $P_{1}$ and $P_{2}$ are the average optical powers, $\omega_{1}$ and $\omega_{2}$ are the angular frequencies of the two optical signals, and $m$ is a mixing efficiency ranging between 0 and 1.

The phase noise and linewidth of the heterodyne signal is depending on the optical linewidth of the two laser modes, a generated electrical RF signal linewidth of 600 Hz was reported in [124] with the lasers used also here.

In the next section IV/1.3.a we are measuring the conversion loss with a fixed optical frequency and swept electrical input signal frequency. In section IV/1.3.d, we sweep the optically generated frequency up to 164 GHz and measure the conversion loss for each of it. These measurements are aimed to show the electrical and optical bandwidth of the switch.

## IV/1.3.a Conversion loss

The first experiment is measuring the conversion loss of the photoswitch as an opto-electronic mixer for a fixed LO frequency. The method is identical as in section IV/1.2. We selected 39.4 GHz as $f_{L O}$ and measured the IF signal with swept RF input between 13 GHz and 65 GHz with 15 dBm power. The wavelengths of the lasers were $\lambda_{1}=1533.242 \mathrm{~nm}$ and $\lambda_{2}=1533.52 \mathrm{~nm}$ with optical powers of $P_{1}=14 \mathrm{dBm}$ and $P_{2}=10 \mathrm{dBm}$. During this measurement we used the ESA directly connected to the switch output (Figure 4-8). The coupler and the fibre introduced losses which results in a total illuminating average optical power at the photoswitch of 11.9 dBm . Cable losses are considered in the conversion loss calculation, it was ranging from 4.4 dB to 8 dB depending on the RF and IF frequencies. The calculated Conversion Loss curve is illustrated in Figure 4-9.


Figure 4-9
Conversion loss of mixing with two DFB lasers as a local oscillator frequency source

The measurement shows a conversion loss around 67 dB , which is slightly increasing with higher RF frequencies. The value is 5 dB better than in the case of the MLL laser (see Figure 4-4), which is also caused by the higher optical power used here. However, a complete comparison of the conversion loss could be misleading, because in the MLL case the RF signal is generated by the
beating of more than 40 optical modes and higher harmonics are also generated, while in this case there are only 2 laser modes used.

## IV/1.3.b Simulation of the conversion loss

Similarly as in section IV/1.2.b, this experiment can be also simulated with the Matlab model detailed in APPENDIX A. In this case the optical signal is a sinus signal with the beating frequency of the two CW laser. In the simulation we set a 20 GHz frequency input RF signal with 0 dBm power. The beating frequency is at 35 GHz and the total illuminating optical power is 11.9 dBm . Figure 4-10 is illustrating the simulation results. The blue dashed curve is the spectrum of the input signal with a peak at 20 GHz . The orange curve is the spectrum of the output signal.


The higher peak of the orange curve is the feedthrough signal from the input. The two lower peaks are the IF signals at $15 \mathrm{GHz}\left(f_{L O}-f_{R F}\right)$ and at $55 \mathrm{GHz}\left(f_{L O}+f_{R F}\right)$. Both of it has a power level of -66.3 dBm , which corresponds to 66.3 dB of conversion loss. This value is in the same range as our measurement, illustrated in Figure 4-9. See APPENDIX A for a detailed description.

## IV/1.3.c System characterization

We characterize the heterodyne detection system in a broad range of optical powers. Figure 411 is showing the IF power dependence on the total optical power reaching the switch. We used a variable fibre based attenuator to sweep the optical power, it was placed after the coupler directly before illuminating the switch (setup in Figure 4-8). A straight slope can be fit on the results which is showing a linear increase of the IF power in a wide optical power range from -10.2 dBm to 12.2 dBm . In this measurement the two lasers were selected to generate a frequency of 13 GHz ( $f_{L O}$ ), and the input RF frequency was at $20 \mathrm{GHz}\left(f_{R F}\right)$, with 15 dBm power. We measured the mixing product at $f_{I F}=f_{R F}-f_{L O}=7 \mathrm{GHz}$.

The linear fitting on the result curve has a slope of $1.9 \mathrm{~dB}_{\text {electrical }} / \mathrm{dB}_{\text {total.optical }}$. It means that with 1 dB increase in optical power, the IF power increases with 1.9 dB . We observed no saturation effects in the measured optical power range. This quadratic dependence was predicted by the
theory described by E. R. Brown et al [32]. The photogenerated current, therefore the square root of the generated signal power is in proportion of the square root of the optical power. The instantaneous total optical power detected by the photoswitch can be described with equation (37). Here we are interested only in the third element containing both optical signals. The generated photocurrent of $I_{\text {photo }}$ is proportional to this part (equation (38)), and the power of the heterodyne signal to the square of this component (equation (39)).

$$
\begin{gather*}
I_{\text {photo }} \propto \sqrt{m P_{1} P_{2}}\left[\cos \left(\omega_{1}-\omega_{2}\right) t+\cos \left(\omega_{1}+\omega_{2}\right) t\right]  \tag{38}\\
P_{\text {electrical }} \propto R * I_{\text {photo }}^{2} \propto\left(P_{1} * P_{2}\right) \tag{39}
\end{gather*}
$$

Where $R$ is the load impedance. All the optical powers in equations (37-39) are noted in mW . This connection in logarithmic scale would give a slope of 2 , which is very close to our measurement. The maximum measured IF power is -53 dBm (without any compensation for the cable losses) for 12.2 dBm optical power.


A second system characterization experiment was aimed to measure the effect of unbalanced optical power variation. We were sweeping only one of the lasers optical power while the other was fixed at 3.5 dBm and 7.8 dBm . The selected optical frequency and the RF signal settings are the same as in the previous experiment: optically generated $f_{L O}=13 \mathrm{GHz}$, input RF $f_{R F}=20 \mathrm{GHz}$, with 15 dBm power and the measured mixing product at $f_{I F}=f_{R F}-f_{L O}=7 \mathrm{GHz}$. We placed the fibre based attenuator after one of the lasers and before the 3 dB coupler and measured the IF power while adjusting the attenuator. The result curves are illustrated in Figure 4-12 for two fixed powers of one laser $\left(P\left(\lambda_{1}\right)\right)$. The linear fitting in this case showed a slope of $1.04 \mathrm{~dB}_{\text {electrical }} / \mathrm{dB}_{\text {P2-optical }}$, satisfying the theory in this case too (equations (38)-(39)). The same rule is also observed for fixed $P\left(\lambda_{2}\right)$ powers, for example at $P\left(\lambda_{2}\right)=5 \mathrm{dBm}$ the IF power difference is 4.7 dB for a $P\left(\lambda_{1}\right)$ difference of $7.8 \mathrm{dBm}-3.5$ $\mathrm{dBm}=4.3 \mathrm{~dB}$, which gives a rate of $1.09 \mathrm{~dB} / \mathrm{dB}$.


## IV/1.3.d Heterodyne detection results

The photoswitch is expected to have a wide bandwidth for optically generated signals because of its picosecond carrier recombination time. The DFB lasers are emitting with a fixed wavelength, therefore we selected several laser pairs with wavelength differences (for one pair) ranging between 0.1 nm and 1.28 nm , corresponding to generated signals between 12 GHz and 164 GHz . For each measured laser pairs, the two lasers had different optical powers between 4.2 dBm and 14.9 dBm coupled into the optical fibre, the different powers were the result of sub-optimal laser to fibre coupling. The setup is illustrated at the beginning of this section, in Figure 4-8.

During the experiment we measured the IF power of one mixing product for each data point, while changing the laser pairs to generate different frequencies. The RF input frequency was adjusted for each laser pairs to position the intermediate frequency in the mixer's ( $60 \mathrm{GHz}-90$ GHz ) or the ESA's (up to 26.5 GHz ) frequency range. The input power was set to 15 dBm , except in case of 69 GHz input frequency where it was limited to 13 dBm . All these varied settings for each data point require the post-processing of the data. Thanks to the previous system characterization (section IV/1.3.c), we can calculate an IF power value from the measurements, which is the equivalent IF power in case if the data points were obtained with equal optical powers. Then from this calculated IF power, the conversion loss is calculated, this calculated CL curve is drawn in Figure $4-13$. The calculation steps are the following:

1. As the first step, we calculate the IF power change for the case of the two lasers are having equal power with the rule of the unbalanced optical powers experiment (Figure 4-12). In the calculation we adjusted the lower optical power to the higher one. As an example, if the two lasers have 9 dBm and 11 dBm optical powers, we calculated the IF power compensation for the case of 11 dBm optical power for both laser, which means we added 2.08 dB to the measured IF power.
2. In the second step, we calculated the compensation for equalized total optical powers, to have uniform values for all data points. For this we selected 10 dBm total power for
$P_{1}+P_{2}$ and calculated the compensation value with the rule found in Figure 4-11.
3. As the last step, we add or in some cases subtract the compensation values from the measured IF powers.


Figure 4-13
Conversion loss of the beating of two DFB
lasers versus the beating frequency

The loss is showing a variation around 12 dB in the full measurement range of 164 GHz . A cutoff effect in the measured range is not reliably observable on the result curve, so it can be stated that with this measurement, we showed the photoswitch capability of detecting optically generated mmW frequencies with a nearly uniform performance up to 164 GHz . This confirms the very good performances in terms of bandwidth, due to the ultrafast behaviour of the photoconductive InGaAs switch.

## IV/2. Optoelectronic mixer for data-stream downconversion

The previous section showed the photoswitch mixing performance for a low bandwidth electrical RF signal. The experiment is also performed with wider bandwidths, where one of the mixer input signals is modulated with a digital data-stream as it would be the case in a real life system. The signal bandwidth depends on the data-stream's modulation format and bit-rate. The second input signal is the local oscillator, and at the intermediate frequency the output signal is the mixed product of the input RF and the LO, which contains the features of both signals. Therefore, the downconverted signal will preserve the modulated data of the RF signal only if the LO signal is a good quality, low linewidth signal. In this case the data can be recovered without errors with an ideal mixer and receiver. However, mixers usually have a flat conversion loss only in a limited bandwidth. If the conversion loss varies in the frequency range of the modulated data signal, the downconverted and recovered data could contain errors, which limits the useful bandwidth of the system. In this section we are demonstrating the photoswitch with high bandwidth data-stream downconversion.

We are performing the downconversion with 3 different setups and comparing the obtained results.

1. Section IV/2.3: The first setup is using the MLL laser signal as the local oscillator source. We are comparing the downconversion quality with the free-running and the stabilized laser case (see Chapter III, section III/2). The data-stream is modulating the input electrical signal.
2. Section IV/2.4: The second setup is using an intensity modulated continuous wave DFB laser as the local oscillator source. We are intensity modulating the laser with a sinusoidal signal which creates the LO frequency with periodically changing intensity. In this case too, the data-stream is modulating the input electrical signal.
3. Section IV/2.5: In the third setup the LO is provided electrically with an RF signal generator. Here the data-stream is intensity modulating a DFB laser optical signal.

The downconverted data-stream at the intermediate frequency is then analysed with a Digital Sampling Oscilloscope (DSO, Agilent 54855A Infiniium Oscilloscope). The DSO has an input upper frequency limit of 6 GHz , therefore the frequencies of the two input signals (electrical or optical) are chosen to position the IF signal frequency in this range.

The measurements were performed with the switch SD2-2, a type $3: 3$ switch with 4 fingers (characterisation results in Chapter II in section II/2 and II/3).

## IV/2.1. QPSK modulation format for the data-stream

In digital communications the data is represented by " 0 " and " 1 ", called bits. For signal transmission the data-stream containing the bits must be converted into an analog waveform, this conversion is done by modulation. An analog carrier signal with a given frequency and amplitude is modified (modulated) according to the modulation rules and the data bits. This modification of the analog signal can be in its phase, frequency or amplitude, the modulations are called phase shift keying (PSK), frequency shift keying (FSK) or amplitude shift keying (ASK) respectively. The modulations can be combined for higher modulation formats. In case at least two phases and at least two amplitudes are combined it is called quadrature amplitude modulation (QAM). Each particular phase, frequency and amplitude of the modulated signal is called a state and encodes one symbol representing $q$ number of bits. If we have $q$ bits/symbol the possible $M$ number of symbols are $M=2^{q}$. The encoded Symbols/seconds is the symbol-rate of the modulation, we can also talk about data-rate which is the number of encoded bits/second.

In our experiments we choose the Quadrature Phase Shift Keying (QPSK) modulation format. QPSK is identical to 4-QAM in the final modulated signal shape. It has 4 different phase states: $\left(\frac{\pi}{4}, \frac{3 \pi}{4}, \frac{5 \pi}{4}, \frac{7 \pi}{4}\right)$, with identical amplitudes, each representing 1 symbol with 2 bits in each: $00,01,10$ or 11. Depending on the coding rules the bit couples are attributed to one phase state. During modulation, the bits in one symbol are coded separately. The first bit in each symbol are coded to a sine version of the carrier signal with $\pi$ phase shifts, this is called the In-phase signal marked with an $I$. The second bit in the symbols are coded to a cosine (sine $+\pi / 2$ phase shift) with $\pi$ phase shifts, called Quadrature signal, marked with $Q$. These two signals are combined into one before transmission. The decoding is done in a similar way, the signal is separated into two branch and
each of it is mixed with a sine or cosine to extract the encoded bits. Because of this separate encoding this modulation format (and all QAM too) can be represented in a two dimensional $x-y$ diagram called a constellation diagram, as it is illustrated for QPSK in Figure 4-14. This complex diagram is showing the amplitude and the phase of the modulation states. The $x$ axis is the In-phase $(I)$ axis represents the cosine, and the $y$ axis is the Quadrature $(\mathrm{Q})$ axis representing the sine. Each state can be positioned in this diagram by its amplitude and phase.


Figure 4-14
Constellation diagram of QPSK
modulation with the phases and the attributed symbols using Gray coding

The data-stream used in the experiments contains random data and generated with an in-lab developed Matlab code. The script generates two files for the I and Q component and also a file for the combined modulated signal. These files can be loaded on an Arbitrary Waveform Generator (AWG, Tektronix AWG 7122B) which generates the electrical RF signal with a maximum sampling rate of 12 GSample/s. The Matlab code does not apply any signal shaping or filtering on the signal, the modulation is done with a square wave, therefore the AWG generated signals have spectral components in a wide bandwidth.

## IV/2.2. Data-stream demodulation - EVM and BER

During the transmission, additive white gaussian noise (AWGN) is added to the signal which can be present as amplitude or phase noise and losses are also present. All these effects are decreasing the signal to noise ratio. The DSO is sampling this noisy signal and demodulating it online. The demodulation results can be shown in a constellation diagram. Because of the added noise, the symbols are not exactly at the ideal position in the diagram, but with a vector of $P_{\text {error }}$ away from it, as it is illustrated in Figure 4-15. As a figure of merit of the downconversion, we are using the Error Vector Magnitude (EVM) value of the demodulated signal to obtain the performance. The EVM is the root mean square (RMS) of the symbol errors averaged over $N$ number of symbols [125]. The value is often written in decibels or percentage and calculated with equation (40).

$$
\begin{equation*}
E V M_{R M S}=\sqrt{\frac{\frac{1}{N} \sum_{i=1}^{N} P_{\text {error }, i}^{2}}{\frac{1}{N} \sum_{i=1}^{N} P_{r e f, i}^{2}}} \tag{40}
\end{equation*}
$$



Figure 4-15
Illustration of the symbol error

We are recording the EVM percentage for different data-rates of QPSK modulation.
Another figure-of-merit of the quality of transmission in communication systems is the Bit Error Rate (BER). It shows the rate of bit faults in a given number of bits. For example, a BER of $10^{-3}$ means that during the transmission 1 bit was demodulated wrong in 1000 bits. The measurement is done by sending a known bitstream through the system and comparing it with the received and demodulated bitstream. The bitstream is usually a Pseudorandom binary sequence (PRBS). This measure gives a more accurate and widely used value of quality. When the BER measurement equipment is not available it can be estimated from the EVM values. Measuring EVM (and seeing the constellation diagram) has several advantages over the BER. The diagram can show the type of noise the system experiences, the phase and amplitude noise can be easily identified just by looking at the constellation. EVM also takes a shorter time to measure in case of very low BER values ( $10^{-12}$ or below). The BER can be estimated from the EVM values with the following equation (41) [126].

$$
\begin{equation*}
B E R=\frac{\left(1-M^{-\frac{1}{2}}\right)}{\frac{1}{2} \log _{2} M} \operatorname{erfc}\left[\sqrt{\frac{3 / 2}{(M-1) E V M_{R M S}^{2}}}\right] \tag{41}
\end{equation*}
$$

Where $M$ is the symbol number of the $M$-ary modulation, for QPSK $M=4$. Knowing a BER value can give an indication of the performance compared to systems where only the BER is given. A short list of calculated BER values is given in TABLE 8 for QPSK modulation.

Table 8 Bit Error Rate values calculated from Error Vector Magnitude with Eq. (41)

| EVM | $37 \%$ | $29.5 \%$ | $25.14 \%$ | $20.15 \%$ | $17.27 \%$ | $15.33 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BER | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-6}$ | $10^{-8}$ | $10^{-10}$ |

## IV/2.3. Optically provided local oscillator - MLL

The first data-stream downconversion setup is using the MLL signal as the local oscillator source. The setup is illustrated in Figure 4-16. The AWG is generating the I and Q part of the modulated signal on its Channel 1 and 2. These outputs are connected to a wideband I-Q modulation inputs of a signal generator (Agilent 8267D, $250 \mathrm{kHz}-20 \mathrm{GHz}$ ), which is modulating the RF carrier signal with the data. The output of the generator is directly connected to the RF-probe touching the switch. The MLL signal was guided through optical fibres to illuminate the switch. We were using it both in free-running mode and stabilized mode. In the stabilized case the feedback had 110 m optical fibre, the signal properties for this stabilization setup are presented in Chapter III section III/2.2.c. In the free-running case the stabilization feedback is disconnected. For both cases, the illuminating optical power of the switch was $7 \mathrm{dBm}(5 \mathrm{~mW})$.


Figure 4-16 Setup of the data-stream down conversion experiment. Data on the electrical input signal, MLL as the local oscillator source.

At the output of the switch the use of a 5 GHz low-pass filter is needed, which is followed by a Low-noise amplifier (LNA) and then the sampling oscilloscope. The purpose of the filter is that it is reducing the level of the feedthrough RF carrier signal of the photoswitch in order not to saturate the amplifier and overload the DSO. The signal generator was set at a power level of 23 dBm , which is after the modulation is the full spectral power of the modulated signal considering all the sidelobes. The selected carrier frequency is at 20 GHz , which is the maximum allowed by the equipment. The LNA has a frequency limit of 18 GHz , and an amplification of 38 dB in $50 \Omega$ network. The 18 GHz bandwidth of the LNA means it still has some amplification at the carrier frequency of the of the signal generator, and even with the attenuation of the switch feedthrough (around 20 dB at 20 GHz ) this high power signal was overloading the DSO and saturates the amplifier if we do not use the filter. A typical electrical spectrum of a $1 \mathrm{Gbit} / \mathrm{s}$ QPSK modulated carrier is illustrated in Figure 4-17, the carrier frequency is at 20 GHz . We can observe the main lobe in a frequency range of 1 GHz around the carrier, this is the useful signal containing the data-stream. Two side lobes are also observed, which are the result of the modulation. It is possible to decrease the level of these sidelobes with signal shaping. In our case the signal is shaped of rectangular pulses representing the 1 and 0 transitions. By applying finer transitions, the sidelobe levels are reducing. This
investigation was not part of the thesis, we were able to show the performance with the raw modulated signal without any spectrum optimization.


Figure 4-17
Typical electrical spectrum of a QPSK modulated signal with 1 Gbit/s data stream

The frequency settings for the RF and LO are positioning the IF signal to $f_{\text {IF }}=4.55 \mathrm{GHz}\left(f_{L O}=\right.$ 24.55 GHz ) centre frequency, which is inside the DSO's limit. The DSO is set to sample the signal and demodulate the QPSK data-stream. We were setting 8 different bitrates for the data-stream: 50-100-200-400-800-1200-1600-2000 Mbit/s. The measured EVM values are illustrated in a logarithmic scale of the bitrates for comparison. A reference back-to-back (B2B) measurement was also performed. We measured it by directly connecting the signal generator to the DSO with a carrier frequency of 4.55 GHz . In this case the signal power was set to have identical power as in the case of the IF signal at the switch output.

The result with this setup is illustrated in Figure 4-18, certain BER levels are also noted. The EVM values can be found in TABLE 9 along with the BER values for the stabilized case. As it was expected, we observed a better performance with the stabilized MLL signal. While the EVM is increasing with higher bitrates. The better performance mainly originates from the higher signal to noise ratio of the LO signal in the stabilized case and the better frequency stability.


Figure 4-18
Results of the data-stream downconversion and demodulation experiments in terms of the demodulated signal's Error Vector Magnitude. Certain BER values are also illustrated

Table 9 eVM values for the downconverting experiment with the MLL as the local oscillator

| Bitrate [Mbit/s] | 50 | 100 | 200 | 400 | 800 | 1200 | 1600 | 2000 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B-2-B <br> [EVM \%] | 6.4 | 7.3 | 8.4 | 9.9 | 13.3 | 14.3 | 13.8 | 14.2 |
| Stabilized MLL <br> [EVM \%] | 7.24 | 9.1 | 11.9 | 15.2 | 19 | 21.9 | 25.4 | 30.7 |
| Estimated BER for <br> the stabilized MLL | $<10^{-10}$ | $<10^{-10}$ | $<10^{-10}$ | $<10^{-10}$ | $2 * 10^{-7}$ | $7.2^{* 10^{-6}}$ | $1.2^{*} 10^{-4}$ | $1.6^{*} 10^{-3}$ |
| Free running MLL <br> [EVM \%] | 12.5 | 14 | 15.6 | 17.7 | 20.9 | 24.5 | 27.5 | 32.9 |

The EVM difference between the stabilized and the free running case is $5.2 \%$ for the lowest bitrate of $50 \mathrm{Mbit} / \mathrm{s}$ and this difference is decreasing to $2 \%$ for $2 \mathrm{Gbit} / \mathrm{s}$ bitrate, showing that at higher frequencies the limiting of the LO phase noise is becoming less significant compared to other effects. Figure 4-19 and Figure 4-20 are illustrating typical constellation diagrams of the demodulated signals for two particular case: $100 \mathrm{Mbit} / \mathrm{s}$ and $1600 \mathrm{Mbit} / \mathrm{s}$ data rates, showing 500 sampled symbols represented by orange dots. In case of $100 \mathrm{Mbit} / \mathrm{s}$, they are concentrating around the ideal symbol position, showing a very good quality of the demodulated signal. In case of the higher $1600 \mathrm{Mbit} / \mathrm{s}$ data-rate, the demodulated symbol points are spread in a wider area around the ideal point, which shows the higher noise of the signal. Despite the good EVM value, in the case of $100 \mathrm{Mbit} / \mathrm{s}$ we can still observe a low level of spreading of symbol points around a circle perimeter (which circle's perimeter contains the 4 ideal symbol points), creating an elliptic area of the demodulated data-points for each symbol. It is indicating a residual phase noise in the signal. This type of spreading is also present in the case of $1600 \mathrm{Mbit} / \mathrm{s}$ data-rate.


Figure 4-19
Constellation diagram of the demodulated $100 \mathrm{Mbit} / \mathrm{s}$ data rate QPSK signal. LO is the stabilized MLL. EVM: 9.1 \%


Figure 4-20
Constellation diagram of the demodulated $1600 \mathrm{Mbit} / \mathrm{s}$ data rate QPSK signal. LO is the stabilized MLL. EVM: 25.4 \%

The calculated values of BER with the stabilized MLL as LO are below the value of $10^{-3}$ for data rates up to $1600 \mathrm{Mbit} / \mathrm{s}$, in the literature this value is considered as a practical limit of error rate for
telecommunication in case of using Forward Error Correction (FEC) coding. This coding type is using part of data for error correction bits created from the rest of the bits with a specific rule. Depending on the FEC type, this coding can decrease the error rate in exchange of the effective bitrate of the useful data for the user. The bit error means that after the symbol is sampled, the system decides that it is a different symbol due to the high level of noise. In the constellation diagram it means that it is closer to another symbol positions than to its original position. More details about the FEC coding can be found in [127], here we are not using this technique.

For higher bitrates the EVM values are increasing with a growing rate, indicating limitations in the setup. These limitations can be sourced from the following:

1. One limiting factor could be the standing waves between the signal generator $50 \Omega$ output and the photoswitch. The CPW line of the switch is designed for $50 \Omega$ characteristic impedance, however the switch has a much higher impedance as we measured it in Chapter II, which also changes with the illuminating power. This impedance mismatch creates standing waves, which deforms the modulated signal's spectrum and results in a lower quality signal. The same effect is possibly present at the output of the switch between the $50 \Omega$ input of the filter and the photoswitch. These degradations have an increasing impact as the signal bandwidth broadens, as it is also seen from the EVM curves.
2. Other degradation can be sourced from the use of the 5 GHz low-pass filter, for bitrates higher than $1000 \mathrm{Mbit} / \mathrm{s}$ part of the spectrum is outside of its 3 dB cut-off frequency. Measurements showed that up to 5.5 GHz (the maximum frequency of the main lobe's spectrum for the highest bitrate of $2 \mathrm{Gbit} / \mathrm{s}$ ) the attenuator has minimal difference in its transfer spectrum, so its effect can be minimal.
3. A third possible degradation can originate from the signal generator. The wide-band I-Q input is verified in the frequency range of $+/-1 \mathrm{GHz}$ for carrier frequencies above 3.2 GHz . The datasheet shows [128] a performance with 4 dB variation in the verified spectrum for selected carrier frequencies (10-12-15-20 GHz). Even this low variation can affect the signal quality.

All these effects adding up can degrade the data-stream quality, but due to our equipment limitation we cannot make B2B measurement at 20 GHz carrier frequency to verify it directly. However, we performed a B2B measurement using the signal generator with the same output power level as it would be for the downconverted signal ( -53 dBm ) at the output of the switch, connected to the 5 GHz filter and the LNA and followed by the DSO. The carrier frequency was set to 4.55 GHz and we used the same coaxial cables. This B2B measurement, illustrated in Figure 4-21 with purple curve, shows the effect of the above mentioned limitations of the filter and amplifier compared to the direct B2B curve (yellow).


Figure 4-21
EVM comparisons for different $B-2 B$ measurements and downconversion

The downconverted result with the stabilized MLL is also illustrated with orange colour. The purple B2B measurement is closer to the downconversion result, suggesting that the filter and amplifier causes part of the signal degradations. This graph also shows a downconversion results without using the amplifier before the DSO (green curve). For low bitrates ( $\leq 100 \mathrm{Mbit} / \mathrm{s}$ ) the results are almost the same as with the amplifier, but then the EVM difference grows to $5 \%(200 \mathrm{Mbit} / \mathrm{s}$ ) and even more to almost $15 \%$ ( $1600 \mathrm{Mbit} / \mathrm{s}$ ). This difference is still not as high as it would be expected after the amplification of 38 dB . There is still a significant difference compared to the B2B measurement, this difference is attributed mainly to the added noise and the standing waves in the coaxial cables due to the impedance mismatches. The measured EVM values illustrated in Figure 4-21 are listed in Table 10.

TABLE 10 EVM VALUES FOR BACK-TO-BACK MEASUREMENTS

| Bitrate [Mbit/s] | 50 | 100 | 200 | 400 | 800 | 1200 | 1600 | 2000 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B-2-B [EVM \%] | 6.4 | 7.3 | 8.4 | 9.9 | 13.3 | 14.3 | 13.8 | 14.2 |
| B-2-B with filter and <br> amplifier [EVM \%] | 6.65 | 7.63 | 10 | 13.8 | 15.7 | - | 18.3 | 19.6 |
| Stabilized MLL [EVM \%] | 7.24 | 9.1 | 11.9 | 15.2 | 19 | 21.9 | 25.4 | 30.7 |
| Stabilized MLL without <br> amplifier [EVM \%] | 8.17 | 10.42 | 16.6 | 21.6 | 27.18 | 32.9 | 38.2 | - |

In the next section we are using a different optically provided LO source and comparing the results with the MLL.

## IV/2.4. Optically provided local oscillator - DFB laser

In section IV/1 we were generating microwaves and millimetre waves optically with two methods, one is with a mode-locked laser generating optical pulses and the other is the beating of two continuous wave laser having a wavelength difference. A third method to generate signals optically is to intensity modulate a continuous wave source with the desired frequency. The modulation can be done directly, but in this case usually the low direct modulation bandwidth of the laser is limiting for high frequencies. With an external modulator this can be increased to tens of GHz. A plasmonic Mach-Zehnder modulator developed by C. Haffner et al. [129], showed no performance degradation in the frequency range $10 \mathrm{GHz}-70 \mathrm{GHz}$, indicating that its bandwidth can be even above this range (with 1550 nm wavelength optical signals). Here we are using an external Mach-Zehnder modulator (Sumitomo Osaka Cement co. Ltd, T-DEH1.5-40-ADC) with a modulation bandwidth up to 40 GHz . The modulator is used at its quadrature point with a DC bias around 5.5 V. The RF input signal is a pure sinusoidal from a signal generator (Agilent 8257D) with a frequency identical to the MLL frequency of 24.55 GHz . As a comparison we illustrate the phase noise of the signal generator controlled MZM output signal received with a photodiode at 24.55 GHz and the stabilized MLL phase noise in Figure 4-22.


Figure 4-22
Phase noise of generated RF signal with the intensity modulated DFB (blue) and the MLL (orange)

The generated signal has a phase noise of $-110 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz offset, which is very close to the MLL phase noise. Almost in the full measured offset range the signal generator has better phase noise values, than the MLL, showing that it generates a more stable signal.

At the RF input of the MZM we set the signal power to have the highest RF power after the photodetection of the MZM optical output, while still staying in the modulator's linear regime. This was achieved with 18 dBm of RF power, which was attenuated with 3.6 dB by the RF cable loss at 24.55 GHz. As a continuous laser source, we used the previously presented integrated glass laser with 1534 nm wavelength and an optical power of 13.2 dBm . The optical power reaching the photoconductive switch after the modulator losses was 5.5 dBm . The input electrical signal was containing the data modulation the same way as in the previous setup with the same bitrates.

An illustration of the temporal shape of the modulated laser signal is shown in Figure 4-23, it is a sinusoidal with an offset and with a lower peak power than in case of the pulses.


Figure 4-23
Temporal shape of optical signals for the MLL pulses and the intensity modulated DFB laser

As it can be seen from this figure, this type of modulation has a high level of continuous laser power and a low modulation depth resulting in a lower generated RF power after photodetection than in case of the MLL. Receiving the intensity modulated signal with a photodiode (u2t XPDV3120R) and a Keysight UXA N9040B Signal Analyser we can measure an RF signal power of - 26 dBm at 24.55 GHz , while in the MLL case the peak power was at -12 dBm . The mixing with the photoconductive switch showed similar differences, the IF signal power was -67 dBm, 14 dB lower than in the case of the MLL. In the phase noise curve of Figure 4-22 the curve corresponding to the MZM output shows a better stability than in the case of the MLL, it has the same shape and level as the Agilent RF generator providing the modulating signal. This curve shows that the LO signal has a good quality and the limiting factor is due to the effects of the low modulation efficiency. The optoelectronic mixing setup is shown in Figure 4-24.


Figure 4-24 Setup for the data-stream downconversion. Intensity modulated DFB laser signal as the local oscillator source

Figure 4-25 is illustrating the results of this experiment. To compare the results to the MLL case we performed the previous experiment with attenuated MLL power of 5.5 dBm (dark red curve), to compare the results using the same optical power as the DFB case here. The B2B values are also remeasured with 1.5 dB less power, to correspond to the lower MLL power (yellow curve), but the EVM values showed no differences compared to the previous B2B measurement.


Figure 4-25
Results of the data-stream downconversion and demodulation experiments in terms of the demodulated signal's Error Vector Magnitude. DFB laser setup compared to the MLL setup.

The light blue curve shows the results of the modulated DFB as an LO. It has a significantly higher EVM performance compared to the MLL case, and bitrates above $200 \mathrm{Mbit} / \mathrm{s}$ were not possible to demodulate. This huge difference is mainly due to the low efficiency of the modulation and the 13 dB lower level of mixed electrical signals, which also introduces a much higher signal to noise ratio (SNR) in the downconverted signal. We can also observe the lower performance in case of the lower power MLL, it is showing a higher EVM difference for bitrates above $800 \mathrm{Mbit} / \mathrm{s}$. The measured EVM values are detailed in TABLE 11.

Table 11 EVM Values for the downconverting experiment with the DFB as the LO

| Bitrate [Mbit/s] | 50 | 100 | 200 | 400 | 800 | 1200 | 1600 | 2000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B-2-B$ [EVM \%] | 6.3 | 7 | 8.16 | 9.9 | 13 | 14 | 13.8 | 14.3 |
| Stabilized MLL, 7 dBm [EVM \%] | 7.24 | 9.1 | 11.9 | 15.2 | 19 | 21.9 | 25.4 | 30.7 |
| Stabilized MLL, 5.5 dBm <br> [EVM \%] | 8 | 10.2 | 13 | 17.5 | 22.8 | 28.2 | 34.1 | - |
| DFB as an LO [EVM \%] | 16.2 | 22.6 | 32.5 | - | - | - | - | - |

## $\mathrm{IV} / 2.5$. Electrically provided local oscillator

In the third setup, the DFB laser is used again as the optical signal for optoelectronic mixing. The setup is illustrated in Figure 4-26. Here, we are modulating the laser signal with the data-stream. The signal generator with the AWG was used the same way as before, here its output is connected to the Mach-Zehnder modulator, we were using an output RF power of 16 dBm and a carrier frequency of 20 GHz (the maximum of the equipment). The average optical power after the MZM was 3 dBm .


Figure 4-26 Setup for the data-stream downconversion. Electrical signal as the local oscillator source, data-stream is intensity modulated on a DFB laser's signal

The input electrical signal of the photoswitch is a pure sinusoidal serving as the local oscillator signal in this case. We set the output power to 19 dBm and the frequency to 24.55 GHz (so using the same LO frequency as before). The IF signal is at 4.55 GHz with the data, as in the previous cases.

The used electrical signal generator (Agilent 8257D), which is a laboratory equipment has a phase noise at 100 kHz offset at $-110 \mathrm{dBc} / \mathrm{Hz}$ with 24.55 GHz carrier. Its phase noise curve is illustrated in Figure 4-27 along with the stabilized MLL. We can observe a difference of almost 40 dB at 10 kHz offset, and also for the full range it shows better values.


Figure 4-27
Comparison of the PSG
phase noise and the MLL
phase noise

The result in EVM of this mixing setup is illustrated in Figure 4-28 with blue colour, it is also compared to the previous two results with optical local oscillators. Light blue curve corresponds to the case of the modulated DFB laser used as an LO and the orange curve shoes the result in case the stabilized MLL is the LO. The yellow curve is the reference back-to-back measurement. TABLE 12 details the measured EVM values.


Table 12 evM values for the downconverting experiment with the data modulated DFB signal

| Bitrate [Mbit/s] | 50 | 100 | 200 | 400 | 800 | 1200 | 1600 | 2000 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B-2-B [EVM \%] | 6.3 | 7 | 8.16 | 9.9 | 13 | 14 | 13.8 | 14.3 |
| Stabilized MLL, <br> 7 dBm [EVM \%] | 7.24 | 9.1 | 11.9 | 15.2 | 19 | 21.9 | 25.4 | 30.7 |
| Electrical LO <br> [EVM \%] | 8.32 | 11.9 | 15.9 | 20.8 | 26.5 | - | - | - |
| DFB as LO [EVM \%] | 16.2 | 22.6 | 32.5 | - | - | - | - | - |

The performance is better than in the case when the DFB was providing the LO, as here we are using an LO which has no CW component, so all of its power is contributing to the mixing, unlike in the case of the DFB as an LO. The demodulation here was successful for bitrates up to $800 \mathrm{Mbit} / \mathrm{s}$. The EVM difference to the MLL case is increasing over increasing bitrates, however as we used here a 4 dBm lower optical power, it was expected that the differences will be higher. This performance can be explained, that in this setup, the standing waves between the signal generator and switch does not affect the performance, because the signal generator provides only a pure sinusoidal signal, which has a very low bandwidth. And the MZM in the modulation bandwidth, which corresponds to a bandwidth in the optical domain of 0.013 nm in case of $800 \mathrm{Mbit} / \mathrm{s}$, has a flat response which means that the data spectrum is not affected before reaching the photoswitch, unlike in the previous cases, where the standing waves deformed the spectrum. Only the downconverted signal is affected by the impedance mismatch.

All the previous downconverting experiments shows that the optoelectronic mixer scheme, despite the high losses, can be used in communication systems where the data-stream modulated signal can be either in the optical or electrical domain.

## IV/3. Study of switch non-linearities

The photoswitch has non-linear properties, which was seen on the I-V curve results in Chapter II, section II/2.6. These non-linearities are introducing high level harmonics in the sampled output signal of the photoswitch, which can be observed on the frequency spectrum of the switch output. In case of a high frequency carrier with a signal bandwidth being the fraction of the carrier frequency, the sampling can be performed with a much lower sampling rate than the carrier frequency $\left(f_{R F}\right)$, this method is called undersampling, it was discussed in details in Chapter I, section I/3.3.a. During this process, replicas of the signal is positioned in the Nyquist bands (frequency ranges of $\left[m{ }^{*} f_{s} / 2,(m+1){ }^{*} f_{s} / 2\right]$, where $f_{s}$ is the sampling frequency). If $f_{s}$ is selected appropriately, there are replicas of the signal at $f_{R F}-m^{*} f_{s}$, where $m$ is an integer. In case of the presence of high level of non-linearities, there are harmonics appear next to the fundamental replicas in each Nyquist band at frequencies of $n * f_{R F}-m{ }_{f_{s}, n}$ and $m$ being an integer. If the levels of these harmonics are too high, it can interfere with the sampled signal and significantly decrease the dynamic range of the sampler. Figure 4-29 illustrates a measured switch output spectrum for an input RF signal of $f_{R F}=123 \mathrm{MHz}$ with 15 dBm electrical power, and with a pulsed illumination from the Menlo C-fibre mode locked laser with $f_{M L L}=100 \mathrm{MHz}$ repetition rate and 15.7 mW average optical power.


Figure 4-29 RF spectrum of the switch output, Popt=12 dBm, P(RF)=15dBm. VBW/RBW: $3 \mathrm{kHz} / 3 \mathrm{kHz}$
The generated harmonics by the interaction of the input RF and optical signals are marked with the same marker, if they are produced with the same input RF signal harmonic. In the spectrum up to 305 MHz , we can observe mixing products produced with up to the $6^{\text {th }}$ harmonic of the RF input. Each harmonic has one replica in each Nyquist bands, which are in this case the [ $m$ * 50 MHz , $(m+1) * 50 \mathrm{MHz}$ frequency ranges. The first 3 harmonics produced by the MLL beating can be also observed in the spectrum (dark red circles). We measured the peak powers of selected harmonics and compared their values while we set different input powers. The harmonics of $2 * f_{\text {RF }}-n * f_{M L L}$ and $3 f_{R F-} m^{*} f_{M L L}$ (orange squares and yellow rhombuses respectively), are showing similar amplitudes,
while the ones corresponding to the $\{4,5,6\}{ }^{*} f_{R F}-m^{*} f_{M L L}$ (purple star, green star, blue star respectively) products are also have similar amplitudes, but they are lower than the previous ones.

Figure 4-30 is comparing the generator harmonics signals of $2 * f_{R F}$ and $3 * f_{R F}$ to the fundamental frequency signal in dBc , measured directly at the output of the generator. And in Figure 4-31 we compared the levels of the harmonics in the first Nyquist band to see their evolution over different $f_{R F}$ input powers (from -15 dBm to +15 dBm ). These harmonics are the $f_{R F}-1 * f_{M L L}, 2 * f_{R F}-2 * f_{M L L}$ and $3 * f_{R F}-4^{*} f_{M L L}$, their positions marked with the black dotted square in Figure 4-29. The power difference between the terms $f_{R F}-1 * f_{M L L}$ and $2 * f_{R F}-2 * f_{M L L}$ is 30.5 dB at -5 dBm input power and it decreases to 20.8 dB difference with 15 dBm input power. While the generator's second harmonic signal at $2{ }^{*} f_{R F}$ is at -65.6 dBc when the input is set at -5 dBm and -44.3 dBc for 15 dBm input power.



Figure 4-31
Power levels of selected harmonics of the mixing products at the switch output. $f_{R F}=123 \mathrm{MHz}, P_{R F}=15 \mathrm{dBm}$

This is showing that while the input signal's second harmonic power changes with 40 dB , the harmonics are changing with only 10 dB , indicating that due to the switch non-linearities high levels of harmonics are also generated from the input $f_{R F}$ signal.

Surprisingly, the PSW also acts as a simple photodetector even if it was not DC biased. The purple curve of Figure 4-31 is showing the evolution of the first MLL beating signal at 100 MHz over increasing input RF signal powers. We can observe that above 0 dBm input power the generated RF beating signal is increasing with a similar rate as $P\left(f_{R F-}-f_{M L L}\right)$ (blue curve).

Repeating the measurement with higher RF input frequencies we observed similar behaviour. Figure 4-32 and Figure 4-33 are showing the same measurement (with the Menlo fibre laser,

100 MHz repetition rate pulses, 15.7 mW average optical power) with an input frequency of 2.022 GHz. Figure $4-32$ is a direct measurement of the signal generator output to show the generator's harmonics. We can see that the second harmonic has a level of maximum -66.7 dBc compared to the fundamental power. In Figure 4-33 the power difference between the products of $1 * f_{R F}+32 * f_{M L L}$ and $2 * f_{R F}+10 * f_{M L L}$ are only 22 dB , which is 44 dB lower and it is produced by the switch non-linearities.


These measurements are showing that the photoswitch non-linearities are causing a high level of harmonics at the output of the switch. These distortions are destructive for the sampling performance in case of using the switch as a sampler device for Analog-to-digital converters. This property, and also the low conversion loss measured at the beginning of this chapter are making the switch not suitable for the use in ADCs, the achieve resolution would be too low. Therefore, we did not perform further measurements in the ADC topic.

## IV/4. Applications of the optoelectronic mixer schemes

There are several advantages of optoelectronic mixers compared to the fully electrical ones: high isolation between electrical input signal and optical local oscillator signals, the optical signal's immunity to electromagnetic interference, the high bandwidth available in the optical domain and also the easy integration with the low-loss fibre based systems. One possible use of the proposed optoelectronic mixing schemes, presented here in Chapter IV, are in Radio-over-Fibre (RoF) systems. In this section we will propose concepts about the switch's function in such systems.

It is important to emphasize that the current photoswitch presents high levels of losses and using it in real life telecommunication systems would require the use of an excessive level of amplification, therefore it is essential to improve the efficiency of these devices before they are suitable for practical use.

In the previous experiments we were presenting signal down-conversion, where the data modulated carrier signal is downconverted into the baseband for signal processing. It is one of the potential applications, as in the new generation telecommunication systems, the carrier frequencies are increasing compared to the nowadays typically used telecommunication bands below 6 GHz for the $3^{\text {rd }}$ and $4^{\text {th }}$ generation of networks. One of the planned 5 G network frequency band is around 25 GHz . While RoF systems are using even higher frequencies around 60 GHz . Despite these high carrier frequencies, the signal processing is still performed in the baseband, therefore the signal downconversion is needed. The photoswitch based downconverter can have a role in a wireless receiver, a simple schematic is illustrated in Figure 4-34, where the received signal is sent to the photoswitch after amplification and filtering. The photoswitch based mixer is downconverting the signal to the baseband with the LO signal provided by an MLL. Thanks to the flat response of the photoswitch over a high frequency range, measured it up to 67 GHz electrically, and optically detected signals up to 164 GHz , (measurements limited by the equipment bandwidth) gives a wide frequency range of the possible carrier frequencies.

Another advantage of the mixer is that both devices, the photoswitch and the semiconductor mode-locked laser are InP based, therefore it is possible to integrate the two on a single chip to further reduce the footprint of the mixer.


Figure 4-34

This mixer can also be used as a frequency up-converter in Radio over Fibre networks, in the next part we propose the possible use of the mixer in RoF systems.

## The RoF systems

In the Radio-over-Fibre communication systems the data from the central station (CS) is sent to the remote base station $(\mathrm{BS})$ as a modulated optical signal through the fibre network. The BS is converting the optical signal into the electrical domain ( $\mathrm{O} / \mathrm{E}$ : optical to electrical converter) for wireless distribution to the user. In common RoF scenarios, the wireless distribution networks are indoor environments like offices, shops or homes.

The CS is performing an electrical to optical conversion (E/O: electrical to optical converter) while the BS is converting the optical signal back to the electrical domain. The advantage of using the fibre networks for transmission is its low-loss, therefore the transmission distance can be tens of kms without significant loss. The fibre presents an ultrawide bandwidth in the frequency domain which allows the multiplexing of several wavelengths in the same optical fibre which reduces the required installation costs of such systems. The wireless link usually uses a high carrier frequency, for example a carrier around 60 GHz . This frequency band is the most anticipated for everyday use as in most parts of the world a $3.5 \mathrm{GHz}-9 \mathrm{GHz}$ wide unregulated spectrum can be found around the 60 GHz frequency band [130]. Due to the free-space loss at this high carrier frequency, a higher number of BS is needed to cover an area with wireless connection compared to the mobile networks using the frequency bands up to 6 GHz . Because of the high number of BS , the cost of it is crucial in system designs, it should be as simple as possible without expensive components, the complicated functions should be placed in the CS. There are 3 main scenarios possible for the transmitted data signal through the fibre [50]. Schematics of the scenarios are illustrated in Figure 4-35 with the optical spectrum of the fibre transmission. The up-and down-link is illustrated as they are going through the same channel, but usually they are working with separate channels meaning the need of two mixers and separate $E / O$ and $O / E$ converters.

1. In Baseband-over-fibre systems, the baseband data modulates the optical signal with an electro-optical modulator or by directly modulating the laser. This option has the least complex CS, as only low bandwidth components (commonly up to 9 GHz bandwidths which is the maximum allowed band at 60 GHz ) are needed for the modulation. This means that the more complex functions are placed in the BS: it has to up-convert the received baseband data for wireless distribution.
2. RF-over-Fibre systems are sending the already up-converted data in an RF carrier frequency through the optical signal. In this case, the BS receiver doesn't perform frequency mixing, it requires only a high-bandwidth photodiode for the optical to electrical conversion. This requires a very wide bandwidth optical detector ( $>60 \mathrm{GHz}$ ), which can increase the cost.
3. Intermediate frequency (IF)-over-fibre systems are similar to RF-over-fibre, they are transmitting the data signal on an IF carrier frequency, which can be in between the baseband and the RF frequency, for example at 30 GHz . The data is up-converted in the CS
into an intermediate frequency (IF), and then another up-conversion is needed in the BS. The conversion in the CS can be performed in the electrical domain, or in the optical domain also. In this scenario, the BS receiver requires a lower bandwidth optical receiver, than in RF-over-fibre case. However, the frequency mixer is also needed in the BS, but can be less complex as in the baseband solution, because the signal is already on a high frequency carrier and not in the baseband.


Figure 4-35 IIlustration of the 3 RoF scenario. O/E: Optical to electrical converter; E/O: electrical to optical converter
The simplest BS can be achieved with the RF-over-fibre solution, where the data signal is sent through the optical network on the same carrier as the wireless transmission. The drawback of the second and third scheme is the dispersion of the optical fibres which has bigger effects in these broadband signals and limits the maximum distance of the fibre transmission.

The photoconductive based optoelectronic mixer can be used in the BS as the mixer to upconvert the signal into the RF carrier for the downlink direction toward the user for the baseband- and IF-over fibre case. This can be performed with a locally installed mode-locked laser as the local oscillator frequency source, or this LO signal can be distributed through the fibre network from the central station. Figure 4-36 is illustrating the two options, in case (A), each base station has an MLL providing the necessary frequency for up conversion, which can be 60 GHz in case of baseband-over-fibre, or a lower frequency MLL in case of IF-over-fibre. The setup can work in both downlink and uplink direction. In case of uplink from the user, the received wireless signal is downconverted with the photoswitch and the MLL, and after electrical to optical conversion the signal is transmitted through the fibre network. Case (B) simplifies the BS module by placing the LO source in the CS, and its signal is distributed through the fibre network in a secondary fibre next to the fibre containing the data. This setup was also proposed in [66] using a photoconductive switch as the mixer and the fibre network for LO distribution. The advantage of this scheme is that this LO signal from the MLL can be distributed to several BSs from a single laser source.

In Case B, it is also among the advantages that the presented stabilization loop to provide improved quality local oscillator signal can be constructed in the CS and the stabilized signal is distributed, as it would make the BSs too complex and costly to have a stabilization loop in all of it.

The needed 200 meters of fibre for the MLL intrinsic dispersion compensation and to achieve the maximal electrical RF beating power, can be extended to kilometres as the optimal compensation periodically occurs for longer fibre length [97]. In this setup, instead of a single MLL, two DFB lasers can be also used to optically generate an LO frequency, as we used the method in section IV/1.3. The advantage of the DFB beating signal is that the chromatic dispersion of the fibre network has much lower effect than in the case of the MLL.


Figure 4-36 Concepts of the photoconductive switch use in RoF networks. O/E: optical to electrical converter; E/O: Electrical to optical converter; PSW: photoconductive switch

For both cases in Figure 4-36, the uplink from the user can also utilize the photoswitch based mixer in a way we presented in Figure 4-34. The mixer downconverts the received high carrier frequency signal for IF- or baseband-over-fibre transmission.

This mixing scheme therefor could simplify the RoF system in different ways. The local oscillator signal needed for the up conversion is a small footprint device, while it can provide LO frequencies in the millimetre wave range which also opens the possibility of RoF networks working in the mmW above 60 GHz . Also, using an optoelectronic mixer the complexity of the base station reduces as it is not necessary to use an optical to electrical converter for the distributed local oscillator signal for electronic mixers.

## IV/5. Conclusions of Chapter IV

This Chapter was focusing on the practical applications of the photoconductive switch. In sections IV/1.2 and IV/1.3.a we saw that the optoelectronic mixing scheme with the photoconductive switch presents conversion losses in the order of $65 \mathrm{~dB}-72 \mathrm{~dB}$. As these losses are considered as high values, we proposed solutions to reduce the switch losses. Despite the high losses, we used the switch in an optoelectronic mixing scheme with different setups. Two methods were presented for optically provided local oscillator, one is the use of an optical frequency comb,
generated by a quantum dash semiconductor mode locked laser where the frequency difference between the optical modes corresponds to the generated local oscillator frequency. The other method is the use of two independent single mode lasers, where the two mode's beating frequency corresponds to the generated local oscillator frequency.

Using the MLL as the optical source for the mixer we demonstrated data-stream modulated signal down conversion. A QPSK modulated data signal on a carrier of 20 GHz was used as an input electrical signal to the switch while the MLL illuminating it provided the LO at 24.55 GHz . The mixing resulted in an IF signal at 4.55 GHz , which contained the down-converted data-stream. Receiving and demodulating this down-converted signal we analysed the data quality through the demodulated signal's Error Vector Magnitude for data-rates up to $2 \mathrm{Gbit} / \mathrm{s}$. We also compared the down-conversion quality with the stabilized and free-running MLL signal and showing the improved down-conversion results through the EVM values. An EVM of 30.7 \% was achieved with this highest bitrate of $2 \mathrm{Gbit} / \mathrm{s}$ with stabilized laser. Considering the high conversion losses, these values considered as good performance. We demonstrated an inverse setup too, where the data-stream was modulating a continuous wave optical signal from a DFB laser, and the LO was provided electrically for the photoswitch based mixer. We showed the performance up to $800 \mathrm{Mbit} / \mathrm{s}$ datarates with a maximum EVM of 26.5 \%.

In section IV/4 a brief study showed the switch non-linearities, which are turned out to produce too high level of harmonics, therefore the switch can be used as a sampler only with a low resolution.

The last section of this chapter proposed possible applications of the optoelectronic mixing scheme as a downconverter for wireless receivers. The presented setup provides a simple solution for the next generation of telecommunication networks, where the carrier frequencies are moving towards the mmW frequencies. Applications in Radio over Fibre systems was also proposed both as a downconverter and an upconverter in the base stations for the wireless distribution.

## General conclusions

This work was focusing on the characterization of a nitrogen ion implanted InGaAs photoconductive switch and on its practical applications as an optoelectronic device in the microand millimetre wave frequency range.

In the first Chapter, the photoconductive device physical properties are explained with the basic semiconductor equations and a numerical model of the switch is introduced based on these equations. A review of the state-of-the-art photoconductive devices was given and as the current devices are showing low quantum efficiency, improvement methods of the switch structure were proposed based on the literature. In this work we are focusing onto applications of the photoconductive device at frequencies in the $20-200 \mathrm{GHz}$ frequency range. Two applications are described, the use as an optoelectronic frequency mixer device and as a sampler device in photonic assisted Analog-to-Digital Converters. Utilizing an ultrafast photoconductive switch in these two applications may lead to better performances than the conventional all electrical solutions and offer more flexibility in the design of telecommunication systems thanks to the possible use of low loss fibre links.

The characterization of the photoconductive switch is described in the second chapter. Using the electrical response measurement results we were able to find an equivalent circuit model to obtain the switch electrical properties. For the 3 switch types with different finger and gap widths, equivalent capacitance of $5 \mathrm{fF}-8.1 \mathrm{fF}$ was found, with AC dark resistance values around $2.1 \mathrm{k} \Omega-$ $5 \mathrm{k} \Omega$. The photoswitch dynamic properties was also measured with an optoelectronic autocorrelation experiment. As the result of this measurement, we were able to obtain the ultrafast response of the devices and we attribute this response to the lifetimes of the photogenerated electron and hole in the semiconductor material. The autocorrelation of the response was measured, fitting a dual exponential on the curve we obtained the carrier lifetimes of 1.2 ps for the electrons and an average of 20 ps for the holes. These characterization measurement results of the short carrier lifetime and the low equivalent capacitance are suggesting a wide optoelectronic bandwidth for the switch with a cut-off frequency in the sub-THz range. In order to go further into the applications, we plan to use the photoswitch in combination with a semiconductor mode-locked laser as the optical signal source.

The third chapter is introducing a semiconductor mode-locked laser diode with a self-oscillation frequency of 24.55 GHz . We characterized the laser in the optical domain and analysed the beating signal in the electrical frequency domain produced by illuminating a photodiode. The properties of the free-running beating signal were obtained: 20 kHz RF linewidth and a phase noise of $-70 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz offset. In order to improve the laser properties, an all-optical single feedback loop was constructed which stabilizes the laser output. As the result of the stabilization, the beating RF signal properties have improved: the phase noise showed a decrease down to $-112 \mathrm{dBc} / \mathrm{Hz}$ at 100 kHz , this also corresponds to a 20-fold integrated timing jitter improvement down to 188 fs from 4 ps in case of the free-running laser. A dual loop stabilization feedback was also tested, which further
improved the laser signal quality, however its long term stability restricted its usefulness in practical applications. This stabilized laser source based on a single-loop design will be then used in combination with the photoswitch in the next chapter.

Chapter IV is detailing the optoelectronic mixing experiments. The mode-locked laser served as the local oscillator source, and an electrical signal generator provided the input signal. First, we showed a relatively flat mixing performance over a wide electrical input bandwidth up to 67 GHz , and up to 164 GHz with optically generated signals. Conversion loss values in the range of 68-72 dB was obtained with these characterization experiments. These conversion losses are considered high values for a frequency mixer, this low efficiency is originating from the low quantum efficiency of the photoswitch. Possible improvements on new designs of the photoswitch are proposed in this chapter and also in Chapter I, however during our work the necessary technological resources were not available to improve the photoswitch structure.

The performance of the optoelectronic mixing scheme was demonstrated through the downconversion and demodulation of a QPSK modulated data-stream. There are 3 scenarios that were presented with different local oscillator sources.

- $\quad$ The first option used the MLL laser diode as the local oscillator source with a frequency of 24.55 GHz, we compared the results with the free-running and stabilized laser to show the advantages of the stabilization. With this setup we were able to downconvert data-streams with bitrates up to $2 \mathrm{Gbit} / \mathrm{s}$ on a 20 GHz carrier signal. The error vector magnitude value of the demodulated signal was used as the figure of merit of the mixing performance. The 2 Gbit/s data-stream had an EVM value of 30.7 \% in case of the stabilized MLL. For all the measured bitrates, the stabilized laser showed better performance, however for increasing bitrates the difference decreased, showing that at wider bandwidth it is not the LO quality which limits the system performance. A discussion of the possible degradations effects was given to explain the performance limitations.
- The second optoelectronic mixing setup used an intensity modulated DFB laser as the local oscillator frequency source. With this setup the maximum bitrate, which was still possible to demodulate, was $200 \mathrm{Mbit} / \mathrm{s}$ (EVM : 32.5 \%). This setup had limitations originating from the intensity modulated laser beam's low modulation depth.
- The third setup used the electrical input as the local oscillator source, while the data-stream was intensity modulating a continuous wave laser which was illuminating the photoswitch. The switch was able to downconvert this optically provided data signal with data-rates up to $800 \mathrm{Mbit} / \mathrm{s}$ with a maximum EVM in this case of $26.5 \%$. These measured maximum EVM values for the first and the third setups around $30 \%$ are considered still acceptable in case the data is coded with Forward Error Correction, which can correct some of the bit errors after demodulation.

At the end of Chapter IV, an experimental study was given of the switch non-linearities. These were found to be too high, therefore the presented photoswitch application as a sampler device
for photonic assisted ADCs is limited.
As the result of this work, we showed, that despite the high conversion loss of the photoswitch, the optoelectronic mixing scheme is still able to work with QPSK modulated data-streams up to $2 \mathrm{Gbit} / \mathrm{s}$. Due to the switch advantages of simple operation and wide bandwidth they are promising candidates for use in Radio-over-fibre networks, as it was proposed in Chapter IV.

However, to utilize the switch in a real life application it is important to improve the quantum efficiency of the switch by redesigning the electrode structure. The described solutions in Chapter I for improved efficiency are promising technologies: the resonant structure or the nanoplasmonic structures to increase the absorbed photon number. Both solutions would improve the present photoconductive switch conversion losses, which is based on the nitrogen ion implanted InGaAs material having a low carrier lifetime to enable mmW operation. As we saw in Chapter IV, the switch has a stable performance in a wide opto-electronic bandwidth which presents a broad range of possible frequencies for the telecommunication system. To assess the mixing performance for the use in next generation of telecommunication networks, higher carrier frequencies, higher datarates and complex modulation formats (QAM-16, OFDM etc.) has to be tested.
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## APPENDIX

## APPENDIX A : Numerical model of the photoswitch

In Chapters I, II and IV we are presenting simulation results of the photoswitch behaviour. This Appendix is detailing the used numerical model and its features. The model is a fitted model, where the variables were adjusted to the results of the different experiments: optoelectronic autocorrelation, I-V curves, mixing with MLL signal and heterodyned DFB lasers. The electron and hole lifetimes and mobilities can be verified from these simulation results. The simulation tool is a Matlab script and it was developed in-lab by Jean-François Roux [1].

The calculation is based on the semiconductor equations detailed in Chapter I, section I/1.1. The 4 equations of (1)-(4) (Equations (13)-(16) in I/1.1.) are describing the dynamic behaviour of the switch and Table 13 is detailing the different symbols.

$$
\begin{gather*}
\frac{\partial N(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{N(\mathbf{r}, t)}{\tau_{N}}  \tag{1}\\
\frac{\partial P(\mathbf{r}, t)}{\partial t}=G(\mathbf{r}, t)-\frac{P(\mathbf{r}, t)}{\tau_{P}}  \tag{2}\\
I(t)=\iint_{S} \vec{J}_{\text {Total }} d S=\left[\vec{J}_{N}(\mathbf{r}, t)+\vec{J}_{P}(\mathbf{r}, t)\right] \frac{W}{\alpha}  \tag{3}\\
=q\left[\mu_{N} N(\mathbf{r}, t)+\mu_{P} P(\mathbf{r}, t)\right] \frac{V(t)}{L} \frac{W}{\alpha}=\sigma(t) \frac{V(t)}{L} \frac{W}{\alpha} \\
R(t)=\frac{V(t)}{I(t)}=\frac{\alpha L}{W \sigma(t)} \tag{4}
\end{gather*}
$$

Table 13 Symbols of equations (1)-(4)

| $N(r, t)$ | Electron concentration | $P(r, t)$ | Hole concentration |
| :---: | :---: | :---: | :---: |
| $G(r, t)$ | Electron-hole pair photogeneration rate | $q$ | Electron charge |
| $\tau_{p}$ | Hole lifetime | $\tau_{N}$ | Electron lifetime |
| $J_{p}$ | Hole current density | $J_{N}$ | Electron current density |
| $\mu_{N}$ | Electron mobility | $\mu_{P}$ | Hole mobility |
| w | Switch width | $L$ | Switch length |
| $V(t)$ | Switch input signal | 1/ $\alpha$ | Photon penetration depth |
| $R(t)$ | Switch resistance | $1(t)$ | Switch current |
| $\sigma(t)$ | Switch conductivity |  |  |

The model is also taking into account the illuminated area of the photoswitch while calculating the electron and hole concentrations in order to precisely simulate the number of generated carriers. It is supposed that a round spot is illuminating almost the whole area of the switch, and the electrodes are shading $44 \%$ of the area in a case of a type $3: 3$ switch. The simulation input values for $\tau_{N}$ and $\tau_{\rho}$ lifetimes are the ones we measured in $I / 3.4 . e$ : $\tau_{N}=1.2 \mathrm{ps}, \tau_{\rho}=20 \mathrm{ps}$. The electron mobility is set to the value reported by Chris Graham [2]: $\mu_{N}=6900 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$. The hole mobility is set to $\mu_{P}=450 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$, this value is not known by measurement, however a good fit was obtained with this value.

To simulate the switch output signal with different inputs (bias voltage or RF signal) we placed the switch equivalent circuit in the electrical model illustrated in Figure 1. The $V_{e}$ source provides the input signal, $V_{\text {switch }}(t)$ (noted as $V(t)$ in Eq. (3)-(4)) is the voltage across the photoswitch which causes the current $i(t)$ flowing through it. The switch output signal is analysed on the $R_{L}$ load resistance. The switch resistance $R(t)$ is dependent on the illumination through the carrier concentrations, as it is defined in equation (1)-(4). $V_{e}$ can be a constant bias voltage in case of the switch temporal response simulation, or a continuous wave RF signal while simulating the mixing experiment.


Figure 1
Electrical circuit representation of the simulation model.
$V_{\text {switch }}$ voltage is used to estimate the electrical DC field accelerating the photogenerated carriers. Using Kirchhoff's circuit law, we can write equation (5).

$$
\begin{equation*}
C \frac{\partial V_{\text {switch }}(t)}{\partial t}+\frac{V_{\text {switch }}(t)}{R_{e q}}=\left(V_{e}-V_{\text {switch }}(t)\right) \frac{1}{R_{L}} \tag{5}
\end{equation*}
$$

Where $R_{\text {eq }}$ is the equivalent resistance of the two resistance in the switch equivalent circuit, defined in equation (6).

$$
\begin{equation*}
R_{e q}=\frac{R_{L} * R(t)}{R_{L}+R(t)} \tag{6}
\end{equation*}
$$

After calculating $V_{\text {switch, }}$, the $i(t)$ current can be calculated with equation (7).

$$
\begin{equation*}
i(t)=\frac{V_{e}-V_{\text {switch }}(t)}{R_{L}} \tag{7}
\end{equation*}
$$

Starting from the RF electrical measurements done in Chapter II, the switch resistance and
capacitance are defined for a type $3: 3$ switch: $R_{\text {dark }}=2.3 \mathrm{k} \Omega, \mathrm{C}=7.5 \mathrm{fF}$. During the simulation, first the generated carrier concentration is calculated which is generated by the illumination. The illumination can be set as pulsed or continuous wave. At first, we simulated the pulse response of the switch, the parameters are set as the used femtosecond pulse during the characterisation in Chapter II, meaning a 100 fs pulse ( $\tau_{\text {pulsewidth }}$ ) with 100 MHz repetition rate ( $f_{\text {laser }}$ ), the average optical power is set at $1 \mathrm{~mW}\left(P_{\text {opt }}\right)$. The switch bias is $V_{e}=1 \mathrm{VDC}$ and a gaussian pulse is used. This illumination gives a generation rate of $G(t)$ defined with Eq. (8)-(9).

$$
\begin{gather*}
G(t)=G_{0} e^{-\left(\frac{t}{\tau_{\text {pulsewidth }}}\right)^{2}}  \tag{8}\\
G_{0}=\frac{P_{\text {opt }}}{\frac{h c}{\lambda} * f_{\text {laser }} * \tau_{\text {pulsewidth }} * \sqrt{\frac{\pi}{2}}} * \frac{1}{L * W * \frac{1}{\alpha}} \tag{9}
\end{gather*}
$$

The carrier concentrations $N(t)$ and $P(t)$ can be calculated with the help of the above two and equations (1)-(2). Figure 2 shows the carrier concentration change in time after the optical pulse illuminates the switch at a time offset of 2 ps . The different lifetimes of the holes and electrons can be observed on the curves.


Figure 2
Simulated electron (blue) and hole (orange) concentrations after illuminating the switch a 100 fs optical pulse.

This carrier concentration change induces a drop in the switch resistance (or a jump in the conductance), it is illustrated in Figure 3 with the laser pulse.


Figure 3
Simulated resistance response (orange) after the optical pulse (blue) illuminates the switch.

In the simulation the contributions of the holes and electrons are weighted thanks to the different mobilities (see below), as it was observed from our experiment in II/3.4.e. The resistance drop also results in a voltage drop on the switch, as seen in Figure 4 with blue curve, the orange curve shows the voltage at the circuit output on $R_{L}$.


And finally, the switch current is illustrated in Figure 5, as it is also seen in Figure 1-6 in Chapter I.


Figure 5
Simulated switch current peak after optical pulse illumination of the switch.

The autocorrelation signal resulted from the temporal response measurement (section II/3.4) is also simulated with the Matlab script, the result is shown in Figure 2-30 in Chapter II. The simulation is following the measurement principle: the output switch current was calculated step-by-step while adjusting the delay between the two optical pulses illuminating the photoswitch. The experimental result of the optoelectronic autocorrelation was numerically fitted by two exponential decaying function with 1.2 ps and 20 ps time constant. We assume that the fastest response is due to the electrons and the slowest to holes. So, fitting the experimental autocorrelation curve with the simulated curve obtained with the above physical model allow us to determine the electron carrier lifetime (1.2 ps) and the hole carrier lifetime ( 20 ps ). From that fit, we also weighted the response of both carrier type which depends onto their respective mobilities: the relative weight of the mobilities was found to be in the ratio $\mu_{N} / \mu_{P}=15$. The simulation curve is shown in Figure 6 together with the numerical fit that was obtained from the experiment (see Figure 2-37).


Figure 6
Simulated autocorrelation
experiment ( $M$ ) and
numerical fit from the experiment (A) (see Figure 2-37).

Starting from this knowledge of the photogenerated carrier lifetimes, we are now able to estimate the conversion efficiency of the photoswitch, either in the case where the device is basically used as a photodetector (i.e. it is DC biased and illuminated by a CW laser beam) either in the case it is used as an optoelectronic mixer.

For a photodetector, dark current and CW responsivity are basics parameters. We know from the measurements (see Chapter II and reference [2]) that under a 1 volt DC bias, the dark current is in between $245 \mu \mathrm{~A}$ [2] and $65 \mu \mathrm{~A}$ (our measurements) and that the responsivity is in between $2.2 \mu \mathrm{~A} / \mathrm{mW}$ and $3.2 \mu \mathrm{~A} / \mathrm{mW}$ depending on the device. Starting from the model described above, the dark current is depending on the dark resistance and the responsivity rely on the geometry of the photoswitch, the mobility and lifetimes of the photogenerated carriers.

A first try of the simulation based on the parameters values given in Table 14 with the carrier mobilities extracted from [2] and a dark resistance of $4 \mathrm{k} \Omega$ [2] led to the correct dark current $(240 \mu \mathrm{~A})$. However, the calculated sensitivity was found to be ten times larger $(24 \mu \mathrm{~A} / \mathrm{mW})$ than the measured one. A similar discrepancy was observed for the simulation of the mixing experiment. These results led us to reconsider the limitation of our model.

A first assumption that we have made is that the model is a linear model which assumes that the mobility is constant for any DC biasing field and also that the electrodes contacts act as Ohmic contacts. Other assumption is that every generated electrons and holes are contributing to the current: it is not taken into account that if they don't reach the electrode they do not contribute to the current. A theory was proposed by N. T. Yardimci and M. Jarrahi [3], which explains the low efficiency of the photoconductive devices by the effect that not all the generated carriers reach the electrodes before being trapped, therefore not all are contributing to the current. Only the electrons in a few hundred nanometres distance to the electrodes are contributing to the current. So, in order to take this feature into account without modifying the overall physics of the model, we decided to "artificially" reduce the efficiency of the device. This has been done by lowering the mobility of the carriers. We could also have decided to reduce the actual number of generated carriers. This theory could explain, that for the accurate modelling of the results, also the previous temporal response measurement, Finally, a tenfold lower mobility had to be used for the electrons and holes than the one reported in [2]: the original mobility of $\mu_{N}=6900 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ had to be reduced
to $600 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$, and also the original $\mu_{P}=450 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ is reduced to $45 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$. With these mobility values, given in Table 14, the simulation shows better accuracy for the mixing experiments and we were able to obtain a CW responsivity of $2.24 \mu \mathrm{~A} / \mathrm{mW}$. The true nature of the low switch efficiency is not confirmed by the measurements or the simulations

Table 14 Used parameters in the simulation

| W | $25 \mu \mathrm{~m}$ | $L$ | $25 \mu \mathrm{~m}$ |
| :---: | :---: | :---: | :---: |
| $\alpha$ | $1 / 12400 \mathrm{~cm}$ | $V e$ | 1 V |
| $\tau_{N}$ | 1.2 ps | $\tau_{P}$ | 20 ps |
| Original carrier mobilities [2] |  |  |  |
| $\mu_{N}$ | $6900 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ | $\mu_{P}$ | $450 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ |
| Mobilities used for an accurate fit of the model |  |  |  |
| $\mu_{N}$ | $600 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ | $\mu_{P}$ | $45 \mathrm{~cm}^{2} / \mathrm{V} / \mathrm{s}$ |

Finally, we conclude this simulation approach by modelling the mixing experiment done in Chapter IV for the demodulation of data streams. Here, the optical signal is either optical pulses as in case of the MLL source, or the beating signal of two CW laser source. Simulations with the original mobilities [2], in case the optical signal is provided by the MLL (see section IV/1.2.b), shows a conversion loss of 54 dB , which is 22 dB lower compared to the "reduced" mobility where the loss is 76 dB in good accordance with the experimentation. Reducing the optical power to its tenth, 0.5 mW instead of 5 mW , while keeping the original mobilities, results in the same difference of conversion loss. The physics behind of the switch properties needs to be investigated deeply to be able to explain and model the behaviour with confidence.

In both mixing simulation cases, the Matlab script introduced the optical illumination code in the equation of the carrier concentration change by the time. In case of the MLL source, the following code is calculating the concentration change of electrons (dn1dt) and holes (dp1dt) for the current time step, which are added to the previous values ( $n 1, \mathrm{~d} 1$ ). The equations are representing a gaussian pulse, which is repeated in every $\sim 40.7 \mathrm{ps}$, corresponding to the 24.55 GHz repetition rate of the MLL.

```
dn1dt = Nmax*exp(-2*((time_forpulse-tpump)/pumpwidth)^2)-n1/taue1;
dp1dt = Pmax*exp(-2*((time_forpulse-tpump)/pumpwidth)^2)-p1/taup0;
n1=n1+dn1dt*dt;
p1=p1+dp1dt*dt;
```

The photoswitch resistance change by time with this pulsed illumination is illustrated in Figure 7.


Figure 7
Simulated resistance change of the photoswitch with a pulsed illumination source

The simulated input and output signal in the frequency domain is illustrated in Figure 8. The input RF signal has 0 dBm power and a frequency of 30 GHz .


Figure 8
Spectrum of the simulated switch output (orange) and input (blue) signals for mixing with the MLL as LO source.

We can observe the mixing products at $f_{R F}-m^{*} f_{L O}$, and the feedthrough signal too at 30 GHz .

The mixing simulation with heterodyned CW laser sources showed the same effects as in case of the MLL (see section IV/1.3.b). The simulated conversion loss was 66 dB , which is in the same order as the measurement. This value was obtained with the decreased carrier mobilities, with the original higher ones, the conversion loss is 46 dB . In this case the carrier concentration code in the Matlab script was the following:

```
dn1dt = Nmax*(1+mopt*sin(2*pi*Fbeat*(time-tpump)))-n1/taue1;
dp1dt = Pmax*(1+mopt*sin(2*pi*Fbeat*(time-tpump)))-p1/taup0;
n1=n1+dn1dt*dt;
p1=p1+dp1dt*dt;
```

Where Fbeat is the beating frequency of the two lasers, in our case we set it at 35 GHz , and the optical power is $15.5 \mathrm{~mW}(11.9 \mathrm{dBm})$. The resistance change of the photoswitch is illustrated in Figure 9. The simulated input and output of the switch in the frequency domain is illustrated in Figure 10. The input RF signal has a frequency of 20 GHz in this case, the two smaller peaks in Figure 10 are the mixing products at $f_{R F} \pm{ }^{*} f_{L O}$.


Figure 9
Simulated resistance change of the photoswitch with heterodyned CW laser illumination
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## Appendix B : Chromatic dispersion in optical fibres

In optical fibres the propagating light suffers from dispersion effects. There are two main types, the chromatic dispersion and mode dispersion. The latter is present in multi-mode fibres, where several optical modes can propagate at the same time, in this work we are using only single mode fibres, so the mode dispersion is not present. Chromatic dispersion causes the ultra-short optical pulse to broaden through three effects: waveguide dispersion, material dispersion and polarization dispersion. The femtosecond laser has a linear polarization at its output, therefore we are not considering the effects of polarization dispersion as the polarisation dispersion of a 2 meters fibre is considered to be negligible. The other two dispersion have to be considered in order to compensate for the pulse widening. They are caused by the frequency dependence of the fibre material's refractive index. These two effects define the $D$ dispersion parameter, giving the pulse broadening in time for a given propagation length and optical bandwidth, measured in [ $\mathrm{ps} /(\mathrm{nm}$ * $k m)$ ]. This parameter is used commonly in fibre optics.

The $D$ parameter is related to the $\beta$ propagation constant [1], expanding this constant into Taylor series we get the following:

$$
\begin{equation*}
\beta(\omega)=\beta_{0}+\beta_{1}\left(\omega-\omega_{0}\right)+\frac{1}{2} \beta_{2}\left(\omega-\omega_{0}\right)^{2}+\cdots \tag{1}
\end{equation*}
$$

Where $\omega$ is the angular frequency $2 \pi f$, and $B_{m}$ are the derivatives of order $m$ of the propagation constant:

$$
\begin{equation*}
\beta_{m}=\left(\frac{d^{m} \beta}{d \omega^{m}}\right)_{\omega=\omega_{0}} m=1,2 \ldots \tag{2}
\end{equation*}
$$

$B_{1}$ and $B_{2}$ are related to the refractive index of the material ( $n$ )

$$
\begin{gather*}
\beta_{1}=\frac{1}{v_{g}}=\frac{n_{g}}{c}=\frac{1}{c}\left(n+\omega \frac{d n}{d \omega}\right)  \tag{3}\\
\beta_{2}=\frac{d}{d \omega} \beta_{1}=\frac{d}{d \omega}\left(\frac{1}{v_{g}}\right)=\frac{1}{c}\left(2 \frac{d n}{d \omega}+\omega \frac{d^{2} n}{d \omega^{2}}\right) \tag{4}
\end{gather*}
$$

Where $c$ is the speed of light, $n_{g}$ is the group index and $v_{g}$ is the group velocity. The $B_{2}$ is called the group velocity dispersion (GVD), the second order dispersion, this causes the pulse broadening. It is measured in [ $\mathrm{ps}^{2} / \mathrm{km}$ ]. Higher order dispersions like $\beta_{3}$, the third order dispersion (TOD) also have an effect on ultra-short pulses, their effect is considerable at $\lambda_{d}$, at the zero-dispersion wavelength. This wavelength is around $1.3 \mu \mathrm{~m}$ and $B_{2}$ is close to zero for the conventional SMF-28 fibre. We are working in the $1.5 \mu \mathrm{~m}$ wavelength range, therefore we are not taking into account the TOD. The dispersion parameter $D$ is related to $B_{1}$ and $B_{2}$ :

$$
\begin{gather*}
D=\frac{d \beta_{1}}{d \lambda}=-\frac{2 \pi c}{\lambda^{2}} \beta_{2}=-\frac{2 \pi c}{\lambda^{2}} \frac{d}{d \omega}\left(\frac{1}{v_{g}}\right)=-\frac{2 \pi}{\lambda^{2}}\left(2 \frac{d n}{d \omega}+\omega \frac{d^{2} n}{d \omega^{2}}\right)  \tag{5}\\
\text { or } D=D_{M}+D_{W}
\end{gather*}
$$

$D_{M}$ ad $D_{W}$ are the material and waveguide dispersion respectively. Figure 11 shows the contributions of these two dispersions.


The waveguide dispersion component is dependent on the fibre-design: the core radius ( $a$ ) and the core-cladding index difference $(\Delta)$. Changing these properties, the dispersion curve can be shifted to make zero-dispersion fibre at $1.55 \mu \mathrm{~m}$. Shifting the zero-dispersion point even more, beyond $1.6 \mu \mathrm{~m}$ or more, the $B_{2}$ will have a large positive value. These fibres are called dispersion compensating fibres (DCF). Figure 12 shows usual dispersion curves for dispersion shifted fibres.
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## APPENDIX C : Chromatic dispersion measurement and compensation

## a. Theoretical calculation

Usual dispersion value for standard SMF-28 optical fibre is around $18 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km})$ at $1.55 \mu \mathrm{~m}$. In our setup we are using a laser with a wide optical bandwidth ( $\sim 70 \mathrm{~nm}$ ) and 3 meters of fibre to guide the laser signal to the photoswitch. Due to this huge bandwidth the femtosecond pulse ( $\sim 90 \mathrm{fs}$ ) from the laser can broaden to picoseconds after a short propagation in standard optical fibre. A theoretical broadening can be calculated for different propagation lengths with the help of the dispersion parameter, TABLE 15 contains the theoretical pulse widths after propagating through different length of fibre, starting from a laser pulse of 90 fs duration:

$$
\begin{aligned}
& \quad \Delta \tau(\mathrm{ps})=D(\mathrm{ps} /(\mathrm{nm} * \mathrm{~km})) * L(\mathrm{~km}) * B(\mathrm{~nm}) \\
& B=70 \mathrm{~nm} \\
& D=18 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km}) \\
& T_{\text {pulse, initial }}=90 \mathrm{fs}
\end{aligned}
$$

Table 15 Calculated dispersed pulsewidth after fibre propagation

| $\mathrm{L}_{\text {fibre }}$ | 0.5 m | 1 m | 2 m | 3 m | 4 m | 5 m |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~T}_{\text {pulse }, \mathrm{L}}[\mathrm{ps}]$ | 0.83 | 1.42 | 2.69 | 4.03 | 5.37 | 6.4 |

## b. Optical autocorrelation setup for laser pulsewidth measurement

We performed an experiment to validate this theory. An optical autocorrelation setup was built with a BBO non-linear crystal to generate the second-harmonic of the pulse. The setup is illustrated in Figure 13, we used a similar setup to measure the photoswitch response (see Chapter II). The free-space output of the femtosecond laser was coupled into an optical fibre, in the experiment we varied the length of this fibre, and then we coupled the laser into free-space again with a collimator. Before coupling the laser beam into the fibre, we used an optical chopper to add a low frequency ( $500 \mathrm{~Hz}-2 \mathrm{kHz}$ ) ON-OFF modulation to the beam. After the fibre the dispersed laser beam is split with a beam-splitter into two beams, one of the beam paths has a delay line with variable length. The two beams then joined with another beam splitter into two parallel beams directed into an optical lens to focus them into a beta barium borate (BBO) non-linear crystal. In the crystal a third beam is generated due to the second-harmonic generation (SHG) phenomena and it has a double frequency as the original signal. If the laser has a wavelength of 1550 nm (or a frequency of 193.4 THz) the generated pulse's wavelength is 775 nm (or the frequency is 386.8 THz ). This third beam is directed to a photodiode and its electrical output is received by a Lock-In Amplifier (LIA).


Figure 13 Optical autocorrelation setup with second harmonic generation
The LIA is locking on the optical chopper frequency and amplifies the signal only at this frequency. This frequency locking acts as a filtering in the frequency range, it can reduce the noise level and allows to measure very low signal levels. The output of the LIA is connected to a dataacquisition card (National Instruments USB-6221) and recorded with a PC which also controls the delay line position.

## SHG phenomena

There are two types of SHG phenomena depending on the polarization of the beams. Type I SHG occurs when both of the beams have ordinary polarization relative to the crystal lattice. In case of Type II SHG, the beams have orthogonal polarization. In both cases the generated beam has extraordinary polarization. We used Type II SHG during the experiment. The delayed path had a polarization rotator, which forced a $90^{\circ}$ rotation on the beam. The crystal is a birefringent medium, meaning that the refractive index depends on the direction of incidence and polarization. Also, like most of the materials there is a dependence in the refraction index by the wavelength. The incident and generated beams have to be phase-matched, this means that the refractive index of the medium "seen" by the IR beams have to be the same for the maximum intensity of the generated SHG signal so that the pump beams and the SHG generated beams travel at the same speed. An illustration of the connection between frequency, polarization and refractive index can be seen in Figure 14.


Figure 14
Illustration if the refractive index dependence on frequency and polarization. Source: [1]

The crystal lattice orientation is given by the manufacturer of the crystal. Rotating the crystal by an orthogonal axis to the crystal plane we can perform the phase matching. Figure 15 illustrates the phase matching degrees of BBO crystals for type I and II SHG. During the phase matching, we orientate the crystal lattice in a direction where the ordinary and extraordinary polarization has the same refractive index. This means that the original and the generated beams are travelling with the same speed inside the material and the generated photons added up constructively along the material length. As it can be seen in Figure 15, for type II SHG the phase matching degree is around $29^{\circ}$ for 1550 nm wavelength.


Figure 15
Phase matching degrees of BBO type I and II SHG. Source: [2]

The experiment was done with three BBO crystals with different thicknesses: $100 \mu \mathrm{~m}, 200 \mu \mathrm{~m}$ and $300 \mu \mathrm{~m}$. The intensity of the generated beam is square-dependent on the thickness. In theory, the generated beam with the $200 \mu \mathrm{~m}$ thick crystal is four times higher than with the $100 \mu \mathrm{~m}$ crystal, and 9 times higher with the $300 \mu \mathrm{~m}$ crystal, our results have confirmed this.

## Measurement

During one measurement we vary the delay line position around the zero-delay, the position where the two beams path have the same propagation time and mix together in the crystal. The second harmonic generation happens only when the two pulses are overlapping in time in the crystal. While they are moving closer to each other in time by adjusting the delay line, the third beam's intensity is increasing with each step due to a bigger part of the two pulses are overlapping. Therefore, the photodiode senses a higher signal intensity with each step. In this experiment we are measuring the intensity autocorrelation. The autocorrelation signal can be expressed with equation (2).

$$
\begin{equation*}
A^{(2)}(\tau)=\int_{-\infty}^{+\infty} I(t) I(t+\tau) d t \tag{2}
\end{equation*}
$$

Where $I(t)$ is the intensity of the pulse propagating in the fixed path, and $I(t+\tau)$ is the intensity of the pulse propagating in the delayed path. The number 2 in $A^{(2)}$ indicates that it is a second order function. The illustration in Figure 16 shows the positions of the two pulses for different points of
the autocorrelation curve. The dark orange area is the overlap of the two curves, the third beam is generated in case of this overlap.


Figure 16 Illustration of the autocorrelation signal between a fixed and delayed pulse shown in various positions

The bigger the overlap is, the higher the average intensity of the third (SHG) beam, therefore the average output signal of the PD. Recording this signal (after the LIA) for each step we can draw the autocorrelation curve of the laser pulses. The software on the recorder PC is converting the movement of the delay line into a relative time delay, the temporal resolution of the measurement is limited by the delay line step resolution. The delay line is the same as it was used in Chapter II, if the delay line moves $1 \mu \mathrm{~m}$, it means $2 \mu \mathrm{~m}$ change in the delayed beam path length (because of the corner mirror), this change translates to a delay time of $\Delta t=6.67 \mathrm{fs}$. The minimum step was 0.125 $\mu \mathrm{m}$, which corresponds to 0.834 fs time delay. The obtained curves are intensity autocorrelation curves of the laser pulses, if we assume a Gaussian shaped laser pulse, which is a close approximation in this case, then the real pulse width is $0.707(1 / \sqrt{2})$ times shorter than the measured width [3], this value is a conversion factor as the autocorrelation width is bigger than the real pulse.

## c. Measurement of dispersion in SMF-28 optical fibre

We measured the pulse shapes for several fibre lengths, the measured autocorrelation pulses are illustrated in Figure 17 and Figure 18 with amplitude normalized curves. The dark blue curve on both figures shows the autocorrelation of the original laser pulse.


Figure 17
Pulse broadening with different length of SMF-28 fibre (0.59m $3.13 m$ )

Figure 18
Pulse broadening with different length of SMF-28 fibre (3.13m 6.94m)

A theoretical broadening was calculated for all the measured fibre lengths, the calculation was done assuming a gaussian pulse for sake of simplicity (despite the actual shape present some sidelobes) and with autocorrelated pulses (1/0.707 times the real width). Figure 19 shows the theoretical and measured pulsewidths. Measured pulsewidths are the $1 / e$ autocorrelation widths, analyzing at this signal level is more useful for comparison as the FWHM, which cannot give precise values as the sidelobes of the pulses are around at half intensity. The theoretical values are calculated with a standard dispersion constant of $D=18 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km})$ and with 70 nm optical bandwidth of the laser pulses. The two curves have only a small difference, showing that the used SMF-28 fibres must have a dispersion constant close to the expected $18 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km})$ but not exactly that value, likely because of the various suppliers for the used fibres. Different suppliers are selling standard fibres with a dispersion around 16-18 ps/(nm*km).


Figure 19
Theoretical and measured 1/e pulsewidths for different length of fibre propagation

Table 16 Measured and theoretical dispersed pulsewidth after propagating in SMF-28 fibre

| Fibre length [m] | Measured <br> width [ps] | Theoretical <br> width [ps] |
| :---: | :---: | :---: |
| 0 | 0.128 | 0.128 |
| 0.59 | 1.018 | 1.178 |
| 1.06 | 1.705 | 2.016 |
| 2.07 | 3.24 | 3.816 |
| 3.13 | 6.11 | 5.705 |
| 4.19 | 9.72 | 7.594 |
| 5.01 | 10.56 | 9.056 |
| 5.61 | 11.56 | 10.125 |
| 5.88 | 12.64 | 10.606 |
| 6.47 |  | 11.658 |
| 6.94 |  | 12.496 |

## d. Measurement of dispersion compensation with DCF-38 optical fibre

In the experiment we observed that the pulse is broadening over 1 ps after propagation for 0.6 meters in an optical fibre. This broadened pulse is not practical for the temporal response measurement of the photoswitch, where we have to use pulsewidths as short as possible, preferably close to the original laser pulse width. For this purpose, we used a dispersion compensating fibre (DCF) to compress the broadened pulse. THORLABS was selling DCF fibre, specially fabricated to compensate the chromatic dispersion in SMF-28. Unfortunately, from October 2017 this product is no longer available anymore, an archive page can be found in their website with the fibre details: (last accessed 06/02/2019):
https://www.thorlabs.com/catalogpages/obsolete/2017/DCF38.pdf. Their DCF-38 fibre had a dispersion of $-38 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km})$, and its dispersion slope was the opposite as for SMF-28 to achieve compensation in a broad wavelength range. This value of dispersion is suggesting that 1 metre of DCF fibre compensate for the dispersion of 2 metres of SMF-28 fibre. We check this feature experimentally.

In Figure 20 the blue curve is showing the pulse broadening inside 3.08 meters of the DCF fibre, as comparison the orange curve shows the broadening in SMF-28 fibre. We can see that a higher dispersion results in a broader pulse.


Figure 20
pulse shapes after propagating in different dispersive fibres

The pulse width after the highly dispersive DCF-38 became 8.85 ps (1/e bandwidth, assuming Gaussian pulse), while after SMF-28 it is 3.61 ps . In the next experiment we determined the ratio of DCF and SMF fibre length needed to fully compensate the dispersion by connecting different lengths of SMF-28 to the 3.08 meter long DCF fibre. Figure 21 and Figure 22 are showing the results for a broad range of SMF lengths. It can be observed that by reducing the SMF-28 length from 9.6 meters, the pulsewidth is also reducing until 6 meters, then it starts to increase again. This suggests that the optimal ratio is close to $1: 2$, meaning that 1 meter of DCF can compensate the dispersion of 2 meters of SMF. Varying the length, we found a range of 30 centimetres between 5.88 meters and 6.21 meters, where the compensated pulsewidth is the same, close to the original width. In Figure 22, three options are illustrated around this optimum ratio of fibres.


Figure 21
Dispersion compensation with DCF and SMF fibre lengths of 9m-2m

Figure 22
Dispersion compensation with DCF and SMF fibre lengths of $6.47 m-5.61 m$

Figure 23 and Table 17 details the measured pulsewidths (1/e, assumes Gaussian), with the calculated theoretical widths. The orange curve shows that the pulse is fully compressed in case of 6.47 meters of SMF-28, which equals to a DCF:SMF ratio of around 1:2.1. This difference can be explained by the variance of the dispersion constants, which can be slightly different from the datasheet. Calculating with a DCF dispersion of $-36 \mathrm{ps} /(\mathrm{nm} * \mathrm{~km})$, the optimum ratio agrees with the measurement. Which shows that the real dispersion of the fibre could be around this value.

In this experiment we determined the required ratio of SMF and DCF fibres to compress the dispersed laser pulse close to its original width. In the thesis, we cut the DCF fibre to its optimal length to compensate the dispersion almost totally. We use 1.53 meters DCF connected to 2.94 meters of SMF-28 fibre.


Table 17 Pulse widths with SMF-28 and DCF-38

| SMF-28 length [m] | Measured width [ps] | Theoretical width [ps] |
| :---: | :---: | :---: |
| 0 | 12.52 | 11.460 |
| 1.06 | 10.48 | 9.571 |
| 2.07 | 8.29 | 7.771 |
| 3.13 | 6 | 5.882 |
| 4.19 | 4.14 | 3.993 |
| 5.01 | 2.155 | 2.532 |
| 5.61 | 0.95 | 1.462 |
| 5.88 | 0.25 | 0.981 |
| 6.07 | 0.219 | 0.642 |
| 6.21 | 0.169 | 0.393 |
| 6.47 | 0.899 | 0.069 |
| 7.07 | 1.833 | 1.139 |
| 7.53 | 2.545 | 1.959 |
| 7.95 | 3.265 | 2.707 |
| 8.55 | 4.203 | 3.776 |
| 9.01 | 4.935 | 4.596 |
| 9.61 | 6.615 | 5.665 |
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[^0]:    ${ }^{1}$ The PIN abbreviation is referring to a 3 layer photodiode structure with p-i-n doped regions. P: p-doped semiconductor, I: intrinsic semiconductor; N: n-doped semiconductor

