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Abstract

The topic of this thesis is the development of large-scale optimization algorithms,
popularized by machine learning, for various applications around light propagation
through complex media. Machine learning, already inevitable in our life, is a remark-
ably successful approach to retrieve meaningful patterns from very large datasets.
Recommendation systems, speech recognition, and computer vision are all based
on this powerful paradigm. However, there is still a long way to go before we reach
a good theoretical understanding of how these algorithms really work. This calls for
rigorous and well-defined studies of the non-linear optimization problems under-
neath machine learning.

In this thesis, we study these questions through the prism of optical scattering, a
physical phenomenon describing the propagation of light in complex materials. This
unconventional point of view sheds a new light on the optimization algorithms that
arise for two different purposes: imaging and optical computing.

Imaging an object through a scattering medium is often a two-step process re-
quiring first a characterization of the system, followed by the proper image recon-
struction. It will be the opportunity to apply the most recent advances in Phase Re-
trieval, arguably the most important non-linear equation to solve in computational
imaging, and introduce low-rank matrix factorization as another very valuable tool
to analyze large datasets. These computational advances push the limits of non-
invasive imaging through scattering, that would open up many possibilities such as
the observation of individual neurons deep inside the brain of alive animals.

Optical computing is uniquely suited to perform parallel computation efficiently
for machine learning. Scattering will be the opportunity to realize randomly-wired
optical neural networks of very large dimension. A particular emphasis will be put on
the optical realization of a recurrent architecture called Reservoir Computing, par-
ticularly useful for the prediction of chaotic time series. In the end, we will show
how these ideas from optics inspired us to draw a rigorous link with recurrent kernel
methods, enabling us to considerably speed up Reservoir Computing even without
the use of optics.

The tight link between these two lines of study is symbolized in the random ma-
trix introduced to model the effect of scattering. In the first case, we need to invert
the operation performed by the scattering medium, whereas in the second, our goal
is to use this complex operation to process information in the optical domain. We
will show how the regularity properties of high-dimensional random matrices allow
us to obtain rigorous results and robust reconstruction guarantees.



II

Acknowledgments

To my supervisors, Sylvain Gigan and Florent Krzakala, I would like to express my
sincere gratitude. Thanks for all your support and guidance, it was a pleasure working
with you both. A PhD is an important step as it concludes the academic studies, and
I’m glad I could do it with you.

From the bachelor internship to a PhD, I owe a lot to Sylvain. Thanks for accom-
panying me through most of my university degrees, showing how to conduct research
projects and navigate the academic world. If many of your alumni continued in sci-
entific research, it would certainly have to do with the unique atmosphere in the lab
and the role model you represent. I will fondly remember the great moments and
good food we have shared too!

I could also learn a lot from Florent, from his intuition and knowledge of the ma-
chine learning field. Thanks for having the patience to listen to all the different ideas
we explored but did not converge on, making studious moments enjoyable with hu-
mour and detachment. The different summer schools were great opportunities to
meet very bright researchers and enjoy being in beautiful places at the same time. We
did not have time to play some music together, but I hope we can make up for it in
Lausanne!

Special thanks as well to Lenka Zdeborova, who was instrumental in creating this
stimulating research environment we all benefitted from. Your passion for science
and your drive to make a positive impact around you are an inspiration for all of us.

To the members of the COMEDIA and SPHINX groups, I was privileged to be
part of these two awesome teams. PhDs are relatively short (especially when they
end), but friendships last for much longer. Thank you for all the moments we could
share!

These three years were also the opportunity to meet other researchers. First, I
would like to thank Laura Waller who has played an important part in my academic
journey, from my first research project in 2015 to the frequent visits in her group
the last few years. I was also lucky that I could discuss at length about mathemati-
cal questions with Romain Couillet and Yue Lu, where their kindness, expertise, and
pedagogy helped a lot.

I would also like to thank LightOn, for the joint work we have carried out. To Igor
Carron, Laurent Daudet, and the entire team, all the best for the future!

This PhD experience would not have been possible without all the administrative
staff of LKB. I’m not the best at these tasks and their help was much needed to make
it as smooth as possible.

Of course there would be plenty of other people to acknowledge here. I try not
to be too long, focusing on professional relationships built over the years, so many
thanks to family and friends! I’m blessed to have you close to me.



Contents

1 General introduction 1
1.1 Random matrices in machine learning . . . . . . . . . . . . . . . . . . . 1

1.1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 A brief history of Machine Learning . . . . . . . . . . . . . . . . . 2
1.1.3 Reasons for this success . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Introducing random matrices . . . . . . . . . . . . . . . . . . . . . 5

1.2 Random matrices with optical scattering . . . . . . . . . . . . . . . . . . 7
1.2.1 Linear optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Propagation through complex scattering media . . . . . . . . . . 8
1.2.3 Efficient large-dimensional hardware in optics . . . . . . . . . . 10
1.2.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3 At the intersection of these two fields . . . . . . . . . . . . . . . . . . . . 12
1.4 Personal contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4.1 Optical Machine learning . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Computational imaging . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Wavefront shaping for fluorescence microscopy 19
2.1 A quick overview of imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1.1 From measurements to images . . . . . . . . . . . . . . . . . . . . 19
2.1.2 The trade-off between resolution and penetration depth . . . . . 19
2.1.3 Fluorescence microscopy . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Wavefront shaping to counteract scattering . . . . . . . . . . . . . . . . 22
2.2.1 Focusing with optimization . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Imaging with the memory effect . . . . . . . . . . . . . . . . . . . 23
2.2.3 Transmission Matrix measurement . . . . . . . . . . . . . . . . . 25
2.2.4 Focusing light using phase conjugation . . . . . . . . . . . . . . . 26

2.3 Towards non-invasive fluorescence imaging . . . . . . . . . . . . . . . . 27
2.3.1 The epi-fluorescence configuration . . . . . . . . . . . . . . . . . 27
2.3.2 Other techniques for deep imaging . . . . . . . . . . . . . . . . . 27

3 Spectral methods for deep microscopy 31
3.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1.1 Experimental background . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 Forward model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Reconstruction algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Spectral method for Phase Retrieval . . . . . . . . . . . . . . . . . 35
3.2.3 Spectral method for Multiplexed Phase Retrieval . . . . . . . . . 37

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Experimental setting . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 Reconstruction and focusing . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Eigenvalue distribution and sample complexity . . . . . . . . . . 39

III



IV CONTENTS

3.4 To go further . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.1 High-speed implementation . . . . . . . . . . . . . . . . . . . . . 41
3.4.2 Non-invasive experimental validation . . . . . . . . . . . . . . . . 42
3.4.3 Study for larger number of targets . . . . . . . . . . . . . . . . . . 42
3.4.4 Other algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5.1 In imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5.2 In non-linear optimization . . . . . . . . . . . . . . . . . . . . . . 44

4 Double Transmission Matrix reconstruction 45
4.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.1 Experimental background . . . . . . . . . . . . . . . . . . . . . . . 45
4.1.2 Forward model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Reconstruction algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.1 A two-step reconstruction . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Non-negative Matrix Factorization . . . . . . . . . . . . . . . . . . 47
4.2.3 Phase Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 Experimental setting . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.2 Double TM reconstruction . . . . . . . . . . . . . . . . . . . . . . 49
4.3.3 Imaging with memory effect . . . . . . . . . . . . . . . . . . . . . 51
4.3.4 Towards more complex objects . . . . . . . . . . . . . . . . . . . . 51

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.1 In non-linear optimization . . . . . . . . . . . . . . . . . . . . . . 53
4.4.2 In imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5 Optical random projections 57
5.1 A brief history of optical computing . . . . . . . . . . . . . . . . . . . . . 57
5.2 Randomness for dimensionality reduction . . . . . . . . . . . . . . . . . 58

5.2.1 Dimensionality reduction . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.2 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . 59
5.2.3 Random projections . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.3 Random Features for inference . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Linear inference model . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.2 Random Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.4 Optical Random Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.3 Convergence towards the kernel limit . . . . . . . . . . . . . . . . 66
5.4.4 Complexity and benchmark . . . . . . . . . . . . . . . . . . . . . . 68

5.5 Where to use optical random projections . . . . . . . . . . . . . . . . . . 69
5.5.1 Advantages and challenges of optical random projections . . . . 69
5.5.2 Transfer Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.5.3 Anomaly detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5.4 Training networks without gradient descent . . . . . . . . . . . . 71
5.5.5 Towards Reservoir Computing . . . . . . . . . . . . . . . . . . . . 72



CONTENTS V

6 Optical Reservoir Computing 73
6.1 Reservoir Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.1.1 Recurrent equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.1.2 Final linear layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6.1.3 Physical implementations of Reservoir Computing . . . . . . . . 75

6.1.4 Analysis of the reservoir dynamics . . . . . . . . . . . . . . . . . . 76

6.2 Optical Reservoir Computing . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.2.1 General principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.2.2 Different optical implementations . . . . . . . . . . . . . . . . . . 78

6.2.3 Complexity and speed . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.4 Encoding as a pre-processing kernel . . . . . . . . . . . . . . . . . 80

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.3.1 Chaotic time series prediction . . . . . . . . . . . . . . . . . . . . 84

6.3.2 First prediction results . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.3.3 Comparing DMD and LC-SLM implementations . . . . . . . . . 86

6.3.4 Optimizing Optical Reservoir Computing . . . . . . . . . . . . . . 88

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.4.1 In optical computing . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.4.2 In Reservoir Computing . . . . . . . . . . . . . . . . . . . . . . . . 89

7 Recurrent Kernels and Structured Transforms 91
7.1 The Recurrent Kernel limit . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7.1.2 Convergence theorem . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.2 Structured Reservoir Computing . . . . . . . . . . . . . . . . . . . . . . . 95

7.2.1 Structured Random Features . . . . . . . . . . . . . . . . . . . . . 95

7.2.2 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

7.2.3 Computational complexity . . . . . . . . . . . . . . . . . . . . . . 96

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.3.1 Numerical study of convergence . . . . . . . . . . . . . . . . . . . 98

7.3.2 Chaotic system prediction . . . . . . . . . . . . . . . . . . . . . . . 100

7.3.3 Timing benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.4 Stability study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.4.1 Definition in Reservoir Computing and Recurrent Kernels . . . . 102

7.4.2 Error function activation . . . . . . . . . . . . . . . . . . . . . . . 103

7.4.3 Heaviside activation . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.4.4 Conclusion of this study . . . . . . . . . . . . . . . . . . . . . . . . 108

7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7.5.1 In Reservoir Computing . . . . . . . . . . . . . . . . . . . . . . . . 109

7.5.2 In deep learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7.5.3 For physical implementations of Reservoir Computing . . . . . . 110

8 General conclusion 111



VI CONTENTS

A Quick overview of other contributions 113
A.1 Variance optimization for deep imaging . . . . . . . . . . . . . . . . . . . 113
A.2 Spectral methods for ptychography . . . . . . . . . . . . . . . . . . . . . 115
A.3 Compressive Raman and matrix completion . . . . . . . . . . . . . . . . 115
A.4 Object and pupil recovery with phase-diversity . . . . . . . . . . . . . . 116
A.5 Studying autocorrelation imaging . . . . . . . . . . . . . . . . . . . . . . 118

B Phase Retrieval 121
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

B.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.1.3 History and applications . . . . . . . . . . . . . . . . . . . . . . . . 122

B.2 Different models to solve . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.3 Algorithms for Phase Retrieval . . . . . . . . . . . . . . . . . . . . . . . . 124

B.3.1 Alternating projections . . . . . . . . . . . . . . . . . . . . . . . . 124
B.3.2 Gradient-based techniques . . . . . . . . . . . . . . . . . . . . . . 125
B.3.3 Semidefinite relaxations . . . . . . . . . . . . . . . . . . . . . . . . 126
B.3.4 Bayesian techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 126

B.4 Spectral methods and recovery thresholds . . . . . . . . . . . . . . . . . 127
B.4.1 Intuition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
B.4.2 Optimal spectral methods . . . . . . . . . . . . . . . . . . . . . . . 128
B.4.3 Recovery thresholds . . . . . . . . . . . . . . . . . . . . . . . . . . 129

B.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

C Technical proofs 131
C.1 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . . . . . 131
C.2 Random projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
C.3 Random Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
C.4 Optical Random Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

D Optical RC implementation details 135
D.1 Sending an SLM image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
D.2 Reading the camera image . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
D.3 Training large-scale models . . . . . . . . . . . . . . . . . . . . . . . . . . 136
D.4 Driving the reservoirs with autonomous dynamics . . . . . . . . . . . . 136
D.5 Using batches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137



CHAPTER 1

General introduction

In this thesis, we investigate the interplay between complex media optics and non-
linear optimization algorithms. This work is divided in two halves of equal impor-
tance: computational imaging and optical computing. In this introduction, we give
an overview of the general background in both domains and emphasize the particu-
lar role of random matrix multiplication in both cases. This generic operation shuf-
fles information linearly in a neural network and is intimately linked with multiple
scattering in optics.

1.1 Random matrices in machine learning

1.1.1 Context

We live today in the information age. Technology has brought us a powerful tool
to communicate with others, get informed about the world, learn about new con-
cepts, or entertain ourselves. All these new possibilities only a few clicks away, avail-
able with unprecedented ease. The societal impact of digital technologies has been
demonstrated during the on-going public health crisis (as of 2020), when they offered
a precious way to stay connected with the world from the comfort of our homes. On
the other hand, these tools are also very powerful at analyzing large crowds of people
for governments and private companies. As we get more and more interconnected,
privacy and control of our digital lives become increasingly hard to protect. For better
or for worse, the momentum of this technological progress will only carry forward,
and it is important to study how it works to understand its potential and limits. Of
course, this limited research dissertation only studies a small facet of these complex
questions and paints a small part of this big picture.

It is important to introduce how computations are performed nowadays. At the
heart of this technological revolution lie small bits of information, a large number of
0s and 1s, manipulated and stored in our computers and smartphones. Our devices
contain very efficient electronic cards, with many small transistors performing logi-
cal operations on bits. The speed of the technological progress in the past 50 years
has been powered by the increasing capabilities of the computing hardware at our
disposal, embodied by the Moore’s law: the number of transistors on integrated cir-
cuits doubles about every two years [1]. Depicted in Fig. 1.1, this exponential growth
enabled the development of more and more sophisticated algorithms, and it also
contributed to the increase of memory capacity and the finer resolution of digital
sensors.

1
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Figure 1.1: An illustration of the Moore’s law. The number of transistors per electronic
board (or chip) has been doubling every two years since 1970. This exponential in-
crease in computing power has driven the progress of numerical technologies. Data
source: Wikipedia (Transistor count).

1.1.2 A brief history of Machine Learning

These very rapid technological advances are at the core of the Machine Learning rev-
olution. Already in the 50s, artificial neural networks have been proposed, with the
very first denominated the perceptron [2]. A lot of hopes were built around this ma-
chine, The New York Times describing it as "the embryo of an electronic computer
that [the Navy] expects will be able to walk, talk, see, write, reproduce itself and be
conscious of its existence." [3] Despite all these promises, its performance was lack-
luster at the time. Indeed, the computation capabilities were too limited back then
for the neural network to learn useful tasks. Research on artificial neural networks re-
mained confidential for several decades, even though some researchers still pursued
this idea. In 1989, Yann LeCun et al. developed a convolutional neural network to
recognize handwritten ZIP codes on mail letters [4], this preliminary study built the
foundations on which neural networks are built today.

An artificial neural network is composed of artificial neurons, connected together
to perform a certain task. Each neuron is a unit, that receives information from other
neurons, processes it with a non-linear function, and sends some information to
other neurons (see Fig. 1.2). They can be organized in a succession of layers (and
we call them in this case Deep Neural Networks), or interconnected with less struc-
ture (Recurrent Neural Networks) as shown in Fig. 1.3.

In 2012, the Machine Learning revolution began [5]. For the first time, a Deep
Neural Network outperformed by a large margin all the other computer vision al-
gorithms on the ImageNet competition (Fig. 1.4), challenging researchers to propose
algorithms for object recognition based on images [6]. This convolutional neural net-
work called AlexNet (Fig. 1.5) with 61 million parameters achieved an unprecedented
error rate, beating consistently the performance of traditional computer vision al-
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Figure 1.2: A biological and an artificial neuron. A biological neuron receives inputs
from other neurons in its dendrites and sends information to other neurons at the
end of its axon. The interconnection strengths between neurons are slowly modi-
fied for learning. An artificial neuron is a simplified model that receives an input x
with weights w and applies a non-linear function f to this linear combination. The
weights w are tunable to perform certain tasks.

Figure 1.3: Deep and Recurrent Neural Networks. Artificial neurons are used together
to form these neural networks. In Deep Neural Networks, the information is flow-
ing from layer to layer in a forward sequence. They are very popular today and are
used in most Machine Learning applications as they are well-suited for training with
iterative methods. With Recurrent Neural Networks, neurons are densely intercon-
nected without this feedforward structure. They are better suited for time-dependent
datasets, but training them remains a difficult challenge.
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Figure 1.4: Results from the ImageNet competition and the architecture of the Con-
volutional Neural Network AlexNet that won in 2012. The ImageNet dataset is a large-
scale image categorization challenge. We can see how the performance had reached
a plateau with conventional computer vision techniques and in orange how much
AlexNet improved the state-of-the-art performance in 2012.

Figure 1.5: Scheme of the Alexnet architecture. It is made of several convolutional
layers to extract features from the images, followed by fully-connected layers to per-
form the classification.

gorithms that were plateauing. Since then, there has been an exponential increase
in the numbers of research articles on this field called Deep Learning, and its ap-
plications have permeated the whole society [7]. Today, social networks use neural
networks to analyze images automatically, with human-like performance. It has for
example enabled the development of autonomous cars, that are able to make sense
of their surroundings [8].

1.1.3 Reasons for this success

The recent success of Machine Learning lies on three pillars that explain its surprising
performance.

An avalanche of data: Artificial neural networks require large datasets to train
and learn how to perform complex tasks. For example, the ImageNet 2012 challenge
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contained more than 14 million images of more than 20,000 categories, labeled using
a crowd-sourcing platform. With the availability of larger and better sensors, data has
become more and more abundant. For example, a connected car generates 25 GB of
data per hour of driving and an airplane 10 TB per 30 minutes of flight [9]. One then
needs algorithms to make senses of this tremendous amount of data.

Non-linear optimization: Neural networks have a large number of parameters
that need to be tuned in order to perform a particular task. These parameters are
trained using iterative algorithms [10]. Based on pairs of examples x with known
labels y , a loss function lw (x, y) parametrized by weights w is constructed and min-
imized using gradient-descent (Fig. 1.6): we compute the gradient (i.e. how slightly
changing each weights affect the loss function) and use it to refine the weights w .
This process is performed iteratively, and it hopefully converges towards an appro-
priate set of weights. It is important to note that this non-linear optimization is com-
plex and not fully understood. For example, it is difficult to tell if at the end of the
optimization process, the algorithm has found the optimal set of parameters (global
minimum of the loss function), as it can also be stuck in poor local minima or saddle
points. A lot of theoretical efforts have recently been gathered to analyze and study
this important problem. Understanding better the dynamics of gradient descent in
neural networks would help accelerate them and understand their limits.

Heavy computation: Neural networks are rather heavy models that operate on
large datasets. Hence, they need a high amount of computational power. Actually,
the algorithm developed in 2012 [5] was based on the same ideas as the CNN by
[4]. The novelty came from the efficient Graphics Processing Unit (GPU) optimiza-
tion they implemented based on the CUDA library. GPUs are specialized computing
hardware optimized for matrix operations (Fig. 1.6), that have initially been devel-
oped for video rendering, decoding, and encoding. They have found themselves very
useful for machine learning in the past decade. GPU clusters were used to train larger
and larger models, for example [11] used 800 GPUs at the same time. This raises im-
portant questions about the energy-efficiency of all these techniques, as these large
computational capabilities are out-of-reach of most academic institutions.

1.1.4 Introducing random matrices

Matrix multiplications play an important role in these models. To go from one layer
to the next in a neural network, we have to multiply by the weight matrix between
these layers. Large-scale matrix multiplications are common, and machine learn-
ing is at the interplay between well-understood linear models and simple element-
wise non-linearities in each neuron. For instance the last fully-connected layers of
AlexNet involve multiplications by matrices of size 9216 × 4096, 4096 × 4096, and
4096×1000. Each of these matrices contains millions of weights to be tuned during
training. As stated previously, this iterative training process is not well understood
and still the subject of intense study by the research community.

An alternative consists in fixing the weights randomly. This alternative present
interesting advantages because it makes the network faster to train, easier to ana-
lyze, and the network is still performing a generic non-linear operation on the in-
put data. There are many examples in machine learning where this choice has been
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Figure 1.6: Left: Gradient descent. To solve non-linear optimization problem, gra-
dient descent is an iterative technique using the gradient of the loss function to ob-
tain a descent direction. In complex non-linear optimization problems, several local
minima may be present and gradient descent may be stuck in one of them, depend-
ing on the initial starting point. Right: Comparison between a Central Processing
Unit (CPU) and a Graphics Processing Unit (GPU). A CPU is made of 2 to 16 versa-
tile cores. The GPU uses an array of smaller cores to enable more efficient parallel
computations.

made (Fig. 1.7). Already in 2001, H. Jaeger proposed to fix all the weights of a Re-
current Neural Network [12], as this class of network is known to be very difficult to
train [13], [14]. This proposal has inspired a lot of subsequent works and created a
whole field called Reservoir Computing that we will investigate more in detail in the
following [15]. These randomly-wired neural networks have been studied recently
and they approach state-of-the-art performance for certain tasks even compared to
Recurrent Neural Networks where all the weights are trained [16]–[18]. Interestingly,
randomly-wired Convolutional Neural Networks with very little training have also
shown surprisingly-good performance for denoising, super-resolution and inpaint-
ing [19], an approach which has been applied to computational imaging [20], [21].

Random Features were proposed by [22]. In this feedforward architecture with
two-layers that we will study in depth later, the first layer is fixed while the second is
trained. This specific class of algorithms has attracted quite a lot of attention with [23]
and [24]. As Random Features can be seen as a linear model trained on a non-linear
transformation of the input data, they have profound links with kernel methods [25].
They provide evidence that high-dimensionality and non-linearities may be more
important than the exact weight values.

Interestingly, it is possible to perform large scale multiplications by random ma-
trices in optics, obtained whenever light propagates in a complex material. We lever-
age this potential to implement optically such neural networks with random weights
[26]–[28]. This optical computing strategy is fast and energy-efficient, but at the cost
of noise and a preprocessing step that is mandatory for the input data. This line
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Figure 1.7: Randomized Neural Networks. Left: Random Features is an example of
a feedforward architure with fixed random weights, only the second layer is trained.
Right: Reservoir Computing represents a simplified model for Recurrent Neural Net-
works. All the internal weights are fixed and only the output weights are trained with
a simple linear regression.

of development is pushed by LightOn, a company cofounded by my two PhD co-
supervisors.

Using random weight matrices also helps us understand what happens in the
large size limit [29], [30]. Whereas there are not many mathematical tools available
to tackle general non-linear optimization problems, there exists a whole field called
Random Matrix Theory describing the properties of these random matrices when
their size grows large. Powerful theorems characterize how fast properties of random
matrices converge towards their expectation value, and it will be a valuable tool to
derive rigorous results on non-linear optimization models.

Hence, I will show in this thesis how this link between random matrices and ma-
chine learning can bear fruitful insights on the behavior of large neural networks.

1.2 Random matrices with optical scattering

1.2.1 Linear optics

Random matrices can also play an important role in optics. To introduce how one
may encounter a random matrix, let us introduce first the basics of linear optics. In
classical optics, light propagation is fundamentally described the Maxwell’s equa-
tions, from which can be derived how electric and magnetic fields propagate. Ne-
glecting for simplicity the magnetic component (coupled with the electric field), the
broadband nature of light (assuming that we have a monochromatic laser) and po-
larization (that adds another degree of freedom), we focus here on the electric field
propagation.

In any given plane, be it the one of a camera, or a biological slide to look under a
microscope, it is described by a complex-valued field. This field propagates, and any
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propagation can be modeled by a linear operator, i.e. a linear matrix multiplication
applied on the electric field [31]. This linear model is valid for free-space propaga-
tion, through lenses, or even more complex optical elements, as long as there is no
non-linear phenomenon.

For example, a lens performs a Fourier transform: a plane wave, after passing
through a lens, converges to a point in the focal plane of the lens (Fig. 1.8). With
two lenses, one can image objects on a different plane, the principle behind micro-
scopes and telescopes. Free-space propagation may even be described as a linear
transform using the Rayleigh-Sommerfeld convolution integral [31]. Non-linearities
might happen with events such as inelastic scattering, specific non-linear elements
or when the optical power is high [32], but in this study we will stay in the regime of
linear optics.

1.2.2 Propagation through complex scattering media

In real life, one may encounter many optical media more complex than a lens: fog,
milk, or white paint on a wall. In all cases, a thermodynamic number (i.e. of the order
of the Avogadro constant NA ∼ 1023) of refractive index inhomogeneities are present
at apparently random positions and they scatter (i.e. deviate) light (Fig. 1.9). A co-
herent beam of light will therefore propagate through this kind of media along many
different optical paths, resulting in an intricate figure of random interferences, also
called a speckle pattern [33] (Fig. 1.10). Other more exotic but still important cases
are opaque biological tissues (skin, bones, and brain tissue for example) and multi-
mode fibers (fibers with large cores, where input modes are mixed as they propagate).
Propagation through such complex media is impossible to describe completely, but
it can still be modeled by a linear operator that connects the ingoing and outgoing
waves [34], [35].

This so-called Transmission Matrix (TM) can be experimentally measured to char-
acterize light propagation in such a complex medium. A proof-of-concept experi-
ment was performed in 2010 [36], and it opened up new possibilities for imaging
through complex media. This Transmission Matrix characterizes light propagation
through a particular realization of disorder. As long as the medium is static, it will
perform this deterministic transform that links the electric field at an input plane to
the one at an output plane.

A Transmission Matrix can be considered random, as it depends on the positions
of the different inhomogeneities in a complex medium. To discuss in more detail this
essential point, the complete scattering matrix of the medium (describing both for-
ward and backward scattering) is unitary thanks to energy conservation, with many
non-trivial properties (open modes, correlations) described by mesoscopic physics
[35]. However, we only consider a subsampled version of the Scattering Matrix, the
Transmission Matrix, which does not account for backward scattering. Moreover, the
camera has a finite area and does not collect all the transmitted modes. As such,
a complex scattering medium performs a multiplication by a random matrix where
each element is drawn according to a complex Gaussian distribution. This is remi-
niscent of the random matrices encountered in machine learning.
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Figure 1.8: Linearity of electric wave propagation. Top left: Light propagation
through a lens can be modeled by a Fourier transform. F denotes the Discrete Fourier
Transform matrix. Bottom left: Propagation through two conjugated lenses is often
used for imaging. Top right: Free-space propagation is also a linear operation, the
explicit matricial formulation Fresnel diffraction. Bottom right: Propagation through
complex media remains linear, and this time, we will model it by a dense random
Transmission Matrix H .

Figure 1.9: Multiple light scattering. Left: In complex heterogeneous media, light
does not propagate in a straight line but is scattered by refractive index inhomo-
geneities. Right: There are many examples of this multiple light scattering in our
daily life, for example fog, biological tissue, or multimode fibers.
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Figure 1.10: The Transmission Matrix. Left: A speckle pattern image resulting from
the complex interference pattern generated after multiple light scattering. Middle:
An example of a Transmission Matrix, a large-dimensional random matrix. Right:
The singular value distribution of the Transmission Matrix follows the quarter-circle
law, which is a classical result with random matrices.

1.2.3 Efficient large-dimensional hardware in optics

To continue the parallel with machine learning that has been enabled by the effi-
ciency of GPU for vectorized computations, recent advances in optics were enabled
by the development of more and more powerful hardware in optics. Most experimen-
tal designs that will be presented are quite simple, but they rely on two important
components: a Spatial Light Modulator and a camera. The Spatial Light Modulator
imprints a digital image on an electric field, and the camera measures the intensity
of the electric field in a different plane, typically after propagation through a com-
plex medium. They are the interface between the optical domain and a computer
operating in the electronic domain.

Spatial Light Modulators (SLMs) can typically be associated with display devices
in our everyday life (Fig. 1.11):

• Computer Screens are based on the Liquid Crystal technology. With an ap-
propriate set of polarizers, Liquid Crystals can modulate the amplitude or the
phase of the electric field, depending on the applied voltage. Liquid Crystals on
Silicon (LCoS) SLMs enables a precise high-resolution modulation of any elec-
tric field, but they are relatively slow for our demanding applications, as they
can display on the order of 100 images per second.

• Videoprojectors use a Digital Micromirror Device (DMD). It is made of an array
of micromirrors with two different orientations, that can be flipped on or off.
They are very fast as their operating frequency exceeds 20 kHz, but only allow
a binary amplitude modulation.

These two technologies are quite inexpensive nowadays, especially DMDs, as they
have been pushed forward by the consumer market. For the same reason, their reso-
lution is remarkable as they typically have millions of pixels. There also exists optical
microelectromechanical systems (MEMs) with deformable mirrors, that were devel-
oped for adaptive optics. These enable phase modulation at high speed, but are quite
expensive and have a limited number of pixels (∼ 103).
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Figure 1.11: Comparison of different SLM technologies. A Liquid-Crystal SLM is able
to modulate the phase of the electric field with high resolution but limited speed. On
the other hand, a Digital Micromirror Device is quite fast and still has a high resolu-
tion, but it can only generate binary images. This is due to the underlying technology
based on micromirrors, that can be mechanically turned on or off depending on their
orientations.

In a similar vein, cameras also offer high-quality high-resolution sensors. To con-
vert photons into electric charges, two strategies exist with CCD or CMOS cameras.
They produce Megapixel images that contain a considerable amount of information.
In recent years, cameras have been considerably developed improving both resolu-
tion, miniaturization, and photon efficiency (being able to capture images in low-
light settings). It is also common nowadays to pair these sensors with algorithms,
and we will show how to design them in the challenging context of multiple light
scattering.

In the end, the Transmission Matrix links the electric field displayed at the SLM
plane (the input plane), to the electric field at the camera plane (the output plane).
It connects a high-dimensional (∼ 106) input to a high-dimensional output, which
makes it an attractive topic of research in this information age. In the presence of a
complex scattering medium, modes are mixed and the overall TM can be considered
random.

1.2.4 Applications

The study of light propagation through complex media has found a number of appli-
cations:

• Biological imaging: Performing deep in-vivo imaging would allow the obser-
vation of cells deep inside a living animal. For example, it makes possible



12 CHAPTER 1. GENERAL INTRODUCTION

to look at neurons from the inner regions of the brain of mice [37]. In these
cases, scattering prevents conventional microscopy techniques and needs to
be countered [38], [39].

• Optical computing: As any scattering medium realizes a multiplication by a
fixed random matrix, it can be leveraged to perform large-scale computations
for randomly-wired neural networks [26]–[28].

• Fiber communication: Optical fibers are commonly used to transmit data over
long distances. Characterizing how modes are mixed in a multimode fiber
could increase the bandwidth of these optical fibers by multiplexing informa-
tion, important for communication [40]–[42] and imaging [43].

• Quantum information: One may send entangled photons through multimode
fibers and take advantage of their complexity to perform an arbitrary linear
operator [44], [45].

• Non-line-of-sight imaging: This recent field of research studies how to spy a
room occluded from direct sight, looking at the light scattered on a wall reach-
ing our detector [46], [47].

In this work, we will focus on the first two points.

1.3 At the intersection of these two fields

Our goal here is to show how the interplay between complex media optics and large-
scale computations in machine learning provides interesting insights in both do-
mains. The leitmotiv throughout this thesis will be the presence of random matrices,
that we will experimentally measure, characterize their singular value distribution,
design machine learning algorithms around them, or compute asymptotic limits of
some quantities based on their probabilistic nature.

In computational imaging, one wants to see through or inside complex media.
SLMs and cameras are powerful tools to do so, and we design algorithms to retrieve
images. We want to invert the random matrix multiplication performed by the com-
plex medium. This operation needs to be performed non-invasively, which is an im-
portant constraint for in-vivo applications. We will discuss how to solve a generic
phase retrieval problem, measure transmission matrices non-invasively, and distin-
guish targets by looking at the singular value distribution of a random matrix.

In optical computing, one wants to accelerate machine learning computation us-
ing optics. Random weight matrices are present in many neural networks, and are
typically associated with expensive large-scale computations. We want to accelerate
the random matrix multiplication using a complex medium. We will discuss how
to accelerate both feedforward and recurrent neural networks with optics, make the
link with kernel methods, and compare this optical computing strategy with current
CPUs and GPUs. As optics allow us to scale to large dimensions, we will also pro-
vide in the end an interesting theoretical result for recurrent neural networks, where
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Figure 1.12: Computational imaging vs optical computing. In computational imag-
ing, we measure the result of the complex light propagation and would like to image
an object deep inside the scattering medium. With optical computing, we accelerate
the random matrix multiplication using optics, using the measured output in ma-
chine learning algorithms.

we directly perform computation on the asymptotic limit of an infinite-size neural
network, without optics.

In a nutshell, we investigate how information is transformed by a multiplication
by a large random matrix (Fig. 1.12). Even though they share many common ideas,
both parts are independent and can be read separately. An emphasis will be put on
the theoretical and computational insights brought by these studies, rather than the
experimental procedure of the optical implementations.

1.4 Personal contributions

As presented in this introduction, the research performed during this PhD lies at the
intersection of two fields, between two groups studying complex media optics and
statistical physics for machine learning. It has resulted in the production of 12 peer-
reviewed journal articles and proceedings.
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1.4.1 Optical Machine learning

The main project of the PhD was initially the exploration of our optical comput-
ing implementation for machine learning, and in particular the framework of Reser-
voir Computing. Optical computing to accelerate machine learning is a blooming
field: convolutional neural networks have been implemented optically on integrated
nanophotonic circuits [48] or in free-space [49], building on early pioneering works
in the 90s [50], [51].

Our work takes the original approach of exploring how to use multiple light scat-
tering for optical computing. Compared to the previous approaches and to other
physical implementations of Reservoir Computing [52], [53], our approach scales
better to very large network sizes, up to 105 [27]. Thus, we obtain a system that be-
comes competitive with electronics at these very large sizes.

However, the promises of this scientific endeavor need to be balanced by also pre-
senting the challenges encountered in analog computing. Encoding digital informa-
tion in the analog domain, communication bandwidth between devices, and noise
robustness remain unavoidable questions to tackle in optical computing. Moreover,
our approach that makes it possible to generate very large networks has inspired
a surprisingly successful theoretical work. We show that similar gains can be ob-
tained without optics, by applying Random Features acceleration schemes to Reser-
voir Computing.

In the end, the presented work exhibits both an effort towards high-performance
optical computing and an acceleration strategy without optics to nuance the previ-
ous claim. While promising, optical computing still needs further improvements be-
fore it overtakes electronics on specific operations. All this line of work is presented
in Chapter 6 with more technical details in Appendix D.

• [27] J. Dong, S. Gigan, F. Krzakala, G. Wainrib (2018). Scaling up Echo-State
Networks with multiple light scattering . In 2018 IEEE Statistical Signal Pro-
cessing Workshop (SSP) (pp. 448-452). IEEE.
This work demonstrated the proof-of-concept of using multiple light scattering
to perform large-dimensional Reservoir Computing. Personal contributions: de-
sign, code, data production, writing.

• [28] J. Dong, M. Rafayelyan, F. Krzakala, S. Gigan (2019). Optical Reservoir
Computing using multiple light scattering for chaotic systems prediction. IEEE
Journal of Selected Topics in Quantum Electronics, 26(1), 1-12.
This work compared different modulation technologies and proposed a model
for the encoding step on the SLM to improve performance. Personal contribu-
tions: idea, theory, code, data production, writing.

• [54] M. Rafayelyan, J. Dong, Y. Tan, F. Krzakala, S. Gigan (2020). Large-Scale
Optical Reservoir Computing for Spatiotemporal Chaotic Systems Prediction.
arXiv preprint arXiv:2001.09131.
This work pushed the limit of this optical implementation Reservoir Computing
to reproduce the latest Reservoir Computing achievements. Personal contribu-
tions: initial experiment, code, review.
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Two more theoretical works study the asymptotic limit of Optical Random Fea-
tures and Reservoir Computing :

• [55] R. Ohana, J. Wacker, J. Dong, S. Marmin, F. Krzakala, M. Filippone, L. Daudet
(2019). Kernel computations from large-scale random features obtained by
Optical Processing Units. IEEE ICASSP 2020.
This work studies the kernel limit of the random features obtained optically and
applies it to Transfer Learning. Personal contributions: idea, theory, writing,
review. Presented in Chapter 5.

• [56] J. Dong*, R. Ohana*, M. Rafayelyan, F. Krzakala (2020) (* = equal contri-
bution). Reservoir Computing meets Recurrent Kernels and Structured Trans-
forms. arXiv preprint arXiv:2006.07310.
This work studies the recurrent kernel limit of Reservoir Computing. Personal
contributions: idea, theory, code, data production, writing. Presented in Chap-
ter 7.

1.4.2 Computational imaging

As part of the daily discussions in a research group, we have also proposed new algo-
rithms and experimental designs for the field of computational imaging in general,
and imaging through complex media in particular. Most of the research presented
here result from collaborations with other researchers, where I contributed mostly in
the mathematical model and the algorithmic reconstruction.

We show how the recent developments in non-linear optimization can help us
reconstruct objects in challenging settings, either because they are hidden inside a
scattering medium or because measurements are few. Phase Retrieval and low-rank
matrix factorization are the two main algorithmic tools in these studies, to provide
a well-understood and robust reconstruction. To put it in perspective, there is no
deep neural network here, even though they represent a very trendy and promising
direction for computational imaging.

The exploration in complex media imaging includes the following work:

• [57] T. Wu, J. Dong, X. Shao, S. Gigan (2017). Imaging through a thin scattering
layer and jointly retrieving the point-spread-function using phase-diversity.
Optics Express, 25(22), 27182-27194.
This work jointly retrieves a hidden object and the optical system Point-Spread
Function (PSF), based on a phase retrieval algorithm applied on a stack of im-
ages retrieved by translating the camera. Personal contributions: design, review.
More details in Appendix A.

• [58] J. Dong, F. Krzakala, S. Gigan (2019). Spectral Method for Multiplexed
Phase Retrieval and Application in Optical Imaging in Complex Media. In
ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP) (pp. 4963-4967). IEEE.
This work proposes a spectral method (based on the eigenvalue decomposition
of a particular matrix) to retrieve information in deep fluorescence microscopy
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with a single-pixel camera. Personal contributions: design, experiment, code,
data production, writing. Presented in Chapter 3.

• [59] A. Boniface, B. Blochet, J. Dong, S. Gigan (2019). Non-invasive light focus-
ing in scattering media using speckle variance optimization. Optica Vol. 6,
Issue 11, pp. 1381-1385.
This work introduces a simple optimization procedure to focus light in deep flu-
orescence microscopy. Personal contributions: theory, review. More details in
Appendix A.

• [60] A. Boniface, J. Dong, S. Gigan (2020). Non-invasive focusing and imaging
in scattering media with a fluorescence-based transmission matrix. Nature
Communications (accepted, in press).
This work introduces a double Transmission Matrix recovery involving matrix
factorization and phase retrieval, to image complex fluorescent objects in scat-
tering media. Personal contributions: idea, code, review. Presented in Chapter
4.

• [61] T. Wu, J. Dong, S. Gigan (2020). Non-invasive single-shot recovery of point-
spread function of a memory effect based scattering imaging system. Optics
Letters (accepted, in press).
This work shows how to recover the PSF of a complex optical system in a single-
shot, based on the autocorrelation imaging technique and the statistical proper-
ties of the speckle. Personal contributions: idea, discussion, review. More details
in Appendix A.

Other directions not involving any complex medium were also explored, to im-
prove the algorithmic reconstruction process in Raman imaging and ptychography:

• [62] F. Soldevila, J. Dong, E. Tajahuerce, S. Gigan, H. B. de Aguiar (2019). Fast
compressive Raman bio-imaging via matrix completion. Optica, 6(3), 341-
346.
This work uses a matrix factorization algorithm for a Raman microscope, to
compress the amount of collected data and reduce acquisition time. Personal
contributions: idea, discussion, review. More details in Appendix A. Featured
inhttps://www.sciencedaily.com/releases/2019/03/190314101323.htm

• [63] L. Valzania*, J. Dong*, S. Gigan (2020) (* = equal contribution). Accel-
erating ptychographic reconstructions using spectral initializations. arXiv
preprint arXiv:2007.14139.
This work applies the spectral method to accelerate the phase retrieval recon-
struction of ptychography, with a demonstration on THz ptychography. Personal
contributions: idea, code, writing, review. More details in Appendix A.

1.4.3 Outline

For a balanced and coherent presentation of these works, a particular emphasis will
be put on projects involving random matrices, both in computational imaging and

https://www.sciencedaily.com/releases/2019/03/190314101323.htm
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optical computing. It will naturally be split in two halfs that can be read separately. A
roadmap of the thesis is given in Figure 1.13.

Figure 1.13: Outline of this thesis. Introductory chapters are in grey, computational
imaging contributions in green, and machine learning contributions in blue.

In the computational imaging half, we will see how to model, analyze, and solve
complex optical systems for deep fluorescence microscopy. After a specific intro-
duction on non-invasive deep imaging in Chapter 2, we will present first a variant of
Phase Retrieval, a canonical problem in computational imaging, and how to solve it
looking at a particular eigenvalue-eigenvector decomposition. Then we will intro-
duce a double Transmission Matrix approach to completely characterize the scatter-
ing process in a thick sample to image, in and out of the sample. The two matrices
will be recovered with phase retrieval and low-rank factorization algorithms. Other
contributions in computational imaging and a more detailed description of the very
diverse techniques proposed to solve the Phase Retrieval problem are provided in the
appendix.

In the machine learning half, we will show how to leverage the random matrix
multiplication in optics and accelerate the computation of randomly-wired neural
networks. In Chapter 5, we will introduce the general principle and its application
in feedforward architectures, while the two following chapters are focused on Re-
current Neural Networks and a subclass with fixed internal weights called Reservoir
Computing. Chapter 6 presents our optical implementation of Reservoir Computing
and Chapter 7 how to accelerate Reservoir Computing even without optics. In the
appendix are detailed a few technical proofs of theorems mentioned in the main text
and how to successfully train a Optical Reservoir Computing implementation.
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CHAPTER 2

Wavefront shaping for fluorescence
microscopy

2.1 A quick overview of imaging

2.1.1 From measurements to images

In physics, waves carry information as they propagate. One may measure them in
order to sense distant objects. Actually, two of our senses are based on this simple
principle: our eyes measure electromagnetic waves in the optical domain, while our
ears measure acoustic waves (pressure oscillations) that propagate in the air. Many
other kinds of waves exist and are used to sense our world: x-rays are typically used
in hospital scanners to observe bone structure, electrons (which are particles and
waves at the same time thanks to quantum mechanics) are used nowadays to probe
the shape of viruses or proteins [64], and even gravitational waves have been detected
coming from the spectacular event of two black holes merging into one [65]. Simply
put, all these waves can be described with the same physical equations, the main
difference being their frequency.

Sometimes, the raw measurements of a sensor may be difficult to interpret. Imag-
ing corresponds to the process that forms an image from these unpolished measure-
ments. It is very valuable, as our eyes are very sharp tools to analyze these images
and understand the world, but are somehow limited to a narrow spectral domain
with a given frame rate and resolution. In a conventional camera, each pixel detects
light from a different region of space and, put together, their responses form an im-
age. Other imaging modalities are also possible, for example radars reconstruct an
image from the echoes of short pulses they send. For a more recent example, the
first image of a black hole, reconstructed from observations of telescopes all around
the globe [66], gathered a lot of public attention and allowed researchers to verify
their cosmological models. We will exhibit other exotic ways to recombine the raw
measurements of the sensors in order to retrieve an image, to be used in challenging
imaging situations.

2.1.2 The trade-off between resolution and penetration depth

In this work, we focus on imaging biological systems. For such applications, two
notions are going to be useful:

• Resolution describes the smallest size of a detail that can be imaged with a
given imaging system. The finer the resolution the more powerful the corre-
sponding imaging system as it can resolve very small details of an object.
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Figure 2.1: The trade-off between resolution and penetration depth. MP: multipho-
ton microscopy, OCT: Optical Coherence Tomography, PAT: Photoacoustic tomogra-
phy, CT: Computed Tomography, MRI: Magnetic Resonance Imaging, US: ultrasound
imaging. (Image from [68])

• Penetration depth describes how deep imaging remains possible. As light prop-
agates through biological tissue, it gets scattered on inhomogeneities, its di-
rection of propagation changes randomly, and imaging is not possible beyond
a certain depth. Of course, this penetration depth depends on the imaging
modality and the type of sample to study.

Several other quantities are required to describe an imaging modality, namely speed
(important to image very fast objects or phenomena) or contrast mechanism (the
physical phenomenon that generates or modifies wave propagation, that can then
be detected for imaging, like absorption, phase, or fluorescence).

Magnetic Resonance Imaging (MRI) and X-ray Coherent Tomography (x-ray CT)
are commonplace in hospitals to look inside the human body. They have the advan-
tage of a very long penetration depth (∼ 1 m), at the expense of a limited resolution,
of the order of 1 millimeter, preventing the observation of single cells. Optical mi-
croscopes offer a much better resolution, resolving details below 1 micron, but their
penetration depth is limited. For example, in brain tissue, penetration depth is of the
order of one-tenth of a millimeter or 100 microns. Other techniques exist like Opti-
cal Coherence Tomography (OCT, to increase penetration depth) [67] or electron mi-
croscopy (to resolve very fine molecular structure) [64], but with current techniques
there is a universal trade-off between resolution and penetration depth [68].
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Figure 2.2: Fluorescence microscopy. Left: Scheme of the energy bands of a fluores-
cent molecule. An excitation beam excites the particle that fluoresces at a different
wavelength. Right: The epifluorescence configuration. An excitation beam from a
laser is sent on a sample to image, the fluorescence is collected from the same side of
the sample using a dichroic mirror (DM).

2.1.3 Fluorescence microscopy

We will focus here on fluorescence microscopy [69] which is now widely used to
probe the realms of biological systems. This technique uses the fluorescent light
emitted by specific proteins, to form images of biological cells. Thanks to genetic
engineering, these proteins can be only expressed in targeted types of cells, which
makes fluorescence microscopy a very valuable tool to image with a specific con-
trast mechanism. For example, it has been used extensively to produce "brainbow"
images [70], images of the brain in which individual neurons can be distinguished
from their neighbors. Fluorescent proteins need to be excited with a laser at a given
wavelength, and they reemit light at other wavelengths.

To image them, we typically use a conventional microscope in combination with
a few specific filters. To increase their penetration depth beyond the limit of standard
microscopy would enable new possibilities that are out of reach of other modalities,
like functional imaging of deep regions inside the brain of alive animal. In a nutshell,
fluorescence microscopy thanks to its contrast, speed, resolution and specificity is an
inescapable tool in life science. Nevertheless, as any optical technique, it is limited
to image transparent sample or only at shallow depth, because of light scattering.



22 CHAPTER 2. WAVEFRONT SHAPING FOR FLUORESCENCE MICROSCOPY

2.2 Wavefront shaping to counteract scattering

2.2.1 Focusing with optimization

For deep fluorescence imaging, we thus need to overcome the problem of optical
scattering. Several strategies have already been proposed to push the penetration
depth limit. For example, combining optics with acoustics represents a promising
road, as acoustic waves offer a much higher penetration depth, via acousto-optics
[71] or photo-acoustics [72] (techniques that send or detect acoustic waves). How-
ever, their resolution is limited to about a millimeter due to the long wavelength of
these acoustic waves. One may also use non-linear fluorescence [73], and this tech-
nique has actually already been used for deep brain imaging with mice, but it requires
an expensive apparatus to send laser pulses on the sample.

In this work, we restrict ourselves to linear fluorescence and make the deliberate
choice to focus on computational techniques to reconstruct images. The complex
propagation from the SLM plane to the camera plane is modeled by a Transmission
Matrix T and the camera measures the intensity of the electric field:

I out = |T E in|2 (2.1)

We will begin our discussion of optical scattering with a fundamental experiment
that demonstrates the basic concepts and tools that will be developed later. Follow-
ing the landmark experiment of [74], we place a Spatial Light Modulator (SLM) before
the complex medium and a camera after. To counteract scattering, one may want to
make the complex medium act like a lens; when we shine a plane wave on a lens,
it focuses light onto a single point. Here, it is possible to shape the phase profile of
the incoming wavefront to focus light. This experiment is the very first proof that
wavefront shaping with a large number of modes is able to counteract scattering.

Let us choose an arbitrary camera pixel with index k to focus on. The intensity on
this pixel is:

I out
k = |T k E in|2 (2.2)

where T k is the k-th row of T . Initially, the wavefront on the SLM is also arbitrary
and the camera collects a random speckle image. We then use a simple optimization
procedure. We choose one mode (or SLM pixel) indexed by j , and modulate its phase
φ j from 0 to 2π. As this is an interference with a static reference, it will modulate
sinusoidally the intensity at the pixel of interest k, as can be proven after isolating the
contribution of this mode:

I out
k (φ j ) = |E out

/ j +T k
j e iφ j |2 (2.3)

= |E out
/ j |2 +|T k

j |2 +2|E out
/ j T k

j |cos(φ j −α) (2.4)

where E out
/ j corresponds to the contribution to the output field of all the other modes

with phase arg(E out
/ j ) = α, and T k

j is the component of T k corresponding to the par-
ticular mode j .

We fix the phase φi to the value α maximizing I out
k (φi ), before moving to the next

mode i +1. The intensity at the chosen pixel increases iteration after iteration, and
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Figure 2.3: Canonical setup for wavefront shaping in complex media. Light from a
laser is sent on a Spatial Light Modulator onto a scattering medium, a camera detects
the output intensity. Playing with the incident wavefront with the SLM, it is possible
to reverse the effect of scattering.

after a while, we obtain a sharp focal spot where intensity is much higher than the
background speckle. This technique is an example of wavefront shaping, where the
wavefront is shaped to counteract the effect of a complex or imperfect imaging sys-
tem. Historically, wavefront shaping first appeared in adaptive optics methods for
astronomy, where a deformable mirror is used to compensate the aberrrations intro-
duced by the atmosphere.

A metric to quantify the quality of this focusing experiment is the Signal-to-Background
Ratio (SBR). To compute it, we divide the intensity at the focal spot by the initial
speckle intensity. This Signal-to-Background Ratio is proportional to the number of
modes that are controlled with the SLM, assuming the complex material is mixing a
much higher number of modes.

Recently, an experiment pushed this optimization strategy to millions of modes,
achieving enhancement ratios in the hundred thousands [75]. This demonstrates the
large number of modes in a typical complex scattering medium and the very large di-
mensionality of the operation performed optically. Furthermore, this optimization
procedure is also possible for fluorescence microscopy, when a single fluorescent
target is present inside the scattering medium. By maximizing the total recorded
fluorescence intensity, we will also maximize the amount of excitation light onto the
target and focus on it.

2.2.2 Imaging with the memory effect

Focusing light does not form an image but at least it constrains the signal to come
from a single spatial position. To recover an image, one needs to retrieve information
on different spatial positions. An interesting property towards imaging is the memory
effect. Even though scattering is complex, some correlations may still be present. For
instance, after the previous optimization for focusing, tilting slightly the obtained
wavefront (i.e. adding a phase ramp to the field, the phase of an off-axis plane wave)
shifts the position of the focus away from the medium. More generally, the same
operation on any incident wavefront shifts the speckle observed on the camera. This
happens only in a limited range, that is the memory effect, and washes out beyond it
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Figure 2.4: Focusing on a single point with an optimization strategy.
Top row: Optimization of a single mode. The intensity in one pixel (in red) varies with
a sinusoidal law with the phase modulation. We observe a speckle because it results
from a random interference pattern, contributions from each mode (in blue) have a
random phase.
Bottom row: Focusing light after optimization. From left to right: The wavefront on
the SLM after optimization, the corresponding camera image, the increase in inten-
sity during optimization at the pixel of interest, optimization creates a constructive
interference at the focus point.
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Figure 2.5: Retrieving images with the memory effect. One first needs to focus light
to a single point, then this focus can be scanned around the focus position by tilting
the incident wavefront using the SLM. This is possible in a limited region around the
focus position, the memory effect range.

[76], [77]. As the thickness of the complex medium increases, these correlations are
reduced, and the memory effect range diminishes which limits the imaging field-of-
view.

Nevertheless, this residual correlation is still present in practice and it has already
been used for deep brain imaging. For example, one can focus excitation light inside
a complex medium and raster scan a region around this focus by tilting the wavefront
[78]. The measured fluorescence intensity will thus provide us information about the
density of fluorescent molecules at each position of the focus, enabling the recon-
struction of an image. However, as we lose the focus when we go out of the memory
effect range, the achievable field-of-view is limited, and this is an important limita-
tion in practice to overcome.

2.2.3 Transmission Matrix measurement

The previous technique is limited to the neighborhood of one camera pixel. To ex-
tend wavefront shaping to multiple output pixels, we can rather measure the Trans-
mission Matrix (TM) of the complex optical system. Already introduced in the intro-
ductory chapter, the TM defines the linear operator that describes the electric field
propagation from the SLM plane to the camera plane [36]. To measure it, one can
send a basis of input vectors on the SLM and measure the corresponding camera
images.

However, it is important to note that cameras only record intensities, i.e. the am-
plitude square of a complex-valued electric field (see Eq. (2.1)). Since a complex
number is typically described by its amplitude and phase, phase information is lost
although it is important in certain imaging settings. To solve this problem, one may
use a reference wave (external or internal) and send for each input mode multiple
images with different phase shifts. Using the interferences with the reference, one
can derive the expressions to retrieve the original phase and reconstruct the Trans-
mission Matrix.

Let us describe how to find the Transmission Matrix column T j ∈Cd correspond-
ing to one mode j . Assuming the reference field (internal or external) is E ref ∈ RD+ is
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real positive, we send K images with regular phase shifts (generalizing the formulas
for K = 4 from [36]):

I k = |E ref +T j e2i kπ/K |2 (2.5)

=
(
E ref

)2 +|T j |2 +2E ref|T j |cos

(
α j + 2i kπ

K

)
(2.6)

The modulus |T j | and phase α j = arg(T j ) are retrieved with:
|T j |2 = 1

2K (E ref)2

∑
k
(
Ik − 1

K

∑
l Il

)2

cosα j = 1
K E ref|T j |

∑
k I k cos

(
2i kπ

K

)
sinα j = 1

K E ref|T j |
∑

k I k sin
(

2i kπ
K

) (2.7)

The previous equations are obtained by developing the right-hand side with trigono-
metric identities, using in particular the following one, valid for all α j ∈ [0,2π]:

1

K

∑
k

cos2
(
α j + 2i kπ

K

)
= 1

2
(2.8)

2.2.4 Focusing light using phase conjugation

The knowledge of the TM enables us to focus light on every camera pixel very easily.
Thanks to multiple scattering, each component of the TM is drawn following a com-
plex gaussian distribution. The intensity at a camera pixel k with a flat wavefront
E in = 1 is:

I k =
∣∣∣∣∣∑

j
T k

j

∣∣∣∣∣
2

(2.9)

Thus a speckle corresponds to a random interference between many phasors T k
j with

random amplitude and phase.
Focusing light on this pixel is very simple: the phase of each SLM pixel φ j is set to

−argT k
j . This method called phase conjugation aligns all the phasors on the real axis

to obtain a maximally constructive interference, as shown in Fig. 2.2.1:

I k
max =

(∑
j

∣∣∣T k
j

∣∣∣)2

(2.10)

Compared to the previous optimization technique, phase conjugation allows to
focus on all the camera pixel one by one, whereas we would need to reoptimize for
each new focus position. The Transmission Matrix measurement is a powerful and
comprehensive tool to characterize the scattering process in a complex optical ma-
terial.

We would like to mention that phase conjugation is an example of phase-constrained
optimizations: how to optimize a certain metric (I k here) knowing that E in is a phase-
only vector with constant amplitude. In wavefront shaping, other optimization met-
rics have been studied such as the total intensity in a region [79], the distribution of
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intensities [80], or how to obtain a given intensity image on the camera [36]. Con-
strained optimization may exhibit interesting and non-trivial results: for example
with a ±1 constraint, we know that minimizing the energy of a spin-glass configura-
tion is an NP hard problem.

2.3 Towards non-invasive fluorescence imaging

Even though these historical experiments demonstrate important concepts about
how to understand and work with complex scattering media, they are not suited
for non-invasive imaging. In both the optimization and TM measurement experi-
ments, the SLM and camera are at both sides of the scattering medium. However,
in real-life settings, we would like to image objects hidden behind or inside a scat-
tering medium. As such, we only have access to one side of the complex medium.
This makes the problem more challenging and for instance, no transmission matri-
ces have been measured beforehand in a non-invasive setting.

2.3.1 The epi-fluorescence configuration

We will thus stick with the well-established epi-fluorescence configuration. In this
scheme, the excitation beam coming from a laser arrives on the thick biological sam-
ple to image, it excites some fluorescent molecules that reemit fluorescent light at
other wavelengths, imaged on a sensor using a dichroic mirror (reflecting one wave-
length and transmitting another). The sensor can be a bucket detector, or single-
pixel camera which provides very sensitive measurements for low-intensity signals,
or a conventional high-resolution camera. On top of this conventional setting, we in-
troduce an LCoS SLM to perform wavefront shaping on the excitation beam. Hence,
in this epi-fluorescence configuration, both the SLM and the sensor are on the same
side of the scattering medium.

This defines an interesting computational problem. We know what phase pattern
is displayed on the SLM, as we control it, we know what is the camera image, as we
measure it. These are the information to work with, and from them, we would like
to characterize the scattering medium in order to image a fluorescent object hidden
behind. Hence we know the input and the output of our optical system, and would
like to recover information about what happens in the black box in the middle. As
we will show later, this inverse problem corresponds to a large-scale non-linear opti-
mization.

2.3.2 Other techniques for deep imaging

We have introduced in this chapter wavefront shaping and the epi-fluorescence con-
figuration that will be explored in the next chapters for linear fluorescence. Before
moving to these works, let us present other approaches for deep imaging.

First, many different strategies have been proposed to focus light inside complex
scattering media (a focus that may then be scanned for imaging):
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Figure 2.6: Epi-fluorescence configuration with wavefront shaping. We introduce a
Spatial Light Modulator for the excitation beam to push wavefront shaping to this
non-invasive configuration. Both the SLM and the camera are on the same side of
the sample, corresponding to a non-invasive setting which can be replicated for real-
life experiments.
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• Non-linear fluorescence: When the emitted fluorescence is proportional to the
square of the excitation intensity, in the same epi-fluorescence configuration,
one simply has to optimize the total collected fluorescence intensity [76], [81].
Because the total excitation power is constant, this metric is optimized when all
the excitation intensity is focused on a single target. Such an approach has then
been optimized to obtain a focus in less than a second [78], opening up new
applications in biological imaging. However, this approach requires a pulsed
laser, a very fast Spatial Light Modulator, and dedicated electronics.

• Guide-star: A particle is implanted at a position of interest to focus on. It may
be a nanoparticle using a process called Second Harmonic Generation [82] or a
magnetic particle [83]. From these implanted point sources, focusing light back
on them is obtained with a method called Digital Optical Phase Conjugation
(DOPC) [84], similar to time-reversal for optical waves.

• With acoustics: As acoustics penetrates deeper without scattering into biolog-
ical tissues, it may be combined with optics either with photo-acoustics [85],
[86] or acousto-optics [87]–[90].

Finally, a surprising computational technique is also to retrieve objects from their
autocorrelation [91]. It requires a spatially-incoherent object inside a memory effect
range, and reconstructs it using a phase retrieval algorithm. This technique is very
fast as it can be performed using a single-shot, but only works for thin scattering
media because of the memory effect requirement.

All these innovative techniques to push the limit of the penetration depth re-
quire complex experimental setups. We choose a different point of view here, where
we keep a very simple epi-fluorescence configuration with an SLM, and propose to
study the computational problem that arises. Two different cases will be investigated
depending on the detector we use: a single-pixel detector in Chapter 3 and a high-
resolution camera in Chapter 4. In both cases, we design specific algorithms to char-
acterize the scattering medium and focus light, paving the way towards fluorescence
imaging at depth.



30 CHAPTER 2. WAVEFRONT SHAPING FOR FLUORESCENCE MICROSCOPY



CHAPTER 3

Spectral methods for deep microscopy

3.1 Definitions

3.1.1 Experimental background

1 We stick to the previously-introduced epi-fluorescence configuration in this chap-
ter, but replace the camera with a bucket detector which registers the spatially inte-
grated intensity. This single pixel detector is a very sensitive device to capture inten-
sities. It is often used in low-luminosity setting, i.e. when the number of photons
to be detected is low. Thanks to its very high photon efficiency, low noise, and high
speed, such a detector is commonplace in optical experiments, from wavefront shap-
ing experiments [92] to single-pixel cameras [93].

However, a single pixel camera provides a limited amount of information, since
we only have access to one scalar number per measurement, the total fluorescence
intensity in our case. We will show here how advanced computational tools enable
us to still recover information from these measurements. In the next chapter, we will
demonstrate how to leverage the additional information that one can get by placing
a camera, when the number of captured photons is higher.

As stated previously, it is possible to focus light on a single fluorescent target in-
side a scattering medium [92], by optimizing the total collected fluorescence inten-
sity. However, this proof-of-concept experiment may be too limited to be used in
real-life settings due to the assumption of a single fluorescent target. In a real life
setting, we may not know the number of targets present in the sample. The previ-
ous optimization strategy will not send light on a single target but usually on several
of them [76]. Since light focusing is not possible in the presence of multiple targets,
imaging at depth is not possible.

We would like to push this approach to the case of multiple fluorescent targets
(Fig. 3.1). In constrast with previous optimization techniques, we choose another
strategy: send random SLM patterns, capture the total fluorescence intensities on the
bucket detector, and analyze this data computationally. Thus, instead of optimizing,
we send random input patterns as a generic way to probe a complex system. This will
allow us to count the number of targets and focus light on each of them.

1This project was originally an idea with preliminary numerical results by Prof. Sylvain Gigan, and
I worked on it during the first year of my PhD.

I would like to thank Prof. Romain Couillet (GIPSA Grenoble) who hosted me during one week where
I learned many concepts about Random Matrix Theory and Leonie Muggenthaler (ETH Zürich) who
participated in many of the early discussions on this project.
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Figure 3.1: Non-invasive imaging configuration with an SLM and a bucket detector.
This corresponds to the previously-introduced epifluorescence configuration. From
the SLM patterns e in(p) and the total fluorescence intensity j (p), one would like to
retrieve the transmission matrix X .
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3.1.2 Forward model

In this subsection, we introduce the mathematical formalism to describe this exper-
imental setting. We display n random input patterns on the SLM. These patterns
modulate the excitation wavefront, that propagates through the scattering medium
to the plane of the K fluorescent targets and gets scattered along the way. Each flu-
orescent target is thus activated with varying excitation intensity, and will respond
accordingly. This fluorescence intensity then propagates out of the medium and is
detected on the bucket detector.

Let e in(p) ∈Cd be the input excitation electric fields of dimension d , defined by:

e in
k (p) = e iφk (p) (3.1)

with φk ∼U (0,2π) for k = 1, . . . ,d and p = 1, . . . ,n.
We introduce a Transmission Matrix X ∈ Cd×K to describe the complex propaga-

tion of the excitation light. The excitation intensity on each target is given by:

i (p) = ∣∣eout(p)
∣∣2 = ∣∣e in(p)>X

∣∣2
(3.2)

for every pattern we send indexed by p = 1, . . . ,n. For notation conciseness later, we
introduce xk ∈Cd the k-th column of X , for k = 1, . . . ,K .

The response of each fluorescent target is proportional to the excitation inten-
sity with weights wk for k = 1, . . . ,K . These coefficient quantify the amount of flu-
orescence emitted by each target, that may vary due to size, concentration of fluo-
rophores, bleaching, or other experimental parameters. We can write the total col-
lected fluorescence intensity as:

j (p) =∑
k

wk ik (p) (3.3)

for p = 1, . . . ,n. We would like to stress once more that this total fluorescence intensity
only corresponds to a scalar value, the information that we measure is quite limited.

Thus, we have the following forward model:

j (p) = ∣∣e in(p)>X
∣∣2

w =∑
k

wk
∣∣e in(p)>xk

∣∣2
(3.4)

From these measured intensities j (p) and the knowledge of the input field e in(p) for
p = 1, . . . ,n, we would like to retrieve the Transmission Matrix X to characterize scat-
tering in our system. It would for example enable light focusing on each target indi-
vidually with phase conjugation, enabling raster scan near each target for imaging in
the memory effect range.

Before moving to the reconstruction algorithms, there are two simplifying hy-
pothesis important to mention. First, fluorescence light also gets scattered on its
way to the sensor. However, since we collect the total intensity, we have neglected
this scattering process. It amounts to a decrease of the total detected fluorescence
intensity by a factor, that should be approximately constant for all the fluorescence
targets. The transmissivity of a multiple scattering medium decreases linearly with
the thickness of the medium.
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Figure 3.2: Two-layer neural network corresponding to our computational problem.
From a set of input-output data (E in(p) and j (p)), one would like to retrieve the
weights in this network.

Moreover, we have set the output TM dimension to K , to match the number of
fluorescent targets. Indeed, the output dimension of X corresponds to the number
of spatial positions of interest in the object plane. By doing so, we do not describe the
electric field propagation outside the positions of the targets, which is natural since
we do not collect any information about it in the backreflected fluorescence intensity.

This inverse problem corresponds to Multiplexed Phase Retrieval, a challenging
variant of Phase Retrieval that we introduce in the following subsections. It is also
interesting to relate this problem with a two-layer neural network as shown in Fig.
3.2. As the techniques presented are very far from the gradient descent approaches
to train neural networks, they show the large variety of possible strategies to solve this
non-linear optimization problem. Interpreting reconstruction problems in optics as
neural networks to train has been a fruitful approach recently [94], with applications
in tomography [95] and phase microscopy [96].

3.2 Reconstruction algorithm

3.2.1 Definitions

We first define the famous computational problem that is Phase Retrieval (PR):

Definition 1 (Phase Retrieval). Let y ∈ Rn+ and A ∈ Cn×d . Phase Retrieval aims at
solving for x ∈Cd in the following equation:

y = |Ax|2 (3.5)
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Due to the modulus operator, the phase of Ax is lost, which makes this equation
much harder to solve than a classical linear equation y = Ax. This equation arises in
many settings in physics because only energies or intensities can be measured, de-
fined as the modulus square of the field. For example, PR is ubiquitous in computa-
tional imaging and arises in various applications such as coherent diffraction imag-
ing, X-ray crystallography, ptychography, and Fourier ptychography. More insights
about the history of phase retrieval and the vast array of computational methods to
solve it are provided in Appendix B.

We now define Multiplexed Phase Retrieval (MPR), the problem to solve in our
particular setting:

Definition 2 (Multiplexed Phase Retrieval). Let y ∈Rn+, A ∈Cn×d , and w ∈RK+ . Multi-
plexed Phase Retrieval aims at solving for X = [xk ]k ∈Cd×K in the following equation:

y = |AX |2 w =∑
k

wk |Axk |2 (3.6)

If we knew each intensity value in the sum, we would have K parallel Phase Re-
trieval problems to solve. However, they are multiplexed here and we only measure a
linear combination of them.

MPR corresponds to Eq. (3.4) with y = j and A = [
e in(p)>

]
p . More generally,

it may arise whenever intensities from separate sources do not interfere (incoher-
ent process) but mix in a single scalar value, for example in multispectral imaging or
photoacoustic imaging.

3.2.2 Spectral method for Phase Retrieval

Phase Retrieval as a non-linear equation represents a challenging problem to solve.
Thanks to its physical relevance, many strategies have been proposed, from gradient-
based techniques, alternating projections, to convex relaxations. They are described
in more details in Appendix B.

We will focus here on a specific family of techniques called spectral methods.
They provide an elegant way to obtain quickly an approximate solution, based on a
Principal Component Analysis (PCA) of a particular matrix we are going to construct.
PCA decomposes any Hermitian matrix M ∈ Cm×m into a set of pairs of eigenvalues
and eigenvectors {λ j ,u j } ∈R×Cm such that:

M =∑
j
λ j u j u†

j (3.7)

sometimes written as:
M =U SU † (3.8)

with S a diagonal matrix defined by s j j = λ j for j = 1, . . . ,m, and U = [u j ] ∈ Cm×m

an orthogonal matrix. The PCA of a matrix is a very important tool to characterize
this linear operator, for example the rank of the matrix M corresponds to the number
of non-zero eigenvalues. We typically rank the eigenvalues from the largest to the
smallest, to compare the contribution of each eigenvector in M .
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In the first spectral method by [97] (a similar idea was proposed by [98]), they
introduced the following weighted covariance matrix (denoting by a†

k the k-th row of
A):

Z = 1

n

∑
k

yk ak a†
k (3.9)

and compute its leading eigenvector (the one corresponding to the largest eigen-
value). Since the distribution of eigenvalues of a matrix is often called its spectrum,
this technique and variants have been called spectral methods.

The intuition behind this choice is that when x is correlated with ak , then yk =∣∣∣a†
k x

∣∣∣2
is larger. Thus, the sum in Z gives more importance to sampling vectors ak

aligned with x, and the leading eigenvector of Z correlates with x. This intuition can
be formalized with the following theorem:

Theorem 1. For Phase Retrieval, assuming A is a random i.i.d. matrix with E(Ai j ) = 0,
E(|Ai j |2) = 1, and E(|Ai j |4) = 2, the expectation value of Z defined in Eq. 3.9 is:

E(Z ) = Id +xx† (3.10)

Proof. We develop the sum in Z = [Zi j ]i j ∈ Cd×d to express it as a function of x =
[xi ]iC

d and A = [Ai j ] ∈Cn×d only:
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We then take the expectation value on the i.i.d. random variables Ai j . Since they
have zero mean, there are many cases for which E(Akl A∗

km A∗
ki Ak j ) = 0. If i 6= j , this

happens when l 6= i and m 6= j . We obtain in this case:

E(Zi j ) = xi x∗
j E(|Ai j |2)2 (3.14)

If i = j , E(Akl A∗
km A∗

ki Ak j ) 6= 0 when l = m. The diagonal terms are thus:

E(Zi i ) = |xi |2E(|Ai j |4)+∑
l 6=i

|xl |2E(|Ai j |2)2 (3.15)

Using the assumptions on the moments (which are valid for a complex gaussian ran-
dom variable), we obtain the desired formula.

As a result, when the number of samples n →∞, the leading eigenvector of Z will
converge towards x. This comes from the concentration in Eq. 3.13 of each compo-
nent of Zi j towards its expected value. Note that this is only an asymptotic analysis
and not a result for a finite n. In [97], they prove convergence with a sample com-
plexity n ≥ c0d logd for some constant c0 > 0. This relatively poor sample complexity
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comes from the weights y in Eq. 3.13 which are not bounded, thus they sometimes
produce large outliers that affect the leading eigenvector of Z .

Interestingly, other preprocessing functions (all bounded above) have been pro-
posed since this seminal work [99]–[102]. They improve the sample efficiency of the
spectral method: recovery is obtained with a smaller number of samples n ∼ O(d).
We will not investigate them in this chapter as their approach cannot be easily trans-
posed to Multiplexed Phase Retrieval.

3.2.3 Spectral method for Multiplexed Phase Retrieval

The previous spectral method can be adapted to Multiplexed Phase Retrieval. Using
the definition of the matrix Z as in Eq. 3.9, we obtain a similar result. The proof of
this theorem is based on the same expansion as in the non-multiplexed case.

Theorem 2. For Multiplexed Phase Retrieval, assuming the same conditions on the
moments of A, the expectation value of Z is:

E(Z ) = Id +∑
k

wk xk x†
k (3.16)

For the leading K eigenvectors of Z will converge towards the different xk as
n → ∞, two assumptions are necessary. First, all the wk needs to be positive and
pairwise different. If for two indices i and j , the corresponding weights wi and w j

are equal, it is not possible to distinguish xi and x j and the algorithm will only return
linear combinations of them. Second, X needs to be an orthogonal matrix, which is
approximately true for a random X when d is large.

This spectral method is useful for its flexibility. We usually do not know in advance
the number of hidden targets and the relative weights wk . Looking at the distribution
of eigenvalues of Z for very large values of n, it is possible to count the number of
fluorescent targets K by looking at how many eigenvalues are significantly larger than
1. Then, it is also possible to evaluate the coefficients wk from the corresponding
eigenvalues. Hence, this spectral method requires less a priori information on the
system to solve MPR as gradient descent for example.

It is important not to forget that the previous derivation is based on the expecta-
tion, i.e. what happens when n goes to infinity. Since the problem is more challeng-
ing, one could expect that a higher number of samples n is required. We will describe
empirically the finite size effects we observe in the experiments.

3.3 Results

3.3.1 Experimental setting

We prove that such an approach works experimentally with a very simplified proof-
of-concept experiment (Fig. 3.3): excitation light from a laser (Coherent Sapphire
532-50 CW) is modulated by a Spatial Light Modulator (SLM, Holoeye Pluto-2 NIR),
then propagates through a layer of white paint where it gets scattered multiple times.
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Figure 3.3: Proof-of-concept experimental setup. We reuse the canonical wavefront
shaping experiment of Chapter 1, as a simplified experiment without fluorescence
which still obeys the same equation. The total fluorescence intensity is emulated by
summing intensities at two different positions in the camera image.

We place a camera (Basler acA1920 - 40um) after the scattering medium and observe
a speckle pattern. We choose two points in the camera image and sum their intensi-
ties with coefficients w1 = 1 and w2 = 0.7, mimicking two beads with different quan-
tum efficiencies. Thus, it corresponds exactly to the formalism above and we use only
this multiplexed information to recover the TM to these two points. Note that in this
artificial experiment, there is no real fluorescence target, equations are the same, but
the experimental setting is simplified.

3.3.2 Reconstruction and focusing

We send n random SLM patterns and record the corresponding total intensities. From
this information, we construct the matrix Z and diagonalize it to recover its two lead-
ing eigenvectors. They will provide estimates of x1 and x2, the corresponding lines of
the TM for the two output spatial positions, and we use these to try to focus light on
each target, using phase conjugation. If light has successfully been focused, it means
that reconstruction of x1 and x2 has been successful. This technique allows us to
verify the quality of the reconstruction experimentally, without the knowledge of the
target values of x1 and x2.

We present the experimental results in Fig. 3.4. From the initial excitation speckle,
with n = 10,000 patterns, we are able to focus on the first and the second target.
This proves that with sufficiently many samples, both x1 and x2 can be successfully
reconstructed.

Fig. 3.4 also presents the Signal-To-Background ratio as the number of patterns
sent vary from 100 to 10,000. We observe that the quality of the reconstruction in-
creases with the number of patterns sent. When the number of patterns is small,
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not enough information has been acquired and reconstruction is impossible. There
seems to be a minimal number of patterns after which reconstruction gets better and
better.

This necessary number of measurements increases with the dimension of the
SLM d . This parameter is chosen beforehand and corresponds to the resolution of
the random patterns displayed on the SLM. The higher the dimension, the larger the
quality of the focus, as we control more input modes, but at the cost of a larger char-
acterization time. Here, d = 256 which is a typical order of magnitude for wavefront
shaping in complex media [60], [78], and the required number of patterns is of the
order of n = 5,000, which is about 20 times the SLM dimension d . Compared to an
oversampling ratio usually around 4 for Phase Retrieval, this shows the complexity of
the Multiplexed Phase Retrieval problem. This oversampling ratio is only obtained
through a numerical study at finite dimensions and not from an explicit theory de-
tailing the phase transition behavior, which is sufficient in practice since d ∼ 100
already provides a sufficiently good focus of the excitation light for further applica-
tions.

Code on this application of spectral methods for Multiplexed Phase Retrieval is
available at https://github.com/jon-dong/multiplexed_phase_retrieval.

3.3.3 Eigenvalue distribution and sample complexity

We now present a numerical investigation of the eigenvalue distribution of Z in Fig.
3.5, for a few different values of n. The theoretical results presented before are only
asymptotic, due to the finite number of measurements n.

For a finite number of samples n, Z is not equal to its expected value E(Z ) but
fluctuates around it. This produces a continuous distribution of eigenvalues, a com-
mon observation with covariance matrices in Random Matrix Theory.

We see that as the number of samples increases, a first then a second eigenvalue
come out of a bulk distribution. As long as these spikes are not appearing, the leading
eigenvectors are not informative. This may suggest that a phase transition is happen-
ing here: for a small number of measurements, there is a phase where the leading
eigenvectors do not carry any information about the parameters to estimate, and
with more measurements, another phase where the spectral method performs well.
Further studies would be required to relate this behavior to other results in Phase
Retrieval, detailed in Appendix B.

This sample complexity is roughly proportional to the number of unknowns to
recover, which corresponds to the SLM dimension d = 1,024 in the numerical results
of this subsection. This means that if we want faster experiments requiring less pat-
terns, one could decrease the number of pixels of an SLM image. This change comes
at the cost of a decreased SBR of each focus, as we control less modes for wavefront
shaping.

As a last remark, this spectral method also allows us to count the number of flu-
orescent targets K , by looking at the eigenvalue distribution of Z for a very large
number of random patterns n. The number of spikes out of the bulk distribution
corresponds to the number of detected targets.

https://github.com/jon-dong/multiplexed_phase_retrieval
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Figure 3.4: Experimentally focusing light using spectral methods to solve Multiplexed
Phase Retrieval. (Top row) From the initial speckle pattern on the camera (left) and
after sending n = 10,000 random SLM patterns, we are able to retrieve the Trans-
mission Matrix and focus on the first (middle) and second (right) fluorescent targets.
(Bottom row) We observe that the quality of the focii increases with the number of
patterns n by evaluating the Signal-to-Background Ratio (defined as the peak inten-
sity over mean intensity of the initial speckle), for the first focus (left) and the second
(right).
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Figure 3.5: Spectra as a function of the number of SLM patterns (numerical results).
The eigenvalue distribution of Z forms a bulk distribution with two eigenvalues that
appear when the n is large enough. Each of these eigenvalues correspond to one
fluorescent target.

3.4 To go further

3.4.1 High-speed implementation

The speed of the wavefront shaping experiment is crucial in real-life settings due to
the fast decorrelation time of biological tissue [103], [104]. Due to the limited speed of
our high-resolution camera, this proof-of-concept experiment is definitely not suited
for real-time imaging. It would require focusing in less than a second to be able
to compensate for the dynamic changes of the biological tissue, on timescales that
range between 1 ms and 1 s [104].

Capturing n = 10,000 images at 60 Hz took a little more than two hours, which is
why we resorted to a static medium in this proof-of-concept. Through the synchro-
nization of the SLM with the single-pixel detector, we can potentially send patterns
at a few kHz to perform this experiment in a few seconds. For example, a previous
work in the group [78] implemented an optimization scheme in transmission with a
frame rate of 16 kHz. Such a high acquisition rate would not be possible with a high-
resolution camera due to a communication bandwidth bottleneck, which motivates
the development of algorithms with a single-pixel detector such as this one. More-
over, at high speed the number of fluorescent photons to detect in a single frame may
be low which further motivates the use of a bucket detector.
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Figure 3.6: Correlations of the leading eigenvectors for different number of targets K .
The experiment is repeated numerically for k from 1 to 10 and we observe that as the
number of targets increases, the reconstruction becomes more difficult. Parameters:
SLM dimension d = 256, number of samples n = 10,000, weights w linearly spaced
between 0.5 and 1.

3.4.2 Non-invasive experimental validation

In a non-invasive experiment, there would be no-control to validate the quality of
the focus. Other strategies need to be tested in order to validate the quality of the
reconstruction in challenging conditions.

First, if it is possible to probe the medium with a large number of random SLM
patterns, then the spikes coming out of the bulk distribution may be observed ex-
perimentally. Each spike would correspond to a focus position and would be distinct
from the non-informative eigenvalues of the bulk distribution. This method would
require the medium to be static while the random patterns are sent. Moreover, it
would only work for sparse objects and would not be applicable for continuous ob-
jects.

On the other hand, we can use phase conjugation based on the reconstructed TM
X , and the excitation light should be focused on the fluorescent targets, increasing
the total fluorescence collected on the bucket detector. If that is not the case, we
know that this row of the TM is not informative. This validation step would be useful
to distinguish the frontier between particular eigenvectors and the ones which come
from the bulk distribution of Z . On the other hand, this non-invasive validation does
not verify if excitation is focused on a single target or several ones.

3.4.3 Study for larger number of targets

To investigate how this method scales with the number of targets, we have performed
a numerical study with realistic experimental parameters. As we set the SLM dimen-
sion d = 256 and the total number of samples n = 10,000, we vary the number of
targets k from 1 to 10 and compute the correlations between k leading eigenvectors
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of Z and the target vectors in X . Results after correcting for shuffling are presented
in Fig. 3.6.

We see that our method is quite successful for k < 4, but its performance quickly
degrades as we increase the number of hidden targets. Indeed, adding more tar-
gets adds more random fluctuations in Z which prevents the spectral method from
solving the MPR problem. Our method is thus only suited for very sparsely-labeled
samples with very few number of fluorescent targets, showing the difficulty of Mul-
tiplexed Phase Retrieval. To increase the number of targets to be disentangled, two
directions may be followed. To increase the oversampling ratio n/d , it is possible to
increase the total number of patterns n or decrease the dimension d . While the value
of n depends on the frame rate and the stability of the medium, d is a hyperparam-
eter that we can arbitrarily set. A minimal value of d to obtain a minimal quality of
the focii is around 100. Using two-photon fluorescence may increase the sparsity of
the fluorescence excitation and allow reconstructions with more targets but a theory
of spectral methods for this case still remains to be developed.

3.4.4 Other algorithms

We have presented a spectral method to disentangle mixed signals coming from dif-
ferent targets. Other algorithms may be investigated, for example the 2-layer neural
network may also be solved using a gradient-descent approach. Another possibility
is the use of Bayesian algorithms such as Approximate Message Passing [105].

All these other algorithms would be interesting to compare to, but the first would
require to guess the number of hidden nodes k, while the second would even require
to know the second layer of weights w , which would be irrealistic in an experimental
setting.

3.5 Discussion

3.5.1 In imaging

In this chapter, we have shown how to use spectral methods to study Multiplexed
Phase Retrieval, a computational problem that arises in fluorescence microscopy
with a single-pixel camera. This technique enables light focusing on linear fluores-
cent targets after a scattering medium, even when several of them are present.

With a limited proof-of-concept experiment, this study remains far from practical
implementations and has rather been developed with a deliberate focus on the com-
putational side. The main limitations of this study for future applications are the high
number of random patterns to send and the sparsity assumption that would require
very specific fluorescence tagging.

We cannot get information about the positions of the focii since we only use a
bucket detector and have no information to localize the focal points. This strategy
may be useful for cases in which positions are not necessary, like optogenetics (us-
ing laser pulses to activate tagged channels and induce electric activity in specific
neurons). More generally, this technique may be useful whenever signal from several



44 CHAPTER 3. SPECTRAL METHODS FOR DEEP MICROSCOPY

sources is multiplexed. For instance in photo-acoustics, the acoustic resolution lim-
its our sensivity and it may be useful to disentangle the signal from several sources
using such a technique.

3.5.2 In non-linear optimization

To improve the presented spectral method, other preprocessing functions may be
introduced to increase the sample efficiency, inspired by the similar trend that hap-
pened with conventional phase retrieval. Since this work, results from a recent study
[106] may help us reduce the number of samples to send for future implementations.

This work is a first example to show how the interplay between computational
imaging and non-linear optimization is fruitful beyond the use of gradient-descent
techniques. We have first modeled the optical system, characterized by a few un-
known parameters, that we recover computationally benefitting from recent tools
developed for Phase Retrieval. In the next section, we will show another example of
this approach for deep linear fluorescence imaging.



CHAPTER 4

Double Transmission Matrix
reconstruction

4.1 Definitions

4.1.1 Experimental background

1In this chapter, we continue our journey on computational approaches to retrieve
information in the presence of scattering. More precisely, our main goal is to ma-
nipulate the illumination light such that it reveals the shape of a fluorescent object
buried deep inside a scattering medium. We have seen how to use spectral methods
to leverage the information on a bucket detector, that we now replace with a conven-
tional camera, in the same epi-fluorescence configuration (Fig 4.1).

With this change, we have access to a wealth of additional information, from the
single scalar value from a single-pixel camera to a high-resolution image. Instead of
the total fluorescence intensity, we now have access to the fluorescent speckle emit-
ted by the object. This change comes at a cost: acquisition speed must be reduced as
we need more photons to reach the camera to form an image. However, this frame-
work will enable more powerful reconstruction algorithms to tackle more complex
objects.

Like previously, we still send random phase patterns on the SLM and would like
to characterize our system. From this characterization, we focus light using phase
conjugation and use the memory effect to recover images. Whereas we previously
recovered a single Transmission Matrix T , here we are going to introduce two Trans-
mission Matrices to describe the propagation of light to and from the sample.

4.1.2 Forward model

Similar to the previous project, we send n random phase patterns on the SLM E in(p) ∈
Cd for p = 1, . . . ,n. They propagate through the complex medium and the excitation
at the positions of the fluorescent targets is

H(p) = |E out(p)|2 = |T E in(p)|2 (4.1)

We suppose that the fluorescent object is made of N separate fluorescent targets, so
that T ∈CN×d .

1This project was mainly carried out by Antoine Boniface. I contributed in the design of the ap-
proach and the algorithmic codes for reconstruction.

45
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Figure 4.1: The experimental configuration for our double-transmission matrix
model. We use an epi-fluorescence microscope with wavefront shaping, with a cam-
era instead of a single-pixel detector compared to the Chapter 3. From the knowledge
of the input wavefronts Ei n(p) and the fluorescence images I (p), we would like to re-
trieve both T and W , the Transmission Matrices in and out of the scattering medium.
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Each target emits fluorescence proportional to its excitation, and this fluorescent
light gets scattered on its way out to the camera. This second scattering process is
characterized by another Transmission Matrix W :

I (p) =W H(p) (4.2)

with W ∈ RD×N+ . This TM is quite different from the previously-introduced coherent
TM T . Its components are not complex-valued, but all real and positive numbers.
Indeed, each column of W describes the speckle intensity image generated by indi-
vidual sources. Since the fluorescence signals emitted by all the targets are uncorre-
lated with a random time-varying phase, they sum up incoherently which produces a
low contrast speckle pattern I (p). W is thus an intensity Transmission Matrix, where
a modulus square operator is applied element-wise on the coherent Transmission
Matrix on the way back.

In the end, we measure camera images

I (p) =W |T E in(p)|2 (4.3)

and would like to recover the two TMs T ∈ CN×d and W ∈ RD×N from the n pairs
{I (p),E in(p)} for p = 1, . . . ,n.

This computational problem can also be framed in a neural network approach:
we want to find the weight matrices in a two-layer neural network. Like the previ-
ous chapter, we will see how to design an algorithmic pipeline to reconstruct these
weights. For two reasons, we did not resort to plain gradient descent. First, this link
was not explicit at first (this project originated from a casual discussion whether Non-
negative Matrix Factorization could be useful in our setting). Moreover, we will show
how to use the specialized Phase Retrieval algorithms to achieve convergence with a
fewer number of captured images.

4.2 Reconstruction algorithms

4.2.1 A two-step reconstruction

The reconstruction of the 2 Transmission Matrices will be performed in 2 steps. First,
the incoherent Transmission Matrix W is recovered using a matrix factorization ap-
proach, then H will be reconstructed by solving a Phase Retrieval problem. By de-
composing the algorithmic pipeline in two distinct steps, we are able to interpret and
validate the intermediate results, an important asset in any experimental approach.

4.2.2 Non-negative Matrix Factorization

Similar to the previous case with a bucket detector, we will make a sparsity assump-
tion. The number of fluorescent targets N is supposed smaller than both the dimen-
sion of the camera D and the number of patterns we send n. This assumption is
important and limits the complexity of the objects to be imaged, but we will see that
this technique is actually quite robust and works with tens of fluorescent targets.
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This sparsity assumption is reflected in the rank of the matrix formed by the cam-
era images I = [I (p)]p∈1,...,n ∈RD×n+ . The signal on the camera comes from the fluores-
cence light emitted by the targets; each one of them generates a fluorescent speckle
pattern, more or less intense depending on the excitation intensity each target re-
ceives. Thus, all the camera images are weighted sums of N individual speckle pat-
terns. This means the matrix I is a rank-N matrix.

Hence, we leverage well-studied matrix factorization algorithms to decompose
I = W H , a low-rank factorization with W ∈ RD×N+ and H ∈ RN×n+ . W corresponds to
the stack of individual speckle patterns for each target, while H describes how much
each target is excited, for each random SLM pattern we send.

In particular, we use here a framework called Non-negative Matrix Factorization
(NMF). It is based on the observation that both matrices W and H are non-negative,
which makes the reconstruction more robust compared to other techniques, based
for instance on Singular Value Decomposition. In practice, reconstruction is very
robust and can be accurate even when the number of recorded images n is relatively
small.

This principle of low-rank factorization has already been applied to imaging, to
disentangle independent sources in videos. For example, neuron activations have
been retrieved with this technique [107]. A recent work from our group [37] uses
NMF to retrieve neuron activities from their speckle fingerprint.

Hence, in our case, we are able to obtain W and H = |E out|2. With this first step,
we have already reconstructed one Transmission Matrix out of two.

4.2.3 Phase Retrieval

After the NMF, we still have the matrix T to reconstruct. The second TM resulting
from the NMF, the factor matrix H , tells us how much excitation intensity each fluo-
rescent target received. Hence, it is like a camera pixel was placed at the position of
the hidden target. This link is made explicit in the forward model in Eq. (4.1).

Since we also know the SLM patterns E in ∈ Cd×n , this boils down to a phase re-
trieval problem. As discussed in the previous chapter, we are in the well-characterized
random setting as E in are random phase patterns we send on the SLM. This well-
understood phase retrieval problem is solved in parallel for each fluorescent target.

Many approaches have been proposed to solve this Phase Retrieval problem. For
example, [108], [109] proposed Bayesian approaches to measure Transmission Ma-
trices. We use here the spectral initialization from [101] followed by gradient descent
steps. A more in-depth description of algorithms for Phase Retrieval is provided in
Appendix B.

4.3 Results

4.3.1 Experimental setting

A continuous-wave laser (λ = 532 nm, Coherent Sapphire) is expanded on a phase-
only MEMS SLM (Kilo-DM segmented, Boston Micromachines) with NSLM = 1024
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Figure 4.2: Applying Non-negative Matrix Factorization for signal demixing. This first
step of the algorithmic pipeline exploits the low-rank and positivity assumptions in
the measurements Iout , the matrix containing all the captured images. We obtain
W the fluorescent fingerprints of each target, and H , how much excitation intensity
each target receives. A reshaping operation is necessary to transform a 2D image into
a vector of size D .

pixels. Once modulated, the beam is directed through the illumination objective
(Zeiss W "Plan-Apochromat" 20×, NA 1.0) onto the sample containing the scatter-
ing medium and the fluorescent sample. We used ground glass (Thorlabs, DG10) or
holographic diffusers (Newport 1 + Newport 10) with fluorescent beads (540/560 nm,
Invitrogen FluoSpheres, size 1.0 µm), or one holographic diffuser (Newport 1) with
fluorescent pollen seeds (Carolina, Mixed Pollen Grains Slide, w.m.).

The backscattered fluorescence is captured on a camera (sCMOS, Hamamatsu
ORCA Flash), thanks to a dichroic mirror shortpass 550 nm (Thorlabs) and two addi-
tional filters (a 532 nm longpass from Semrock and a 533 notch from Thorlabs).

For control only, a second camera is placed behind the sample (Allied Vision,
Manta) with a second microscope objective (Olympus "MPlan N" 20×, NA 0.4). This
part of the setup is only used for passive monitoring of the excitation speckle.

4.3.2 Double TM reconstruction

We first show how the Non-negative Matrix Factorization is able to disentangle the
fluorescent speckles coming from each target. The stack of images I (p) ∈RD (reshap-
ing images into vectors) captured by the camera is concatenated form a matrix I . In
Fig. 4.2, we show what is the output of the NMF on a simulated dataset. A reshaping
operation is necessary to recover meaningful speckle images. In the end, the individ-
ual speckle patterns in W are more contrasted than the captured images I , as a sum
of different uncorrelated speckle patterns reduces the contrast of the image. When
applying it on experimental data, a preprocessing operation was needed to remove
the envelope of the speckle.

In the algorithmic pipeline, there is only a single hyperparameter to tune, the rank
r of the NMF. In principle, r should correspond to the number of targets N in the sys-
tem, but this number is unknown in our non-invasive configuration. To estimate it,
an order of magnitude is obtained by performing NMF for different ranks and look-
ing at ‖I −W H‖2. As a rule of thumb, it is usually better to overestimate the number
of targets.
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Figure 4.3: Focusing after the double TM reconstruction. Once the coherent TM has
been recovered with phase retrieval, we focus light back on each target using phase
conjugation. When the reconstruction is successful, we focus light back on a single
target (a) and the variance of the collected fluorescence in epi is large (b). Sometimes
the reconstruction is not successful and we can detect and remove these points non-
invasively. For control, we check that the positions of the focii (c) match a control
image after removing the scatterer (d).
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From the recovered matrix H after the NMF, we can reconstruct the matrix T with
phase retrieval, and focus light on each target using phase conjugation. This opera-
tion is repeated for each mode returned by the NMF. In Fig. 4.3, we show that focusing
is successful in most cases. When it is not, it is possible to detect it non-invasively, as
the epi-fluorescent image has a much lower variance. Thus, a general strategy con-
sists in overestimating the rank and remove the superfluous eigenvectors in a post-
processing step after trying to focus excitation back on the targets. For control, we
also verify that most of the sample can be focused on.

In the end, our algorithmic pipeline is able to fully solve this computational prob-
lem. We have managed to reconstruct both matrices T and W , characterizing the
scattering process affecting both excitation and fluorescent light. It is important not
to forget that a model is often imperfect and it is important to design algorithms ro-
bust against noise and experimental imperfections.

Code to simulate and reconstruct this double-TM model is available at https:
//github.com/laboGigan/NMF_PR.

4.3.3 Imaging with memory effect

Now that the forward has been fully characterized, let us demonstrate the imaging
capabilities enabled by this technique. Imaging corresponds to the reconstruction of
the relative positions of the particles. If the medium is very thick and the Transmis-
sion Matrix completely random, there is no positional information and no imaging is
possible. We can focus on the beads but cannot know where they are.

However, in deep biological imaging, there is often a little residual memory ef-
fect. This is demonstrated by the imaging technique of [78] where a focus is scanned
in the memory effect range. However, this memory effect range usually limits the
achievable field-of-view, which is an important limitation to image multiple cells for
example.

In Fig. 4.4, we show that it is possible to exploit the memory effect for imaging.
Thanks to the previous characterization of the optical system, we focus on each tar-
get and thus measure the fluorescent speckle coming from each target (that should
correspond to the W matrix in the NMF, but measurement after focusing is much less
noisy). It is then possible to cross-correlate all the pairs of focus positions, to find the
ones which are close enough, within the memory effect range. Using all the pairs, it is
possible to reconstruct an image with a field-of-view larger than the memory effect,
iteratively from neighbor to neighbor or using Multidimensional Scaling algorithms.
All the beads are reconstructed as long as their memory effect patches have some
overlap.

4.3.4 Towards more complex objects

Finally, to test the limits of this approach, imaging of pollen seeds is reported in Fig.
4.5. This task is particularly challenging as our method requires specific assumptions
which are not valid in this case. These objects are not sparse, they are continuous and
even volumetric, which may be detrimental since we use a low-rank factorization and
a 2D reconstruction.

https://github.com/laboGigan/NMF_PR
https://github.com/laboGigan/NMF_PR
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Figure 4.4: Imaging with the memory effect. If we focus on targets at 2 different posi-
tions (a), the corresponding fluorescent speckles are shifted (b-c) thanks to the mem-
ory effect. It is thus possible to reconstruct the positions around a focus (d), up to the
memory effect range (dashed circle). We can then reconstruct iteratively an object
(e), which matches well the control fluorescence image without scatterer (f). This
imaging technique increases the field-of-view and goes beyond the memory effect
range.
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Figure 4.5: Imaging of fluorescent pollen seeds. After applying the computational
pipeline, it is also possible to reconstruct volumetric objects hidden behind a scat-
tering medium.

This thus tests the robustness of our technique, an important characteristic of
any experimental investigation. The algorithmic pipeline is still able to reconstruct
the two transmission matrices, allowing us to focus and reconstruct relative positions
thanks to the memory effect. The final images are presented in Fig. 4.5, where we
observe that we can locate where the density of fluorophores is higher.

An important step that makes this complex reconstruction possible is the focus-
ing step that allows us to overestimate the number of focus positions in the NMF (up
to 150 here) and clean the matrix afterwards. (a), (b), and (c) were obtained with
d = 256, (d) with d = 1024 and we used an oversampling ratio n/d = 20 to ensure the
phase retrieval problem is solved.

This proves that the developed algorithms are quite robust regarding the assump-
tions of the model, and can be applied to more complex objects. Note that we obtain
a 2D projection of 3D object, so the presented reconstruction should only be consid-
ered as approximate projections.

4.4 Discussion

4.4.1 In non-linear optimization

We have already shown how this computational problem could be formulated as a
two-layer neural network. Interestingly, whereas a gradient-descent algorithm would
be the go-to method with a neural network, we have solved here this non-linear opti-
mization problem with a two-step process involving an NMF first and Phase Retrieval
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later. Both techniques are possible and are able to reconstruct the 2 TMs when the
computational problem is simple (i.e. a lot of SLM patterns n are sent).

Nevertheless, our two-step approach is more sample efficient than gradient de-
scent for finite n. This shows how drawing links between computational problems
allows us to leverage precious algorithmic improvements. Vanilla gradient descent is
not the optimal technique for this 2-layer network. Indeed, the limiting operation in
the network training is the first layer obtained with phase retrieval. Gradient descent
alone is quite inefficient at solving the phase retrieval problem [101], [110], and many
specialized techniques detailed in the appendix have a better sample efficiency. All
this discussion only comes from the numerical studies presented in this Chapter, we
are not aware at this time of rigorous works to describe the maximal rank k for which
reconstruction is still possible, for given number of samples n and input and output
dimensions.

Gradient descent optimization would still be useful for later developments of this
non-invasive scheme thanks to its flexibility. For example, other non-linearities can
be introduced, in order to generalize to other optical contrast mechanisms like two-
photon fluorescence or Second Harmonic Generation. It would also be interesting
to modify the loss function, adding regularization terms or an L1 metric to remove
outliers in certain adversarial settings.

4.4.2 In imaging

In practice, this completely non-invasive reconstruction strategy uses linear fluores-
cence to characterize light propagation in and out of a scattering medium. It allows
both focusing at depth and, provided some memory effect is present, imaging of an
extended object beyond the memory effect, an important achievement compared to
previous techniques. The method is robust and provides another approach to push
the limits of deep fluorescence imaging beyond the ballistic regime.

There are two main challenges to bypass or overcome for future applications in
biological imaging. First, the scattering process in an alive animal is dynamic due
to blood flow, breathing, etc. The two transmission matrices fluctuates in time ac-
cordingly. The two TMs measurement needs to be performed before decorrelation
of the scattering medium, which limits the application of this technique. Still, it may
prove useful for brain imaging through the skull, a very scattering but relatively static
material.

Second, the contrast of the captured camera images needs to be large enough
to be detected above noise. As it is an incoherent sum of individual speckles, the
more targets are present, the more the different terms will average out. To increase
the contrast of the final image, one can use filters to decrease the bandwidth of the
fluorescence emission. It is also possible to tag selectively a very small region with
fluorescence. This will reduce the number of excited targets and increase the overall
contrast.
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Figure 4.6: Comparison between the NMF+PR pipeline and a 2-layer neural network.
Top: The computational problem of this chapter may be rephrased as finding the
weights of a 2-layer neural network. Bottom: We show the gradient descent approach
in a 2-layer neural network requires more examples to converge and is thus less effi-
cient. (a) Correlations on a test set, (b) correlations of the coherent TM T , (c) correla-
tions of the incoherent TM W . We observe that the bottleneck is the phase retrieval
step to retrieve T .
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CHAPTER 5

Optical random projections

5.1 A brief history of optical computing

1 Optical computing describes a vast field describing how to process information in
the optical domain [112]. After the first ideas emerged in the 50s [113], [114] fol-
lowed a period filled with enthusiasm when researchers proposed several designs
for an optical processor [115], [116]. The first successful optical processor was built
for Synthetic Aperture Radar data, and was used until the seventies when the digital
computer started to outperform the optical system [117]. In the end, we have inher-
ited many strategies to implement correlators and Fourier transforms optically, these
operations are well-suited to be performed in the optical domain.

However, optical computing never managed to replace electronic processors. Sev-
eral reasons explain the relative lack of success of optical computing when compared
to its electronics-based counterpart [112]. First, optical computing is suited to per-
form specific operations and does not possess the flexibility of manipulating bits di-
rectly with transistors. The Moore’s law [1] also means that the efficiency of electronic
chips grows exponentially, challenging optical computing to follow its pace. And on
the other hand, several technological challenges, like efficient light sources or opti-
cal non-linearities, had to be overcome. In particular, there was for a long time no
high-resolution, high-speed, and affordable Spatial Light Modulator available [118].

Many different technologies to modulate light were proposed. The two most
promising technologies today were already introduced in Chapter 1: Liquid-Crystal
SLMs and Digital Micromirror Devices. The first Liquid-Crystal SLMs appeared in
the late 60s [119] with for example a 128×128 SLM in 1975 [120]. The characteristics
of these modulation devices improved steadily, following the pace of our display de-
vices. Today, one can find relatively affordable (∼ 10 k€), high-resolution (1920×1080)
and relatively fast (∼ 100 Hz) Spatial Light Modulators to modulate the phase [121] (a
variant of the LCD displays), or even cheaper and faster DMDs for binary amplitude
modulation (also used in most videoprojectors).

Despite this technological progress, optical computing has not been able to com-
pete with electronics for now. While a general-purpose optical computer is generally
considered unrealizable nowadays, using optics may still prove useful for specific op-
erations, as a co-processor with a digital computer.

Today, hopes in optical computing have revived thanks to the machine learning
revolution [26], [48], [122], [123]. This formalism is on the one hand ubiquitous as it

1I am grateful to the team of LightOn [111] with whom I learned most of the notions presented
in this introductory chapter. LightOn is a startup company co-founded by my two PhD supervisors
developing optical computing solutions for large-scale machine learning.
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can be applied to a large variety of topics and applications, and on the other gives a
lot of importance to large-scale linear transforms, an operation of choice in optics.

Here, we investigate a particular subfield of optical computing, where one uses
optics to perform random projections. For this reason we will first take a step back
and introduce why random projections are useful to process high-dimensional data.

5.2 Randomness for dimensionality reduction

5.2.1 Dimensionality reduction

This chapter introduces the usefulness of a random matrix multiplication, to deal
with high-dimensional data. To start this discussion, we focus on a particular appli-
cation: dimensionality reduction. All the technical proofs of the theorems are pro-
vided in Appendix C.

We are often confronted with high-dimensional data, for example images, videos,
texts, or genetic data are gathered in ever-increasing numbers today. These data
points are usually represented as vectors xi ∈Rd for i = 1, . . . ,n. Here d is the dimen-
sion of the data and n the number of data points. This data can then be processed by
algorithms for various tasks, we will consider in this section the particular case of di-
mensionality reduction: how to send xi ∈ Rd in a lower-dimensional representation
f (x) ∈ Rk (with k ¿ d) while still preserving the important features of the original
dataset.

Dimensionality reduction is useful for many different reasons:

• Visualization: to visualize high-dimensional data, one usually projects them
on a 2 or 3-dimensional space to represent them.

• Generalization: decreasing the dimensionality of a problem reduces the num-
ber of parameters and the risk of overfitting.

• Efficiency: algorithms working on compressed datasets are faster.

• Modeling: the low-dimensional representation captures the distribution of the
original dataset.

In general the study of dimensionality reduction is a good starting point to under-
stand what information is present in a dataset and how algorithms exploit it.

We will only discuss here Linear Dimensionality Reduction [124]. It consists in
finding a set of projection vectors U = [ui ]i=1,...,k ∈Rd×k such that:

f (x) =U>x (5.1)

If we denote fi (x) the i -th component of f (x) ∈ Rk , each of them corresponds to the
projection of x on the direction of ui : fi (x) = u>

i x. These vectors ui also form the
basis to reconstruct the initial data from their low-dimensional representations:

x̃ =U f (x) =∑
i

fi (x)ui (5.2)

where we assumed for simplicity the ui to be normalized. This projection matrix may
be defined in several different ways, which we are going to discuss next.
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Figure 5.1: Dimensionality reduction using Principal Component Analysis or ran-
dom projections. (Left) Data points x (in blue) are represented in 2D after PCA, the
first eigenvectors encode the directions of highest variance, forming an orthogonal
set of vectors. (Right) The same dataset may be projected using random vectors. In
high-dimension, this operation approximately preserves pairwise distances and is an
efficient method to compress information.

5.2.2 Principal Component Analysis

The most famous technique for dimensionality reduction is Principal Component
Analysis (PCA) [125]. PCA was first proposed in 1901 by Karl Pearson, and has been
a canonical method applied in very diverse topics since then. To introduce PCA, we
first concatenate all the input data into a matrix X = [xi ]i=1,...,n , and look at the eigen-
value decomposition of the covariance matrix Z = X X > ∈Rd×d :

Z = X X > =UfullΣU>
full (5.3)

where Ufull and Σ are two d ×d matrices that are respectively orthogonal and diago-
nal. Σ describes the eigenvalues of Z that we usually sort in descending order, while
Ufull corresponds to the basis of eigenvectors, one for each eigenvalue.

The projection matrix UPCA ∈ Rd×k is obtained by taking the first k columns of
Ufull. They correspond to the k leading eigenvectors of X X > and this minimizes the
distance between X and its reconstruction X̃ =UU>X as shown in the following the-
orem 2:

Theorem 3 (Principal Component Analysis). The matrix UPCA defined as the k lead-
ing eigenvectors of X X > minimizes the following error metric on the set of orthogonal
matrices:

UPCA = argmin
U

‖X −UU T X ‖2 (5.4)

As such, PCA may be seen as an optimal linear dimensionality reduction tech-
nique. However, optimality is always defined according to a particular metric, and

2Proofs of the theorems in this chapter are provided in Appendix C
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thus is not universal. For example, PCA needs to compute the eigenvalue decompo-
sition of X X >. This operation may not be practical when the input data X is very
large. One would then prefer in this situation a dimensionality reduction technique
which would not require an expensive analysis of X , and this is where random pro-
jections come into play.

5.2.3 Random projections

With random projections, one uses a random matrix T ∈ Rk×d , where each compo-
nent Ti j follows an i.i.d. distribution (for i = 1, . . . ,k and j = 1, . . . ,d). The random
matrix multiplication outputs f (x) = T x ∈ Rk , in which the components of x have
been shuffled and mixed together. Although the output f (x) does indeed look ran-
dom and may be hard to understand or visually interpret, we will show the regularity
properties of this generic operation for it to be used in dimensionality reduction and
more generally in machine learning. Thus, "random" should be considered more a
synonym of "generic" rather than "suboptimal".

Instead of finding the directions of maximal variance in the dataset, this opera-
tion approximately preserves the distances between pairs of data points. This prop-
erty is proven by the Johnson-Lindenstrauss lemma [126]:

Theorem 4 (Johnson-Lindenstrauss). Given 0 < ε < 1 and an output dimension k >
20log(n)/ε2, then assuming the entries of U are sampled independently from N

(
0, 1

k

)
,

we have with probability at least 1−2e−(ε2−ε3)k/4, for all i , j :

(1−ε)‖xi −x j‖2 ≤ ‖U>(xi −x j )‖2 ≤ (1+ε)‖xi −x j‖2 (5.5)

An important point to notice in this theorem is the size of the output dimension
k. It is logarithmic in the number of samples n and it does not depend on the initial
dimension of the data d . This surprising result means that random projections pre-
serve distances very efficiently. Another application in imaging, called compressive
sensing, also exploits this property of random projections, that mixes information to
compress it.

Thus, random projections are:

• Dense: all the components of x are mixed together. There is no locality infor-
mation like convolutional layers in Deep Learning.

• Regular: pairwise distances are preserved as long as the projection dimension
is high enough.

• Data-agnostic: this projection can be applied to any data X . This is very differ-
ent from PCA that requires an expensive diagonalization step.

Nonlinear dimensionality reduction techniques are also possible [127]. For ex-
ample, autoencoders in Deep Learning have proven to be very powerful to compress
texts or images [128]. Non-linear random projections have also been proposed: for
example Locality-Sensitive Hashing [129], [130] introduces a non-linearity after the
random matrix multiplication to preserve distances only when they are small, a fea-
ture which is interesting because it enables even higher compression than linear ran-
dom projection.
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Figure 5.2: Dimensionality reduction as a neural network. Linear dimensionality re-
duction corresponds to a matrix multiplication, which may be viewed as a neural
network. This network is fed high-dimensional inputs, for example images, and out-
puts a compressed representation of them. Using random weights is a generic and
efficient way to compress information.

5.3 Random Features for inference

We have just discussed how random projections can be employed for dimensionality
reduction, which may be roughly summarized to the case k < d . In this section, we
investigate now the case k > d . High dimensionality with random projections also
presents undeniable advantages. It is quite amenable to theoretical studies leading
to algorithmic breakthroughs, thanks to the notions of measure concentration and
the law of large numbers. For example, we are here going to introduce a non-linear
inference algorithm based on random projections called Random Features [23].

5.3.1 Linear inference model

Inference problems consist in learning a function f to predict outputs labels y ∈ R
from input data x ∈Rd . They are typically trained in a supervised setting. We first fix
a model fw depending a set of trainable parameters w , that can be a linear model as
described below or a neural network for example. There is first a training step, where
this model is shown many pairs of input outputs (x, y), adjusting the parameters w to
minimize a loss function. The trained model may then be used for prediction, using
the weights at the end of the training process.

Linear models are the fundamental building block of inference models. In these
models, the predicted output ŷ is obtained with a linear model:

ŷ = w>
out x (5.6)

where the output weights are trained using a regression depending on the task at
hand (linear regression for regression tasks and logistic regression for classification).
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However, some problems cannot be solved with a linear model. A common ex-
ample is the XOR task, where no hyperplane separates the output 1s to the 0s. The
concept of non-linearly separable problems is fundamental: no linear transforma-
tion of x (dimensionality reduction or expansion) will make such a problem linearly
separable. One needs to resort to non-linear models to solve such a task. We say that
non-linear models are more expressive and can solve a larger class of problems.

5.3.2 Random Features

Thus, we will introduce here a first non-linear method. We transform the input data
x with a random linear transform followed by an element-wise non-linearity:

ϕ(x) = 1p
k

f (W x) (5.7)

where W ∈ Rk×d is a random matrix and f a non-linear activation function. Then,
the output weights are trained on these non-linear features:

ŷ = w>
out f (W x) (5.8)

This approach may be interpreted as a two-layer neural network. The weights
from the input to the input layer are fixed randomly, whereas the weights connected
to the output are trained. Since only this last linear layer is trained, the training stays
very simple and boils down to a linear regression. Still, the non-linear embedding
ϕ(x) augments the expressivity of this model. This approach appeared first in Ex-
treme Learning Machines [131] and ELMs have then developed with many variants
and applied to a large variety of tasks [24], [132], [133].

On the other hand, a high-dimensional embedding followed by a linear model is
reminiscent of kernel methods, a famous and well-studied machine learning tech-
nique [25]. Kernel methods were also proposed to circumvent the limits of linear
models. They send the data x ∈ Rd to ψ(x) in a higher dimensional space H (pos-
sibly infinite-dimensional), in which the problem becomes linearly separable. Then
they train a linear model on ψ(x), which makes it a very robust and well-understood
model.

Computing in a very large dimensional space H may be cumbersome. Instead, it
is possible to train linear models not based on the actual data points but by using the
scalar products only, all the k(x, y) between each pairs of data points x and y . The set
of pairwise scalar products k(x, y) for all x, y forms an object called a Gram matrix,
and the most common kernel methods build this Gram matrix without computing
any explicit embedding ψ(x).

However, these kernel methods requires to build an n×n Gram matrix, that grows
quadratically with n. While a polynomial scaling may not seem problematic in com-
plexity theory (it remains a problem of class P), with very large datasets, it is often
not practical to construct such a large matrix. Furthermore, after the training step,
to predict a new output, kernel methods need to compute the scalar products of the
new input data point with all the training vectors. They are thus notoriously slow for
prediction.
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Figure 5.3: Kernel methods and Random Features. (Left) Kernel methods are based
on non-linear embeddings in high-dimensional space, where problems become lin-
early separable. (Right) Random Features provide approximations of this non-linear
embeding. They are more efficient than traditional kernel methods when the num-
ber of samples is large.

Rahimi and Recht proposed the celebrated Random Features in [22]. To approxi-
mate any translation-invariant kernel, they introduced a random projection followed
by non-linearity to obtain a φ(x) similar to Eq. (5.7) that approximates the target ker-
nel. More specifically, they define the random non-linear embedding as a concate-
nation, called Random Fourier Features:

φ(x) = 1

k
[cos(W x),sin(W x)] (5.9)

where φ(x) ∈ R2k and W ∈ Rk×d a random matrix where each element Wi j is drawn
from an i.i.d. distribution p(w) . Random Features are based on the following result:

Theorem 5. For any translation-invariant positive definite kernel k(x, y) = k(x − y),
there exists a probability distribution p(w) for the elements of W such that:

lim
k→∞

φ(x)>φ(y) = k(x − y) (5.10)

Thanks to this explicit embeddingφ, Random Features reduce the computational
complexity of kernel methods when the number of examples n is large. A linear
model is trained on the non-linear features as described in Eq. (5.8). To perform a
prediction after training, one only need to apply the Random Feature equation of Eq.
(5.9) followed by the linear model of Eq. (5.8), in sharp contrast with conventional
kernel methods which require the computation of scalar products with all the train-
ing data points. Next we will show how to accelerate further this Random Feature
computation using optics to perform the matrix multiplication by W .
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5.4 Optical Random Features

5.4.1 Principle

We have detailed in Chapter 1 how random matrix multiplications can readily be
obtained in optics from multiple light scattering. It is thus natural to investigate
whether one can perform this computation in the optical domain [26]. Since the
operation is performed passively using light propagation alone, we will see the ad-
vantages of this implementation compared to the classical one on a conventional
computer. This will provide an example of optical computing, where optics outper-
forms electronics for specific operations. In this section, we will introduce the prin-
ciple and the results of the landmark paper [26], study the convergence towards the
asymptotic limit and present a detailed benchmark [55].

In the first implementation of [26], they emulated in optics the Random Features
algorithm described before for handwritten digits classification using the MNIST dataset
[4], a classical benchmark in machine learning: the algorithm is presented images of
handwritten digits between 0 and 9 and is asked to recognize them. The original
purpose to build this dataset back in the 90s was to design an algorithm that would
automatically recognize ZIP codes.

They used the simple experimental apparatus already described in Chapter 1,
that we will later call an Optical Processing Unit (OPU). Light from a laser is shined
on a Digital Micromirror Device (DMD), that acts as the Spatial Light Modulator here.
The modulated wavefront is then sent in a complex material where it is scattered
multiple times and is captured on a camera. The random matrix here corresponds to
the Transmission Matrix between the SLM and the camera, which is apparently ran-
dom due to the complexity of multiple light scattering. Note that it follows a complex
gaussian distribution instead of a gaussian one, but Random Features can be used
with different distributions.

More precisely, each input image x from the MNIST dataset is displayed on the
DMD. Since the DMD is high-dimensional, the small resolution image (28× 28 for
MNIST) is expanded using macropixels on the Spatial Light Modulator. Thanks to
multiple light scattering, one can collect on the camera the Random Feature projec-
tionφ(x) almost immediately (after a few picoseconds, the time for light to propagate
to the camera):

φ(x) = 1p
k
|W x|2 (5.11)

This projection is also high-dimensional as cameras typically offer millions of pixels,
it is subsampled for the following linear model. We would like to stress here the large
dimensionality both for the input and output dimensions offered by the optics. In-
deed, the number of modes that are mixed scales as A/λ2 ∼ 106 [35] with A ∼ 1 mm2

the illuminated area of the scattering medium and λ∼ 1 µm.
One limitation of the DMD is that this modulation device can only display binary

0/1 images. Thus, x needs to be binarized before being sent in the optical implemen-
tation. For this simple MNIST benchmark, images are already almost binary (pix-
els with ink versus pixels without ink) so Saade et al introduced a simple threshold-
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Figure 5.4: Scheme of the system to perform optical random projections. Light from a
laser is sent on a Spatial Light Modulator displaying the vector x to project. Light then
propagates through a complex scattering medium and a speckle pattern captured on
a camera. Thanks to random interferences, the image on the camera corresponds to
φ(x) = |H x|2 with H a complex gaussian i.i.d. random matrix.

ing operation without losing too much information. This drawback could be solved
by using Liquid-Crystal technology, but DMDs are less expensive and faster, making
them very interesting for an optical computing implementation. We will compare
these two technologies on a different task in the next chapter, as well as propose dif-
ferent binary encoding strategies.

5.4.2 Results

Fig. 5.5 presents the classification error on the MNIST dataset as the number of Ran-
dom Features increases. We observe that the classification error decreases with the
number of Random Features k, as we increase the dimension of the Random Feature
expansion φ(x). The asymptotic limit for an infinite number of Random Features is a
deterministic kernel with even better classification performance.

There is a discrepancy between experimental results and numerical simulation
for a large number of features. [26] have checked that the Random Features algorithm
is robust against additive noise (that may be interpreted as an L2-regularization term
in the linear regression). Thus, they propose the residual correlations between out-
put pixels as a possible explanation for this loss in performance, as they would reduce
the effective dimension of the random feature map. Another important parameter to
consider in experiments is the stability of the optical system: one wants the Trans-
mission Matrix W to be constant from the beginning of the training to the end of
the prediction steps. All these considerations are important when building an analog
computing device, calling for the iterative refinement of optical computing systems.



66 CHAPTER 5. OPTICAL RANDOM PROJECTIONS

Figure 5.5: Classification error as the number of Random Features increases. The ker-
nel limit at 1.31% is the asymptotic limit of the Random Features algorithms, and we
can see that both numerical and optical Random Features seem to converge towards
this limit. (Image from [26])

5.4.3 Convergence towards the kernel limit

Depending on the non-linearity f , different kernel functions can be approximated.
In the first implementation, they implemented a modulus non-linearity, giving a
complex elliptic kernel. We have proposed a different analysis in [55] that we detail
here.

Theorem 6. The kernel k approximated by the Optical Random Features defined in
Eq. (5.11) is given by:

k(x, y) = ‖x‖‖y‖2 + (x>y)2 (5.12)

Proof. The kernel limit of the Optical Random Features is defined by [22]:

k(x, y) =
∫

|w>x|2|w>y |2µ(w)d w (5.13)

with w a row of the random matrix W , drawn from an i.i.d. complex gaussian distri-
bution.

Thanks to the rotational invariance of the random vector w , we can fix x = ‖x‖e1

and y = ‖y‖(cosθe1 + sinθe2). θ represents the angle between x and y and cos(θ) =
x>y

‖x‖‖y‖ . Let ei
>w = wi ∼C N (0,1), i = 1,2.

Thus the kernel function becomes:

k2(x, y) = ‖x‖2‖y‖2
∫

|w1|2|w1 cosθ+w2 sinθ|2µ(w)d w (5.14)
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We then expand the quadratic forms and compute the resulting gaussian integrals:

1

‖x‖2‖y‖2
k2(x, y) =

∫
|w1|2|w1 cosθ+w2 sinθ|2 1

πd
e− ‖w‖2

2 d w

=
∫

|w1|2|w1 cosθ+w2 sinθ|2 1

π2
e− (|w1|2+|w2|2)

2 d w

=
∫ (|w1|4 cos2θ+|w1|2|w2|2 sin2θ+2|w1|2Re(w∗

1 w2)cosθ sinθ
)

1

π2
e− |w1|2+|w2|2

2 d w

The third term in the parenthesis is odd in w2, so the integral of this term van-
ishes. Let’s remark that if w ∼C N (0,σ2) then Im(w),Re(w) ∼N (0,σ∗2 = 1

2σ
2). The

two other terms can be computed easily using the moments of the gaussian distri-
butions (the moment of order 2 of a complex gaussian random variable is 2Γ(2)σ∗2 =
2σ∗2, the moment of order 4 is 22Γ(3)σ∗4 = 8σ∗4 where σ∗2 is the variance of the real
and the imaginary part of u1,2) .

k2(x, y) = 8σ∗4 cos2θ+4σ∗4 sin2θ

= 4σ∗4‖x‖2‖y‖2(2cos2θ+ sin2θ)

= 4σ∗4‖x‖2‖y‖2(1+cos2θ)

= 4σ∗4‖x‖2‖y‖2 +4σ∗4(x>y
)2

= ‖x‖2‖y‖2(1+cos2θ) when σ∗2 = 1

2

Numerically, one can change the exponent of the feature map to m ∈ R+, which
becomes:

φ(x) = 1p
k
|W x|m (5.15)

Theorem 7. When the exponent m is even, i.e. m = 2s, for all s ∈N, the dot product of
feature maps of Eq. 5.15 tends to the kernel k2s (for k →∞):

k2s(x, y) = ‖x‖m‖y‖m
s∑

i=0
(s!)2

(
s

i

)2
(x>y)2i

‖x‖2i‖y‖2i
(5.16)

Moreover, a generalization for all m ∈R+ can be established.

Eq. 5.16 is connected to the polynomial kernel [134] defined as:

(ν+x>y)p =
p∑

i=0

(
p

i

)
νp−i (x>y)i (5.17)

with ν ≥ 0 and p ∈ N the order of the kernel. For ν = 0 the kernel is called homoge-
neous. Forν> 0 the polynomial kernel consists of a sum of lower order homogeneous
polynomial kernels up to order p. It can be seen as having richer feature vectors in-
cluding all lower-order kernel features.
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Figure 5.6: Time and energy spent for computing a matrix multiplication (n,k) ×
(k,k), with a batch size n = 3,000 (solid line) or n = 1,000 (dotted line). The curves
cross each other at the same value of k, independent from n. Experiments were run
on an NVIDIA P100.

5.4.4 Complexity and benchmark

Let us explain quickly why this operation is accelerated using optics. To recall the
previous notation, if n describes the number of input data points, d their dimension,
and k the Random Feature dimension, the complexity of the computation of φ(x) in
Eq. (5.7) is O(ndk) on a conventional computer, while the same computation has an
O(n(d +k)) complexity in optics. One needs to display the n images one by one and
the factor d +k comes from the input-output bandwidth between the optical system
and the computer, one needs to send and receive high-dimensional streams of data,
an operation which is limited by the communication bandwidth between devices.
It can sometimes be neglected as it dominates constant communication overheads
only when d +k ∼ 105. Note that only the random projection is accelerated optically,
the linear model is still performed on the computer.

In [55], we have also benchmarked the so-called Optical Processing Unit (OPU),
built and optimized by LightOn (a spin-off company co-founded by my two PhD su-
pervisors), with a conventional CPU/GPU setup. The main advantage of the OPU
is the speed at which the OPU can compute Random Features of large dimension.
Moreover, its power consumption stays below 30 W independently of the workload.
Fig. 5.6 shows the computation time and the energy consumption over time for GPU
and OPU for different projection dimensions k. In both cases, the time and energy
spending do not include the time to initialize the random matrix (a necessary step
on the GPU). For the GPU, only the calls to the PyTorch function torch.matmul are
measured and energy consumption is the integration over time of power values given
by the command nvidia-smi.

For the OPU, the energy consumption is constant with respect to k and equal
to 45 Joules (30 W multiplied by 1.5 seconds). The GPU computation time and en-
ergy consumption are monotonically increasing except for an irregular energy de-
velopment between k = 45,000 and k = 56,000. This exact irregularity was observed
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throughout all simulations we performed and can most likely be attributed to an op-
timization routine that the GPU carries out internally. The OPU is up to 7 times more
energy efficient than the GPU for large random projections. The GPU starts to use
more energy than the OPU from k = 18,000 and runs out of memory for k = 58,000.
These exact crossover points are only indicative, as they depend on the GPU version
and the optical implementation. The relevant point we make here is that the OPU has
a better scalability in k with respect to computation time and energy consumption.

This benchmark is voluntarily focused on the Random Feature projection, which
is usually followed by a linear regression. This second step is typically not the bot-
tleneck for conventional computers, but becomes a challenge with the very high di-
mensionality achievable in optics. As such, we have not increased the size of the
random projections to more than 100,000 in all the presented works, even though
cameras offer millions of pixels, and implemented optimized linear solvers such as a
Ridge regression method based on Cholesky factorization performed on GPU in [56],
or a multi-GPU conjugate gradient iterative method in [55] or .

5.5 Where to use optical random projections

5.5.1 Advantages and challenges of optical random projections

Optical computing comes with a number of advantages compared to conventional
computing:

• Parallelism: It is very large dimensional thanks to the large resolution of opti-
cal devices today. In particular, we do not need to store the random matrix in
memory, which allows us to reach larger sizes than the memory limits of CPUs
and GPUs.

• Speed: Information is processed as it propagates from the modulator to the
camera. We are usually not limited by the propagation speed of information
but rather by the operating speed and data bandwidth of the devices.

• Energy-efficiency: The computation is performed passively by optical propa-
gation. As such, optical computing devices are much more efficient, and this
key metric will prove very important in the years to come, as data centers be-
come more and more power hungry.

Of course, challenges still need to be overcome before this technology reaches
maturity. We may mention among others:

• Noise and stability: Analog computation are inherently corrupted by noise,
with limited error correcting possibilities. Thus algorithms developed need to
be robust against noise. Interestingly, this is what happens in the brain, and in
general, high-dimensional problems are more robust against noise.

• No backpropagation: Since we do not know the matrix, backpropagation is not
possible. Aligning the experiment pixel by pixel is possible, but challenging.
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Architecture ResNet34 VGG16
Layer L1 L2 L3 Final MP2 MP4 Final

Dimension k 4 096 2 048 1 024 512 8 192 2 048 25 088
Sim. Opt. RFs 30.4 24.7 28.9 11.6 28.2 20.7 15.2 (12.9)

Optical RFs 31.1 25.7 29.7 12.3 30.9 21.5 16.4
RBF Four. RFs 30.1 25.2 30.0 12.3 28.0 20.7 14.8 (13.0)

No RFs 31.3 26.7 33.5 14.7 27.1 22.5 13.3

Figure 5.7: Test errors (in %) on CIFAR-10 using k = 104 RFs for each kernel (except
linear). Values for the kernel limit are shown in parenthesis (last column). For the last
column we added test errors for the kernel limit in parenthesis.

• Non-linear readout: The camera only detects intensities, imposing a non-linearity
in the forward optical model.

• Linearity only: Conversely, the optical propagation is only linear. Having non-
linear optical components would allow the implementation of deep neural net-
works optically, but for now no viable solution has been proposed (either re-
quiring high power or not scalable to high dimensions).

5.5.2 Transfer Learning

Optical random projections may be used in any type of neural network with a fixed
large-dimensional random layer. While an application will be studied in depth in the
next chapter, let us mention here the case of Transfer Learning for image classifica-
tion proposed in [55]. Transfer Learning is about reusing the trained layers of a deep
neural for a different task, leveraging the preprocessing steps of the first layers of the
network to extract meaningful information about images. This alleviates the need for
a very long training process on the new task, by reusing the weights of the pre-trained
network.

We extract a diverse set of features from the CIFAR-10 image classification dataset
using two different convolutional neural networks (ResNet34 and VGG16). The net-
works were pretrained on the well-known ImageNet classification benchmark and we
directly apply a classifier on the convolutional features of the data at hand. This re-
quires much less computational resources than training a new deep neural network
for this new dataset, while still producing considerable performance gains over the
use of the original image pixels.

We compare Optical Random Features to a another type of Random Features
called Fourier Random Features of [22] and a simple baseline that directly works with
the provided convolutional features (with a linear model). Table 5.7 shows the test
errors achieved on CIFAR-10. Each column corresponds to convolutional features
extracted from a specific layer of one of the three networks.

Since the projection dimension k = 104 was left constant throughout the exper-
iments, it can be observed that RFs perform particularly well compared to a linear
kernel when k À d where d is the input dimension. For the opposite case k ¿ d the
lower dimensional projection leads to an increasing test error. This effect can be ob-
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served in particular in the last column where the test error of the RF approximation
is higher than without RFs. The contrary can be achieved with large enough k as in-
dicated by the values for the true kernel in parenthesis. In general, the simulated as
well as the physical optical RFs yield similar performances as the RBF Fourier RFs on
the provided convolutional data.

5.5.3 Anomaly detection

There are other machine learning applications involving random projections. For
example, NEWMA [135] (for “No-prior-knowledge” Exponentially-Weighted Moving
Average) proposes an anomaly detection algorithm using Random Features, based
on a simple principle.

Given a stream of input data xt and a Random Feature embedding φ(xt ), one
constructs the 2 following sketches of the input distribution:{

zt = (1−Λ)zt−1 +Λφ(xt )

z ′
t = (1−λ)z ′

t−1 +λφ(xt )
(5.18)

for two forgetting factors 0 < λ <Λ < 1. The larger the forgetting factor, the more zt

changes, so z ′
t evolves slower than zt and encodes the long-term distribution of the

input data, while zt responds quickly to new changes.
As such, NEWMA detects a change-point when the following condition is ob-

served:
CNEWMA : ‖zt − z ′

t‖ ≥ τ (5.19)

for some threshold τ> 0. This condition corresponds to the short-term distribution
encoded in zt diverging from the long-term distribution z ′

t . One characteristic of this
technique is its flexibility, it requires no a priori information on the distribution of
the input data.

Here, the random featuresφ(xt ) are employed to provide a regular and well-controlled
sketch of xt . NEWMA thus provides a simple online method to detect change-points
in the distribution of input data streams, that can be accelerated using Optical Ran-
dom Features. This work has been applied to change point detection in molecular
dynamics.

5.5.4 Training networks without gradient descent

Intriguingly, we may also employ random projections to train deep neural networks
[136]. Deep neural networks are typically trained using gradient descent and back-
propagation, a method to compute the gradient with respect to each weight parame-
ter by backpropagating the information backwards in the network. As backpropaga-
tion involves multiplying by the transpose of the weight matrices, one may wonder
what would happen if these are replaced by random matrices instead.

Training is successful even with this "apparently-suboptimal gradient". This may
be heuristically explained by the heavy overparametrization of deep neural networks:
among all the solutions, FA and DFA find the set of weights for which the true gradient
aligns with the random matrix.
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Figure 5.8: Principle of Direct Feedback Alignment. (Left) In backpropagation, the
error signal is backpropagated through the network involving multiplications by the
transpose of the weight matrices. (Not shown) In Feedback Alignment, these matri-
ces are replaced by random matrices and training is still successful in certain settings.
(Right) One may even backpropagate directly from the error signal to any layer using
a random matrix. This approach called Direct Feedback Alignment has been acceler-
ated optically (image from [137]).

This random matrix multiplication may be performed in optics as proven in [137],
even for very large neural networks. Note that this operation requires a random ma-
trix multiplication without the modulus square, made possible using an external ref-
erence arm in optics.

5.5.5 Towards Reservoir Computing

Finally, it is also possible to design Recurrent Neural Networks with randomly-fixed
weights, also called Echo-State Networks [138]. As they gave rise to the more general
framework of Reservoir Computing [139], this particular network architecture has
been extensively studied, both theoretically and for physical accelerations.

In the next chapter, we will describe how to implement it using multiple light scat-
tering, enabling very large reservoir sizes and pushing it to very high performance.
Then a theoretical work will be presented in Chapter 7, accelerating Reservoir Com-
puting considerably even without the use of optics.



CHAPTER 6

Optical Reservoir Computing

1As we have shown how optics represents a promising alternative to accelerate ran-
dom matrix multiplications in machine learning, we will focus here on a particular
Recurrent Neural Network (RNN) architecture called Reservoir Computing. RNNs
are notoriously hard to train [13]. Recurrent connections are a challenge for error
back-propagation, which is the method of choice to train neural networks with feed-
forward connections such as Convolutional Neural Networks [4]. Back-propagation
through time is possible [140], but this method faces the problem of local minima,
as well as exploding and vanishing gradients [13]. As a possible solution to bypass
this training issue, Echo-State Networks (ESNs) [12], [138] are Recurrent Neural Net-
works with randomly fixed internal weights, and they are part of the more general
framework of Reservoir Computing [15]. Only the output weights are trained for a
particular task, reducing the training to a simple linear regression. The number of
tunable parameters is thus smaller, but this does not necessarily mean that this neu-
ral network model is less expressive than fully-tunable Recurrent Neural Networks. It
is very easy to increase the number of neurons and it has been proven that large net-
works can universally approximate any fading memory input/output system [141].

In this chapter, we will show how optics, and in particular multiple scattering,
can accelerate the random matrix multiplication in Reservoir Computing. We will
first discuss how to operate a reservoir with time-dependent data, to then detail the
optical implementation and how it performs against conventional computing solu-
tions.

6.1 Reservoir Computing

6.1.1 Recurrent equation

To operate an Echo-State Network, a time-dependent input is first fed to the network
with fixed weights. After the computation of all the ESN states, the output weights
are either learned with a training dataset containing the desired outputs, or used to
obtain a predicted output on another dataset for validation.

Let {i (t ), t = 0, ...,T } ∈ (
Rd

)T
be an input time series of dimension d and of length

T . The ESN will be initialized in a random state x(0) ∈ Rn and its state at time t will
be denoted x(t ); n is the dimension of the network, i.e. the number of neurons or
reservoir nodes. Let Wres be the internal weight matrix and Win the weight matrix
between the input and the network. Both weight matrices are random and fixed for

1This project was initially developed during my Master internship and first year of PhD. Then we
were joined by Dr. Mushegh Rafayelyan (postdoctoral researcher with Pr. Sylvain Gigan) that pushed
forward this research project, with the help of Yongqi Tan (Shanghai Jiao Tong University).

73
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Figure 6.1: Principle of Reservoir Computing. (Left) A Recurrent Neural Network. A
loop in the backpropagation algorithm is shown in red. (Right) Echo-State Networks
where internal weights are randomly fixed are one of the first instance of Reservoir
Computing.

Echo-State Networks, of variances σ2
r and σ2

i respectively. The nonlinear activation
function of every neuron will be denoted f . The successive ESN states are computed
using the following recursive equation:

x(t +1) = f (Wini (t )+Wresx(t )) (6.1)

In other words, an Echo-State Network is a large set of neurons randomly inter-
connected, that evolves dynamically driven by an external input. This leads to the
more general framework of Reservoir Computing, where the neural network can be
replaced by any non-linear dynamical system to which an input time series is fed. At
any time, the current state of the reservoir depends on the previous values of input
data, it encodes this information in its state.

This more general framework adds more flexibility to the model, that we will
leverage for our optical computing implementation. In particular, we introduce a
leak rate a, a random bias vector b, and an encoding function g into the ESN equa-
tion:

x(t +1) = (1−a)x(t )+a f
(
Wing (i (t ))+Wresg (x(t ))+b

)
(6.2)

The leak rate a is an important parameter that controls the speed of the dynamics
of the reservoir without changing its long-term stability, the bias parameter b con-
trols the diversity of neurons inside the reservoir states. These two parameters are
commonly used in conventional Reservoir Computing to improve the overall perfor-
mance [16].

Finally, the encoding function will be important in the following as images on the
Spatial Light Modulator need to be either binary or phase-only. We have first made
a first implementation which did not use such encoding function, but binarized the
reservoir states with a threshold activation function f [27]. With this simple change,
it allows the networks states to be real, which increases their diversity and the final
performance considerably.
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6.1.2 Final linear layer

The output o(t ) ∈ Rk is computed using a linear combination with weights Wout ∈
Rk×n , which can be written as:

ô(t ) =Woutx(t ) (6.3)

The optimal set of output weights is obtained by solving a linear regression problem,
which minimizes the following error metric:

E = 1

k

T∑
t=0

‖o(t )−Woutx(t )‖2 (6.4)

where o(t ) is the target output at time t .
Linear regression is a well-studied problem and many libraries already provide

an efficient solver. Ridge regularization is important to avoid overfitting when the
number of parameters n, which is proportional to the number of neurons, is larger
than the number of examples T . It corresponds to the addition of a termα‖Wout‖2 in
Equation (6.4), yielding the following explicit formula:

Wout =OX >(X X >+αIn)−1 =O(X >X +αIT )−1X > (6.5)

where X = [x(t )]t=1,...,T ∈Rn×T and O = [o(t )]t=1,...,T ∈Rk×T

The dimensionality of the linear regression is important for the choice of the al-
gorithm to use. Here n,T ∼ 104, which is still manageable on conventional CPUs and
GPUs. Here, we use the Ridge solver of the scikit-learn library in Python [142], as
we do not focus on optimizing this linear regression step in this proof-of-concept of
Optical Reservoir Computing. If performance is an issue, one could use the multi-
GPU conjugate gradient optimization implemented for the Transfer Learning work
presented in the previous Chapter [55].

6.1.3 Physical implementations of Reservoir Computing

The flexibility of RC, that can use any generic high-dimensional reservoir for compu-
tation, makes it very promising for physical implementations [52], [53]. Many have
been proposed originating from very different research areas, such as optical nano-
circuits [143] or carbon nanotubes [144], one early RC implementation even observed
the ripples at the surface of a bucket of water for pattern recognition [145]. The RC
framework is robust against noise and changes in network topology (dense, sparse,
and local connections can be used). In principle, various physical systems receive
an external time-dependent excitation and follow non-linear dynamics, sending the
sequential input into a high-dimensional feature space. To make a prediction, the
output is obtained by a linear combination of the observed state of the reservoir.

Following the recent trend of specialized electronic processors for efficient ma-
chine learning [146], neuromorphic electronic circuits for RC have been developed,
based on analog circuits, FPGAs [147] or memristive devices [148].

Optical node arrays have also been proposed, where semiconductor optical am-
plifiers are used to perform the non-linear activation function [143]. Increasing the
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Figure 6.2: Reservoir Computing pipeline. We first compute the successive reservoir
states using Eq. (6.2), then train or use a linear model to perform a prediction (6.3).
We use optics to accelerate the first step, using multiple light scattering to perform
the random matrix multiplication. The rest of the pipeline is performed on a con-
ventional computer.

number of neurons means increasing the number and the density of optical nodes,
which is a challenging manufacturing task to address.

On the other hand, some optical reservoir computers use a single physical node
[149]–[151]. They use temporal multiplexing and are based on a delay-fiber system
to generate interconnections between units. They can be operated very fast at the
GHz frequency and there is a very active community pursuing this line of research.
In this case, a large number of neurons decreases the effective frequency of this time-
multiplexed scheme as more nodes need to be sent one by one in the delay system.

Our strategy to increase the dimension of the reservoir is to use free-space op-
tics, combined with high-dimensional cameras and SLMs. The manufacturing chal-
lenge of producing cameras and SLMs with a large number of pixels has already been
solved thanks to their use in the display industry. By exploiting this commodity, it is
possible to implement large-scale Optical Reservoir Computing, interconnection be-
tween units being either provided by a Diffractive Optical Element (DOE) [122], [152]
or a scattering medium [27]. In the first case, connections are typically local and they
can be engineered when designing the DOE. In the second case that we study here,
the weight matrix is dense and random, which is closer to the original ESN defini-
tion. With these devices, we can reach very large sizes but the operating frequency
is limited by the SLM, which is typically in the tens or hundreds of Hertz, or more
often by the camera. An implementation using an LCoS-SLM in phase modulation to
generate the reservoir couplings has also been proposed [153].

6.1.4 Analysis of the reservoir dynamics

Before moving onto the practical optical implementation, let us discuss a particu-
larity of Reservoir Computing, where a non-linear dynamical system is driven by an
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external input. The reservoir in Reservoir Computing is a tunable dynamical system,
that can be put in a stable or chaotic regime depending on a few parameters control-
ling the dynamics. This is linked with the Echo-State Property, introduced since the
founding Echo-State Network paper [12]. It states that a reservoir needs to forget its
initial state after a finite transition time. More precisely, for a given input time series,
the network state x(t ) needs to be uniquely determined by {i (t ′)|t ′ ≤ t } (assuming the
input time series is infinite on the left). In practice, we observe a fading memory of
the past in a stable network, an important property as one does not want the cur-
rent state to depend on the network initialization, since it is random and unrelated
to the task at hand. The reservoir needs to operate in a stable dynamical regime, in
contrast to a chaotic regime that would be very sensitive to initial conditions. As a
consequence, a chaotic dynamical system cannot be used for Reservoir Computing.

Empirically, best performance in Reservoir Computing happens when the reser-
voir is “at the edge of chaos” [154], which corresponds to a stable regime close to a
chaotic one that exhibits rich but stable dynamics. A sufficient condition for stability
is σr < 1/2, assuming Wres to be i.i.d. random and f 1-Lipschitz continuous, and a
necessary condition is σr < 1 [155], while the necessary condition is often sufficient
in practice. Finally, to ensure that the reservoir state does not depend on the initial
conditions, we typically throw away the first states following the initialization, both
for training and prediction.

To describe the complex dynamics of the Reservoir, several properties and quan-
tities of interest have been proposed. The first and most important one, called the
Echo-State Property [12], describes the stability of the dynamical system. It states
that a reservoir needs to forget its initial state after a finite time to be used for RC.
In other words, for a given input time series, the observed state of a reservoir after a
warm-up phase shall not depend on the method used to initialize the network, which
is not related with the task to solve. The reservoir needs to operate in a stable dynam-
ical regime, in contrast to a chaotic regime that would be very sensitive to initial con-
ditions. As a consequence, a chaotic dynamical system cannot be used for Reservoir
Computing. Additionally, to ensure that the reservoir state does not depend on the
initial conditions, we typically throw away the first states following the initialization,
both for training and prediction.

In practice, adding an external input and bias stabilizes the reservoir dynamics
[156], this frontier between chaos and stability thus depends on the dataset at hand.
We will choose an empirical approach: the dynamics is controlled by a few parame-
ters and we use a hyperparameter search to find a particular dynamical system suited
for the task at hand. For example in our last work [56], we have chosenσr ≈ 1.01. Note
that this procedure is common in Machine Learning as we often need to search for
the best model to use for a particular problem by tuning a set of hyper-parameters.

To describe the complex dynamics of the Reservoir, other properties and quan-
tities of interest have been proposed [157]. The separation property means that two
different input time series need to lead to different final reservoir states. A complex
reservoir with rich dynamics is able to encode more information and differentiate a
larger number of inputs. The approximation property states that a single input time
series perturbed with noise should consistently be mapped to the reservoir state.
These properties are useful to characterize in a simple way the high-dimensional dy-
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namics of a reservoir. For instance, it is possible to derive quantitative measures of
these properties on experimental Reservoir Computers, and even display the observ-
ables introduced in this subsection in a 3D space to visualize the performance of a
particular RC implementation [158].

In the end, there are four requirements for a dynamical system to be effectively
used in RC [52]: high-dimensionality of the reservoir, non-linearity in the dynamics,
the Echo-State Property, and a balance between the separation and approximation
properties which depends on the task to solve. Note that this discussion is mainly
heuristic, and it is difficult to compare different Reservoir Computing implementa-
tions, especially given the large variety of physical implementations. An approach
towards a unifying framework is provided in [158].

6.2 Optical Reservoir Computing

6.2.1 General principle

The experimental setup for our implementation here is the same as detailed in the
previous chapter [26]. To summarize it quickly here, it comprises three main de-
vices: a Spatial Light Modulator to modulate the electric field, a complex scattering
medium to perform the random matrix multiplication optically, and a camera to cap-
ture the resulting image called a speckle pattern.

Only the reservoir update of Eq. (6.2) is accelerated in the optical domain. More
precisely, the random matrix multiplication is performed optically and the feedback
from the camera image to the next SLM image is performed electronically. We are
thus limited by the communication speed between devices and constant overheads.

This resulting speckle pattern determines the next reservoir state, that will be en-
coded and displayed back on the SLM with the next input. This feedback loop be-
tween the camera and the SLM corresponds to one Reservoir Computing iteration
and it will be repeated as many times as there are reservoir states to compute. Com-
pared to the Optical Random Features algorithm on the MNIST dataset [26], our con-
figuration is more beneficial for our optical design, because the input dimension in
their implementation is relatively low at 784. Here we leverage not only the high res-
olution of the camera (to get the next reservoir state) but also of the SLM (to display
the current reservoir state), to enable large reservoirs.

On the other hand, the linear regression (the second step in Fig. 6.2) is performed
on the computer. This prevents us from going to very large reservoir sizes n ∼ 106,
due to the time and memory costs. To circumvent this issue, an all-optical imple-
mentation has been proposed [122] but also creates additional challenges. For ex-
ample, they do not measure x(t ), only ô(t ), and had to resort to a genetic algorithm
to solve the large-scale linear regression.

6.2.2 Different optical implementations

This project has been carried out over the span of 4 years, with two different SLM
technologies to compare. It resulted in a number of different types of optical imple-
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Figure 6.3: Loop between the computer and the optical system for Reservoir Comput-
ing. For every RC iteration, we send an image containing the current reservoir state
and input to the SLM. The result of is collected on the camera, where we subsample
to avoid the speckle grain size correlation.

mentations, that reflects the different steps of the project:

• Optical system DMD1: I inherited this setup from [26], with a Vialux DMD and
a Basler ace camera. It was used for the first implementation of Optical Reser-
voir Computing in 2016 during my Master internship. As a non-optimized sys-
tem, we were limited in speed to 10 Hz to wait for the synchronization between
camera and DMD. Since it is based on a Digital Micromirror Device, we can
only display binary images in the optical domain.

• Optical system DMD2: This DMD implementation has been developed by the
startup LightOn and available for researchers as a cloud service. This system
was accessed in February 2018 and has been greatly improved since then.

• Optical system LCoS1: An LCoS-SLM implementation (we recall that the Liq-
uid Crystal technology enables phase modulation), initially built for another
project [159], was used in our comparison between DMDs and LCoS-SLMs [28].
This optical system was built to study the propagation of optical pulses in scat-
tering media. The wavelength of the laser we used is at 800 nm (Ti:Sapphire
laser, MaiTai, Spectra Physics, operated in continuous-wave mode), we expand
the beam to fill the SLM, a Meadowlark 512×512 LCoS Reflective SLM. The
modulated electric field is then focused by a 20× objective with 0.4 numerical
aperture on a 0.5 mm thick scattering material. The scattered field is collected
by another similar objective and the resulting speckle is captured by a CCD
camera (Allied Vision, Manta G-046).

• Optical system LCoS2: We have then built a dedicated system optimized for
Optical Reservoir Computing. The laser has been replaced by a continuous 532
nm laser (Coherent), the SLM now has 1920×1152 pixels (Meadowlark Optics
HSP192-532), and the camera is a Basler acA2040-55um with 2048×1536 pixels.
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In the end, two systems for both DMD and LCoS technologies were implemented,
the first one for a proof-of-concept and a second where stability, number of modes,
and speed have been optimized.

6.2.3 Complexity and speed

Here we propose a dedicated benchmark of the optical acceleration for Reservoir
Computing, for the Optical system LCoS2. Compared to the similar one presented
in the last chapter, with Reservoir Computing, there is no batch size, images are dis-
played one by one in Reservoir Computing. Additionally, we take into account the
communication bandwidth between devices. As any benchmark, it is important to
keep in mind that the numbers presented here are dependent on the hardware at
hand and the particular implementation. They serve to obtain overall trends and
general information about regimes where one device is more performant than an-
other.

We introduced our optical implementation to accelerate the random matrix mul-
tiplication of Eq. (6.2). This operation represents the bottleneck for large-scale Reser-
voir Computing, as it has a quadratic complexity in the reservoir size n. On the other
hand, the optical implementation has a linear complexity scaling: while the time of
the random matrix multiplication is usually negligible in optics, this linear complex-
ity comes from the time to transfer data with and from the optical devices. In the
inset with log-log axis, we observe two regimes for the optical device. For small sizes
(up to ∼ 104), the operating speed and the synchronization of the devices is the most
demanding operation, with a maximum frequency less than 150 Hz. We then observe
the linear scaling, with crossover points at 5,000 and 25,000 for the CPU and GPU re-
spectively. Thus, optics enables us to perform the operation faster for large reservoir
sizes.

Moreover, the CPU and GPU are restricted in size due to memory limitations.
GPUs come with embedded memory, here we used an NVIDIA Tesla V100 with 16 GB
of memory, one of the best available GPU as of 2020. On the other hand, CPUs use
the memory of the computer, here the computer was equipped with an Intel Xeon
Gold 5120 with 64 GB of RAM memory. In both cases, the largest possible size of the
reservoir was on the order of 50’000, as the square internal weight matrix overflows
the memory for very large sizes.

This benchmark is focused on the random matrix multiplication. Other opera-
tions necessary in the Reservoir Computing pipeline are the linear regression and the
matrix-vector multiplication for a prediction. These are typically not the bottleneck,
but become important for large-scale Optical Reservoir Computing. Many different
algorithms have been proposed for linear regression, it would be interesting to per-
form a benchmark for Reservoir Computing. However, we focused here on the step
that could be accelerated optically.

6.2.4 Encoding as a pre-processing kernel

Physical constraints are unavoidable with analog computing. For example here, due
to the physical constraints of the SLM, the displayed image needs to be either binary
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Figure 6.4: Speed benchmark of Reservoir Computing and memory limitations, on
CPU, GPU and the optical implementation LCoS2. Inset shows the performance
curves in a logarithmic scale extended for larger reservoir sizes. The turning points
where the optical scheme starts to perform faster than the CPU and GPU correspond
to n ≈ 5000 and n ≈ 25000, respectively.

amplitude or phase-only. This means that an encoding operation needs to be intro-
duced on the reservoir and input data, it corresponds to the function g in (6.2). We
assume that this g function operates componentwise to increase its speed of com-
putation and simplicity.

In the case of phase encoding, g is simply defined by g (x) = e iπx . x is between
0 and 1 after normalization and discretized in 8 bits, which correspond to 255 grey
levels that are generally sufficient to avoid any loss of performance. In practice, there
is no clear difference or drawback introduced by this encoding.

On the other hand, the binarization constraint introduced by the DMD is more
critical as some information is irremediably lost. Thanks to the introduction of this
encoding function, we can also change the dimensionality of the encoding and en-
code a reservoir activation on several DMD pixels. With this strategy, the function
g encodes the given value of one camera pixel on nbin binary DMD pixels. Higher
values of nbin increase the regularity of the encoding function, and make the RC dy-
namics smoother. Such an encoding also requires more DMD pixels to display the
reservoir state. Hence, an efficient binarization scheme needs to balance between
two constraints: a limited dimension expansion, to allow very large reservoir to be
displayed on the DMD, and sufficient regularity and precision of the encoding.

There are several possibilities to define the encoding function g . As a separable
function, i.e. operating componentwise, it is uniquely defined by the image of a sin-
gle real number. After normalization of the number to encode, we assume that this
number lies between 0 and 1. As there is a link between these binary embeddings
and kernel, methods, we will characterize encodings based on their distance matri-
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Figure 6.5: Distance matrices to compare encoding strategies. (a) Distance matrix
‖g (x)− g (y)‖ for x and y between 0 and 1, with no encoding here g (x) = x (for con-
trol). (b) Distance matrix for basket encoding (6.6) with nbin = 10. (c) Distance matrix
for threshold encoding (6.7) with nbin = 10. (d) Distance matrix for base-2 encoding
with nbin = 4.

ces, defined by the set of ‖g (x)− g (y)‖ for all pairs (x, y) ∈ [0;1]2. These distances
should be small close to the diagonal, where x and y are similar, and increase further
away from the diagonal.

Inspired by the Random Binning Features developed by Rahimi and Recht [22],
we propose here an encoding function g , called basket encoding, where each com-
ponent gi (x) for i = 1, . . . ,nbin is defined by:

gi (x) =
{

1, if x ∈ [ci − s,ci + s]
0, else

(6.6)

where the centers and size of the bins are defined by ci = 2i−1
2nbin

and s = 2bnbin/2c−1
4nbin

respectively. These values are chosen to obtain a larger number of different binary
encodings while keeping a regular distance matrix.

Another binarization strategy, previously used in [27] and referred to as threshold
encoding, is to encode the input by using a set of uniformly-spaced thresholds:

g ′
i (x) =

{
1, if x > ti

0, else
(6.7)

where the thresholds are defined by ti = i
nbin

for i = 1, . . . ,nbin. This scheme is also reg-
ular and can be used for RC, but the number of different binary encodings is smaller
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Figure 6.6: NMSE of Mackey-Glass prediction with RC using different encoding
strategies: (a) tanh activation, (b) basket encoding defined in (6.6), (c) threshold en-
coding defined in (6.7), and (d) binary ESN of [27]. Each curve is an average of 5
realizations (numerical simulation), reservoir sizes is 512 for all cases with binary en-
coding dimension equal to 10 for (b) and (c).

in this case (10 possible binary encodings for threshold encoding compared to 15
for basket encoding). As a result, for a fixed binary encoding dimension nbin, it will
contain less information about the original real-value.

Fig. 6.6 presents the distance matrices for these three different binarization strate-
gies. We observe that both basket encoding and threshold encoding are well-behaved,
as distances close to the diagonal, which correspond to close original real values, are
small while the distance increases smoothly as the original values get further apart.
Additionally, the basket encoding provides more precision for a given bit depth, here
nbin = 10.

For comparison, we also present the distance matrix using the representation in
base 2. This binary encoding is the one used in the memory of a computer, it is the
most compact one as nbin represent 2nbin different numbers. However, the computer
implicitly differentiates bits according to their position, from the most-significant to
the least-significant bit; in RC all bits should have the same importance. For example,
7 and 8 (or 7

16 or 8
16 after normalization) are very close but their binary encodings in

base 2, 0111 and 1000, are very different.
Encoding represents an unavoidable step in analog computing, and we framed

it here as a pre-processing kernel. This point of view should be applicable to most
element-wise encodings performed on the original data. Moreover, it fits well in the
framework of the next chapter with the kernel limit of Reservoir Computing, where
the whole algorithm may be described as a compositional kernel.
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6.3 Results

6.3.1 Chaotic time series prediction

Since Reservoir Computing is initially based on a Recurrent Neural Network, it is
mainly used to process sequential data. One application is particularly promising
in chaotic time series prediction, as Reservoir Computing has demonstrated state-
of-the-art performance compared to other strategies [17], [18]. We will introduce the
two chaotic systems that will be used for later benchmarks.

Mackey and Glass proposed in 1977 their famous equation to model physiological
feedback systems [160]:

du(t )

d t
=β u(t −τ)

1+u(t −τ)n
−γu(t ) (6.8)

The first term corresponds to a delayed response of the system, which tends to 0 as
u tends to either 0 or infinity to keep the model realistic, while the second term can
be interpreted as a classical decay with rate γ. This time-delay differential equation,
in appearance simple, displays chaotic behavior for certain ranges of parameters, for
example β = 0.2, γ = 0.1, τ = 17, n = 10 as in [138]. The maximal Lyapunov expo-
nent in this case is Λmax = 0.006. In general, the Lyapunov exponent gives a measure
for the total predictability of a system, it characterizes quantitatively the rate of sep-
aration of infinitesimally close trajectories in dynamical system, namely, the mini-
mum amount of the time for which trajectories are diverging by a factor of e. This
chaotic time series is one of the standard models used to test Reservoir Computing
algorithms [12].

The Kuramoto-Sivashinsky (KS) equation is a model of nonlinear partial differ-
ential equation frequently encountered in the study of nonlinear chaotic systems
with intrinsic instabilities, such as wave propagation in chemical reaction-diffusion
systems, the velocity of laminar flame front instabilities, thin fluid film flow down
inclined planes and hydrodynamic turbulence [161], [162]. The one-dimensional
Kuramoto-Sivashinsky partial differential equation is:

ut =−uux −uxx −uxxxx (6.9)

where we assume the scalar field u = u(x, t ) is periodic with period L. This defines
a spatio-temporal chaotic system, which is a much more complex object than the
Mackey-Glass differential equation. When not explicitly defined, the period L will be
set to 22, which corresponds to a Lyapunov exponent of Λ= 0.043.

6.3.2 First prediction results

We first focused on the simpler Mackey-Glass series, as it is only a scalar time series.
Figure 6.7c shows one of the successful prediction results with the optical system
LCoS1. The dashed line is the test time series fed to the reservoir until t0 = 0. After-
words, the algorithm has been switched into prediction mode (solid line). The tem-
poral axis is normalized by the maximal Lyapunov exponent Λmax. To obtain such a
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Figure 6.7: Optical Reservoir Computing for prediction of the Mackey-Glass system,
using the optical system LCoS1 (with an LC-SLM). (a) Image displayed on the SLM.
(b) Image recorded on the camera. (c) Chaotic system prediction: the value of the
time series is fed to the reservoir, up to a point at which the reservoir is used to pre-
dict the future. Time on the x-axis is normalized by the Lyapunov exponent. (d) Nor-
malized Mean Square Error (NMSE) as a function of the prediction time, for different
reservoir sizes n.
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result, various hyperparameters need to be taken into account to improve the predic-
tion performance, like the relative weights between the input and the reservoir state.
They are discussed at more at length in the appendix, along with how to readout the
reservoir states from the camera images.

As a benchmark of the prediction performance we use the NMSE (Normalized
Mean Square Error) for N values of t0 defined by:

NMSE = E

Nσ2
, (6.10)

where E is the squared error on the prediction task presented in Equation (6.4), nor-
malized byσ2 the variance of the Mackey-Glass time series. Consequently, the smaller
the NMSE value, the better the prediction performance is. In order to obtain smoother
NMSE curves, we calculated its average over ten independent experiments with nine
hundred test time series for each. The performance curves we obtain with the SLM
optical implementation for different reservoir sizes n = 256, 1024, 4096 are collected
in Figure 6.8d. As one can see, the larger the reservoir size, the better the algorithm
performance. The small oscillations of the NMSE from short prediction times origi-
nate from the oscillations of the Mackey-Glass time series, which are faster than the
Lyapunov time. For longer prediction times, the task becomes harder which explains
why the performance reaches a kind of plateau. The task becomes exponentially
harder since the Mackey-Glass time series is chaotic and the Lyapunov exponent de-
fines the typical time scale for chaotic divergence. It should converge to 1 for much
longer time series as the reservoir only outputs the mean value of Mackey-Glass.

6.3.3 Comparing DMD and LC-SLM implementations

Now that we have proven the feasibility of Reservoir Computing in optics, we inves-
tigate the difference in performance between the two SLM technologies. We present
in Figure 6.8d the NMSE of binary Reservoir Computing, binary Echo-State Network
and the phase Reservoir Computing obtained with an LCoS-SLM. Reservoir sizes are
set at 512 for binary Reservoir Computing, and 5120 for binary ESN to obtain a fair
comparison as the basket encoding expands the binary dimension 10 times.

We observe that thanks to the basket encoding, this new binarized version of
Reservoir Computing is performing better than the previous binary ESN implemen-
tation. Additionally, we see that this experimental binary Reservoir Computing is per-
forming better than the other experimental implementation of Reservoir Computing
based on phase modulation. The gap in performance between DMD and LCoS-SLM
implementations is probably due to a difference in stability and SNR of the optical
devices, which is higher for the one developed by LightOn. On the other hand, bi-
nary Echo-State Networks do not perform as well due to the binarization operation.

This shows that designing custom optical setups with very few moving parts is
beneficial, as it improves the stability of the system. Then, having an appropriate
encoding strategy is improving the prediction performance considerably. It shows
the information loss due to binarization is quite detrimental for our particular task,
as chaotic systems are typically very sensitive to small perturbations.
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Figure 6.8: Optical Reservoir Computing for prediction of the Mackey-Glass system,
using the optical system A (with a DMD). (a) Image displayed on the DMD. (b) Image
recorded on the camera. (c) Chaotic system prediction: the value of the time series is
fed to the reservoir, up to a point at which the reservoir is used to predict the future.
Time on the x-axis is normalized by the Lyapunov exponent. (d) Normalized Mean
Square Error (NMSE) as a function of the prediction time, for two different DMD en-
coding strategies and the LC-SLM of the optical system B.
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6.3.4 Optimizing Optical Reservoir Computing

We now test Optical Reservoir Computing on the Kuramoto-Sivashinsky system. As
a spatiotemporal chaotic system, this prediction task is more challenging. A recent
study has reported the very promising performance of Reservoir Computing for this
particular task [17]. We would like to stress the interest that this last work has raised
on the community, as it has shown the intriguing effectiveness of Reservoir Com-
puting for a challenging prediction task. This is the reason why we also used this
benchmark for our Optical Reservoir Computing implementation.

Our work on this project has been reported in [54]. To increase the performance
of the algorithm, we built a dedicated optical system for this optical computing strat-
egy, following the principle as before but with improved stability and enabling us to
increase further the reservoir dimension, up to n = 50,000. Still, stability was the lim-
iting factor as decorrelation of the scattering medium prevented us from performing
experiments for more than one hour.

We also used a trick referred to as autonomous dynamics of the reservoir to in-
crease the prediction performance. To put it simply, we first train the reservoir to
predict the next time-step only, and for prediction feed this next-time step predic-
tion as input to iterate the reservoir. With the new reservoir state, another next-time
step prediction is performed and this process is continued recursively. As such, the
reservoir becomes an autonomous dynamical system that we hope mimics the dy-
namics of the initial chaotic system. Empirical evidence of the effectiveness of this
method is presented in Appendix D.

We thus prove here that optical computing may also tackle state-of-the-art bench-
marks, with a prediction up to 2 Lyapunov exponents on the Kuramoto-Sivashinsky
system. This last step required to build an improved optical system with an LCoS-
SLM and large reservoir sizes. To improve performance further and compare with
[17], we would need to improve the optical stability further and study the electronic
noise of our particular Spatial Light Modulator, which we believe is the limiting factor
here.

Code to generate data and run the models is available at https://github.com/
jon-dong/reservoir-computing-python.

6.4 Discussion

6.4.1 In optical computing

This research project provides an example of application of the optical computing
strategy explained in the previous chapter: using optical scattering for random ma-
trix multiplications. Optics speeds up this computation by at least an order of mag-
nitude and allows to build larger and larger networks. It already shows how optics
can complement electronics, accelerating specific operations to enable the best out
of both worlds. Optics is perfectly suited for large-scale parallel operations, while
electronics is more versatile.

However, implementing competitive optical computing systems is no easy task.

https://github.com/jon-dong/reservoir-computing-python
https://github.com/jon-dong/reservoir-computing-python
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Figure 6.9: Optical Reservoir Computing for prediction of the Kuramoto-Sivashinsky
system, using optical system C (with an LC-SLM). (Left top) True prediction (target).
(Left middle) Prediction using Reservoir Computing. (Left bottom) Difference be-
tween the target and prediction. (a) Normalized Root Mean-Square Error (NMRSE)
for different sizes of the Kuramoto-Sivashinsky system, for Dres = 5 ·104. (b) NMRSE
for different reservoir sizes, for L = 22.

We also had to face the challenges of analog computing with the detrimental impact
of stability and noise. Thankfully, the presented algorithms work in high-dimension
and therefore are relatively robust against noise, still enabling us to implement per-
formant algorithms. On the other hand, the encoding step, i.e. how to send data in
the optical domain, remains an important question to tackle, due to constraints in-
troduced by the modulation devices. Our first experimental implementation was not
competitive on the Mackey-Glass dataset if we compare quantitatively Fig. 6.6 with
Fig. 6.8, while results on the Kuramoto-Sivashinsky model from Fig. 6.9 are competi-
tive with reported state-of-the-art results.

To put in perspective this work, other optical computing applications are inves-
tigated in the startup LightOn. For our particular case of Reservoir Computing, one
may wonder what benefits optical computing brings for real-world applications. As
a counterexample, increasing the reservoir dimension is interesting as a research en-
deavor but merely a technical achievement. Nevertheless, working with very large
reservoir sizes may improve the robustness of the prediction and the energy con-
sumption of the optical device is much lower than a GPU. In the future, as energy
efficiency and high computation power will be two important metrics to balance,
one could envision devices where different operation are performed on specialized
hardware, based on electronics or optics.

6.4.2 In Reservoir Computing

One particular feat of Reservoir Computing is the already-existing diversity of phys-
ical implementations, leveraging the flexibility of the framework to search for an ef-
ficient implementation. This work builds on this quest and proposes another ap-
proach using free-space propagation and multiple light scattering. Our approach is
very scalable compared to other techniques, where there is usually a trade-off be-
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tween dimension and speed. Moreover, our approach has shown for the first time
that physical implementations can perform well on a state-of-the-art application,
the prediction of the chaotic Kuramoto-Sivashinsky system.

Changing the computation paradigm dramamatically modifies the computational
bottlenecks. Here the linear regression is the limiting factor to scale to even larger
reservoir sizes for two different reasons. First, we need to store in memory the suc-
cessive reservoir states for the linear regression. Second, the generic algorithm we
used for linear regression becomes the bottleneck in terms of computational time.
It would be interesting to investigate whether an online training algorithm would be
effective when paired with Optical Reservoir Computing.

Finally, as optics enables very large reservoir sizes, one may wonder what this
change brings and what happens when the reservoir size goes to infinity. We tackle
this question in the next chapter, presenting a theoretical work with no application
in optics. In scientific research, impact often does not correlate well with effort. All
the results presented in this chapter may be put in perspective with the message of
the following chapter: the quest towards very large size Reservoir Computing does
not require optics, one may also replace the dense random matrix by a structured
transform, a very light and efficient operation.



CHAPTER 7

Recurrent Kernels and Structured
Transforms

1We have seen in the previous chapter how to accelerate Reservoir Computing in op-
tics, enabling very large reservoir sizes. One may then wonder: how beneficial is it
to increase the reservoir size? In particular, is there an asymptotic limit for very large
reservoir sizes? We will show in this chapter that indeed, the asymptotic limit exists
and corresponds to an explicit Recurrent Kernel.

This study will be the opportunity to make explicit the link between the Random
Features presented in Chapter 5 [22], [23], [163]–[165] and Reservoir Computing, our
topic of interest since Chapter 6. This natural association will result in the introduc-
tion of Structured Reservoir Computing, a software acceleration technique for Reser-
voir Computing.

To accelerate and scale-up the computation of Random Features, one can use
structured transforms [166], [167], providing a very efficient method for kernel ap-
proximation: structured transforms such as the Fourier or Hadamard transforms can
be computed in O(n logn) complexity. We show in this work that structured trans-
form are equally well-suited to Reservoir Computing: by simply replacing the dense
random matrix by a succession of structured transforms and random diagonal ma-
trices, we accelerate by orders of magnitude the Reservoir Computing computation
without any compromise in performance. The so-called Structured Reservoir Com-
puting is equivalent to Reservoir Computing, as they both represent finite dimen-
sional approximations of a Recurrent Kernel.

We believe this approach is fundamentally important for the study of Reservoir
Computing, both in theory, to revisit many results in Reservoir Computing, and in
pratice, thanks to faster and more efficient algorithms. No optical computing system
is present in this chapter, but optical computing served as an inspiration to study the
high-dimensional limit of Reservoir Computing.

7.1 The Recurrent Kernel limit

7.1.1 Definition

As RC embeds input data in a high-dimensional reservoir, it has already been linked
with kernel methods [15], but this heuristic interpretation has not been pursued fur-
ther at the time. In 2012, a standalone study derived the explicit formula of the cor-

1This project was an idea that gradually emerged during the PhD, and we worked together with
Ruben Ohana (PhD student with Pr. Florent Krzakala) to make it concrete and propose a competitive
implementation.
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responding recurrent kernel associated with RC [168], this important result meaning
the infinite-width limit of RC is a deterministic Recurrent Kernel (RK). Still, no theo-
retical study of convergence towards this limit has been conducted previously, which
is what we are going to propose here. With both theoretical and numerical evidence,
it will bear insights on the conditions for Reservoir Computing to converge towards
its limit. In this chapter, d denotes the input dimension, N the reservoir size, n and
m the number of samples in the training and testing set respectively.

For this particular study, we will distinguish two major classes of kernel functions:
translation-invariant (TI) kernels and rotation-invariant (RI) kernels. We will con-
sider TI kernels of the form:

k(u, v) = k(‖u − v‖2
2) (7.1)

and RI kernels of the form:
k(u, v) = k(〈u, v〉) (7.2)

We have already introduced in Chapter 5 the Random Fourier Features [22] to ap-
proximate any TI kernel and [169] proposes a method to construct Random Features
to approach RI kernels. Note that the examples presented in the following are gener-
ally not rigorously TI or RI kernels as they depend on ‖u‖, ‖v‖, and 〈u, v〉. For more
examples, a detailed taxonomy of Random Features can be found in [170]. TI and RI
kernels represent the 2 canonical cases from which other Recurrent Kernel formulas
may be derived.

To draw the link between Reservoir Computing and Random Features, let’s recall
the update equation (7.4) here:

x(t+1) = 1p
N

f (Wr x(t ) +Wi i (t )) (7.3)

In this equation, x(t+1) can be interpreted as a Random Feature embedding of a vec-
tor [x(t ), i (t )] (of dimension q = N +d) multiplied by an i.i.d. random matrix W =
[Wr ,Wi ]. This means the inner product between two reservoirs x(t ), y (t ) driven re-
spectively by two inputs i (t ) and j (t ) converges to a deterministic kernel as N tends
to infinity: 〈

x(t+1), y (t+1)〉≈ k
([

x(t ), i (t )] ,
[

y (t ), j (t )]) (7.4)

As explained previously, this kernel depends on the choice of f and the distribution
of Wr and Wi . To simplify this general form with a concatenation, one can then derive
the corresponding formulas for TI and RI kernels, by denoting l (t ) =σ2

i

〈
i (t ), j (t )

〉
and

∆(t ) =σ2
i

∥∥i (t ) − j (t )
∥∥2

:

k
([

x(t ), i (t )] ,
[

y (t ), j (t )])= k
(
σ2

r

〈
x(t ), y (t )〉+ l (t )) (RI) (7.5)

= k
(
σ2

r

∥∥x(t ) − y (t )
∥∥2 +∆(t )

)
(TI) (7.6)

Looking at Eq. (7.5) and (7.6), we notice the kernel at time t depends on approx-
imations of kernels at previous times in a recursive manner. Here, we introduce Re-
current Kernels to remove the dependence in x(t ) and y (t ). We suppose for the sake
of simplicity x(0) = y (0) = 0 and define RI recurrent kernels as:{

k1
(
l (0)

)= k
(
l (0)

)
kt+1

(
l (t ), ..., l (0)

)= k
(
σ2

r kt
(
l (t−1), ..., l (0)

)+ l (t )
)

, for t ∈N∗ (7.7)
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Similarly for TI recurrent kernels with Random Fourier Features, exploiting the prop-
erty that ‖x(t )‖2 = ‖y (t )‖2 = 1 with random Fourier Features:{

k1
(
∆(0)

)= k
(
∆(0)

)
kt+1

(
∆(t ), ...,∆(0)

)= k
(
σ2

r

(
2−2kt

(
∆(t−1), ...,∆(0)

))+∆(t )
)

, for t ∈N∗ (7.8)

These Recurrent Kernel definitions describe hypothetical asymptotic limits of large-
dimensional Reservoir Computing and we will study next the convergence towards
this limit.

7.1.2 Convergence theorem

Our first main result is a convergence theorem of Reservoir Computing to its kernel
limit. We want to bound the deviation between the kernel limit and an actual scalar
product between two reservoir states. This result will be probabilistic due to the ran-
domness of the weight matrix W . Although convergence is observed in a larger range
of cases, this theorem represents a statement of what is achievable using common
theoretical tools introduced for Random Features. Several assumptions will be nec-
essary:

• The kernel function k is Lipschitz-continuous with constant L, i.e. |k(a)−k(b)| ≤
L|a−b|. This assumption is classical in Reservoir Computing to study the algo-
rithm stability, but here we assume the Lipschitz-continuity of the kernel func-
tion k and not the activation function f .

• The random matrices Wr and Wi are resampled for each t to obtain uncorre-

lated reservoir updates: x(t+1) = 1p
N

f
(
W (t )

r x(t ) +W (t )
i i (t )

)
. This assumption is

necessary to remove correlations that are challenging to deal with in a proba-
bilistic setting. Resampling the weight matrices at each iteration is possible in
Reservoir Computing but would be painfully slow.

• The function f is bounded by a constant κ almost surely:∣∣∣ f
(
W (t )

r x(t ) +W (t )
i i (t )

)∣∣∣≤ κ (7.9)

Theorem 8. (Rotation-invariant kernels) For the RI recurrent kernel defined in Eq.
(7.7), under the assumptions detailed above, and with Λ = σ2

r L. For all t ∈ N, the
following inequality is satisfied for any δ> 0 with probability at least 1−2(t +1)δ:∣∣〈x(t+1), y (t+1)〉−kt+1

(
l (t ), ..., l (0))∣∣≤ 1−Λt+1

1−Λ Θ(N ) if Λ 6= 1 (7.10)

≤ (t +1)Θ(N ) if Λ= 1 (7.11)

with Θ(N ) = 4κ2 log 1
δ

3N +2κ2

√
2log 1

δ

N .

Proof. We are going to prove this property by applying the Bernstein inequality recur-
sively.

We use the following Proposition (Theorem 3 of [171] restated in Proposition 1 of
[163]):
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Lemma 1. (Bernstein inequality for a sum of random variables). Let X1, ..., XN be a
sequence of i.i.d. random variables on R with zero mean. If there exist R,S ∈ R such
that |Xi | ≤ R almost everywhere and E

[
X 2

i

] ≤ S for i ∈ {1, ..., N }, then for any δ> 0 the
following holds with probability at least 1−2δ:∣∣∣∣∣ 1

N

N∑
i=1

Xi

∣∣∣∣∣≤ 2R log 1
δ

3N
+

√
2S log 1

δ

N
(7.12)

Under the assumptions, Lemma 1 yields with probability greater than 1−2δ:

∣∣〈x(t+1), y (t+1)〉−k([x(t ), i (t )], [y (t ), j (t )])
∣∣≤ 4κ2 log 1

δ

3N
+2κ2

√
2log 1

δ

N
=Θ(N ) (7.13)

It means the larger the reservoir, the more Random Features N we sample, and the
more the inner product of reservoir states concentrates towards its expectation value,
at a rate O(1/

p
N ). We now apply this inequality recursively to complete the proof,

based on the observation that both Eq. (7.10) and (7.11) are equivalent to:∣∣〈x(t+1), y (t+1)〉−kt+1(l (t ), ..., l (0))
∣∣≤ (1+Λ+Λ2 + ...+Λt )Θ(N ) (7.14)

For t = 0, provided x(0) = y (0) = 0, we have, according to Eq. 7.13, with probability
at least 1−2δ: ∣∣〈x(1), y (1)〉−k1(l (0))

∣∣≤Θ(N ) (7.15)

For any time t ∈N∗, let us assume the following event At is true with probability
P(At ) ≥ 1−2tδ: ∣∣〈x(t ), y (t )〉−kt (l (t−1), ..., l (0))

∣∣≤ (1+ . . .+Λt−1)Θ(N ) (7.16)

Using the Lipschitz-continuity of k, this inequality is equivalent to:∣∣k(σ2
r 〈x(t ), y (t )〉+ l (t ))−k(σ2

r kt (l (t−1), ..., l (0))+ l (t ))
∣∣≤ (Λ+ . . .+Λt )Θ(N ) (7.17)

With Eq. (7.13), the following event Bt is true with probability P(Bt ) ≥ 1−2δ:∣∣∣〈x(t+1), y (t+1)〉−k
(
σ2

r 〈x(t ), y (t )〉+ l (t ))∣∣∣≤Θ(N ) (7.18)

Summing Eq. (7.17) and (7.18), with the triangular inequality and a union bound,
the following event At+1 is true with probabilityP(At+1) ≥P(Bt ∩At ) =P(Bt )+P(At )−
P(Bt ∪ At ) ≥ 1−2δ+1−2tδ−1 ≥ 1−2(t +1)δ:∣∣〈x(t+1), y (t+1)〉−kt+1(l (t ), ..., l (0))

∣∣≤ (1+ . . .+Λt )Θ(N ) (7.19)

This theorem controls the rate of convergence of Reservoir Computing towards
the Recurrent Kernel limit in 1/

p
N . Moreover, as it exploits Lipschitz-continuity, it

describes three regimes similar to the transition in Reservoir Computing between
stability and chaos. (1) A stable regime where Reservoir Computing is guaranteed to
converge the RK limit. (2) A critical regime where the bound diverges linearly with
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time. (3) An unstable regime where the bound diverges exponentially with time. On
the other hand, the theorem does not imply divergence in the regimes (2) and (3),
and we have observed that convergence is much more robust in pratice. The three
regimes are only observed with unbounded activation functions such as the Rectified
Linear Unit (ReLU).

A similar convergence bound for TI recurrent kernels can be obtained:

Theorem 9. (Rotation-invariant kernels) For the RI recurrent kernel defined in Eq.
(7.8), under the assumptions detailed above, and with Λ = 2σ2

r L (note the factor 2
compared to Theorem 8). For all t ∈ N, the following inequality is satisfied for any
δ> 0 with probability at least 1−2(t +1)δ:

∣∣〈x(t+1), y (t+1)〉−kt+1
(
∆(t ), ...,∆(0))∣∣≤ 1−Λt+1

1−Λ Θ(N ) if Λ 6= 1 (7.20)

≤ (t +1)Θ(N ) if Λ= 1 (7.21)

with Θ(N ) = 4κ2 log 1
δ

3N +2κ2

√
2log 1

δ

N .

7.2 Structured Reservoir Computing

7.2.1 Structured Random Features

In the Random Features literature, it is common to use structured transforms to speed-
up computations of random matrix multiplications [166], [167]. They have also
been introduced for trained architectures, with Deep [172] and Recurrent Neural
Networks [173]. Thanks to their structure, they can be implemented using a divide-
and-conquer strategy to reduce their computational complexity to O(N log N ). They
are thus a valuable tool for efficient Machine Learning. For example, the Hadamard
transform is defined recursively as:

H0 = 1

Hp = 1p
2

(
Hp−1 Hp−1

Hp−1 −Hp−1

)
(7.22)

It is thus only defined as a square matrix and for dimensions q = 2p a power of 2.
Several structured transforms have been proposed to replace the dense random

matrix. [166] proposes the Fastfood transform:

V =
p

q

σ
SHGΠHB (7.23)

where S is a diagonal scaling matrix, G a diagonal random gaussian matrix, B a diag-
onal random binary matrix, Π a random permutation, and H the Hadamard trans-
form. Note that V is never computed explicitly but the Hadamard transform H is
applied on vectors using the Fast Hadamard Transform, multiplications by diagonal
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matrices are element-wise operations, and permutations are performed on the vec-
tors directly.

Instead, [167] replaces the dense random weight matrix W by a succession of
Hadamard matrices H and diagonal random matrices Di for i = 1,2,3 sampled from
an i.i.d. Rademacher distribution:

W =
p

q

σ
HD1HD2HD3 (7.24)

Among many other possible structured transforms such as based on the Fourier trans-
form, this particular structured transform is used here for its simplicity. In particular,
high-performance libraries as in [174] are easily available online. This transform pro-
vides the two main properties of a dense random matrix: mixing the activation of the
neurons (Hadamard transform) and randomness (diagonal matrices). However, the
theory to explain their unreasonable effectiveness is still lacking today [175].

7.2.2 Principle

The principle of Structured Reservoir Computing is very simple: since Reservoir is to
Recurrent Kernels as Random Features are to kernel methods, we replace the random
weight matrix W by Eq. (7.24). This is similar to the optical acceleration of Chapter
6, we accelerate the most expensive operation and all the rest of the pipeline, and in
particular the linear regression step, remains unchanged.

To satisfy the constraints imposed by the nature of the structured transform, we
add a zero padding to

[
x(t ), i (t )

] ∈RN+d to increase its dimension to the nearest power
of 2 greater than N +d . The output then has the dimension of x(t+1) ∈ RN , and is
obtained by subsampling result. This process keeps the orthogonality of the rows of
W [167]. If we had to increase the dimensionality as with Random Features [167],
[175], one can concatenate the result of several structured transforms for different
realizations of the random matrices Di , i = 1, . . . ,3.

7.2.3 Computational complexity

We want to discuss here in which regimes Recurrent Kernels and Structured Reser-
voir Computing are computationally efficient. To understand which algorithm to
use for chaotic system prediction, we need to focus on the limiting operation in the
whole pipeline of Reservoir Computing, the recurrent iterations. They correspond to
Eq. (7.3) for RC/SRC and Eq. (7.7, 7.8) for RK.

This discussion will be focused on chaotic time series prediction, a task in which
Reservoir Computing has proven to be particularly proficient. We have a time series
of dimension d with a train and test datasets of lengths n and m respectively. A fun-
damental assumption in this case is the stationarity of the equation underlying the
observed time series. At each time step corresponds a reservoir state, which can be
used to predict the future of the time series.

On the other hand, other datasets are not stationary, such as the spoken digit
recognition task with Reservoir Computing presented in [176]. For each time series of
length T (audio recordings for example in [176]) corresponds a single output (digit).
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RC SRC RK

Forward O(nN 2) O(nN log N ) O(n2τ)

Training O(nN 2 +N 3) O(nN 2 +N 3) O(n3)

Prediction O(mN 2) O(mN log N ) O(mnτ)

Memory O(nN +N 2) O(nN ) O(n2 +mn)

Forward (parallel) O(nT N 2) O(nT N log N ) O(n2T )

Prediction (parallel) O(mT N 2) O(mT N log N ) O(mnT )

Table 7.1: Computational and memory complexity of the three algorithms. SRC
accelerates the forward pass and decreases memory complexity compared to con-
ventional RC. The complexity of RK depends on the number of training and testing
points and would be advantageous when n ¿ N .

Thus, there are more Reservoir Computing iterations per output, and we will see that
this setting is favorable for Recurrent Kernels. Here, we will denote by n the number
of training samples and m the number of samples in the test set.

The exact computational and memory complexities of each step are described in
Table 7.1.

Forward: In both Reservoir Computing and Structured Reservoir Computing, Eq.
(7.3) needs to be repeated as many times as the length of the time series. For Reser-
voir Computing, it requires a multiplication by a dense N ×N matrix, the associated
complexity scales as O(N 2). On the other hand, Structured Reservoir Computing uses
a succession of Hadamard and diagonal matrix multiplications, reducing the com-
plexity per iteration to O(N log N ).

Recurrent Kernels need to recurrently compute Eq. (7.7, 7.8) for all pairs of input
points. For chaotic time series prediction, this corresponds to a n ×n kernel matrix
for training, and another kernel matrix of size n ×m for testing. To keep computa-
tion manageable, we use a well-known property in Reservoir Computing, called the
Echo-State Property: the reservoir state should not depend on the initialization of
the network, i.e. the reservoir needs to have a finite memory τ. Transposed in the
Recurrent Kernel setting, it means we can fix the number of iterations of Eq. (7.7, 7.8)
to τ, by using a sliding window to construct shorter time series if necessary.

For non-stationary tasks, reservoir states need to be computed in parallel for each
sample. It thus adds a factor in the complexity of RC and SRC, while the complexity of
RK is constant since the Gram matrices remain the same size. Since we will see that
Recurrent Kernels are competitive even for chaotic time series prediction, it would
be interesting to use them on non-stationary datasets.

Training requires, after a forward pass on the training dataset, to solve an n ×N
linear system for RC/SRC and a n×n linear system for RK. It is important to note SRC
and RK do not accelerate this linear training step. We will use Ridge Regression with
regularization parameter α to learn Wo , computed in practice using the Cholesky
factorization of the Pytorch library.

Prediction in Reservoir Computing and Structured Reservoir Computing only re-
quires the computation of reservoir states and multiplication by the learned output
weights. Recurrent Kernels need to compute a new kernel matrix for every pair (ir , jq )
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Figure 7.1: Convergence of Reservoir Computing towards its Recurrent Kernel limit
for different variances of the reservoir weights σ2

r (columns), activation functions
(lines: ReLU, Erf, RFFs) and times, for RC (solid lines) and SRC (dashed lines). We
observe that for the two bounded activation functions (Erf and RFFs), RC always
converge towards the RK limit even at large times t . For ReLU, RC converges when
σ2

r = 0.25 and 1, and diverges as t increases whenσ2
r = 4. We also observe that SRC al-

ways yields equal or faster convergence than RC. The MSE decreases with an O(1/N )
scaling, which is consistent with the convergence rates derived in Theorem 8.

with ir in the training set and jq in the testing set. Note that the prediction step in-
cludes a forward pass on the test set, followed by a linear model.

7.3 Results

7.3.1 Numerical study of convergence

The previous theoretical study required three important assumptions that may not
be valid for Reservoir Computing in practice. Moreover, there is still no rigorous
proof on the convergence of Structured Random Features in the non-recurrent case
due to the difficulty to deal with correlations between them. Thus, we numerically
investigate whether convergence of RC and SRC towards the Recurrent Kernel limit
is achieved in practice.

In Fig. 7.1, we numerically compute the Mean-Squared Error (MSE) between the
inner products obtained with a Recurrent Kernel and RC/SRC for different number
of neurons in the reservoir. We generate 50 i.i.d. gaussian input time series i (t )

k of
length T , for k = 1, . . . ,50 and t = 0, . . . ,T −1. Each time series is fed into 50 reservoirs
that share the same random weights, for RC and SRC. We compute the MSE between
inner products of pairs of final reservoir states 〈x(T )

k , x(T )
l 〉 and the deterministic limit
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Figure 7.2: Mean-Squared error between the kernel matrix obtained with RC/SRC
with the asymptotic kernel limit, with and without resampling the random matrices
at each iteration, to test the independence hypothesis of the theorem for several ac-
tivation functions and their corresponding recurrent kernels. We observe that the
hypothesis does not seem to be necessary since RC and SRC without resampling also
converge to the RK limit at sensibly the same speed.

obtained directly with kT (i (T−1)
k , i (T−1)

l , . . . , i (0)
k , i (0)

l ). The computation is vectorized
to be efficiently implemented on a GPU. Three different activation functions, ReLU,
the error function, and Random Fourier Features, have been tested with different
variances of the reservoir weights. The larger the reservoir weights, the more unstable
the reservoir dynamics becomes.

Nonetheless, convergence is achieved in a large variety of settings, even when the
assumptions of the previous theorem are not satisfied. For example, the ReLU non-
linearity is not bounded and converges when σ2

r ≥ 1. It is interesting to notice even
for a large variance σ2

r = 4 do Reservoir Computing and Structured Reservoir Com-
puting converge towards the RK limit for the second and third activation functions.
This behavior has been consistently observed with any bounded f .

On the other hand, Structured Reservoir Computing seems to always converge
faster than Reservoir Computing. We thus confirm in the recurrent case the intrigu-
ing effectiveness of Structured Random Features [175], that may originate from the
orthogonality of the matrix Wr in SRC.

As a final remark, weight matrices in Fig. 7.1 were not redrawn as supposed in
Section 7.1.2. This assumption was necessary as correlations are often difficult to
take into account in a theoretical setting. This is important for Reservoir Computing
as it would be unrealistically slow to draw new random matrices at each time step. In
Fig. 7.2, we investigate the convergence with and without redrawing weights at each
iteration, and this independence hypothesis does not seem to be necessary: conver-
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Figure 7.3: (a) Comparison of different algorithms for the prediction of the Kuramoto-
Sivashinsky dataset. True output (top), predictions of RC/SRC/RK (left) and differ-
ences with the true output (right), with reservoirs in RC/SRC of size N = 3,996. We
observe that each technique is able to predict up to a few characteristic times. (b)
Mean-Squared Error as a function of the prediction time for RC (full lines), SRC
(dashed lines), and RK (black). For all the reservoir sizes considered, the perfor-
mances of RC and SRC are very close and they converge for large dimensions to the
RK limit.

gence is still achieved with fixed weight matrices. We show the Mean-Squared Error
‖K1 −K2‖2

2/n2 between the kernel matrix K1 from the explicit RK formula and K̂2 the
one obtained with RC and SRC, with and without redrawing the random matrices at
every timestep. Each kernel matrix is of size 50× 50, as we use n = 50 random i.i.d
gaussian input time series of dimension 50 and time length 10. Each curve is an av-
erage over 10 realizations and the reservoir scale is set to σ2

r = 0.25 to ensure stability.
We observe that convergence is still achieved when resampling the weights at each
iteration, and speed of convergence is not significantly different than for the fixed
random matrix case. Thus convergence seems to be much more robust in practice,
and this may call for further theoretical studies.

7.3.2 Chaotic system prediction

The same hyperparameters for RC, SRC, and RK were found with a grid search. To
improve the performance of the final algorithm, we also add a random bias and use
a concatenation of the reservoir state and the current input for prediction, replacing
Eq. (6.3) by ôt =Wo[x(t ), i (t )].

Prediction performance is presented in Fig. 7.3. RC and SRC are trained on n =
70,000 training points and RK on a sub-sampling of 7,000 of these training points,
due to memory constraints. The testing dataset length was set at 2,000. The sizes N
in Reservoir Computing and Structured Reservoir Computing are chosen so the di-
mension q = N +d in Eq. (7.24) is a power of two for the multiplication by Hadamard
matrix. Linear regression is solved using Cholesky decomposition.

The predictions in Fig. 7.3 show that all three algorithms are able to predict up
to a few characteristic times. Due to high variance in the predictions, we also display
the Mean-Squared Error (MSE) of each algorithm, as a function of the prediction time
and averaged over 10 realizations. We normalize each curve by the MSE between two
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independent KS systems.
We observe a decrease in the MSE when the size of the reservoir increases, mean-

ing a larger reservoir yields better predictions. Performances are equivalent between
RC and SRC, and they converge towards the RK performance for large reservoir sizes.
Hence, this means RC, SRC, and RK can seamlessly replace one another in practical
applications.

Code to generate data and run these models is available at https://github.
com/rubenohana/Reservoir-computing-kernels.

7.3.3 Timing benchmark

Several steps in the Reservoir Computing pipeline need to be assessed separately, as
described previously. We present the timings on a training set of length n = 10,000
and testing length of m = 2,000 in Table 7.2 for all three algorithms.

The forward pass, i.e. computing the recurrent iterations of each algorithm, is
considered separately from the linear regression for training, to emphasize the cost
of this important step. In RC, the most expensive operation is the dense matrix mul-
tiplication; the GPU memory was not large enough to store the square weight matrix
for the two largest reservoir sizes. With Structured Reservoir Computing, this forward
pass becomes very efficient even at large sizes, and memory is not an issue anymore.
On the other hand, Recurrent Kernels iterations are very fast, as we only need to com-
pute element-wise operations in a kernel matrix.

Prediction requires a forward pass and then is performed with autonomous dy-
namics as presented on Fig. 7.3 where Eq. (6.3) is repeated 600 times. For Recur-
rent Kernels, prediction remains slow, and this drawback is exacerbated by the au-
tonomous dynamics strategy in time series prediction, that requires many predic-
tion steps. For non-stationary datasets, Recurrent Kernels would remain relatively
efficient even compared to RC and SRC, because of the moderate size of the training
set.

This shows that SRC is a very efficient way to scale-up Reservoir Computing to
large sizes and reach the asymptotic limit of performance. On the other hand, the
deterministic Recurrent Kernels are surprisingly fast to iterate, at the cost of a rela-
tively slow prediction when n À N .

N = 1,948 N = 3,996 N = 8,092 N = 16,284 N = 32,668

RC 2.6/0.02/1.9 3.1/0.05/4.6 10.4/0.16/15.4 Mem. Err. Mem. Err.

SRC 3.3/0.02/1.6 3.4/0.05/2.7 3.5/0.16/3.7 3.6/0.57/6.8 3.6/2.57/13.0

RK 0.7/0.09/23.0

Table 7.2: Timing (Forward/Train/Predict, in seconds) for a KS prediction task as a
function of N . We observe that Recurrent Kernels are surprisingly fast, except for
prediction. Structured Reservoir Computing reduces drastically the speed of the for-
ward pass at large sizes and is more memory-efficient than Reservoir Computing.
Experiments were run on an NVIDIA V100 16GB.

https://github.com/rubenohana/Reservoir-computing-kernels
https://github.com/rubenohana/Reservoir-computing-kernels
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7.4 Stability study

The previous section presented results from [56] to prove the usefulness and effi-
ciency of Recurrent Kernels and Structured Reservoir Computing. We showed con-
vergence of RC towards its limit, timing benchmarks, and their applications in chaotic
time series prediction. In this section, we dive deeper into the implications of this Re-
current Kernel limit and present preliminary results on their stability and how it bears
insight for Reservoir Computing as well.

A first stability study using this Recurrent Kernel limit was already proposed in
[168]. Based on this asymptotic limit, they were able to rederive the stability condi-
tion of Reservoir Computing without inputs, depending on the variance of the ran-
dom internal weights. This preliminary study serves as an inspiration for our pre-
sented work, to extend their analysis to non-differentiable activation functions (the
Heaviside function) and in the presence of an input. Other works have also studied
this stability in the presence of an input [156], [177], but these works are based on
the Lipschitz-continuity of the activation function. We do not require this assump-
tion here, but only assume the convergence of RC towards the RK limit when N →∞,
which has been demonstrated numerically in Fig. 7.1.

7.4.1 Definition in Reservoir Computing and Recurrent Kernels

Stability of Reservoir Computing. As discussed previously, the Echo-State Property
states that the reservoir state after a large-enough time τ shall not depend on the
reservoir initialization. It is intimately linked with stability: whatever the arbitrary
initialization, trajectories of the reservoir states for a given input should all converge
into one.

Here, we study this stability for a random i.i.d. input. We initialize using an i.i.d.
gaussian distribution n different reservoirs of size N , x(t )

1 , . . . , x(t )
n . They all share the

same internal weights and receive the same input i (t ) of length T . This input i (t ) ∈
Rd is drawn at each time step uniformly on the unit sphere. The point here is to
investigate whether these n reservoirs will converge towards a common trajectory.

Two important parameters will tune the transition between stability and chaos:
the variances of the internal and input weights, σ2

r and σ2
i respectively. It is well-

known that large internal weights tend to increase initial perturbations leading to a
chaotic behavior, while a large input may regularize the dynamics because it satu-
rates the activation function. We propose to revisit quantitatively these claims using
the Recurrent Kernel limit.

The metric we choose here will be very simple:

L(t ) = 2

n(n −1)

∑
i< j

∥∥∥x(t )
i −x(t )

j

∥∥∥2
(7.25)

It characterizes the squared Euclidean distance between two reservoir states at time
t , averaged over all the possible pairs (i , j ).

Note that this set of n randomly-initialized reservoirs may also be seen as a prob-
abilistic distribution on the initial reservoir state, with L(t ) an empirical estimate of
the expectation value of the square distance between two independent samples.



7.4. STABILITY STUDY 103

Stability of Recurrent Kernels. It is then natural to describe with Recurrent Ker-
nels the corresponding limit of the previous approach. This setting with random i.i.d.
inputs corresponds exactly to Fig. 7.1 showing numerically the convergence of RC to-
wards its RK limit very robustly (regardless of the parameter σ2

r ). We thus assume in
the following that RC indeed converges towards its RK limit.

The n reservoirs in parallel define an n ×n Gram matrix:

GN (t ) =
[(

x(t )
i

)>
x(t )

j

]
i , j

(7.26)

Since the reservoirs are initialized with each component independently drawn from
N (0,1/

p
N ), the limit when N →∞ is the identity matrix:

lim
N→∞

GN (0) =G(0) = In (7.27)

The recurrent kernel equations (7.7), (7.8) are then used to update this Gram ma-
trix, corresponding to the infinite-size limit of Reservoir Computing. If the ESP is
satisfied, all the reservoirs converge to the same state x(t ) and G(τ) becomes a matrix
with all elements equal to:

[G(τ)]i , j = ‖x(t )‖2 (7.28)

To quantify whether or not the Gram matrix converges to this elementwise-constant
matrix, the metric previously-defined for Reservoir Computing has a Recurrent Ker-
nel equivalent by expanding the squared norm:

L(t ) = 2

n(n −1)

∑
i< j

[G(t )]i ,i + [G(t )] j , j −2[G(t )]i , j (7.29)

Thanks to permutation symmetry (both in the initialization (7.27) and the up-
dates (7.7), (7.8)), we will only have to characterize two terms in G(t ): the diago-
nal and the off-diagonal components that we will denote by G=(t ) = [G(t )]1,1 and
G 6=(t ) = [G(t )]1,2. Thus the previous metric can greatly be simplified into:

L(t ) = 2
(
G=(t )−G 6=(t )

)
(7.30)

This simplicity comes from the deterministic nature of Recurrent Kernels. We only
have to compute how the two scalar quantities evolve with time.

7.4.2 Error function activation

Explicit equations. Let us start by describing the explicit update equations of the
Recurrent Kernels, when the activation function f is the error function. The corre-
sponding kernel k is defined by:

k(u, v) = 2

π
arcsin

(
2u>v√

(1+2‖u‖2)(1+2‖v‖2)

)
(7.31)
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This kernel is iterated with u = [
σ2

r x(t ),σ2
i i (t )

]
and v = [

σ2
r y (t ),σ2

i i (t )
]

(with the
same input since this is a stability study). The diagonal terms correspond to the case
where y (t ) = x(t ):

G=(t +1) = 2

π
arcsin

(
2σ2

r G=(t )+2σ2
i

1+2σ2
r G=(t )+2σ2

i

)
(7.32)

We thus obtain a recursive equation which describes the evolution of ‖x(t )‖2.
For the off-diagonal terms, we equivalently have:

G 6=(t +1) = 2

π
arcsin

(
2σ2

r G 6=(t )+2σ2
i

1+2σ2
r G=(t )+2σ2

i

)
(7.33)

Due to the norm in the denominator, the next off-diagonal term depends both on the
previous diagonal and off-diagonal components.

Asymptotic limit of G=(t ). We now characterize the asymptotic limit of G=(t ) and
G 6=(t ). In particular, we are interested whether they have the same limit, in which case
the RK is considered stable according to the metric L(t ) in Eq. (7.30).

The evolution of G=(t ) defined in Eq. (7.32) consists in the recursive application
of the map:

h1(g ) = 2

π
arcsin

(
1− 1

1+2σ2
r g +2σ2

i

)
(7.34)

with the initialization G=(0) = 1. We are thus looking to characterize the fixed points
of h1.

Case σ2
i = 0:

A similar case has been studied in [168], it boils down to the study of whether a
reservoir converges to zero with no input. 0 is already a fixed point of h1 and thanks
to the strict concavity of h1 (which can be proven using its second derivative), there
is at most a second one.

We thus compute its derivative in 0: h′
1(0) = 4σ2

r /π and compare it to 1.

• Stable case: σr <
p
π/2 or h′

1(0) < 1. G=(t ) converges to 0 with zero input.

• Critical case: σr =
p
π/2 or h′

1(0) = 1. G=(t ) still converges to 0 with zero input,
but the speed of convergence is not exponential.

• Unstable case: σr >
p
π/2 or h′

1(0) > 1. G=(t ) converges to another fixed point
a0(σ2

r ) > 0.

This result is coherent with other approaches based on Lipschitz continuity, as the
error function is 2/

p
π-Lipschitz.

Case σ2
i > 0:

In this case, h1 is an increasing function and for all g ∈ [0;1]:

h1(g ) ≥ h1(0) = 2

π
arcsin

(
2σ2

i

1+2σ2
i

)
> 0 (7.35)

and:
h1(g ) ≤ h1(1) < 1 (7.36)
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Thus, the sequence G=(t ) stays strictly between 0 and 1. There is a fixed point in
(0;1) thanks to the intermediate value theorem and this fixed point is unique thanks
to the strict concavity of h1 (proven using the computation of its second derivative).
G=(t ) converges towards this unique fixed point of h1, we will denote this quantity
a

(
σ2

r ,σ2
i

)
to emphasize its dependence on the variances of the weights, σ2

r and σ2
i .

Asymptotic limit of G 6=(t ).
Case σ2

i = 0:
This case is quite simple as G 6=(t ) is defined by G 6=(0) = 0 and the recursive Eq.

(7.33). With σ2
i = 0, we obtain G 6=(t ) = 0 for all t .

Case σ2
i > 0:

We now study the asymptotic behavior of G 6=(t ), defined from Eq. (7.33) with
G 6=(0) = 0. We obtain the asymptotic limit by replacing G=(t ) by a(σ2

r ,σ2
i ),2 obtaining

the following recursive update map:

h2(g ) = 2

π
arcsin

(
2σ2

r g +2σ2
i

1+2σ2
r a

(
σ2

r ,σ2
i

)+2σ2
i

)
(7.37)

h2 has at most two fixed points due to its strong convexity (as it is of the form h2(g ) =
A arcsin(B g +C ) with A,B ,C > 0 for g ≥ 0), with a

(
σ2

r ,σ2
i

)
being one of them thanks

to its definition. In any case, such a recursive sequence initialized at 0 converges to
the lowest fixed point of h2.

Numerical results. We present a numerical investigation supporting the theo-
retical derivation above in Fig. 7.4. It will show how this theoretical framework can
make quantitative predictions about stability of Reservoir Computing and Recurrent
Kernels in the presence of an input.

We start with the definition of stability: n = 40 reservoirs of size N = 1,000 ini-
tialized randomly are fed the same input i (t ) and observe whether they converge to
the same trajectory with the metric LN (t ). Two cases are presented: without (σ2

i = 0)
and with (σ2

i = 1) input. In both cases, we encounter the transition between stability
and chaos as we increase the reservoir weight variance σ2

r . The stability domain in
the presence of an input is increased as the critical transition happen for σr ≈ 1.65
instead of σr =

p
π/2 ≈ 0.89.

We also present the asymptotic limit of L(t ) sweeping through different values
of σr and σi , for Recurrent Kernels (and the graph would be similar for Reservoir
Computing and using the theoretical derivation above). We clearly observe the regu-
larization performed by the input, which comes from the saturation of the activation
function f , we do not observe it with unbounded activation functions such as the
Rectified Linear Unit.

Finally, we present how our method based on fixed points of h1 and h2 predicts
these behaviors, for example in the case ofσ2

i = 1. In all the cases, h1 has a single fixed
point which is then used to define h2. When the reservoir weights are small (σ2

r =
1.3), h2 has two fixed points, with the lowest one being equal to the fixed point of h1.
Thus, we are in the stable regime as diagonal and off-diagonal terms both converge
to this fixed point. At the transition (σ2

r ≈ 1.65), h2 only has one fixed point and after

2A rigorous theoretical derivation without replacing G=(t ) by its limit is more cumbersome but can
be written exploiting the fact that functions and sequences here are monotonous.
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Figure 7.4: (Top left) L(t ) as a function of time for different values of internal weight
variances σ2

r , with no input. We see the three regimes, stable, critical, and chaotic as
we increase the reservoir variance. (Top middle) L(t ) as a function of time, this time
with an external input σi = 1. We observe that this input regularizes the dynamics
and pushes the transition to higher values of σr . (Top right) The asymptotic value
of L for many different values of σi and σr . We can distinguish a stable region on
the left and a chaotic region on the right, with a frontier given by the study of the
fixed points of h1 and h2. (Bottom) For the three different values ofσr in the previous
graph with σi = 1, depiction of the function h1 (in orange) and h2 (in green dashed,
as its definition depends on the fixed point a of h1). Fixed points are indicated with
grey vertical lines.
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the transition, h2 has two fixed points again but the lowest does not correspond to
the one of h1. Thus, the diagonal term G=(t ) converges towards the highest value
(as it is the fixed point of h1) and the off-diagonal term G 6=(t ) converges towards the
lowest fixed point of h2, and the gap between the two means the Recurrent Kernel is
operated in an unstable regime.

7.4.3 Heaviside activation

Explicit equations. We now move to the case where f is a Heaviside function. Similar
to our study of the error function, we start with the corresponding kernel, which is
given by:

k(u, v) = 1

2
− 1

2π
arccos

(
u>v

‖u‖‖v‖
)

(7.38)

The update equation for the diagonal coefficients of the Gram matrix are always
equal to G=(t ) = k(u,u) = 1/2. The off-diagonal coefficents on the other hand obey
the following recursive equation:

G 6=(t +1) = 1

2
− 1

2π
arccos

(
σ2

r G 6=(t )+σ2
i

1
2σ

2
r +σ2

i

)
(7.39)

Once again, G 6=(t ) converges to the lowest fixed-point of the following function:

h(g ) = 1

2
− 1

2π
arccos

(
σ2

r g +σ2
i

1
2σ

2
r +σ2

i

)
(7.40)

1/2 is already a fixed point of this equation. There is always a second fixed point
strictly below, because h(0) > 0 and limg→1/2 h′(g ) = +∞. Thus, Reservoir Comput-
ing with a Heaviside activation or the corresponding Recurrent Kernels are always
chaotic.

Numerical results. This conclusion is validated by numerical experiments on Re-
current Kernels, presented in Fig. 7.5. There is no stability region, where limt→∞ L(t ) =
0, and no transition between stability and chaos. This means that two Reservoir Com-
puting algorithms initialized differently will in general not converge to the same tra-
jectory. This result is similar to other studies of stability using Lipschitz continuity, as
the Heaviside activation is irregular at the origin. Our approach using its Recurrent
Kernel limit still enables us to quantitatively predict the limit of the stability metric
L(t ).

Additionally, we see that the input also somewhat regularizes the dynamics, which
may help to dampen the chaotic behavior of reservoirs without Heaviside activation
function. The degree of chaos in the dynamics can thus be tuned thanks to this pa-
rameter. Note that due to homogeneity in both the Reservoir Computing and Re-
current Kernel formulas, only the ratio σi /σr is relevant with Heaviside activation
functions.

We were allowed to safely transcribe the results from Recurrent Kernels to Reser-
voir Computing and vice versa here thanks to the convergence of Reservoir Com-
puting towards Recurrent Kernels, which has been proven numerically for the Heav-
iside activation (see Fig. 7.2). Thus, here we have an example of convergence (of
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Figure 7.5: Unstability of Recurrent Kernels corresponding to a Heaviside activation.
(Left) Limit of the metric L(t ) when t →∞ for Recurrent Kernels corresponding to the
Heaviside activation function in Reservoir Computing, for many values of σ2

r and σ2
i .

We observe that there is no stable region, but this stability metric is close to zero for
small reservoir weights varianceσ2

i . (Right) Due to the homogeneity of the Heaviside
activation, the previous limit only depends on σi /σr . We thus display the previous
limit of L(t ) depending on this parameter, to have a more quantitative representa-
tion.

RC towards RK), but no stability (of RC and RK), even though our theoretical proof
of convergence relied on stability. In practice, convergence seems more robust than
stability.

Chaotic time series prediction. We would like to take the opportunity here to
mention two works using Heaviside activation functions in our previous works, both
in [27] and [28]. Such an irregular activation function was introduced to the binary
constraint of the Digital-Micromirror Device. We had already observed the regular-
ization from the input, which was enabling some learning for chaotic time series pre-
diction.

Hence, chaos does not prevent learning altogether. Thanks to the input regu-
larization, one can also use a chaotic system and increase the input weights σ2

i to
decrease limt→∞ L(t ). The system may still stay chaotic, i.e. limt→∞ L(t ) > 0, but the
linear regression may be able to distinguish the information depending on the input
to the initialization noise. There is still a benefit from having no sensitivity to initial
conditions, or even operating at the "edge of chaos" to increase the memory, as the
performance of these binary Reservoir Computing in [27], [28] was limited.

7.4.4 Conclusion of this study

We have shown that the Recurrent Kernel framework is quite powerful to investigate
stability in Reservoir Computing. Thanks to its deterministic nature, it boils down to
the study of scalar functions and their fixed points. We were able to tackle two differ-
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ent activation functions, one Lipschitz-continuous and the other not, giving rise to
very different behaviors. Moreover, we were able to find the "edge-of-chaos" quanti-
tatively in the presence of an input.

The results presented here are preliminary and a few points remain to be investi-
gated further. For example, the transition between stability and chaos is observed in
Fig. 7.4, but not completely characterized analytically. Interesting directions for fu-
ture research include the link between this stability metric L(t ) and prediction error
on a particular regression task, or the extension of this analysis for real-world datasets
(Is the variance of the input the only quantity of interest? Maybe the covariance be-
tween different times also matters).

7.5 Discussion

7.5.1 In Reservoir Computing

This research project may be interpreted as a continuation of [168] to express the
asymptotic limit of Reservoir Computing as a Recurrent Kernel. We made a concep-
tual link with Random Features and prove a first convergence theorem to make this
connection rigorous. It would be interesting to extend this approach to other reser-
voir topology, for example with local connections [15] or Deep Reservoir Computing
[178].

By leveraging recent works on kernel approximation, this theoretical study invited
us to introduce Structured Transforms to accelerate conventional Reservoir Comput-
ing. While there is still a limited theoretical understanding on structured transforms,
this simple change accelerates considerably Reservoir Computing while being nu-
merically equivalent to it. We believe it has a great potential for future Reservoir
Computing applications.

Finally, to put things in perspective, other asymptotic limits may be worth investi-
gating. Here the reservoir dimension N goes to infinity while the number of samples
n is fixed. A more challenging case would consider the number of samples also going
to infinity, with a fixed ratio n/N for example to relate to other results using Random
Matrix Theory [179].

7.5.2 In deep learning

Our approach may also have a deep learning interpretation. To see this connection,
we perform the classical operation of unrolling the recurrent neural network into a
multilayer perceptron. We then remove the input fed at each time step but only con-
sider the one at t = 0. In this setting, our theorem proves the convergence rate of
a multilayer perceptron towards its compositional kernel limit. Related studies have
already been proposed [180]–[182], it would be interesting to investigate how the typ-
ical notions of Reservoir Computing such as stability, memory, or topology translate
to the deep learning framework.
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7.5.3 For physical implementations of Reservoir Computing

Reservoir Computing has already drawn a lot of attention towards fast and energy-
efficient physical implementation [17], [27], [28], [53], [147], [150], [183]–[186]. One
interesting direction of research would be the realization of Structured Reservoir Com-
puting on dedicated hardware, as it simplifies the design in two blocks: a structured
transform and element-wise multiplications. It can be efficiently implemented on
dedicated electronics such as FPGAs, with very low memory costs. To reduce the
footprint even further, training may be performed using an online method to avoid
the storage of the reservoir states before the linear regression.
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General conclusion

The work presented in this thesis included two fairly distinct halves in computational
imaging and optical computing, unified by the common theme of random matrices
and multiple light scattering.

In computational imaging, we have shown how to leverage existing algorithmic
tools, such as matrix factorization or phase retrieval, and adapt them for specific
challenging imaging conditions. In particular, we have modeled a non-invasive deep
fluorescence experiment and solved it for two different settings with different de-
tectors: a single-pixel or a high-resolution camera. In both cases, reconstruction of
the Transmission Matrix of the medium is successful, opening the way to new imag-
ing applications, as for example the ones presented in Chapter 4. Important hurdles
still need to be overcome before these techniques are applicable with alive animals,
the most important one being probably the decorrelation speed of the scattering
medium. Other experimental developments are also worth exploring in the future,
for example with non-linear feedback and other contrast mechanisms, or combining
these techniques with acoustics to have a more localized signal.

On the other hand, the computational tools introduced for our inverse problem
are applicable to other imaging settings, not involving a scattering medium. In Ap-
pendix A, other contributions in optics are described. They show how the recent
algorithmic advances to tackle large datasets and non-linear optimization may push
forward other fields in computational imaging. For example, the spectral methods
introduced for phase retrieval can be applied in many settings, accelerating recon-
struction in ptychography for example. Moreover, matrix factorization can also prove
useful: we show how to compress the measurements of a hyperspectral Raman mi-
croscope, to minimize the acquisition time with a limited photon budget.

For optical computing, we started from the initial observation that random ma-
trix multiplications were easily obtained with multiple light scattering. To leverage
this potential, we have implemented an optical system to accelerate various neural
networks with randomly-fixed weights. A particular focus has been put in this the-
sis on Reservoir Computing, a recurrent architecture where optics enables very large
reservoir sizes. We have shown how our optical computing strategy is able to obtain
very competitive results on chaotic time series prediction, faster and more energy-
efficient than its electronics counterpart.

These very large optical reservoirs have inspired a theoretical breakthrough, which
does not involve optics, as we described the asymptotic Recurrent Kernel limit of
Reservoir Computing and introduce Structured Reservoir Computing as a more-efficient
variant. Recurrent Kernels are very efficient when the number of samples is not too
large, and they provide a convenient angle to study properties of Reservoir Comput-
ing. In the future, we believe Structured Reservoir Computing represents a robust
and easy-to-implement alternative to Reservoir Computing, possibly replacing it in
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many different cases. This calls for further investigations on structured transforms,
for which there is still limited theoretical understanding. While these last results re-
duce by their computational efficiency the impact of the proposed optical implemen-
tation, free-space optics still provides undeniable advantages in terms of parallelism
and speed, to be investigated further.



APPENDIX A

Quick overview of other contributions

Other results are presented in this chapter with the main idea and a few figures. It
shows different examples of the fruitful interplay between optimization and compu-
tational imaging, with or without complex optical media and random matrices.

This presentation also helps to describe the context around the projects of Chap-
ter 3 and 4, to paint the bigger picture in which ideas slowly emerged. Such an exer-
cise often brings interesting insights as it puts into perspective the presented results,
helping us find blind spots in our computationally-oriented approach.

More information can be found in the original papers.

A.1 Variance optimization for deep imaging

This project [59] precedes the work presented in Chapter 4, to tackle the same prob-
lem of focusing with linear fluorescence in the epi-fluorescence configuration with
wavefront shaping. The limits of the classical technique have already been discussed
in Chapter 3: optimizing the total feedback intensity [92] does not focus excitation
on a single target. Due to the absence of non-linearity, the system distributes light to
all the fluorescent targets. Chapter 3 presents a computational method to focus light
back on single targets.

Here we put a camera to gather more information than the total fluorescence
feedback. We show that optimizing the variance of the measured camera image pro-
vides a simple technique to focus excitation light on individual targets. This vari-
ance metric comes from a simple observation: if many fluorescent targets are excited
equally, they generate independent fluorescent speckle patterns that are summed to-
gether, averaging out the final image. Thus the variance is higher if all the excitation
is focused on a single fluorescent target only. This was the first proof that there is
meaningful information in the recorded fluorescent speckle, a concept which has
been developed later with the double Transmission Matrix of Chapter 4.

If Ifluo denotes the captured fluorescence image and I (k)
exc the excitation intensity

on the k-th target, we have:

Var(Ifluo) ∝∑
k

(
I (k)

exc

)2
(A.1)

provided the excitation speckle are independent. Hence this variance optimization
is formally equivalent to 2-photon fluorescence optimization, already demonstrated
for focusing in complex media in [76].
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Figure A.1: Variance optimization to focus with linear fluorescence feedback. (A)
Images on the camera of the fluorescent speckle during optimization. We observe
that the contrast of the speckle increases as well as the total fluorescence intensity.
(B) Images of the excitation wavelength using a control camera, this information is
not used during the optimization. We observe that indeed a focus is obtained for
the excitation. (C) Variance as a function of the iteration number. (D, E, F) Additional
graphs of the total fluorescence intensity, contrast, and contrast in the central region.

Figure A.2: Spectral method to provide an initialization in ptychographic reconstruc-
tion. (a) The target object, an amplitude-only object called a Siemens star. (b) Initial
random guess. (c-f) Comparison between M power iterations of the spectral method
and M gradient descent iterations, in simulation (c, d) and on experimental data (e,
f). (g-l) Final results after N or > 3N gradient descent iterations. We observe that the
spectral method accelerates the convergence of gradient descent. Experimental data
were taken from a THz ptychography experiment [187]
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A.2 Spectral methods for ptychography

Spectral methods are a relatively new technique as they appeared in 2013 [97], [98],
but they have already received extensive attention from the non-linear optimization
community. These techniques are attractive for their speed and for the strong the-
oretical results obtained in the past years. For random sampling matrices, we know
when that reconstruction is possible as soon as the minimal bound derived from in-
formation theory [101], and what is the optimal spectral method to use depending
on the noise model [102].

However, one may wonder what happens when the sampling matrix is not ran-
dom, a very common case in imaging problems. Here we show how spectral methods
may be used for ptychography [63], a particular computational imaging technique
where a coherent probe is scanned across the sample.

We want to solve for ψ in a phase retrieval problem:

y = |Sψ|2 (A.2)

where y are a stack of intensity images and S is a concatenation of the sampling ma-
trices for each image. In this setting, spectral methods are used to provide an approxi-
mate initial estimate, which accelerates the subsequent iterative reconstruction. This
enables a more robust reconstruction of complex objects in ptychography, without a
priori knowledge of the sample.

A.3 Compressive Raman and matrix completion

Raman spectroscopy is a powerful technique to distinguish chemical species by look-
ing at the molecular vibrational spectra. It does not require tagging, i.e. the introduc-
tion of specific particles to image in the sample, such as fluorescent proteins. How-
ever, the number of inelastically scattered photons to detect is low, which slows down
the imaging process and calls for very efficient spectroscopic imaging systems. In
this computational imaging age, a compressive spectrometer has been introduced in
[188], placing a Digital Micromirror Device in the spectroscopic arm to multiplex fre-
quencies to increase the photon efficiency. We typically want to undersample mea-
surements and only take the minimal number of measurements to reconstruct an
image.

In this work [62], we build a new algorithm to retrieve both images of different
chemical species and their spectra from undersampled measurements. This is made
possible thanks to the assumption that only a limited number of distinguishable
chemical species are present, proteins and lipids for instance (such a property de-
pends on the resolution of the spectrometer, the more it is precise, the more species
it can distinguish). Here, we reduce the number of acquired patterns and fill in the
incomplete measurement matrix to using a low-rank matrix completion algorithm.

If we assume that we have n spatial pixels, k spectral bands, and s ¿ n,k chemical
species, the acquired patterns are denoted by Hexp which is a subsampled version of
the total matrix H ∈ Rn×k . With the low-rank assumption, H can be factorized as a
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Figure A.3: Low-rank matrix completion for Raman microscopy. (A) The measure-
ment tensor is a 3D object with two spatial dimensions x, y and one spectral dimen-
sion λ. (B) This tensor can be viewed as a 2D matrix by concatenating the spatial
dimensions. This matrix is low-rank if the number of different chemical species is
fixed. (C) To make the acquisition faster, we undersample the measurement tensor,
subsampling the spectral domain randomly for each spatial position. (D) This sub-
sampling is performed by replacing the camera in a conventional spectrometer by a
single-pixel detector with a programmable Digital Micromirror Device.

rank-s matrix:
H = X Y (A.3)

with X ∈Rn×s the images for each chemical species, and Y ∈Rs×k the corresponding
spectra.

This work has been featured in: https://www.sciencedaily.com/releases/
2019/03/190314101323.htm.

A.4 Object and pupil recovery with phase-diversity

Phase diversity has been introduced in astronomy to obtain the phase of atmospheric
aberrations [189]. It is based on the capture of several "phase-diverse" images to cir-
cumvent the missing-phase problem in a single image. For example, phase informa-
tion is present in the propagation of light so one can translate a camera along the axial
direction and take several images. By modeling this propagation and solving for the
missing phase, this provides a framework to measure phases when experimentally,
one only has access to the camera side.

Here, we apply phase diversity to image incoherent objects behind a surface dif-
fuser [57]. Each captured image In(r ) is modeled by:

In(r ) =O(r )∗Sn(r ) (A.4)

where O(r ) denotes the object and Sn(r ) the Point-Spread Function (PSF) of the n-th
image. All the Sn(r ) are linked to each other by a pupil function H( f ) in the Fourier
space (since we have a surface diffuser) and an angular spectrum propagator Pn( f ):

Sn(r ) = ∣∣F {H( f )Pn( f )}
∣∣2 (A.5)

https://www.sciencedaily.com/releases/2019/03/190314101323.htm
https://www.sciencedaily.com/releases/2019/03/190314101323.htm
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Figure A.4: Joint reconstruction of object and scatterer with phase diversity. (a) An
incoherent object to image is place behind a thin diffuser. A stack of camera images is
taken by translating the camera in the axial direction. (c) We obtain a stack of phase-
diverse speckle patterns, from which we can reconstruct both the object (c) and a
cropped region of the Point-Spread Function of the system (d).
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From the knowledge that H( f ) is phase-only, it is possible to retrieve both O(r ) and
H( f ), making it a non-invasive method to image objects behind a thin scattering
medium.

A.5 Studying autocorrelation imaging

The autocorrelation imaging technique is an elegant technique for single-shot imag-
ing through complex scattering media introduced in [91]. It can be applied in inco-
herent imaging settings when the object is not larger than the memory effect range.
Light from an incoherent object O(r ) propagates through a scattering medium of
Point-Spread Function (PSF) S(r ) (assuming the object is in a single memory effect
range to have a constant PSF, this happens for thin diffusers), resulting in an image
I (r ) on the camera given by:

I (r ) =O(r )∗S(r ) (A.6)

where ’∗’ is the convolution operator. The autocorrelation imaging technique is based
on the identity:

I (r )? I (r ) = (O(r )?O(r ))∗(S(r )?S(r )) (A.7)

where ’?’ is the autocorrelation operator. Since speckles are spatially random pat-
terns, their autocorrelation is close to a delta-function, resulting in I (r )?I (r ) ≈O(r )?
O(r ). We thus obtain the autocorrelation of the object, from which one may retrieve
the object O(r ) using a Phase Retrieval algorithm.

In this work [61], we precisely characterize how this technique is diffraction-limited,
using the identity [33]:

S(r )?S(r ) ∝
∣∣∣∣ J1(πDr /λv)

πDr /λv

∣∣∣∣2

(A.8)

From this characterization, we show how to correct and obtain a more faithful object
O(r ). We use in particular slightly-more refined model to reconstruct the PSF S(r ) as
well, and hence we characterize the optical system for further imaging applications
like imaging of moving objects behind a fixed scatterin medium.
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Figure A.5: Autocorrelation imaging, refined to obtain the PSF of the system and ap-
plication. (a) Optical system, wherean incoherent object is placed before a diffuser
and imaged on a camera. Here the autocorrelation imaging technique exploits the
statistical properties of the speckle to reconstruct the object in a single-shot.
(b) Picture taken on the camera when the object is a "2" digit (inset). (c) Result of
autocorrelation imaging without correction of the blur kernel. (d) Result after cor-
recting the blur kernel. (e) Recovered PSF S(r ) by deconvolving (b) using (d).
(f) Another camera image for a different object, to image by deconvolution (because
it is faster and simpler than the autocorrelation imaging technique). (g) Reconstruc-
tion using a first PSF, retrieved using the reconstructed object from (c). (h) Recon-
struction using the PSF from (e), using the corrected object. (i) Intensities along the
lines in (g) and (h), we observe that the corrected PSF enables a more accurate de-
convolution. Thus, our refined model to take into account the blur kernel improves
the reconstruction performance for other applications.
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APPENDIX B

Phase Retrieval

Phase Retrieval is a longstanding computational problem that is ubiquitous in com-
putational imaging, that is both simple to define and hard to solve. In this thesis,
we have resorted to spectral methods to tackle this problem. To give more context
about the choice of this particular method, we would like to discuss more about re-
cent advances in phase retrieval, both in terms of applications and algorithms. Phase
Retrieval has inspired researchers to propose a vast array of methods to solve this
non-linear problem. This diversity comes from the large number of independent
studies conducted in different communities, with slightly different assumptions and
settings. Thus, Phase Retrieval is a non-linear equation with a very rich background
to build on top of, even though it remains far from being solved.

Taking a step back, Phase Retrieval can also be interpreted as a one-layer neural
network with a square activation function. Solving PR consists in finding the weights
in this network, showing how even in a very simple network, training may be a very
interesting theoretical challenge. It may provide an inspiration on how to solve more
complex networks.

This broad overview is necessarily incomplete. We will sometimes refer to recent
reviews [190], [191] for more details, while also complementing them with break-
throughs of the past five years.

B.1 Introduction

B.1.1 Definition

Phase Retrieval is about finding x ∈Cd in:

y = |Ax|2 (B.1)

where y ∈Rn , A ∈Cn×d , and |.|2 is an element-wise operator. The simple fact that we
miss the phase of Ax makes the problem quite difficult to solve as we will see in this
chapter.

The equation without the modulus operator y = Ax corresponds to linear regres-
sion, a canonical problem in statistical learning which has been extensively charac-
terized. Explicit solutions can be derived, iterative algorithms are also possible and
we are assured of their convergence since the optimization problem is convex. More-
over, numerical stability, robustness against noise, and performance with sparsity
assumptions have all been precisely characterized.

In contrast, Phase Retrieval is a non-linear equation, yielding a non-convex opti-
mization problem. The intense study of this equation has generated a lot of insights
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in non-linear optimization, a very popular field nowadays with the advent of ma-
chine learning.

B.1.2 Motivation

Phase Retrieval has been mentioned in the physics literature since the 1950s in crys-
tallography [192]–[194]. It arises whenever one wants to find a complex-valued object
from intensity-only measurements. A possibility to avoid this missing-phase prob-
lem in practice is to introduce a well-characterized reference and use interferences
to obtain the phase, but this is often infeasible, for example in X-ray crystallography
[195] or electron microscopy [196]. A computational reconstruction involving Phase
Retrieval is thus necessary in these challenging settings.

Additionally, a recent trend consists in designing simpler optical systems, lever-
aging modern computational capabilities to reconstruct an image [197], [198]. This
enables new capabilities such as a very large field-of-view or 3D reconstruction, while
keeping the simplicity of the system with few optical elements.

B.1.3 History and applications

To give a quick overview of how this equation was important in the history of physics,
we can start with the first diffraction pattern of DNA by Rosalind Franklin in 1952,
using X-ray coherent diffraction imaging. Based on this image, Crick and Watson
were able to derive the composition and shape of the DNA molecule, and received
the Nobel Prize in 1962. Phase Retrieval is still very important in this domain today:
since optical components are challenging to design for these very energetic waves,
we usually measure intensities after free-space propagation and reconstruct compu-
tationally an image of the object [195], [199], [200]. Another computational approach
for this issue is ptychography, in which several images are taken for different object
positions and this redundant information helps to solve the corresponding phase re-
trieval problem [201], [202].

Phase Retrieval has also played an important role in astronomy, to estimate phases
of certain wavefronts from intensity measurements. For example, in 1993, after launch-
ing the Hubble Space Telescope, astronomers realized the main optical component
of the telescope had a defect. The image of a distant star was not a point like expected,
but aberrations in the optical system were degrading the resolution of the telescope.
The solution required to solve a complex phase retrieval problem to quantify these
aberrations from these intensity measurements [203], and send a physical module
in space to compensate these aberrations on the telescope directly. The operation
has been successful and the Hubble space telescope produced very famous images
of cosmological objects [204].

More recently, microscopy and the field of computational imaging also benefit-
ted from the flexibility of Phase Retrieval to design new imaging schemes. To ex-
tend the capabilities of the phase-contrast microscope proposed by Zernike in 1942
[205], computational reconstructions have been proposed to extend the field-of-view
with Fourier Ptychographic Microscopy [197], obtain 3D tomographic measurements
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Application Sampling matrix A Assumption on x

Fourier Fourier matrix F Positive / finite support

Coherent Diffraction Imaging,
Ptychography,

Fourier ptychography


F 0

. . .

0
. . . 0

. . . 0 F




D1

...

Dk

 None

Random setting Random i.i.d. None

Holography, phase-diversity


P1

...

Pk

 Phase-only or none

Table B.1: Compacted view of the different settings for Phase Retrieval, from the ran-
dom setting to different computational imaging applications.

[206], [207], or defocus the camera and retrieve phase information from this defocus
[208], [209]. In all these situations, one needs to solve a phase retrieval problem.

B.2 Different models to solve

Since Phase Retrieval is associated to many different fields, it has also appeared in
several different forms. We will focus here on the cases which corresponds to the
matricial form of Eq. (B.1). More complicated variants may also be expressed, such
as optical tomography, and they are typically framed as a non-linear optimization
problem and solved using iterative algorithms.

In other cases, prior information about x is available: for example one often as-
sumes in astronomy that a star is a positive real-valued object with finite support.
These constraints help the algorithm converge, in particular to guarantee the unicity
of the solution in ill-posed problems.

A taxonomy of diverse models involving Phase Retrieval is provided in Table B.1.
In particular, we have grouped together applications with similar forward models,
even though they traditionally are not presented together.

• Fourier transforms appear whenever we let a field propagate a long distance,
with the very first example in X-ray crystallography [195].

• In Coherent Diffraction Imaging (CDI), ptychography [201], and Fourier pty-
chography [197], several pictures are taken in the far-field of an object that we
modulate. For each picture, a different mask ai is applied as an element-wise
multiplication (it is a random mask in CDI, a translating probe in ptychography,
and the pupil function in Fourier ptychography). The model is thus a concate-
nation of Fourier matrices multiplied by the Ai = diag(ai ), i = 1, . . . ,k.
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• The random setting is the most amenable to theoretical analysis and discovery
of new algorithms [97], [101], [191].

• In holography [210]–[212] and phase diversity [57], [189], one wants to find to
find the phase at a given plane to match the target or measured intensities at k
different planes. Propagation to each plane is modeled by a propagation oper-
ator Pi , i = 1, . . . ,k.

There are two powerful regularization strategies that will not be discussed at length
here: sparsity and deep learning based. If x only has a few non-zero components, one
can dramatically reduce the number of required measurements as proven in com-
pressed sensing [213]. Sparsity-based regularization has strong theoretical guaran-
tees and different possible strategies to find a solution, we refer the reader to [190]
for a more-detailed discussion. Deep learning based regularization is a very promis-
ing research direction for the future [214], with or without an extensive dataset to
train the models on.

B.3 Algorithms for Phase Retrieval

B.3.1 Alternating projections

The first algorithm to solve Phase Retrieval was proposed by Gerchberg and Saxton
in 1972 for astronomy [215]. It was formulated for Fourier measurements:

y = |F x|2 (B.2)

where F is the matrix corresponding to a Fourier transform. Also called the Alter-
nating Projection technique, it requires an intensity measurement y in the Fourier
space, and some a priori information in the object space, such as an intensity mea-
surement in this space as well [215], or a known support / positivity of the unknown
object x [216].

It is an iterative technique, starting from an initial guess x0. Its name comes from
the two projections applied at each iteration. First, we go in the Fourier space and
apply the intensity constraint:

ŷt =
√

y

|F xt |2
·F xt (B.3)

where · denotes an element-wise multiplication. Then, we go in the real space and
project using Pρ, the projector on the set of x satisfying the constraint (applying an-
other intensity constraint for example as in the original paper [215] or enforcing pos-
itivity and a finite support):

xt+1 = Pρ(F−1 ŷt ) (B.4)

One can show that the distance between the solution x and the estimate xt de-
creases with time t , however there is no general proof of convergence towards the
solution. A variant called the Hybrid Input-Output algorithm relaxes the projection,



B.3. ALGORITHMS FOR PHASE RETRIEVAL 125

moving towards its direction with a given step size [216]. This class of algorithms is
generally quite robust, even though they are well-understood and convergence is not
always achieved.

This approach is still used frequently for phase retrieval problems with a positivity
constraint. For example, it has been used in the autocorrelation technique [91] to
image small incoherent objects inside complex optical media.

This approach has also been extended to other computational imaging settings,
whenever a stack of intensity images is captured. By considering each image as a con-
straint to satisfy, one can use successive projections to iteratively converge towards
a solution satisfying all the constraints. For example, the Ptychographic Iterative En-
gine is still extensively used in ptychography [202], demonstrating the robustness of
the approach.

B.3.2 Gradient-based techniques

Gradient descent is an ubiquitous technique to solve non-linear optimization prob-
lems, it has been used extensively to train neural networks for example. For Phase
Retrieval, we first start by defining a certain loss function, for example the intensity
loss function:

l (x) = ‖y −|Ax|2‖2 (B.5)

l (x) quantifies how good an estimate x is and we want to minimize this cost function.
Other loss functions are possible, for example the amplitude loss function:

l ′(x) = ‖py −|Ax|‖2 (B.6)

Depending on the problem, reconstruction will be more successful with one or the
other. One may even resort to Maximum-Likelihood loss functions to include a sta-
tistical model of the measurement noise. Gradient descent is possible as soon as we
know the gradient ∇l (x) of the loss function.

In this scheme, we start from an initial guess x0, that is refined with small descent
steps. At each iteration, one computes the gradient ∇l (x) using an explicit formula,
usually called back-propagation for neural networks. The loss function in the neigh-
borhood of x can be approximated by its first order expansion:

l (x +δ) = l (x)+δT∇l (x) (B.7)

The direction of steepest descent (minimizing the loss for a given norm ofδ) is−∇l (x).
Gradient descent makes the following update at each iteration:

xt+1 = xt −α∇l (xt ) (B.8)

where α is a step size, usually chosen small enough so that the first order expansion
is valid. We may use a line search strategy like backtracking or based on the Wolfe
conditions [217] to ensure the loss function decreases at each iteration.

Vanilla gradient descent is still quite slow for many non-linear optimization prob-
lems. To speed up gradient descent, it is possible to take into account curvature from
the history of the previous points and gradients already evaluated. One may cite
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conjugate gradient [218], Newton’s second order method, quasi-Newton approaches
such as L-BFGS [219], and other techniques proposed to train Deep Neural Networks
like ADAM [220]. They accelerate considerable the convergence but are harder to
understand and analyze.

B.3.3 Semidefinite relaxations

Relaxation consists in expanding the search space of x to make the optimization sim-
pler. Based on an identity already mentioned in [221] (a consequence of Tr(AB) =
Tr(B A)):

yi = |a>
i x|2 = Tr(x>ai a>

i x) = Tr(ai a>
i xx>) (B.9)

xx> form an d ×d matrix over which we can perform the optimization. To enforce
the result to be of rank 1, the following optimization is performed [222], [223]:

Minimize Tr(X ) (B.10)

such that X ≥ 0 and Tr(ai a>
i X ) = yi , i = 1, . . . ,n

Exact recovery occurs when X = xx>. This defines a semidefinite program called
Phaselift in [223]. The optimization is now performed on the d 2 parameters of X , in-
stead of d in the original Phase Retrieval problem. This helps avoid local minima and
convergence has been proven for a variety of settings [223], [224]. Another relaxation
technique called PhaseCut has also been proposed in [225].

This technique has quickly been translated to real-world experiments. For exam-
ple, [226] presents an application of this relaxation strategy in Fourier Ptychographic
Microscopy. This technique is not used that much in practice due to its high com-
putational and memory cost. One needs to compute and store the matrix X of size
d ×d , which becomes an important bottleneck for high-resolution images.

B.3.4 Bayesian techniques

Bayesian techniques may also be applied to Phase Retrieval [227], and more gener-
ally to arbitrary inference problems (the task of estimating parameters from observa-
tions). This general framework has proven to be quite powerful as it often performs
well with a minimal number of measurements [228].

In this probabilistic approach, each yi , i = 1, . . . ,n is drawn from a distribution
ρ(y |a>

i x). In the noiseless case for example, yi = |a>
i x|2, but one may add noise to

this model, like gaussian noise with fixed variance or poissonian noise for shot-noise
limited measurements.

For many observations of (input ai , output yi ) pairs, one would like to estimate
the parameters x of the model. This is an inference problem, for which we use the
famous Bayes formula in probability:

P(x|y) ∝P(y |x)P(x) =
k∏

i=1
ρ(yi |a>

i x)P(x) (B.11)

P(x) denotes the prior distribution of x. We typically assume each component
of x to be drawn independently from a distribution µ(x). This distribution is usually
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gaussian if no other assumption is specified, but it also makes Bayesian methods very
appealing for sparse reconstructions, as this constraint can be included in the prior
with a Bernoulli-Gauss model µ(x) = (1−λ)δ(x)+λN (0,1).

From this general observation, iterative models to obtain a reliable estimate of x
have been derived, starting with Belief Propagation for sparse matrices [229], AMP
for the linear case [230], and GAMP for the generalized linear model case (including
Phase Retrieval) [227], [231], with recent developments in prSAMP and prVAMP [109].

In this Bayesian setting, statistical physics provides valuable tools to describe
when the problem is solvable. They describe the random case, when the matrix A
is drawn from an i.i.d. distribution, and as such may not apply for other imaging
settings. Still these results quantitatively tell us how many patterns n are required
before reconstruction is possible. The larger n is, the more information we have and
the problem becomes more easily solvable. There are three different phases [228]
that are a function of the oversampling ratio n/d : an impossible phase where it is
not possible to get any information about x, a hard phase where it is theoretically
possible to recover some information on x but no algorithm is presently capable of
doing so, and an easy phase where polynomial algorithms such as AMP are capable
of finding a good solution.

B.4 Spectral methods and recovery thresholds

Spectral methods first appeared a little before 2015 in [98] and [97], and was used
subsequently in many other works to refine this idea [99], [232]. Strong theoretical
results soon followed with [101] and [102]. We would like to stress that a better un-
derstanding of these techniques only dates from the late 2010s, showing the novelty
and the interest of the community in these approaches. On the side, it is worth not-
ing that similar approaches were also proposed in parallel in [233] where they relied
on a graph approach to solve the particular phase retrieval problem of ptychography.

Spectral methods are simple-to-code methods to find initial estimates, for the
random setting or related, like Coded Diffraction Imaging. They are typically used in
conjunction with gradient descent to refine this spectral initial estimate. The recent
theoretical results have also improved this pipeline a lot, making their performance
comparable to Bayesian algorithms.

In this thesis, we used them first as they adapted well to solve the Multiplexed
Phase Retrieval problem. Then in the second part, they were used to solve a classical
phase retrieval task, to find a Transmission Matrix. We will here spend more time
to explain the background and advances with spectral methods, as they have been
developed and used in the presented work. It will be the opportunity to introduce
phase diagrams predicting when recovery is possible.

B.4.1 Intuition

The intuition of spectral methods is the following: for one intensity measurement
yi = |a>

i x|2, when ai is correlated with x (i.e. a little aligned with the direction of x),
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the measured intensity yi is increased. On the other hand, if ai is orthogonal to x, yi

is equal to 0.
Hence, for example, one may try to use this simple observation to obtain a simple

guess of the solution in the random setting. We can define for example

zlin = 1

n

∑
i

yi ai (B.12)

and hope it removes orthogonal vectors and points towards the direction of x. We
would typically like that this estimate correlates with x when the number of mea-
surements n gets very large. In this case, this empirical mean converges towards the
expectation value of y a. However, since there is a symmetry between x and −x, the
expectation value (over the i.i.d. gaussian distribution of a) is 0 and z only follows
random walk centered in 0. The covariance matrix of this random walk is still biased
in the direction of x, which calls for second order methods.

For second order methods, a good starting point is the empirical covariance ma-
trix, a common object in Random Matrix Theory:

Z0 = 1

n

∑
i

ai aT
i (B.13)

Each component [Z0]kl = 1
n

∑
i [ai ]k [ai ]l corresponds to an empirical evaluation of

the covariance between two components of a. Since the matrix A is drawn from i.i.d.
random variables, the covariance matrix is identity and this empirical estimate con-
verges towards it for large n.

To provide a bias, we then define a Weighted Covariance Matrix (WCM):

Z = 1

n

∑
i

yi ai aT
i (B.14)

Here, the weights make the expectation value of the matrix biased towards x (the
proof is presented in Chapter 3):

E(Z ) = Id +xxT (B.15)

Thus the leading eigenvector of Z for large n will correlate with x.
This is a first example of a spectral method, introduced in [97]. To use them, one

only needs to define the WCM Z and use power iterations to retrieve its leading eigen-
vector (multiplying repeatedly by Z ). This process is very efficient and robust, how-
ever it requires a relatively-high number of samples n ∼O(d logd).

B.4.2 Optimal spectral methods

To improve this initial spectral method and make it work in different settings, a pre-
processing function may be introduced:

Z = 1

n

∑
i
τ(yi )ai aT

i (B.16)



B.4. SPECTRAL METHODS AND RECOVERY THRESHOLDS 129

As long as the function τ is increasing, the WCM will remain biased towards the target
solution x (as we give more weight to terms where ai is correlated with x). For exam-
ple, [99] introduced a threshold T > 0 to avoid very large values of yi to dominate in
the sum:

τ1(y) =
{

y if y ≤ T

0 otherwise
(B.17)

With this simple change, they were able to prove sample complexity in O(d). This
means that as soon as the oversampling ratio α = n/d is larger than a certain con-
stant, the algorithm returns a solution close to x.

In both [97] and [99], this spectral method is usually followed by a gradient de-
scent algorithm. Thus, they can be seen as a robust way to initialize an iterative algo-
rithm: power iterations are guaranteed to converge as long as we control the largest
and smallest eigenvalues of Z .

To recover some information about x with the least amount of samples n, Mon-
delli & Montanari have proposed this optimal preprocessing function:

τ2(y) = y −1

y +p
α−1

(B.18)

This preprocessing function is optimal in the sense that as soon as α> 1, the leading
eigenvector of the WCM is correlated with x, while an information-theoretic argu-
ment shows that no information about x may be recovered when α< 1.

Optimality is always dependent on the metric to define it. In [102], they proposed
a further improvement of the preprocessing function:

τ3(y) = 1− 1

y
(B.19)

This preprocessing is called optimal as for any given oversampling α, the leading
eigenvector of the WCM is maximally correlated with x. Interestingly, its formula
corresponds to τ2 when α= 1.

In practice, we use power iterations to compute efficiently the leading eigenvec-
tor of Z . It consists in repeatedly multiply by the matrix Z until we converge towards
the leading eigenvector. Power iterations are fast as we converge geometrically to-
wards this leading eigenvector with a ratio corresponding to the ratio between the
two leading eigenvalues. With this technique, we need to make sure that there are
no large negative eigenvalues, which is a problem for the two optimal preprocessing
function described above. We introduce a lower threshold to avoid these issues and
regularize the power iterations by adding a constant times identity to Z .

B.4.3 Recovery thresholds

To conclude this section, we would like to discuss recovery thresholds which have
recently been demonstrated for the random setting. There are two thresholds to dis-
tinguish:

• Weak recovery (WR) threshold: the minimal value of the oversampling α for an
algorithm to output a vector with a positive correlation with the target solution
x.
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• Full recovery (FR) threshold: the minimal value of the oversampling α for an
algorithm to output the perfect solution x.

The study of these thresholds presents two steps. First, an information theoretic
argument provides lower bounds of these thresholds. For example, for our complex
gaussian setting of Phase Retrieval, [234] has proven that no information about x
can be recovered for α≤ 1, so that αWR, IT = 1 and [235] has derived the full-recovery
threshold αFR, IT = 2.

However, these arguments do not guarantee the existence of an algorithm that re-
covers this solution in polynomial time for these oversampling values. We then need
to define algorithmic recovery thresholds, i.e. minimal values for which there is a
known algorithm to reconstruct a suitable solution. For example, spectral methods
show that weak recovery is possible starting at α = 1, which means that αWR, Algo =
αWR, IT = 1 [101]. On the other hand, there is no algorithm that guarantees full re-
covery starting at α= 2. Instead, Bayesian techniques are conjectured to be the most
efficient ones, enabling full recovery starting at αFR, Algo ≈ 2.027 [235]. Note that as
of today, there is a gap between the information-theoretic bound and the actual full-
recovery threshold in practice, as we do not have an algorithm to fully recover x with
α> 2.

B.5 Discussion

We have presented a broad overview of algorithms for Phase Retrieval, focusing par-
ticularly on recent results about spectral initializations. We have recently gained
a better understanding of the non-linear optimization underlying Phase Retrieval,
knowing when reconstruction is or is not possible in the random setting. These the-
oretical developments invite practitioners to apply this new class of algorithms to
real-life problems, which we have done in Chapter 3 and 4.

Future directions of research include the application of these computational tools
in other settings, such as our work on spectral initializations and ptychography [63].
Here the matrix A is not random any more but dictated by the experimental scheme;
spectral methods can still provide valuable initializations for iterative algorithms. Ad-
ditionally, an interesting approach has been to engineering the matrix A to accelerate
reconstruction [236], [237]. More complex models, like the two-layer networks we
have introduced, would also benefit from rigorous reconstruction guarantees. Re-
cent works for related models include [105], [238].
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Technical proofs

In this chapter of the Appendix, we would like to prove the technical results presented
in Chapter 5. We will prove the presented theorems on linear dimensionality reduc-
tion, then move to Random Features and their kernel limits. Such proofs are useful
to have a better understanding on the usefulness of random projections and their
regularity properties.

Let X = [xi ]i ∈ Rd×n be a stack of n samples xi of dimension d , for i = 1, . . . ,n. In
linear dimensionality reduction, we want to find a projection matrix U ∈ Rd×k such
that U>X keeps as much information as possible on X even if k ¿ n.

‖.‖ will denote the Euclidean norm for vectors and the Frobenius norm for matri-
ces. Let U ∈Rd×k be the set of orthogonal matrices.

C.1 Principal Component Analysis

We have seen that it is possible to reconstruct an estimate of X , X̃ =UU>X , from the
low-dimensional projection U>x.

Theorem 10 (Principal Component Analysis). The matrix UPCA defined as the k lead-
ing eigenvectors of X X > minimizes the following error metric on the set of orthogonal
matrices:

UPCA = argmin
U∈U

‖X −UU T X ‖2 (C.1)

Proof. Let U ∈U be an orthogonal matrix and L be the error metric defined by L(U ) =
‖X−UU T X ‖2 for U ∈U . Thanks to the orthogonality of U , we can use the Pythagorean
identity ‖X ‖2 = ‖UU>X ‖2 +‖(I −UU>)X ‖2:

L(U ) = ‖X ‖2 −‖UU>X ‖2 (C.2)

We thus want to maximize ‖UU>X ‖2. Since U is an orthogonal matrix, ‖UU>X ‖2 =
‖U>X ‖2. We can then reorganize this expression as:

‖U>X ‖2 = argmax
U

∑
i

u>
i (X X >)ui (C.3)

This last quantity is maximal for UPCA, a classical result from spectral analysis of ma-
trices (that one may rederive by expressing both the X X > and the ui , i = 1, . . . ,n in
the eigenvector basis of X X >).

131
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C.2 Random projections

We now move to random projections, for which the optimality result of the previous
case is replaced by an inequality quantifying how a random dimensionality reduction
preserves pairwise distances.

Theorem 11 (Johnson-Lindenstrauss). Given 0 < ε< 1 and an output dimension k >
20log(n)/ε2, then assuming the entries of U are sampled independently from N

(
0, 1

k

)
,

we have with probability at least 1−2e−(ε2−ε3)k/4:

(1−ε)‖x − y‖2 ≤ ‖U>(x − y)‖2 ≤ (1+ε)‖x − y‖2 (C.4)

Proof. Assuming x 6= y , we define for j = 1, . . . ,k:

Z̃ j =
p

k[U>(x − y)] j /‖x − y‖ (C.5)

Each Z̃ j is a random scalar variable distributed following a normal distribution N (0,1),
independent from Z̃i 6= j .

We bound the failure probability of one side:

P
(‖U>(x − y)‖2 > (1+ε)‖x − y‖2)=P(

k∑
i=1

Z̃ 2
i > (1+ε)k

)
(C.6)

∑k
i=1 Z̃ 2

i follows the chi-squared distribution with k degrees of freedom, for which we
can use concentration bounds. With Markov’s inequality:

P

(
k∑

i=1
Z̃ 2

i > (1+ε)k

)
=P

(
eλ

∑k
i=1 Z̃ 2

i > e(1+ε)kλ
)

(C.7)

≤ E[eλ
∑k

i=1 Z̃ 2
i ]

e(1+ε)kλ
(C.8)

= E[eλZ̃ 2
1 ]

e(1+ε)kλ
(C.9)

= e−(1+ε)kλ
(

1

1−2λ

)k/2

(C.10)

where the expectation of eλZ̃ 2
1 has been evaluated explicitly. We then choose λ =

ε
2(1+ε) to minimize the expression, to obtain:

P

(
k∑

i=1
Z̃ 2

i > (1+ε)k

)
= ((1+ε)e−ε)k/2 (C.11)

≤ exp

(
−k

4
(ε2 −ε3)

)
(C.12)

using 1+ε≤ exp(ε− (ε2 −ε3)/2).

Note that the same proof implies ‖U>X ‖ ≈ ‖X ‖, in contrast with UPCA which max-
imizes ‖U>X ‖.
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C.3 Random Features

We now move onto non-linear random projections with Random Features to approx-
imate translation-invariant kernels. We define Random Features as [22]:

φ(x) = 1p
k

[cos(W x),sin(W x)] (C.13)

with x ∈Rd an initial data point and W ∈Rk×d an i.i.d. random projection matrix.

Theorem 12. For any translation-invariant positive definite kernel k(x, y) = k(x − y),
there exists a probability distribution p(w) for the elements of W such that:

lim
k→∞

φ(x)>φ(y) = k(x − y) (C.14)

Proof. After properly rescaling the kernel function to have k(0) = 1, we use Bochner’s
theorem, stating that the positive definite kernel k(x − y) is necessarily the Fourier
transform of a probability measure p(w):

k(x − y) =
∫

p(w)e i w>(x−y)d w = Ew [e i w>(x−y)] (C.15)

Since k(x − y) is a real number, we can take the real part of both sides:

k(x − y) = Ew [cos(w>(x − y))] (C.16)

= Ew [cos(w>x)cos(w>y)+ sin(w>x)sin(w>y)] (C.17)

C.4 Optical Random Features

For Optical Random Features defined as:

φ(x) = |W x|2 (C.18)

with W an i.i.d. complex gaussian random matrix, we have the following result,
proven in Chapter 5:

Theorem 13. The kernel k approximated by the Optical Random Features is given by:

k(x, y) = ‖x‖‖y‖2 + (x>y)2 (C.19)
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APPENDIX D

Optical RC implementation details

This Appendix chapter contains practical information to implement Optical Reser-
voir Computing. Here we wrote down the experience and know-how accumulated
during a few years of work in the group.

D.1 Sending an SLM image

At each iteration t , the image displayed on the Spatial Light Modulator (SLM) is com-
posed of the current input i (t ) and the reservoir state x(t ). These vectors are concate-
nated and displayed on the high-resolution SLM using macropixels. The size of the
macropixels is dependent on the dimension of the input d and the size of the reser-
voir n. In practice, an important parameter to control is the relative area of input and
reservoir on the final SLM image. This ensures consistent results when varying the
reservoir size.

In [28], we performed a hyper-parameter search on a noiseless simulation model
for the time-series prediction task, and have obtained an optimal performance when
the input area is around ten times larger than the reservoir area. However, in this case
the contribution of the reservoir is very small: one-tenth of the signal after one iter-
ation and approximately one-hundredth after two. Such a small perturbation would
be quickly lost due to experimental noise, which would be detrimental for the capac-
ity of the reservoir to remember the past. We thus chose to fix the reservoir area to be
equal to the input area. In [54], we performed the hyperparameter search directly on
the optical system, to obtain optimal parameters for the implementation at hand.

A portion of the SLM also remains constant and unmodulated, generating a ran-
dom bias on the output field after propagation through the complex medium. The
variance of this bias also represents another hyperparameter to tune, and we have
observed in practice that it helps improve the performance of the algorithm, maybe
by enriching the diversity of reservoir activations.

An encoding step is necessary to take into account physical constraints of the
modulation devices, its impact and possible strategies are discussed in Chapter 6.
Examples of images displayed on the DMD and LCoS-SLM are provided in Fig. 6.7
and 6.8.

D.2 Reading the camera image

After the propagation in the scattering medium, the camera returns a speckle pattern
to the computer. This image represents a random projection of the input and reser-
voir state, as this data is displayed on the SLM. Such a random image presents small
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speckle grains that are a few pixels wide, their size being determined by the diffrac-
tion of the finite numerical aperture of the optical system. We choose a sampling grid
larger than the speckle grain size in order to remove this local range correlation and
make sure that the interconnection matrix is fully random.

The intensity values of the speckle pattern follows an exponential distribution, as
they are the absolute value square of a complex Gaussian random variable [33]. Its
mean depends on the laser power, the thickness of the scattering medium, and the
exposure time of the camera. We empirically observed better performance when us-
ing the square root of the intensity, i.e. the modulus of the electric field, instead of the
raw intensity measured by the camera, probably because this operation regularizes
the reservoir state distribution for the subsequent linear regression.

D.3 Training large-scale models

After computing the successive reservoir iterations in optics, we obtain a large stack
of reservoir states and the corresponding prediction outputs. A linear regression is
performed to find the set of output weights. Any algorithm for linear regression is
possible as long as it enables an L2 regularization, and we have found success with
the Ridge function of the scikit-learn library [142] and a custom model based on the
Cholesky factorization of the Pytorch library [239]. A high value of the regularization
parameter was necessary to compensate experimental noise, especially short-term
fluctuations coming from detector noise, SLM flickering or mechanical vibrations.
Long-term deviations are also present, coming from the decorrelation of the scatter-
ing medium, and they impose a maximal time for the experiment (typically an hour
for [28] and a day in [54]).

We concatenate the reservoir state with the current input for the linear prediction
step. This adds more parameters for the learning and in practice improves greatly the
final results. One heuristic explanation is that with this small change, the reservoir is
used to predict perturbations over the current input rather than the new input alto-
gether.

D.4 Driving the reservoirs with autonomous dynamics

Following previous strategies developed for chaotic time series prediction [17], we
train our algorithms in [54], [56] only to perform next-time-step prediction, from t
to t + 1. To predict further in the future, this prediction is then fed back into the
algorithm to iterate further in time. This defines an autonomous dynamical system
that should be synchronized with the chaotic time series if training is successful.

Another possible strategy would be to use a given reservoir state to predict Tpred

time steps in the future, as done in [27], [28]. The output dimension k = d Tpred is
larger and the learning task becomes more difficult.

We show here the usefulness of this strategy based on autonomous dynamics.
In Fig. D.1, we show the performance of Reservoir Computing prediction on the
Kuramoto-Sivashinsky dataset, with and without recursive prediction. With recur-
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Figure D.1: Comparison of recursive and non-recursive prediction. We see that with
recursive prediction (left), Reservoir Computing is able to predict quite precisely up
to at least 2 characteristic times. On the other hand, without recursive prediction,
Reservoir Computing quickly has a hard time to guess the future of the KS system
and outputs its mean for long prediction times.

sive prediction (left), this corresponds to the strategy already presented in Fig. 6.9,
and it is not surprising that prediction up to at least 2 Lyapunov exponents is pos-
sible. Without recursive prediction (right), the algorithm has a much harder time to
predict the future of the chaotic system. Instead, after a short while, it only returns
the average value of the time series.

Note that the same hyperparameters were used in both cases. While it may be
possible to improve the performance of the direct prediction strategy, by increasing
the size of the reservoir or playing with regularization parameter, but we show here
the simplicity and effectiveness of the recursive prediction strategy.

D.5 Using batches

Finally, some optical devices are optimized to send images by batches to maximize
the speed of data transfer and synchronization between SLM and camera. This is
the case of the LightOn device accessed in the cloud as in 2018. In [28], we therefore
compute batches of reservoirs in parallel driven by different time series, between 500
and 3,000. In the end, with a time series length of 800, we typically obtain tens of
thousand of examples for training and testing.

To show the importance of this batch size, we achieve 640 Hz with a batch size
of 3,000 and 285 Hz with a batch size of 500. Compared to our previous work [27],
this represents a two-fold increase of operating frequency, thanks to hardware opti-
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mization. An even faster implementation should be possible by sending directly the
camera image to be displayed on the DMD with dedicated electronics, thus avoiding
the computer in the RC loop to reduce latency.

This batch strategy was not necessary for the LCoS-SLM implementation, for which
we were limited by the operating frequency of the Liquid Crystal device.
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MOTS CLÉS

Matrices aléatoires, imagerie computationelle, diffusion optique, microscopie par fluorescence,
extraction de phase, informatique optique, calcul par réservoir, noyaux récurrents

RÉSUMÉ

Le sujet de cette thèse est le développement d’algorithmes d’optimisation à grande échelle, pop-
ularisés par l’apprentissage automatique, pour diverses études autour de la propagation de la
lumière dans des milieux complexes. Nous étudions ces questions à travers le prisme de la diffu-
sion optique, un phénomène physique décrivant la propagation de la lumière dans des matéri-
aux complexes. Ce point de vue non conventionnel jette un nouvel éclairage sur les algorithmes
d’optimisation qui se présentent dans deux domaines différents : l’imagerie et l’informatique
optique. Nous appliquerons les progrès les plus récents en matière d’extraction de phase et de
factorisation matricielle de bas pour l’analyse de grands ensembles de données. Ces avancées
algorithmiques repoussent les limites de l’imagerie non invasive par diffusion, ce qui ouvrirait
de nombreuses possibilités telles que l’observation de neurones individuels au plus profond du
cerveau d’animaux vivants. D’autre part, la diffusion sera l’occasion de réaliser des réseaux neu-
ronaux optiques câblés de façon aléatoire et de très grande dimension. Un accent particulier sera
mis sur la réalisation optique d’une architecture récurrente appelée calcul par réservoir, partic-
ulièrement utile pour la prédiction de séries temporelles chaotiques. Le lien étroit entre ces deux
axes d’étude est symbolisé dans la matrice aléatoire introduite pour modéliser l’effet de la diffu-
sion optique.

ABSTRACT

The topic of this thesis is the development of large-scale optimization algorithms, popularized by
machine learning, for various applications around light propagation through complex media. We
study these questions through the prism of optical scattering, a physical phenomenon describ-
ing the propagation of light in complex materials. This unconventional point of view sheds a new
light on the optimization algorithms that arise for two different purposes: imaging and optical
computing. We apply the most recent advances in Phase Retrieval and low-rank matrix factor-
ization to analyze large datasets. These computational advances push the limits of non-invasive
imaging through scattering, that would open up many possibilities such as the observation of in-
dividual neurons deep inside the brain of alive animals. On the other hand, scattering will be the
opportunity to realize randomly-wired optical neural networks of very large dimension. A par-
ticular emphasis will be put on the optical realization of a recurrent architecture called Reservoir
Computing, particularly useful for the prediction of chaotic time series. The tight link between
these two lines of study is symbolized in the random matrix introduced to model the effect of
scattering.

KEYWORDS

Random matrices, computational imaging, light scattering, fluorescence microscopy, phase re-
trieval, optical computing, reservoir computing, recurrent kernels


	General introduction
	Random matrices in machine learning
	Context
	A brief history of Machine Learning
	Reasons for this success
	Introducing random matrices

	Random matrices with optical scattering
	Linear optics
	Propagation through complex scattering media
	Efficient large-dimensional hardware in optics
	Applications

	At the intersection of these two fields
	Personal contributions
	Optical Machine learning
	Computational imaging
	Outline


	Wavefront shaping for fluorescence microscopy
	A quick overview of imaging
	From measurements to images
	The trade-off between resolution and penetration depth
	Fluorescence microscopy

	Wavefront shaping to counteract scattering
	Focusing with optimization
	Imaging with the memory effect
	Transmission Matrix measurement
	Focusing light using phase conjugation

	Towards non-invasive fluorescence imaging
	The epi-fluorescence configuration
	Other techniques for deep imaging


	Spectral methods for deep microscopy
	Definitions
	Experimental background
	Forward model

	Reconstruction algorithm
	Definitions
	Spectral method for Phase Retrieval
	Spectral method for Multiplexed Phase Retrieval

	Results
	Experimental setting
	Reconstruction and focusing
	Eigenvalue distribution and sample complexity

	To go further
	High-speed implementation
	Non-invasive experimental validation
	Study for larger number of targets
	Other algorithms

	Discussion
	In imaging
	In non-linear optimization


	Double Transmission Matrix reconstruction
	Definitions
	Experimental background
	Forward model

	Reconstruction algorithms
	A two-step reconstruction
	Non-negative Matrix Factorization
	Phase Retrieval

	Results
	Experimental setting
	Double TM reconstruction
	Imaging with memory effect
	Towards more complex objects

	Discussion
	In non-linear optimization
	In imaging


	Optical random projections
	A brief history of optical computing
	Randomness for dimensionality reduction
	Dimensionality reduction
	Principal Component Analysis
	Random projections

	Random Features for inference
	Linear inference model
	Random Features

	Optical Random Features
	Principle
	Results
	Convergence towards the kernel limit
	Complexity and benchmark

	Where to use optical random projections
	Advantages and challenges of optical random projections
	Transfer Learning
	Anomaly detection
	Training networks without gradient descent
	Towards Reservoir Computing


	Optical Reservoir Computing
	Reservoir Computing
	Recurrent equation
	Final linear layer
	Physical implementations of Reservoir Computing
	Analysis of the reservoir dynamics

	Optical Reservoir Computing
	General principle
	Different optical implementations
	Complexity and speed
	Encoding as a pre-processing kernel

	Results
	Chaotic time series prediction
	First prediction results
	Comparing DMD and LC-SLM implementations
	Optimizing Optical Reservoir Computing

	Discussion
	In optical computing
	In Reservoir Computing


	Recurrent Kernels and Structured Transforms
	The Recurrent Kernel limit
	Definition
	Convergence theorem

	Structured Reservoir Computing
	Structured Random Features
	Principle
	Computational complexity

	Results
	Numerical study of convergence
	Chaotic system prediction
	Timing benchmark

	Stability study
	Definition in Reservoir Computing and Recurrent Kernels
	Error function activation
	Heaviside activation
	Conclusion of this study

	Discussion
	In Reservoir Computing
	In deep learning
	For physical implementations of Reservoir Computing


	General conclusion
	Quick overview of other contributions
	Variance optimization for deep imaging
	Spectral methods for ptychography
	Compressive Raman and matrix completion
	Object and pupil recovery with phase-diversity
	Studying autocorrelation imaging

	Phase Retrieval
	Introduction
	Definition
	Motivation
	History and applications

	Different models to solve
	Algorithms for Phase Retrieval
	Alternating projections
	Gradient-based techniques
	Semidefinite relaxations
	Bayesian techniques

	Spectral methods and recovery thresholds
	Intuition
	Optimal spectral methods
	Recovery thresholds

	Discussion

	Technical proofs
	Principal Component Analysis
	Random projections
	Random Features
	Optical Random Features

	Optical RC implementation details
	Sending an SLM image
	Reading the camera image
	Training large-scale models
	Driving the reservoirs with autonomous dynamics
	Using batches


