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Abstract 

 

Studies suggest that exposure to heat, cold, or particulate matter (PM) during pregnancy may 

decrease birth weight and shorten the duration of gestation, but we do not fully understand these 

associations. This is concerning because low birth weight and preterm birth increase risk for 

numerous morbidities and chronic diseases throughout childhood and into adulthood. The 

health burdens of temperature and PM are expected to increase with climate change and global 

urbanization. Improving our understanding requires accurate exposure assessment because 

error can bias associations with health outcomes. A scalable way to assess exposure over large 

areas and long time periods is to model the relationship between monitored temperature or PM 

and satellite-derived variables such as land surface temperature (LST) or aerosol optical depth 

(AOD). Improved calibration methods might increase accuracy, and finer spatial resolutions 

could be useful in urban areas. 

This PhD developed novel approaches to increase the accuracy and spatial resolution of 

satellite-based exposure models, applied them to reconstruct daily temperature and PM in 

France over the past two decades, and used the temperatures to identify periods during 

pregnancy when exposure to cold or heat may increase the risk of preterm birth. 

First, we found that allowing the relationship between monitored ambient temperature and 

satellite-derived LST to vary over space as well as time improves the accuracy of mixed models. 

We used this approach to model diurnal air temperature (mean [Tmean], minimum [Tmin], and 

maximum [Tmax]) over France at 1 km resolution from 2000 to 2018. We also showed that an 

ensemble of random forests and gradient boosting machines can downscale daily temperature 

over urban areas by incorporating thermal satellite data at a high spatial but low temporal 

resolution. We used this approach to model daily Tmean, Tmin, and Tmax at 200 m resolution over 

103 cities. 

Second, we found that Gaussian Markov random fields can reconstruct PM based on gap-filled 

AOD more accurately than widely used mixed models or random forests, and that an ensemble 

of all three algorithms performs even better. We used this approach to model daily mean PM2.5 

and PM10 (PM <2.5 and <10 microns in diameter, respectively) concentration over France at 

1 km resolution from 2000 to 2019 and showed that alleviating the sparsity of PM2.5 monitors 

by imputing PM2.5 at more common PM10 monitors increased accuracy. 
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Third, we conducted a survival analysis using Cox proportional hazards models with distributed 

lags to assess the time-varying association between residence-based ambient temperature 

estimated by our exposure model and the risk of preterm birth among 5347 singleton live births 

(4.3% preterm) from prospective pregnancy cohorts in France. We simultaneously examined 

chronic exposure (weekly from conception) and acute exposure (daily during the 30 days before 

delivery), and we explored the effects of temperature variability and acclimation to location and 

season during heatwaves. Cold and night-time heat increased the risk of preterm birth, with 

susceptibility starting as early as conception and continuing through portions of trimesters 1 

and 2. Cold around 7 days before delivery also increased the risk of preterm birth. 

Our approaches could improve satellite-based exposure models in other areas and our multi-

decadal dataset will be of interest to epidemiologists, climatologists, planners, policymakers, 

and the public. In the context of rising temperatures and more frequent weather hazards, our 

findings on the risks that heat and cold pose to pregnant women and their infants should inform 

public health policies to reduce the growing burden of preterm birth. 
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Résumé (French abstract) 

 

Bien que plusieurs études suggèrent que l’exposition à la chaleur, au froid ou aux particules en 

suspension (PM) pendant la grossesse pourraient diminuer le poids de naissance et raccourcir 

la durée de la grossesse, ces effets ne sont pas complètement compris. Ceci est préoccupant car 

la prématurité et un faible poids à la naissance augmentent le risque de nombreuses morbidités 

et maladies chroniques tout au long de l’enfance et à l’âge adulte. Ces fardeaux sanitaires 

devraient s’accroître avec le changement climatique et l'urbanisation mondiale. Mieux 

comprendre ces relations nécessite une évaluation précise de l'exposition, car l’erreur peut 

affaiblir les associations avec la santé. Une approche efficace consiste à modéliser la relation 

entre des mesures de la température ou des PM et des variables dérivées des satellites. Des 

nouvelles approches pourraient réduire l’erreur, et des résolutions spatiales plus fines pourraient 

être utiles, notamment dans les zones urbaines. 

Ce doctorat a développé de nouvelles approches pour augmenter la précision et la résolution 

spatiale des modèles d’exposition, les a appliqués pour reconstruire la température quotidienne 

et les PM en France au cours des deux dernières décennies, et a utilisé les températures pour 

identifier des périodes pendant la grossesse où l’exposition au froid ou à la chaleur peut 

augmenter le risque de naissance prématurée. 

Premièrement, nous avons démontré que le fait de prendre en compte la variabilité spatiale ainsi 

que temporelle de la relation entre la température de l’air mesurée et les variables dérivées de 

satellites améliore la précision de modèles de prédiction. Nous avons également démontré qu'un 

ensemble de forêts aléatoires et de machines de renforcement de gradient permet d’améliorer 

la résolution spatiale des estimations quotidiennes pour les zones urbaines en incorporant des 

données satellitaires thermiques à haute résolution spatiale mais à faible résolution temporelle. 

Avec ces approches, nous avons modélisé la température quotidienne moyenne, minimale et 

maximale de 2000 à 2018 à une résolution de 1 km en France et de 200 m sur 103 zones 

urbaines. 

Deuxièmement, nous avons démontré que les champs aléatoires gaussiens de Markov peuvent 

estimer les PM plus précisément que les modèles mixtes ou les forêts aléatoires, et qu’un 

ensemble des trois est encore plus performant. Avec cette approche, nous avons modélisé les 

concentrations moyennes quotidiennes des PM en France à une résolution de 1 km de 2000 à 

2019. 
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Troisièmement, nous avons mené une analyse de survie avec un modèle de Cox à effets 

distribués dans le temps pour évaluer l’association entre la température résidentielle issu de 

notre modèle d'exposition et le risque de naissance prématurée parmi 5347 naissances (4,3% 

prématurés) suivies dans le cadre de cohortes prospectives en France. Nous avons examiné de 

manière concomitante des fenêtres d’exposition chroniques (les 26 semaines suivant la 

conception) et aigues (les 30 jours avant l’accouchement) et avons exploré les effets de la 

variabilité de la température et des vagues de chaleur en tenant compte de l’acclimatation. Le 

froid et la chaleur nocturne augmentaient le risque d’accouchement prématuré ; les femmes 

étaient sensibles dès la conception et pendant les secondes parties des trimestres 1 et 2. Le froid 

augmentait également le risque de naissance prématurée environ sept jours plus tard. 

Nos approches novatrices pourraient permettre d’améliorer les modèles d'exposition dans 

d'autres régions et notre jeu de données multi-décennale sera utile aux épidémiologistes, 

climatologues, planificateurs, décideurs et au public. Dans le contexte de la hausse des 

températures et des aléas météorologiques plus fréquents, nos découvertes sur les risques que 

la chaleur et le froid représentent pour les femmes enceintes et leurs bébés devraient éclairer 

les politiques de santé publique pour réduire le fardeau croissant de la naissance prématurée. 
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Background 

Ambient temperature and air pollution are increasingly recognized as major environmental 

health risks. Heat, cold, and variable temperature have been linked to increased morbidity and 

mortality across regions and climates (Cheng et al., 2014; Gasparrini et al., 2015; Guo et al., 

2014; Song et al., 2017), and this burden is expected to grow with climate change (Gasparrini 

et al., 2017; Wang et al., 2018). Meanwhile, ambient particulate matter (PM) air pollution has 

become one of the fastest growing and leading risk factors for death and disability worldwide 

(Murray et al., 2020). Particulate matter <2.5 microns in diameter (PM2.5) causes cardiovascular 

disease, pulmonary disease, and lung cancer (Landrigan et al., 2017), and both PM2.5 and 

particulate matter <10 microns in diameter (PM10) are associated with increased mortality, even 

at concentrations below current air quality guidelines (Liu et al., 2019), which the World Health 

Organization lowered in September 2021 to an annual mean of 5 µg/m3 for PM2.5 and 15 µg/m3 

for PM10 (World Health Organization, 2021). Recent work suggests that PM may even interact 

with heat, producing synergistic effects (J. Li et al., 2017; Qiu et al., 2020; Sun et al., 2020a). 

Ambient temperature and PM are pervasive: everyone is exposed, and individuals have limited 

ability to reduce their exposure. This means that even small effects can have a substantial impact 

on population health. Cities can compound the impacts of temperature and PM as they are often 

warmer and more polluted than the surrounding countryside due to concentrated emissions from 

human activities, increased heat accumulation, slower heat diffusion, and decreased dispersion 

due to obstructed air movement (Arnfield, 2003). Urban areas are now home to more than half 

the world’s population, and this share is projected to increase to almost 70% by 2050 (UN 

DESA Population Division, 2018). Understanding the health effects of ambient temperature 

and PM is essential to developing public health policies for a warming, urbanizing world. 

Exposure assessment 

To understand how ambient temperature and PM affect health, epidemiologists need to assess 

the air temperature or PM concentration to which a study population was exposed. Accurate 

exposure assessment is essential because exposure error tends to bias effect estimates towards 

the null, meaning studies may fail to detect harmful impacts (Zeger et al., 2000). Many studies, 

especially of temperature, have estimated the average exposure across a city or region based on 

measurements from one or a few meteorological or air quality monitoring stations. This 

approach captures temporal variation in exposure quite well, as monitors often take 
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measurements every hour or more frequently. But it is much less effective at capturing spatial 

variation in exposure. This can be problematic in rural areas where monitors tend to be sparse, 

leading many studies to focus exclusively on urban populations, which could limit the 

generalizability of their findings. Ignoring spatial variation in exposure can also be problematic 

in cities, as complex built environments can cause temperature and PM concentration to vary 

over fine spatial scales. Temperature exposure assessment in cities is further complicated by 

the fact that meteorological stations are often located in parks or peripheral areas which are 

usually cooler than denser central neighbourhoods. 

Many researchers consider the “gold standard” of exposure assessment to be personal exposure 

measured by a portable monitor. This includes both indoor and ambient exposure, with error 

mostly determined by the accuracy of the monitoring equipment and the quality of the 

measurement protocol (for example, a temperature monitor worn on the wrist may be biased by 

body heat). But the costs of purchasing and maintaining monitors, recruiting volunteers, 

carrying the monitors, and processing the raw measurements limits widespread use of this 

approach, and it cannot be retrospectively applied to existing health data. 

An alternative is to model the complete spatiotemporal distribution of temperature or PM over 

a study area. Individuals can then be assigned exposure based on their home address, or personal 

movement data if it is available. A few studies have used numerical weather prediction models 

and chemical transport models that simulate the formation, dispersion, and deposition of PM 

based on emissions, meteorology, and atmospheric chemistry (Ha et al., 2017a, 2017b; Sellier 

et al., 2014). These models are effective at both large and small spatial scales and can be used 

to forecast future exposure levels, but are limited by the accuracy of the input data and the 

completeness of their representation of atmospheric processes (Zhang et al., 2012a, 2012b). 

They are also computationally complex, which limits the spatiotemporal resolution, 

geographical area, and period that can be considered. For example, van Donkelaar et al. (2016) 

used four nested chemical transport models to estimate daily PM2.5 at 250 to 60 km resolution 

worldwide and then used statistical downscaling to estimate annual mean PM2.5 at 1 km 

resolution. And a recent study in France estimated hourly PM concentration only in 2010 and 

2011 by combining the output of 51 different chemical transport models: a national model at 

4 km resolution, 7 regional models at 3 to 4 km resolution, and 43 urban models at 10 to 200 m 

resolution (Riviere et al., 2019). 
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A less computationally intensive alternative is to use a geostatistical model that calibrates 

monitored temperature or PM concentration with spatial or spatiotemporal variables such as 

elevation, land use, and population density. Early studies developed land use regression models 

that captured the typical spatial distribution of temperature or PM (e.g. annual mean level) but 

struggled to capture day to day variation (Beckerman et al., 2013; Eeftens et al., 2012; Hoek et 

al., 2008; Pedersen et al., 2013; Sellier et al., 2014). A major advance was to incorporate daily 

satellite measurements of land surface temperature or aerosol optical depth as indicators of the 

spatiotemporal distribution of temperature or PM concentration, and to use statistical 

techniques that account for the fact that the relationship between satellite-derived variables and 

exposure levels often varies over space and time (Kloog et al., 2011; Lee et al., 2011). This 

allows accurate estimation of temperature or PM concentration over large areas, often daily at 

a 1 km resolution, with the main limitations being the spatial distribution of monitoring stations 

and the spatiotemporal resolution and extent of the satellite data. Satellite-based geostatistical 

models currently represent a good trade-off between modelling effort, spatiotemporal 

resolution, scalability, and accuracy. 

Modelling ambient temperature 

Satellite-based temperature models often use satellite-derived land surface temperature (LST) 

as an indicator of the spatiotemporal distribution of ambient temperature. LST, also known as 

skin temperature or radiometric surface temperature, is calculated from the measured thermal 

radiation of the earth’s surface using Planck’s Law after adjusting for atmospheric effects and 

surface emissivity (Li et al., 2013b). Thermal radiation can be measured at any time of day or 

night but requires clear-sky conditions because it is blocked by clouds. Elevation is also an 

important predictive variable since air temperature usually decreases with elevation. 

One of the most widely used satellite instruments that measures LST is the Moderate Resolution 

Imaging Spectroradiometer (MODIS). MODIS is carried on NASA’s Terra and Aqua satellites 

which launched in December 1999 and May 2002, respectively. It has two thermal bands with 

a spatial resolution of 1 km, and each satellite overpasses twice daily (equator crossing around 

10:30 and 22:30 for Terra; 13:30 and 1:30 for Aqua) resulting in four LST measurements per 

day. A validated LST product is freely available for each satellite (Wan, 2014). The relatively 

high temporal resolution (four measures per day) coupled with a spatial resolution of 1 km and 

availability of a pre-calculated LST product make MODIS well suited for temperature exposure 

models. 
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Air temperature at 2 m above the ground (Ta) is closely related to LST, but it is not 

straightforward to derive one from the other (Jin & Dickinson, 2010; Leaf & Erell, 2018; 

Vancutsem et al., 2010; Voogt & Oke, 1997). LST drives Ta through the surface energy balance. 

During the day, the earth’s surface is exposed to solar radiation (mainly shortwave) and 

longwave radiation (mainly from the atmosphere). The amount of radiation at the surface 

depends on insolation and the transmittance and emissivity of the atmosphere, and the surface 

albedo determines the fraction of the radiation that it absorbs. The absorbed energy is stored as 

heat, increasing LST. It may then be conducted deeper into the ground (ground heat flux), 

transferred to the atmosphere as latent heat through evapotranspiration (latent heat flux), 

emitted as thermal radiation (radiative heat flux), or transferred to the atmosphere as sensible 

heat through convective heat flux, increasing Ta. Ground heat flux depends on the soil’s 

temperature profile and its thermal conductivity and heat capacity, both of which vary with the 

soil moisture. Latent heat flux depends on soil moisture, land cover (especially vegetation type 

and abundance), ambient temperature, humidity, and atmospheric stability. Radiative heat flux 

depends on LST and emissivity, and sensible heat flux depends on ambient temperature, 

humidity, wind speed, and atmospheric stability. The equilibrium between these processes 

determines LST and Ta. 

At night LST is often close to Ta (Vancutsem et al., 2010), but during the day the two diverge 

and more complex methods are needed to estimate Ta from LST. A very simple method is the 

temperature-vegetation index, which estimates Ta based on LST and normalized difference 

vegetation index (NDVI) (Prihodko & Goward, 1997; Zhu et al., 2013). Since this method does 

not require direct Ta measurements, it is useful for areas where temperature monitors are very 

sparse. But it struggles in areas with strong variation in topography, land cover, or soil moisture 

(Vancutsem et al., 2010). In better-monitored areas, studies have used LST to estimate daily Ta 

via regression, often in combination with variables such as elevation and land cover (Fu et al., 

2011; Ho et al., 2016; Kestens et al., 2011; Weiss et al., 2014) and kriging (Florio et al., 2004; 

Hengl et al., 2012; Kilibarda et al., 2014). These models generally achieve root mean squared 

error (RMSE) of 2-3°C. 

To improve performance over large, heterogeneous areas, Kloog et al. (2012a) applied a method 

first developed for PM modelling (Kloog et al., 2011; Lee et al., 2011) that uses linear mixed 

models to allow for day to day variation in the LST–Ta relationship. Importantly, the method 

includes a second gap-filling stage that estimates Ta for day-locations where LST is unavailable 

based on information from nearby stations and modelled Ta at the location on days when LST 
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is available (Kloog et al., 2012a; Lee et al., 2012). The approach has been used to estimate daily 

mean Ta at 1 km resolution from MODIS LST and other variables over a variety of large study 

areas including the northeastern United States (R2 = 0.95; RMSE = 2.2°C) (Kloog et al., 2014b), 

the southeastern United States (R2 = 0.95; RMSE = 1.7°C) (Shi et al., 2016), and France (R2 = 

0.95; RMSE 1.7°C) (Kloog et al., 2017). It was recently extended to estimate daily minimum, 

maximum, and mean Ta in Israel (Tmin R
2 = 0.97, RMSE 1.1°C; Tmean R

2 = 0.99, RMSE = 0.7°C; 

Tmax R
2 = 0.97, RMSE = 1.1°C Tmax) (Rosenfeld et al., 2017) and has been applied to Landsat 

data to estimate mean summer Ta at 60 m resolution in Tel Aviv (R2 = 0.92; RMSE = 1.6°C) 

(Pelta & Chudnovsky, 2017). Other recent studies have used climatology-anomaly 

geographically weighted regression (Oyler et al., 2015; Parmentier et al., 2015) or machine 

learning algorithms (Noi et al., 2017; Yoo et al., 2018) as an alternative to mixed models. Recent 

work has also focused on filling gaps in satellite-derived LST to allow LST-based Ta prediction 

for all days and locations (X. Li et al., 2018a, 2018b). 

Modelling ambient particulate matter 

Satellite-based particulate matter models can use aerosol optical depth (AOD) as an indicator 

of the spatiotemporal distribution of PM. AOD, also known as aerosol optical thickness, 

measures light extinction due to absorption and scattering by particles suspended in the 

atmosphere. It is related to the total quantity of aerosols in the entire atmospheric column and 

can be retrieved by satellites during the daytime over cloud-free areas. The MODIS instrument 

described above provides 1 km AOD at 0.47 and 0.55 µm derived via the Multi-Angle 

Implementation of Atmospheric Correction (MAIAC) algorithm from both the Aqua and Terra 

satellites twice per day at the equator and at higher frequencies towards the poles (up to four 

times per day over France) (Lyapustin et al., 2018). Other satellite AOD sources include the 

older MODIS deep blue/dark target AOD product which has lower spatial resolution (3 km) 

and is less accurate over bright surfaces, Suomi NPP’s VIIRS instrument (daily 750 m at nadir), 

Sentinel-3’s OLCI instrument (daily 1 km), and MSG’s SEVIRI instrument (15 minutes 3 km 

at nadir). 

PM modelling is challenging because AOD reflects aerosols throughout the entire atmospheric 

column and so is less closely related to ground level PM concentration than LST is to air 

temperature. Boundary layer height and other meteorological variables can be used as indicators 

of the fraction of AOD that represents ground level particles, and indicators of proximity to 

emissions sources such as land cover and road density can also be important predictive 
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variables. AOD is also more frequently missing than LST since it cannot be retrieved at night, 

and it can be contaminated by glint off snow or water or gridding issues along coastlines. Some 

studies estimate PM only when AOD was available, resulting in incomplete coverage, while 

others accommodate AOD missingness by calibrating two relationships: one to estimate PM 

based on AOD and another to estimate PM when AOD was not available (Hu et al., 2014; Kloog 

et al., 2011). More recently, methods have been developed to fill gaps in satellite AOD based 

on modelled AOD from chemical transport models or atmospheric reanalyses, allowing 

continuous AOD-based prediction (Di et al., 2019, 2016; Goldberg et al., 2019; L. Li et al., 

2020; Stafoggia et al., 2019; Xiao et al., 2017). 

PM models use similar statistical techniques as the temperature models described above to 

account for spatiotemporal variation in the relationship between PM and predictive variables. 

Mixed models have been used to predict daily 1 km PM based on MAIAC AOD over parts of 

the United States (Chudnovsky et al., 2014; Hu et al., 2014; Kloog et al., 2014a, 2012c, 2011; 

Lee et al., 2016), Mexico City (Just et al., 2015), parts of China (Meng et al., 2016; Xiao et al., 

2017; Xie et al., 2015; Xue et al., 2020; Zhang et al., 2018; Zheng et al., 2016), Italy (Nordio 

et al., 2013; Stafoggia et al., 2017), Switzerland (de Hoogh et al., 2018), and Israel (Kloog et 

al., 2015b). These models generally achieved R2 of about 0.65 to 0.85, often with better 

performance for PM2.5 than PM10. The mixed model approach has recently been extended to 

estimate PM in past years when there were no PM monitors (Liang et al., 2018) and to estimate 

twice-daily PM concentration (at the time of satellite overpass) in Israel, with R2 of about 0.89 

(Shtein et al., 2018). 

Other studies have used geographically weighted regression, which allows for spatial variation 

in the relationship between PM and predictive variables, achieving R2 of about 0.65 to 0.80 for 

daily PM in China (Ma et al., 2014; Song et al., 2014; Wu et al., 2016; You et al., 2015) and 

the United States (Hu et al., 2014). Geographically and temporally weighted regression extends 

this approach to allow temporal as well as spatial variation in the PM-predictors relationship, 

improving performance compared to geographically weighted regression (Yuanxi Guo et al., 

2017; He et al., 2021b, 2020; He & Huang, 2018). Most recently, many studies have focused 

on applying machine learning algorithms that can capture complex relationships between PM 

and predictive variables such as random forests (Chen et al., 2019; Hu et al., 2017; Jiang et al., 

2021; Meng et al., 2021; Schneider et al., 2020; Shao et al., 2020; Stafoggia et al., 2020, 2019; 

Sun et al., 2021; Wei et al., 2020, 2019), gradient boosting machines (Chen et al., 2019; Gui et 

al., 2020; Just et al., 2020), and neural networks (Chen et al., 2019; Di et al., 2016; Park et al., 
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2020; Yan et al., 2020). These techniques can improve accuracy, although the resulting models 

may be difficult to interpret. Accuracy can be further improved by combining the predictions 

from multiple algorithms in an ensemble model that takes into account each algorithm’s relative 

performance over different areas, periods, or PM concentrations (Di et al., 2019; Li et al., 2018; 

L. Li et al., 2017; Murray et al., 2019; Pu & Yoo, 2021; Shtein et al., 2019; Zhai & Chen, 2018). 

Estimating model performance 

It is important to evaluate the accuracy of satellite-based exposure models on independent data 

to estimate how well they generalize to unmonitored locations. This is particularly important 

when using highly flexible techniques such as machine learning algorithms, since they are 

vulnerable to overfitting (Just et al., 2020; Sarafian et al., 2019). A common approach is cross-

validation (CV): data are repeatedly split into training and test sets, the model is calibrated using 

only the training data, and its predictions are compared to the held-out test data. Since PM 

concentrations are often spatiotemporally autocorrelated, the splitting should ensure that test 

data are far in space and time from training data. Recent studies have used spatial blocking, 

holding out all data from groups of randomly selected or clustered monitors (Just et al., 2020; 

Meng et al., 2021; Murray et al., 2019; Park et al., 2020; Pu & Yoo, 2021; Schneider et al., 

2020; Shtein et al., 2019; Stafoggia et al., 2019; Xiao et al., 2020) or temporal blocking, holding 

out all data during one year (He et al., 2021a, 2020; Meng et al., 2021; Pu & Yoo, 2021; Xiao 

et al., 2020; Yan et al., 2020). Ensemble models require special care: data held out to test the 

ensemble should not have been used to train the base learners, and ensembles should be 

calibrated using CV predictions (predictions for held-out test data), as these reflect each base 

learner’s ability to generalize to new areas (Shtein et al., 2019). 

Perspectives for ambient temperature and particulate matter modelling 

Improving accuracy 

One of the main challenges in satellite-based exposure modelling, particularly of PM, is that 

the relationship between an exposure such as PM and predictive variables such as AOD can be 

complex and vary over space and time. As described above, various techniques have been 

proposed to address this issue including mixed models (Kloog et al., 2011), geographically and 

temporally weighted regression (He & Huang, 2018), and machine learning algorithms (Chen 

et al., 2019). Recent work shows that different techniques can complement each other, 

improving accuracy when their predictions are combined (Di et al., 2019; Shtein et al., 2019; 

Zhou et al., 2020). Gaussian Markov random fields (GMRF) are a technique from the 
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geostatistical literature that could improve performance alone or in an ensemble. GMRF allow 

approximating a Gaussian random field, a fundamental model for continuous spatiotemporal 

processes, in a way that is computationally tractable for large datasets (Lindgren et al., 2011; 

Rue et al., 2009). Recent work has shown that GMRFs are applicable to PM modelling 

(Beloconi et al., 2018; Cameletti et al., 2013), and a recent study in the northeastern United 

States showed that GMRF predicted daily 1 km PM2.5 more accuratly than a mixed model 

(Sarafian et al., 2019). But GMRF have not yet been compared to high-performing machine 

learning algorithms or incorporated into ensemble models. 

Increasing spatiotemporal resolution 

The daily 1 km resolution of many satellite-based temperature and PM models represents a 

great improvement over station-based exposure assessment and suffices for many applications. 

But higher spatiotemporal resolutions could be helpful for epidemiological studies in urban 

areas, where temperature and PM can vary at fine spatial scales. It could also improve exposure 

assessment for the growing number of studies that have access to address or even personal 

movement data. One approach to achieve higher resolutions could be to combine data from 

multiple satellite instruments, some with high spatial but low temporal resolution and others 

with high temporal but low spatial resolution. 

A number of geostationary satellites (GOES, MSG, MTSAT) carry instruments that capture 

thermal radiation or aerosol properties at very high temporal resolutions (e.g. every 15 minutes), 

although they have lower spatial resolutions (2 km to 5 km at nadir), a constant field of view, 

and possibly greater bias and inaccuracy (Freitas et al., 2013). Two recent studies used LST 

from the SEVIRI instrument on the MSG satellites to estimate hourly Ta over Germany via 

multiple linear regression (Bechtel et al., 2017) or via inverse distance weighted interpolation 

combined with a regional climate model (Krähenmann et al., 2018). And a study in Israel 

combined LST from MODIS and SEVIRI using an ensemble of random forests and gradient 

boosting machines to achieve an hourly 1 km resolution (Zhou et al., 2020). 

Other satellites instruments provide thermal data at a higher spatial but lower temporal 

resolution than MODIS. The longest dataset comes from the USGS Landsat 5 Thematic 

Mapper, Landsat 7 Enhanced Thematic Mapper Plus, and Landsat 8 Thermal Infrared Sensor, 

which together provide a satellite record from March 1984 to the present. Landsat 5 and 7 have 

a spatial resolution of 120 m and 60 m, respectively, but only a single thermal band, which 

limits the accuracy of LST retrieval (Chen et al., 2017; Li et al., 2013a). Landsat 8 has two 
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thermal bands with a spatial resolution of 100 m, but stray light contamination of the second 

thermal band makes it unusable for LST retrieval. The USGS is developing a pre-calculated 

Landsat LST product (Malakar et al., 2018), but it is not yet available worldwide. In the 

meantime, a variety of methods have been developed to calculate LST from the freely available 

data (Jiménez-Muñoz et al., 2014, 2009; Li et al., 2013a; Wang et al., 2015; Yu et al., 2014), 

and one LST dataset is available for limited download (Parastatidis et al., 2017). 

The main limitation of Landsat data is its low temporal resolution. Each satellite has a return 

time of 16 days, with the orbits staggered such that one of the satellites overpasses every 8 days. 

However, the satellites do not continuously image all areas overpassed so there may be several 

weeks between consecutive images of a particular location. Because of this, the few studies that 

used Landsat thermal data to model Ta over an urban area estimated only the typical spatial 

pattern of Ta in a season (Ho et al., 2014) or only considered days with imagery (Pelta & 

Chudnovsky, 2017). No study has yet used Landsat data to model gap-free daily Ta at high 

spatial resolution over large areas and long periods. 

Temperature, particulate matter, and perinatal health 

A growing body of research suggests that exposure to heat, cold, or PM during pregnancy may 

decrease birth weight and shorten the duration of gestation (Bekkar et al., 2020; Chersich et al., 

2020; Jacobs et al., 2017; C. Li et al., 2020; X. Li et al., 2017; Zhang et al., 2017). This is 

particularly concerning because adverse birth outcomes are a growing health problem. Low 

birth weight (<2500 g at term) is the leading health risk for children under 10 worldwide 

(Murray et al., 2020) while preterm birth (delivery at <37 weeks amenorrhea) is the leading 

cause of under-5 mortality (Murray et al., 2020), accounting for one million deaths in 2015 (Liu 

et al., 2016). About 11% of births worldwide are preterm, and this rate is increasing in many 

countries (Chawanpaiboon et al., 2019). In metropolitan France, the rate of preterm birth among 

singletons increased steadily from 4.5% in 1995 to 6.0% in 2016 while the rate of low birth 

weight increased from 4.6% to 5.7% (Blondel et al., 2017). 

Low birth weight and preterm birth impose substantial medical, economic, and psychosocial 

burdens on infants, mothers, and their families (Harrison & Goldenberg, 2016; McCormick et 

al., 2011; Saigal & Doyle, 2008). These burdens can continue throughout childhood and into 

adulthood, with increased risk for asthma and other respiratory diseases, cardiovascular disease, 

cerebral palsy, visual impairment, hearing loss, epilepsy, and learning difficulties (Barker, 
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2004; Belbasis et al., 2016; McCormick et al., 2011; Saigal & Doyle, 2008). The study of these 

effects falls under the framework of the developmental origins of health and disease (DOHaD), 

which hypothesizes that environmental exposures during foetal or post-natal development can 

influence the risk of later health problems (Sinclair et al., 2007). A large corpus of research in 

animal models supports the DOHaD hypothesis (Hanson & Gluckman, 2011). In humans, 

DOHaD remains an active field of research, as links between exposures during the 

developmental period and health events in childhood and adulthood remain incompletely 

understood. 

Ambient temperature and adverse birth outcomes 

Although several studies have examined associations between ambient temperature and adverse 

birth outcomes, and most have reported harmful effects (Bekkar et al., 2020; Chersich et al., 

2020; Zhang et al., 2017), the diversity of exposure metrics and windows considered makes it 

difficult to synthesize the findings. For example, studies have considered entire pregnancy, 

entire trimester, or entire month exposure, weekly exposure throughout pregnancy, weekly 

exposure during the last 1, 2, or 4 weeks of pregnancy, and daily exposure during the last 7, 10, 

15, or 30 days of pregnancy. Heat has been defined as the 75th, 90th, 95th, or 99th percentile of 

the annual or hot season distribution of daily mean or maximum air temperature or apparent 

temperature. And most studies estimated exposure for entire cities or regions based on one or a 

few weather stations, largely ignoring spatial temperature contrasts. 

Table I-1 lists the average effects of heat on birth weight and preterm birth reported by a recent 

review and meta-analysis of heat and adverse birth outcomes (Chersich et al., 2020). Compared 

to lower temperature, high temperature throughout an entire trimester or pregnancy decreased 

birth weight by a median of 25.5 g (range: -39.4 to -15.0 g; 4 studies) and had median odds 

ratio for low birth weight of 1.09 (range 1.01 to 2.49; 8 studies), but the diversity of study 

designs precluded meta-analysis. Entire trimester or entire pregnancy heat had mean odds ratio 

for preterm birth of 1.15 (95% confidence interval [CI] 1.13 to 1.18; 8 studies). For heat during 

the last days or weeks of pregnancy, the mean odds ratio for preterm birth was 1.05 (95% CI 

1.04 to 1.05; 19 studies), and a 1°C increase during the last days of pregnancy increased the 

odds of preterm birth by 5% (95% CI 3% to 7%). Heat throughout pregnancy or during the last 

few days of pregnancy also increased the risk of stillbirth (Chersich et al., 2020). 
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Table I-1. Effects of heat on adverse birth outcomes from a review and meta-analysis by 

Chersich et al. (2020). 

Outcome Exposure Effect Na I2 

Birth weight 
High vs. low temperature 
(entire trimester or pregnancy) 

-25.5 g (range -39.4 to -15.0 g)b 4 - 

Birth weight 
High vs. low temperature 
(entire trimester or pregnancy) 

OR 1.09 (range 1.01 to 2.49)b 8 - 

Preterm birth 
High vs. low temperature 
(entire trimester or pregnancy) 

OR 1.15 (95% CI 1.13 to 1.18) 8 65.2% 

Preterm birth 
High vs. low temperature 
(last weeks of pregnancy) 

OR 1.05 (95% CI 1.04 to 1.05) 19 83.6% 

Preterm birth 
1°C increase 
(last days of pregnancy) 

OR 1.05 (95% CI 1.03 to 1.07) 6 87.7% 

a Number of studies 
b Median & range of effect across studies; methodological differences precluded meta-analysis 

Adapted with permission from “Associations between high temperatures in pregnancy and risk of preterm birth, 

low birth weight, and stillbirths: Systematic review and meta-analysis” by Chersich, M.F., Pham, M.D., Area, A., 

Haghighi, M.M., Manyuchi, A., Swift, C.P., Wernecke, B., Robinson, M., Hetem, R., Boeckmann, M., & Hajat, S. 

(2020). The BMJ, 371, 1–13. Copyright 2020 by “BMJ Publishing Group Ltd.” 

There is also growing evidence that cold may increase the risk of adverse birth outcomes. Cold 

throughout pregnancy or during trimesters 2 or 3 was associated with decreased birth weight or 

increased risk of term low birth weight in New York City (Ngo & Horton, 2016), Massachusetts 

(Yitshak-Sade et al., 2021), multiple cities in the United States (Ha et al., 2017b), and Israel 

(Kloog et al., 2018). Cold during the last days of pregnancy increased the risk of preterm birth 

in Shenzhen (Liang et al., 2016) and Guangzhou (He et al., 2016), while cold earlier in or 

throughout pregnancy increased preterm birth risk in Uppsala (Bruckner et al., 2014), 

Guangzhou (He et al., 2016), Brisbane (Li et al., 2018), multiple cities in the United States (Ha 

et al., 2017a), and multiple cities in China (Y.-Y. Wang et al., 2020). However, other studies 

reported no association, mixed results, or a protective effect for cold during the last days of 

pregnancy (Cox et al., 2016; Schifano et al., 2013; Sun et al., 2019) or earlier in pregnancy 

(Arroyo et al., 2016; Avalos et al., 2017; Giorgis-Allemand et al., 2017; Guo et al., 2018; Kloog 

et al., 2015a; Liu et al., 2020). Some of this inconsistency may be due to differences between 

climates and populations’ adaptation to local conditions. For example, the study in Brisbane 

found that heat was less hazardous for preterm birth in 2013 than it had been in 1994 while cold 

was more hazardous, suggesting adaptation to the changing climate. 
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Particulate matter and adverse birth outcomes 

Many studies have examined associations between PM10, PM2.5, and birth outcomes, with quite 

mixed results. While several studies reported that PM increased the risk of low birth weight 

(Pedersen et al., 2013) and preterm birth (Dadvand et al., 2013; Ha et al., 2014; Kloog et al., 

2012b; Pedersen et al., 2013), others found no effect in Europe (Giorgis-Allemand et al., 2017; 

Lee et al., 2008) or even a protective effect (Stieb et al., 2016), which they attributed to bias or 

residual confounding. 

Table I-2 lists the average effects of PM on birth weight and preterm birth reported by two 

recent meta-analyses (Ju et al., 2021; C. Li et al., 2020). A 10 µg/m3 increase in entire 

pregnancy PM2.5 increased the risk of low birth weight by 8% (95% CI 4% to 12%) (C. Li et 

al., 2020) and the risk of preterm birth by 7% (95% CI 5% to 10%) (Ju et al., 2021). PM2.5 was 

also harmful during trimesters 2 and 3. Effects were slightly weaker for 10 µg/m3 increase in 

entire pregnancy PM10: it increased the risk of low birth weight by 5% (95% CI 3% to 8%) (C. 

Li et al., 2020) and the risk of preterm birth by 3% (95% CI 1% to 6%) (Ju et al., 2021). PM10 

was also harmful during trimester 2. However, there was substantial heterogeneity between 

effect estimates from different studies. A meta-analysis focusing exclusively on the United 

States reported somewhat larger effects (Bekkar et al., 2020), and a fourth meta-analysis 

concluded that while PM is likely harmful, the magnitude of its effect remains uncertain due to 

unexplained heterogeneity between studies and lack of standardized, high-quality exposure 

assessment (Uwak et al., 2021). 

Table I-2. Effects of PM on adverse birth outcomes from meta-analyses by C. Li et al. (2020) 

and Ju et al. (2021). Only statistically significant effects are reported here. 

Outcome Exposurea Period Relative risk (95% CI) Nb I2 

Low birth weight PM2.5 Pregnancy 1.08 (1.04 to 1.12) 29 86% 
Low birth weight PM2.5 Trimester 3 1.05 (1.01 to 1.10) 20 92% 

Low birth weight PM10  Pregnancy 1.05 (1.03 to 1.08) 23 70% 
Low birth weight PM10 Trimester 2 1.01 (1.01 to 1.02) 13 28% 

Preterm birth PM2.5 Pregnancy 1.07 (1.05 to 1.10) 31 89% 
Preterm birth PM2.5 Trimester 2 1.03 (1.00 to 1.07) 23 97% 
Preterm birth PM2.5 Trimester 3 1.02 (1.00 to 1.04) 23 93% 

Preterm birth PM10 Pregnancy 1.03 (1.01 to 1.06) 15 92% 
a 10 µg/m3 increase; b Number of studies 

Adapted with permission from “Maternal exposure to air pollution and the risk of low birth weight: A meta-
analysis of cohort studies” by Li, C., Yang, M., Zhu, Z., Sun, S., Zhang, Q., Cao, J., & Ding, R. (2020). Environmental 
Research, 190, 109970. © 2020 by “Elsevier Inc.” & “Maternal air pollution exposure increases the risk of preterm 
birth: Evidence from the meta-analysis of cohort studies” by Ju, L., Li, C., Yang, M., Sun, S., Zhang, Q., Cao, J., & 
Ding, R. (2021). Environmental Research, 202, 111654. © 2021 by “Elsevier Inc.” 
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Biological mechanisms 

The biological mechanisms by which temperature and PM could affect intrauterine growth and 

the timing of delivery are incompletely understood. For temperature, the main hypothesized 

mechanism are hemodynamic effects related to thermoregulation and hormonal imbalance due 

to thermal stress. Pregnant women may be particularly sensitive to temperature because their 

increased fat deposition, decreased surface area to volume ratio, and increased metabolic heat 

production (due to increased mass and the foetus’ metabolic rate) complicate thermoregulation 

(Dadvand et al., 2011; Strand et al., 2011a). Heat exposure can cause peripheral vasodilation, 

which may decrease blood flow to the placenta (Basu et al., 2010), dehydration, which 

decreases blood volume and increases blood viscosity (Stan et al., 2013), and the release of heat 

shock proteins, which may cause placental inflammation (Dadvand et al., 2011). Cold may 

similarly decrease blood flow to the placenta via vasoconstriction and increased blood viscosity 

(Beltran et al., 2013; Bruckner et al., 2014). These might trigger labour or alter transplacental 

oxygenation and nutrition, disrupting foetal growth and development. They could also 

contribute to gestational hypertension and preeclampsia, which are major risk factors for 

intrauterine growth restriction and preterm birth (Beltran et al., 2013; Shashar et al., 2020). Heat 

stress and dehydration may increase levels of antidiuretic hormone, prostaglandin, and 

oxytocin, which are involved in labour (Dadvand et al., 2011; Schifano et al., 2013; Stan et al., 

2013), and cold stress may also alter hormonal balance (Bruckner et al., 2014). Finally, cold 

may be associated with increased exposure to risk factors such as smoke and infectious agents 

due to greater time spent indoors (He et al., 2016). 

For PM, the main hypothesized mechanisms are oxidative stress, inflammation, hemodynamic 

effects, endothelial dysfunction, and endocrine disruption. Pregnant women may be particularly 

sensitive because the need to supply blood to the placenta increases stress on the cardiovascular 

system and endothelium (Pedersen et al., 2014). PM-induced inflammation in the lungs may 

reduce maternal blood oxygenation, which could in turn affect transplacental oxygen delivery 

(Kannan et al., 2006). In the placenta, PM-induced inflammation and oxidative DNA damage 

might alter transplacental exchanges or induce labour (Kannan et al., 2006; Schifano et al., 

2013), as might epigenetic changes (Abraham et al., 2018; Lin et al., 2016; Slama et al., 2008). 

The same processes may occur in the foetus if PM is transported across the placenta (Abraham 

et al., 2018; Kannan et al., 2006; Lin et al., 2016; Slama et al., 2008). Inflammation may also 

alter the mother’s immune function, increasing vulnerability to infection (Pedersen et al., 2014; 

Slama et al., 2008) and possibly exacerbating its effects (Kannan et al., 2006). PM can cause 
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vasoconstriction, increase blood viscosity, alter blood coagulability, and cause endothelial 

dysfunction, all of which might disrupt transplacental oxygenation and nutrition or contribute 

to hypertensive disorders (Kannan et al., 2006; Pedersen et al., 2014; Slama et al., 2008). 

Finally, PM may interfere with foetal growth and development via endocrine disruption (Slama 

et al., 2008) or binding of placental growth factor receptors (Kannan et al., 2006). 

Perspectives for perinatal health studies of temperature and PM 

Recent health studies have increasingly used spatiotemporally resolved exposure estimates and 

advanced statistical methods to limit bias and confounding, but findings of temperature and 

PM’s effects on perinatal health remain mixed (Giorgis-Allemand et al., 2017; Ha et al., 2017b, 

2017a; Kloog et al., 2015a, 2012b; Pedersen et al., 2013; Qiu et al., 2020; Stieb et al., 2016; 

Yitshak-Sade et al., 2020). A major unsettled question is how the timing of exposure during 

pregnancy influences health effects. Windows of susceptibility can be difficult to detect because 

exposure tends to be correlated across trimesters (Wilson et al., 2017) and temperature follows 

a seasonal pattern to which women may acclimatize. Windows of susceptibility may not align 

with clinical trimesters, but few studies considered narrower windows. Furthermore, when 

studying preterm birth, it is important to account for the fact that the risk of delivery increases 

with gestational age and that preterm infants have shorter periods of prenatal exposure than 

term infants. 

In relation to birth weight, heat and cold seem most dangerous during trimester 3 (Basu et al., 

2018; Ha et al., 2017b; Kloog et al., 2015a; Yitshak-Sade et al., 2021, 2020), although exposure 

during trimesters 1 and 2 may also be harmful (Arroyo et al., 2016; Ha et al., 2017a; Ngo & 

Horton, 2016; Yitshak-Sade et al., 2021, 2020). The relationship between the timing of 

temperature exposure and preterm birth is less clear. Many studies examined only the last days 

of pregnancy and found that heat may trigger early delivery, usually with a lag time of 1 to 7 

days (Auger et al., 2014; Avalos et al., 2017; Basu et al., 2017; Cox et al., 2016; Schifano et al., 

2016; Spolter et al., 2020; Sun et al., 2019; Vicedo-Cabrera et al., 2014). Fewer studies have 

examined temperature earlier in pregnancy, but they suggest that pregnant women may be 

susceptible to heat and cold during the weeks before and after conception and the first half of 

trimester 2 (Guo et al., 2018; Ha et al., 2017a; Liu et al., 2020). PM may be most harmful during 

trimester 2 or 3, decreasing birth weight and shortening the duration of gestation, but findings 

have been inconsistent (Ju et al., 2021; C. Li et al., 2020b; Uwak et al., 2021). 
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Another unsettled question is which temperature metric is most biologically relevant. This may 

depend on the local climate, the population’s acclimation and adaptability, and the health 

outcome of interest (Basu et al., 2008; Laaidi et al., 2012; Murage et al., 2017). A few studies 

have reported stronger associations for night-time heat (Cox et al., 2016; Zhong et al., 2018), 

while others have linked temperature variability to adverse birth outcomes (Jakpor et al., 2020; 

Li et al., 2018; Molina & Saldarriaga, 2017). 

Objectives and outline 

The objectives of this PhD were to develop novel approaches to improve high spatiotemporal 

resolution satellite-based geostatistical exposure models, apply them to model daily ambient 

temperature and PM over France since 2000, and use the exposure estimates to study the 

association between ambient temperature during pregnancy and preterm birth risk. 

Chapter 1 describes how we modelled daily minimum, mean, and maximum air temperature 

from 2000 to 2018 at a 1 km resolution over continental France and a 200 m resolution over 

103 urban areas. A major contribution was a spatial downscaling technique for satellite-based 

air temperature models. 

Chapter 2 describes how we modelled daily mean PM2.5 and PM10 concentration from 2000 to 

2019 at a 1 km spatial resolution over continental France. A major contribution was the finding 

that Gaussian Markov random fields may be more accurate than widely used mixed models and 

random forests. 

Chapter 3 describes how we comprehensively assessed the effects of ambient temperature 

throughout pregnancy on the risk of preterm birth in France. A major contribution was the 

finding that pregnant women in a temperate climate may be susceptible to cold during the 

second half of trimester 1 and about 7 days before delivery, and to night-time heat during the 

first half of trimester 1, the second half of trimester 2, and the beginning of trimester 3. 

The final section discusses these findings and directions for further research. 
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1.1 Introduction 

The first objective of this PhD was to develop a satellite-based model of ambient temperature 

to estimate the exposure of participants in epidemiological studies in France. The model needed 

to estimate daily air temperature (Ta) over continental France starting from 2000 to 2018. We 

knew of no existing temperature model covering continental France during this period at a daily 

1 km spatial resolution or better. The main existing models were: 

• ERA-20C (Poli et al., 2016), an atmospheric reanalysis with worldwide coverage from 

1900 to 2010 at a 3-hourly 125 km resolution. 

• ERA-Interim (Balsamo et al., 2015; Dee et al., 2011), an atmospheric reanalysis with 

worldwide coverage from 1979 to 2010 at a 3-hourly 80 km resolution. 

• SAFRAN (Habets et al., 2008; Quintana-Seguí et al., 2008), a hydrometeorological model 

covering France from 1960 to present at a daily 8 km resolution. 

• A geostatistical model (Kloog et al., 2017) of daily mean Ta using satellite-derived land 

surface temperature (LST) over France from 2000 to 2011 at a daily 1 km resolution. 

We advanced the state of the art by extending the geostatistical Ta model of Kloog et al. (2017) 

to cover 2000 to 2018 and adding three key enhancements. 

First, we estimated daily minimum (Tmin) and maximum Ta (Tmax) in addition to daily mean Ta 

(Tmean) by calibrating a separate model for each, using daytime LST as a predictor of Tmax and 

night-time LST as a predictor of Tmin and Tmean. Tmin and Tmax can serve as proxies for night-

time and daytime temperature, which could be useful for studying urban heat islands which 

exhibit different spatial patterns and intensities during day vs. night (Arnfield, 2003). Night-

time and daytime Ta may also have different health effects (Basu et al., 2008; Laaidi et al., 

2012; Murage et al., 2017), as may diurnal temperature range (Tmax – Tmin) (Cheng et al., 2014; 

Wu et al., 2019). 

Second, we increased accuracy by allowing the Ta–LST relationship to vary over space on each 

day by using linear mixed models with a nested random effect for each day and each of 8 

climatic regions. 

Third, we developed a downscaling technique to increase the spatial resolution over urban 

areas. This involved an ensemble of machine learning algorithms that predict the daily residuals 

of the 1 km model based on 30 m thermal data from the Landsat 5, 7, and 8 satellites and other 
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high-resolution variables. The increased spatial resolution should reduce exposure error in 

cities, where temperature can vary at fine spatial scales due to the complex built environment, 

and where weather stations are often located at a peripheral airport or in parks which may be 

cooler than dense central neighbourhoods. 

Our final model reconstructs daily Tmin, Tmean, and Tmax from 2000 to 2018 at a 1 km spatial 

resolution over continental France and at a 200 m spatial resolution over 103 urban areas with 

population 50 000 or more. The model performs very well, with mean 1 km R2 of 0.92 (Tmin), 

0.97 (Tmean), or 0.95 (Tmax) and root mean squared error (RMSE) of 1.9, (Tmin), 1.3 (Tmean), or 

1.8 (Tmax). Over urban areas, the 200 m estimates have R2 of 0.79 (Tmin), 0.79 (Tmean), and 0.84 

(Tmax). Our downscaling technique may improve temperature models in other areas, and our 

temperature dataset is available to assess the exposure of participants in epidemiological studies 

in France. 

1.2 Materials 

1.2.1 Study domain 

Continental France covers a roughly hexagonal area of 542 973 km2 in western Europe bounded 

by the Atlantic Ocean to the west and the Mediterranean Sea to the southeast. Most of the terrain 

is at low elevation, but the Pyrenees in the southwest rise to over 3000 m and in the southeast 

the Alps reach 4 809 m. Joly et al. (2010) identified eight distinct climatic regions, each with a 

characteristic magnitude, variability, and seasonality of temperature and precipitation (Figure 

1-1). The north and west coasts have a wet, temperate oceanic climate, which transitions to a 

drier, cooler modified oceanic climate in the north centre. The mountainous east, south centre, 

and southwest have variable montane and semi-continental climates with cold winters. In the 

southeast, the Mediterranean coast has hot, dry summers with mild wet winters; the inland 

southeast and isolated segments of the west coast are similar but cooler. The southwest basin 

resembles the inland southeast but with drier winters. 

Continental France has a population of approximately 64.5 million. About 80% of the 

population is urban, and this share is projected to grow to 88% by 2050 (UN DESA Population 

Division, 2018). The largest urban area, Paris, has a population of 12.5 million (20% of the 

total) and the six next largest urban areas have a population of one to 2.3 million (combined 

14% of total). A further 10% of the population lives in cities of one half to one million, and 
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37% live in urban areas with fewer than 500 000 residents (Figure A1-1). For this study, we 

considered the period of January 1, 2000 through December 31, 2018. 

 

Figure 1-1. Climatic regions of France as defined by Joly et al. (2010) and METEO FRANCE 

weather monitoring stations (Ta stations) used in the model. 

1.2.2 Meteorological observations 

We used daily weather station observations from Météo France, the French national 

meteorological service. About 64% of the observations came from stations managed by Météo 

France; the remaining stations were managed by other entities. All observations were quality 

controlled by Météo France. We excluded stations with no metadata or that did not record 

hourly Ta, and for each month during the study period we excluded stations that were active for 

fewer than 21 days in the month. This left 1710 to 2314 stations on each day. The stations were 

distributed over the entire study region, but were denser in populous areas (e.g. Paris, the 

southeast) and the Alps (where many ski resorts, hydroelectric dams, and avalanche monitors 
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collect temperature data) (Figure 1-1). Just 3% of the stations were located within large urban 

areas (defined in section 1.2.7), 7% were in peri-urban areas (within 5 km of an urban area), 

and the remaining 90% were rural. 

The stations registered daily Tmin as the lowest Ta measured from 18 UTC the previous day until 

18 UTC on the day; daily Tmax was the highest Ta measured from 6:00 UTC on the day until 

6:00 UTC the following day. Most stations calculated Tmean as the mean of all (at least 24) Ta 

observations from 0 UTC on the day until 0 UTC the following day. However, about 40% of 

the Tmean observations were calculated as the average of Tmin and Tmax. We excluded these 

observations, meaning our final dataset had fewer observations for Tmean than for Tmin or Tmax. 

Daily Ta at the included stations during the study period ranged from Tmin of -31.2°C to Tmax of 

44.1°C; mean Tmean was 11.3°C with a standard deviation of 7.1°C (Table A1-1). 

1.2.3 Land surface temperature and emissivity 

We used version 6 of the MODIS daily 1 km land surface temperature and emissivity product 

from the Terra and Aqua satellites (MOD11A1 and MYD11A1, respectively) (Table 1-1). 

These products include daytime and night-time LST derived using a split-window algorithm 

and land use classification-based emissivity and have been masked for clouds and validated to 

 2 K in clear-sky conditions across 47 sites on all seven continents (Wan, 2014). We used the 

quality assessment band to exclude pixels with LST error > 2 K. As LST retrieval error 

increases over snow and water, we also excluded pixels with NDVI < 0 or where the 

corresponding 1 km grid cell had land cover of > 33% water. 

Table 1-1. Satellite instruments used in the geostatistical air temperature model. 

Instrument Satellite Resolution Revisit time Overpass* Period 

MODIS Terra 1 km 12 hours 
10:00 
22:00 

2000-02-02 to present 

MODIS Aqua 1 km 12 hours 
13:00 
01:00 

2002-07-04 to present 

TM Landsat 5 120 m† 16 days 10:00 1984-03-01 to 2011-11-18 

ETM+ Landsat 7 60 m† 16 days 10:00 1999-04-15 to present 

TIRS Landsat 8 100 m† 16 days 10:00 2013-02-11 to present 

*Approximate local solar time; †Resampled to 30 m 

1.2.4 Top-of-atmosphere brightness temperature 

For large urban areas, we composited 30 m top-of-atmosphere brightness temperature (Tb) from 

the Landsat 5, 7, and 8 satellites (Table 1-1). Tb is the kinetic temperature a perfect blackbody 
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would have if it emitted the quantity of thermal radiation measured by the satellite instrument. 

Converting Tb to LST requires correcting for atmospheric effects and accounting for the 

emissivity of the earth’s surface. This is difficult in the case of the Landsat satellites because 

Landsat 5 and 7 have only a single thermal band and the USGS Landsat 8’s second thermal 

band is contaminated by stray light, precluding the use of the split-window algorithm (Li et al., 

2013b). A global Landsat LST product was under development but not yet available (Malakar 

et al., 2018), so for this study we used Tb from the USGS Landsat Collection 1 Level-2 surface 

reflectance products (USGS, 2018a, 2018b). 

The 16-day revisit time of the Landsat satellites meant that Tb was unavailable for many 

locations on many days. Cloud cover and sensor malfunctions also contribute to these data gaps 

and can increase error in Tb retrieval. To reduce error, we discarded all scenes with cloud cover 

> 75%. We also discarded all scenes captured during periods of instrument malfunction, which 

we identified by checking summary statistics of each scene for unrealistic values (e.g. mean Tb 

> 100°C). We then trimmed the edges of Landsat 5 scenes by 2.5 km to remove abnormalities 

(Robinson et al., 2017) and masked pixels identified as high- or medium-confidence cloud in 

the pixel quality assessment band. We masked any remaining pixels where Tb ≤ -25°C or Tb ≥ 

50°C. Finally, for each calendar month we composited all Tb retrievals during the entire study 

period (e.g. every January from 2000 to 2018). This yielded 12 gap-free Tb datasets representing 

the 19-year mean Tb of each pixel in each month. 

1.2.5 NDVI 

We used version 6 of the MODIS monthly composite 1 km NDVI product from the Terra and 

Aqua satellites (MOD13A3 and MYD13A3, respectively). For large urban areas we also 

composited 30 m NDVI from the Landsat 5, 7, and 8 Collection 1 Level-2 surface reflectance 

products. We used a similar quality assurance and compositing procedure as for Tb, first 

discarding all scenes with greater than 75% cloud cover or during periods of thermal sensor 

malfunction (as this results in unreliable cloud confidence scores in the pixel quality assessment 

band). We then trimmed the edges of Landsat 5 scenes by 2.5 km and adjusted NDVI from 

Landsat 5 and Landsat 7 to match Landsat 8 following Robinson et al. (2017). For each calendar 

month, we created two 17-year mean composites, one using pixels marked as clear in the pixel 

quality assurance band (i.e. not cloud, cloud shadow, snow, or water) and a second using pixels 

marked as snow or water. Finally, we mosaiced the two composites preferring the clear pixels 

composite. 
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1.2.6 Elevation, Population, Land Cover, and Climatic Regions 

We used version 1.1 of the European Digital Elevation Model (EU-DEM) from the Copernicus 

Land Monitoring Service. These data have a 25 m spatial resolution and vertical RMSE of 7 

m (Tøttrup, 2014). We also used 200 m gridded 2010 population from INSEE, the French 

national statistics agency (Insee, 2016). We used the 100 m Corine Land Cover (CLC) 

inventory for 2000, 2006, and 2012. The 2000 edition has been validated to better than 85% 

thematic accuracy. We aggregated the land cover classes into four groups: artificial, vegetation, 

bare, and water (Table A1-2). Finally, we used the eight climatic regions of Joly et al. (2010), 

which are based on temperature and precipitation patterns (Figure 1-1). 

1.2.7 Model grids 

For the 1 km model, we created a grid covering continental France by making a 1 km square 

buffer around the centroid of each MODIS 1 km LST pixel in the ETRS89-LAEA Europe 

(EPSG:3035) equal-area projection. We associated each 1 km grid cell with the MODIS LST 

and NDVI pixel having the same centroid and calculate the mean elevation, total population, 

percent area of each land cover group, and climate region with greatest spatial overlap. 

For the 200 m model, we created a grid covering large urban areas. Starting from a 200 m grid 

in the ETRS89-LAEA Europe (EPSG:3035) equal-area projection, we selected all cells in 

continental France containing “Urban fabric” or “Industrial or commercial units” in the 2012 

CLC inventory. We associated each cell with the corresponding INSEE gridded population and 

selected cells with 50 or more inhabitants as well as the eight surrounding cells (i.e. including 

diagonal neighbours). We defined urban areas as four-wise contiguous (i.e. excluding diagonal 

neighbours) groups of cells and summed the population of all cells in each urban area. Finally, 

we eliminated urban areas with population < 50 000, leaving 103 large urban areas ranging 

from greater Paris (9.4 million inhabitants) to Armentières (50 260 inhabitants). For each 200 m 

grid cell in a large urban area or that contained a weather station we calculated the mean 17-

year composite Landsat Tb and NDVI for each calendar month, mean elevation, and percent 

area of each land cover group. 

1.3 Methods 

We used a four-stage approach to predict Ta: stages 1 and 2 predicted daily 1 km Ta across 

continental France and stages 3 and 4 predicted daily 200 m Ta within large urban areas. We 
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considered each year during the study period (2000 to 2018) and each Ta measure (Tmin, Tmax, 

and Tmean) separately. Briefly, in stage 1, we calibrated Ta at each station as a function of daily 

1 km LST and other variables. We used a linear mixed model to allow the Ta–LST relationship 

to vary by day within each climatic region and used the calibrated relationship to predict 1 km 

Ta (Tap) for all cell-days where LST was available. 

In stage 2, we filled gaps in Tap where 1 km LST was not available by calibrating Tap as a 

function of daily 1 km inverse distance weighting interpolated observed Ta (TIDW). We used a 

linear mixed model to allow the Tap–TIDW relationship to vary by location and used the 

calibrated relationship to fill gaps in Tap. This produced the final 1 km Ta model: gap-free daily 

1 km predicted Ta (T1km). 

In stage 3, we trained random forest (RF) and extreme gradient boosting (XGB) models to 

predict the daily 200 m residuals of the 1 km Ta model (the difference between the model’s 

prediction and monitored temperature) based on 200 m composite Tb and other high-resolution 

variables. We used the RF and XGB to predict the residual for all 200 m cell-days (R200m
RF  and 

R200m
XGB , respectively). 

In stage 4, we calibrated a generalized additive model that ensembles R200m
RF  and R200m

XGB  using 

a tensor product smooth that allows the relative performance of the RF and XGB to vary by 

location and with the magnitude of the predicted residual. Finally, we added the ensemble 

predictions to T1km to get the final 200 m Ta model: daily 200 m predicted Ta over large urban 

areas (T200m). 

1.3.1 Stage 1: predicting 1 km Ta from LST 

In stage 1, we predicted Ta for all 1 km grid cells and days where MODIS 1 km LST was 

available. Our method was similar to that used in Kloog et al. (2017) with the addition of some 

explanatory variables and nesting of daily random effects within climatic regions. First, we 

associated each weather station Ta observation with the nearest 1 km grid cell for which LST 

was available on the day of the observation, up to a maximum distance of 1.5 km. The number 

of Ta observations matched with LST varied by year (Table A1-3 to Table A1-5); the average 

was about 354 thousand for Tmin, 205 thousand for Tmean, and 324 thousand for Tmax. We used 

these to calibrate a mixed model with the equation: 
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Ta𝑖𝑗
= (𝛼 + 𝜇𝑗𝑘) + (𝛽1 + 𝜐𝑗𝑘)LST𝑖𝑗 + 𝛽2Emis𝑖𝑗 + 𝛽3NDVI𝑖𝑚 +  ∑ 𝛽4𝑙LC𝑖𝑙𝑦

4

𝑙=1

+ 𝛽5Elev𝑖 + 𝛽6Pop𝑖 + 𝜀𝑖𝑗 

Eq. (1-1) 

where Ta𝑖𝑗
 is the observed ambient temperature associated with 1 km grid cell i on day j; α is a 

fixed intercept and jk is a random intercept on day j for the climatic region k that contains cell 

i; 1 is a fixed and jk is a random coefficient for LST on day j for the climatic region k that 

contains cell i; LSTij is the MODIS 1 km land surface temperature of cell i on day j. 2–6 are 

fixed coefficients of the other explanatory variables; Emisij is the emissivity of cell i on day j; 

NDVIim is the MODIS NDVI of cell i in the month m that contains day j; l is a fixed slope for 

each of the l land cover groups and LCily is the fraction of cell i occupied by land cover group l 

in the CLC inventory year y closest to day j; Elevi is the mean elevation of cell i; Popi is the 

population of cell i; and ij is the error for cell i on day j. 

We used the R package lme4 (Bates et al., 2015) to estimate a single value for the fixed intercept 

α and each fixed coefficient 1–6 as well as a value in each climatic region on each day for the 

random intercept  and the random coefficient  using maximum likelihood. The random 

intercept and coefficient allowed the relationship between LST and Ta to vary by day and 

between climatic regions, improving model fit. We then applied backwards stepwise regression, 

removing predictors that did not reduce the Akaike information criterion (AIC) by at least 5, 

and refit the final model using restricted maximum likelihood. We repeated this process for 

each of the four LST measures (Aqua daytime, Aqua night-time, Terra daytime, and Terra 

night-time) and selected the model with the lowest 10-fold cross-validated RMSE. We used the 

final stage 1 model to predict Ta for all 1 km grid cell-days with LST. 

1.3.2 Stage 2: predicting 1 km Ta where LST was unavailable 

In stage 2, we predicted Ta for the 1 km grid cell-days where LST was not available (usually 

due to cloud cover). We started by using inverse distance weighting to interpolate daily 

observed Ta from all weather stations across continental France. We then used all 1 km cell-

days with LST to calibrate a mixed model with the equation: 

Tap𝑖𝑗
= (𝛼 + 𝜇𝑖) + (𝛽 + 𝜐𝑖)TIDW𝑖𝑗

+ 𝜀𝑖𝑗 Eq. (1-2) 
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where Tap𝑖𝑗
 is the stage 1 predicted Ta of 1 km grid cell i on day j;  and  are the fixed intercept 

and slope, respectively; i and i are the random intercept and slope, respectively, for cell i; 

TIDW𝑖𝑗
 is the inverse distance weighted Ta of cell i on day j; and ij is the error for cell i on day 

j. The random intercept and slope allowed the relationship between Tap and TIDW to vary 

between grid cells, improving model fit. We used the calibrated model to predict Ta for 1 km 

grid cell-days where LST was unavailable, then combined the predictions from stage 1 and 

stage 2 to get daily 1 km predicted Ta (T1km) across the entire study domain. 

1.3.3 Stage 3: increasing spatial resolution over large urban areas 

In stage 3, we increased the spatial resolution of our predictions over large urban areas. We 

started by associating each 200 m grid cell with T1km (Ta predicted in stage 2 by the final 1 km 

model) from the 1 km grid cell that contained the 200 m grid cell. Next, we calculated the 

residuals (for all 200 m grid cell-days with a weather station Ta observation by subtracting 

observed Ta from T1km. The number of cell-days with a weather station observation varied by 

year; on average there were about 462 thousand for Tmean and 789 thousand for each of Tmin and 

Tmax. We used these cell-days to train a random forest (RF) and an extreme gradient boosting 

(XGB) model with the equation: 

R200m𝑖𝑗
= 𝑓 (

T1km𝑖𝑗
, Tb𝑖𝑚

, NDVI𝑖𝑚 , Land Cover𝑖𝑙𝑦,

Climate𝑖 , Elevation𝑖, Population𝑖, x𝑖 , y𝑖 , j
) + 𝜀𝑖𝑗 Eq. (1-3) 

whereR200m𝑖𝑗
 is the residual of the 1 km Ta model associated with 200 m grid cell i on day j; f 

designates the random forest or extreme gradient boosting function; T1km𝑖𝑗  is the 1 km Ta model 

prediction associated with 200 m grid cell i on day j; Tb𝑖𝑚
 is the Landsat top-of-atmosphere 

brightness temperature of cell i for the calendar month m in which day j falls; NDVIim is the 

Landsat NDVI of cell i for the calendar month m in which day j falls; Land Coverily is the 

fraction of cell i occupied by each land cover group l in the CLC inventory year y closest to day 

j; Climatei is the climatic region of cell i; Elevationi is the elevation of cell i; Populationi is the 

population of cell i; xi and yi are the geographical coordinates of cell i; j is the Julian day; and 

ij is the error for cell i on day j. 

We used the R packages ranger (Wright & Ziegler, 2017), XGBoost (Chen & Guestrin, 2016), 

and mlr (Bischl et al., 2016) to train the RF and XGB models. We tuned the models using the 

sequential model-based optimization of package mlrMBO (Bischl et al., 2017). Briefly, 
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mlrMBO estimates optimal hyperparameter values by iteratively training and evaluating a 

model using hyperparameter values that are chosen based on the performance of previous 

iterations. We used a fixed number of iterations and evaluated performance as the mean RMSE 

of two random 80% holdouts (i.e. we trained the model on a 20% random sample of the data, 

predicted and calculate RMSE for the held-out 80%, repeated, and took the mean of the two 

RMSEs). Initial exploration showed that this resampling approach produced stable estimates of 

RMSE at a lower computational cost than cross-validation. 

For the RF, we used 400 trees and a minimum of 5 observations per node, and tuned mtry (the 

number of variables to consider for each split) from 3 to 12 (25% to 100% of the explanatory 

variables) using 6 mlrMBO iterations. Initial exploration showed that using more than 400 trees 

only marginally increased performance and had a high computational cost. For the XGB model, 

we used the gbtree booster with 100 rounds and set gamma (the minimum loss reduction for a 

split) to 5. We used 24 mlrMBO iterations to tune eta (the learning rate) from 0.1 to 0.3, the 

maximum tree depth from 5 to 20, the minimum number of observations per node from 3 to 30, 

and the fraction of features used per tree from 0.75 to 1. 

We evaluated the performance of the stage 3 models using 5-fold cross-validation with nested 

tuning. We used the final stage 3 RF and XGB models to predict the residual of the 1 km Ta 

model (R200m
RF  and R200m

XGB , respectively) for all 200 m cell-days. 

1.3.4 Stage 4: improving 200 m predictions 

In stage 4, we improved the stage 3 predictions by ensembling. We use all 200 m grid cell-days 

with a weather station Ta observation to calibrate a generalized additive model (GAM) with the 

formula: 

R200m𝑖𝑗
= 𝑡(x𝑖, y𝑖, )R200m𝑖𝑗

RF + 𝑡(x𝑖, y𝑖)R200m𝑖𝑗

XGB + 𝜀𝑖𝑗 Eq. (1-4) 

where R200m𝑖𝑗
 is the residual of the 1 km Ta model associated with 200 m grid cell i on day j; 

t(xi, yi) is a tensor product smooth of the x and y coordinates of cell i; R200m𝑖𝑗

RF  and R200m𝑖𝑗

XGB  are 

the predicted residuals of the 1 km Ta model from the stage 3 RF and XGB model, respectively, 

for cell i on day j; and ij is the error for cell i on day j. The GAM averages the RF and XGB 

predicted residuals using weights that vary both by location and with the magnitude of each 

model’s predicted residual. Finally, we added the ensemble-predicted residuals for all 200 m 
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grid cells to T1km (Ta predicted in stage 2 by the final 1 km model) to obtain daily 200 m 

predicted Ta (T200m) over large urban areas. 

1.3.5 Performance assessment 

We estimated the models’ accuracy using 10-fold out-of-sample cross-validation. For the RF 

and XGB model we used nested tuning (i.e. within each cross-validation fold we tuned the 

model as described in section 1.3.3). To evaluate the models’ ability to capture both spatial and 

temporal patterns in Ta, we also calculated the spatial and temporal components of the errors. 

The spatial component is the difference at each station between the annual mean of daily 

observed Ta (Ta) and the annual mean of daily predicted Ta (Tap). The temporal component is 

the difference at each station between Ta and Tap where Ta is the difference between daily 

observed Ta and Ta; Tap is the difference between daily predicted Ta and Tap. 

We used Google Earth Engine (Gorelick et al., 2017) to quality assure and composite Landsat 

Tb and NDVI and aggregate them to the 200 m grid cells. For all other data processing and 

analyses we used R version 3.4.4 (R Core Team, 2018). 

1.4 Results 

Table 1-2 presents the mean 10-fold cross-validated performance of the stage 1 models 

(predicting daily 1 km Ta from LST) across all years. The models performed very well, with R2 

of 0.92 or higher, RMSE of less than 2°C, and mean absolute error (MAE) of less than 1.5°C. 

All models had very low bias: the slope of observed vs. predicted Ta was 1.00 while the intercept 

ranged from 0.01 to 0.02. The Tmean models performed best overall (MAE 0.94), followed by 

the Tmax (MAE 1.35) and Tmin (MAE 1.43) models. The models captured both spatial and 

temporal variation in Ta and showed little variation in performance between years, although 

overall Tmean performance decreased slightly after 2010, possibly reflecting degradation of the 

Terra MODIS instrument (Table A1-3). Consistent with previous studies (Oyler et al., 2016; 

Rosenfeld et al., 2017; Yoo et al., 2018), night-time LST was the best predictor of Tmean (Table 

A1-3) and Tmin (Table A1-4) while daytime LST was the best predictor of Tmax (Table A1-5). 

Aqua LST was a better predictor of Tmin and Tmax while Terra LST was a better predictor of 

Tmean. This was expected as the Aqua overpasses (approximately 1:30 and 13:30 local solar 

time) are closer to the time at which Tmin and Tmax typically occur in France. However, Aqua 

LST was only available since July 2002, so we used Terra LST for all models prior to 2003. 
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Table 1-2. Stage 1 model (predicting daily 1 km Ta from LST): 10-fold cross-validated 

performance across all years (2000 to 2018), overall, spatial, and temporal components. 

    Overall  Spatial  Temporal 

  N*  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

Tmin  348  0.92 1.89 1.42  0.89 1.11 0.81  0.94 1.61 1.19 
Tmean  204  0.97 1.29 0.94  0.95 0.83 0.57  0.97 1.15 0.84 
Tmax  319  0.95 1.81 1.35  0.88 1.23 0.89  0.96 1.51 1.12 

* N = mean thousands of observations used to fit each annual model 

Table 1-3 presents the 10-fold cross-validated performance of the stage 1 models across all 

years by calendar month and season. The Tmin and Tmean models performed slightly less well in 

winter months, possibly due to higher LST missingness from more frequent cloud cover. The 

Tmax model performed best in late winter, early spring, and fall. The models performed less well 

in the mountain, semi-continental, and modified Mediterranean climates (Table A1-6). Those 

climates occur in mountainous areas where large contrasts in topography and land cover make 

modelling particularly challenging; other factors not included in the model may also have 

reduced performance in those areas. The models performed slightly better in peri-urban areas 

than in urban and rural areas (Table A1-6), possibly due to the higher density of weather stations 

(peri-urban areas had the most stations per km2). 

Table 1-3. Stage 1 model performance (predicting daily 1 km Ta from LST): 10-fold cross-

validated performance across all years (2000 to 2018), by month and season. 

  Tmin  Tmean  Tmax 

  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

Jan  0.83 2.16 1.59  0.89 1.55 1.11  0.86 1.87 1.37 

Feb  0.84 2.02 1.50  0.91 1.36 0.99  0.89 1.74 1.28 

Mar  0.80 1.92 1.46  0.91 1.23 0.91  0.89 1.71 1.28 

Apr  0.78 1.82 1.40  0.91 1.16 0.86  0.87 1.75 1.32 

May  0.81 1.74 1.32  0.92 1.19 0.85  0.85 1.84 1.38 

Jun  0.81 1.73 1.31  0.92 1.23 0.90  0.84 1.93 1.45 

Jul  0.79 1.70 1.30  0.91 1.19 0.88  0.84 1.90 1.44 

Aug  0.79 1.77 1.35  0.92 1.18 0.89  0.86 1.88 1.43 

Sep  0.79 1.83 1.41  0.92 1.13 0.84  0.87 1.70 1.29 

Oct  0.83 1.95 1.48  0.91 1.27 0.93  0.88 1.66 1.25 

Nov  0.82 2.02 1.51  0.89 1.42 1.03  0.88 1.69 1.25 

Dec  0.82 2.16 1.60  0.87 1.67 1.20  0.84 1.94 1.39 
             

Winter  0.83 2.12 1.57  0.89 1.54 1.10  0.87 1.85 1.35 

Spring  0.86 1.83 1.39  0.94 1.19 0.87  0.91 1.77 1.33 

Summer  0.80 1.73 1.32  0.92 1.20 0.89  0.85 1.90 1.44 

Fall  0.86 1.92 1.46  0.95 1.26 0.92  0.93 1.68 1.26 
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Figure 1-2 shows the spatial pattern of the daily 1 km Ta predictions of the stage 2 model on 

selected winter and summer days. For the cold winter day of Feb 18, 2003, predictions range 

from Tmin of -17°C in parts of the Alps, the Massif Central, and the Pyrenees to Tmax of 11°C 

on the Mediterranean coast. The urban heat island of Paris is faintly visible in the north centre 

of the Tmin and Tmean maps but disappears on the Tmax map. Spatial contrasts corresponding to 

terrain features are well resolved, and the spatial pattern of Tmin vs. Tmean vs. Tmax varies most 

in the north, northeast, and southwest. 

 

Figure 1-2. Predicted 1 km Ta from the stage 2 model on selected days: Feb 18, 2003 (top row) 

and Aug 10, 2012 (bottom row). 

For the hot summer day of Aug 10, 2012, predictions range from a Tmin of 3°C in parts of the 

Alps to a Tmax of 39°C in the southeast and southwest. On the Tmin map, the southwestern cities 

of Toulouse and Bordeaux stand out as hotspots, while Paris and Rouen are faintly visible as 

warm spots in the north. The north is colder than the Vosges mountains in the northeast and the 

Pyrenees in the southwest are warmer than the alps. The warmest areas are the southern Rhone 

river valley in the southeast and a patch of the southwestern Atlantic coast. On the Tmean map, 

Paris and Rouen are still visible, Lyon stands out in the east, and a few northwestern cities 

appear. Much of the southwest is as warm as the southeast, and the southwestern cities are 

harder to distinguish from the countryside. On the Tmax map, Lyon, Rouen, and some 



Chapter 1: Modelling daily ambient temperature in France  –  Results 

41 

northwestern cities remain faintly visible, Pau and Tarbes appear in the southwest, and the north 

is warmer than the Vosges. 

Table 1-4 presents the 10-fold cross-validated performance of the stage 4 models (predicting 

daily 200 m residuals of the 1 km model using an ensemble) across all years and by month and 

season. The stage 4 models also performed well, with overall R2 of 0.79 to 0.85, RMSE of 0.41 

to 0.63, and MAE of 0.26 to 0.39 (residual scale). As with the stage 1 models, the RTmean 

predictions were slightly better than the RTmin or RTmax predictions and the models performed 

least well in the mountain, semi-continental, and modified Mediterranean climates (Table 

A1-7). The RTmin model performed slightly worse in late summer; otherwise performance was 

quite consistent across months and seasons. The models had low bias, with a slope of observed 

vs. predicted of 1.00 and intercept of zero for every year. Performance was consistent across 

years except for the RTmin model, which performed slightly better in 2000 to 2002, and the 

RTmean model, which performed best in 2004 (Table A1-8). 

Table 1-4. Stage 4 model performance (predicting daily 200 m residuals with an ensemble): 10-

fold cross-validated performance across all years (2000 to 2018), overall and by month and 

season (residual scale). 

  RTmin  RTmean  RTmax 

  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

Overall  0.79 0.63 0.40  0.79 0.41 0.26  0.84 0.52 0.31 
             

Jan  0.84 0.57 0.34  0.82 0.40 0.24  0.85 0.48 0.27 
Feb  0.81 0.59 0.36  0.81 0.39 0.24  0.84 0.49 0.28 
Mar  0.79 0.63 0.39  0.78 0.40 0.26  0.83 0.50 0.30 
Apr  0.77 0.65 0.41  0.76 0.39 0.25  0.83 0.52 0.32 
May  0.77 0.60 0.37  0.76 0.38 0.24  0.84 0.51 0.31 
Jun  0.77 0.63 0.40  0.78 0.39 0.25  0.86 0.53 0.34 
Jul  0.75 0.66 0.44  0.77 0.42 0.28  0.86 0.55 0.35 
Aug  0.76 0.68 0.44  0.78 0.42 0.28  0.86 0.54 0.35 
Sep  0.76 0.70 0.46  0.75 0.43 0.29  0.84 0.54 0.35 
Oct  0.77 0.66 0.42  0.76 0.43 0.27  0.81 0.53 0.32 
Nov  0.79 0.61 0.37  0.78 0.42 0.25  0.81 0.51 0.29 
Dec  0.83 0.60 0.37  0.83 0.43 0.27  0.83 0.52 0.30 
             

Winter  0.83 0.59 0.36  0.82 0.41 0.25  0.84 0.50 0.29 
Spring  0.78 0.63 0.39  0.77 0.39 0.25  0.84 0.51 0.31 
Summer  0.76 0.66 0.43  0.78 0.41 0.27  0.86 0.54 0.34 
Fall  0.78 0.66 0.42  0.76 0.42 0.27  0.82 0.52 0.32 

 

Spatial location and elevation were generally the most important features in the RF (Figure 

A1-2) and XGB models (Figure A1-3). Day of year and predicted 1 km Ta were equally or even 
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more important in some models but less important in others. Landsat Tb and NDVI and 

population also contributed to the models, particularly for RTmean. The land cover and climatic 

region variables were the least important. 

Figure 1-3 shows the spatial pattern of predicted 1 km Tmin from the stage 2 model and predicted 

200 m Tmin from the stage 4 model for the Paris metropolitan area (northern France, population 

12.5 million), the Toulouse metropolitan area (southwestern France, Population 1.3 million), 

and the Nancy metropolitan area (northeastern France, population 250 000) on the cold winter 

day of Feb 18, 2003. Figure A1-4, Figure A1-5, and Figure A1-6 illustrate the difference 

between the 1 km and 200 m predictions for Paris, Toulouse, and Nancy on selected hot and 

cold days. On Feb 18, 2003, an urban heat island is clearly visible over the large urban core of 

Paris where Tmin is about 5°C warmer than the rural surroundings. The 200 m predictions are 

slightly higher than the 1 km predictions in the peripheral built-up areas and capture fine details 

such as the warmer Seine river and cooler parks. 

 

Figure 1-3. Predicted 1 km Tmin from the stage 2 model alone (top row) and with predicted 

200 m Tmin from the stage 4 model overlaid (bottom row) on Feb 18, 2003 over the Paris, 

Toulouse, and Nancy metropolitan areas. 
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In the midsize city of Toulouse, the 1 km predictions capture an urban heat island over the dense 

city centre and the suburbs to the northwest and southeast, with Tmin about 3°C warmer than the 

rural surroundings. The 200 m predictions show warm Tmin in the southwestern suburbs where 

1 km Tmin was cool and capture the Garonne river in the centre. The northwestern and 

northeastern suburbs have greater contrast with some areas slightly cooler than in the 1 km 

predictions and others slightly warmer. 

In the small city of Nancy, at 1 km both the city centre and an area of ponds to the southeast 

have Tmin about 2°C warmer than the surroundings. The 200 m predictions show warmer Tmin 

throughout most of the built-up area with sharp contrasts between built and open areas: 

compared to the 1 km predictions, Tmin is up to 2°C higher in the centre, north, and west of the 

built-up area and up to 2°C lower over parks and over fields abutting the eastern edges of the 

city. 

1.5 Discussion 

Spatiotemporally resolved Ta at high resolutions is essential to understanding, monitoring, and 

managing the health effects of Ta, a pressing issue in a warming, urbanizing world. To our 

knowledge, our satellite-based geostatistical temperature model covers a longer period (2000 

to 2018) at a higher spatial resolution (1 km) than any other model designed for public health 

research in France. Furthermore, our model provides an unprecedented spatial resolution of 

200 m over 103 large urban areas. 

A key feature of our model is its ability to capture spatial variation in Ta. Previous 

epidemiological research in France linked geographical variation in mortality risk to both 

typical (Laaidi et al., 2006) and extreme Ta (Le Tertre et al., 2006) using weather stations. 

Recent studies in the U.S. showed that a daily 1 km Ta dataset similar to ours was needed to 

detect associations with low birth weight (Kloog et al., 2015a) and mortality (Shi et al., 2015). 

Our model will allow future studies in France to include participants in rural areas far from 

weather stations and will also improve exposure estimates in urban areas. 

Another key feature is our model’s 200 m spatial resolution over urban areas. Estimating Ta 

exposure in cities is particularly challenging due to complex built environments and the scarcity 

of representative Ta measurements, as weather stations tend to be located outside cities (e.g. at 

airports) or in large parks. Consequently, few epidemiological studies have examined intra-

urban variation in Ta. In Milan, Italy, de’Donato et al. (2008) found that on hot summer days 
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temperature measured at a nearby airport tended to be higher and more strongly associated with 

mortality than temperature measured in the city centre, but in Turin and Rome there was little 

difference in temperature or its association with mortality between the city centre and a nearby 

airport. In Paris, France, Laaidi et al. (2012) used 1 km LST as a proxy for Ta and found an 

association between minimum LST and mortality during the August 2003 heatwave. In 

Brisbane, Australia, Guo et al. (2013) found no significant difference in the mortality–Ta 

relationship when estimating Ta exposure using a central weather station vs. kriging, although 

they noted that there was little spatial variation in temperature across the city. In Seattle, USA, 

Ho et al. (2017) found a significant association between spatial variation in mortality on 

extremely hot days and modelled humidex (a measure of both Ta and humidity). Our model will 

help future studies clarify the health effects of intra-urban Ta variation. 

Our model’s unique combination of lower spatial resolution (1 km) predictions over a large 

geographical extent and higher spatial resolution (200 m) predictions over more densely 

populated areas will be particularly helpful for epidemiological studies. Broad geographical 

coverage is essential to including rural residents which have often been excluded from 

epidemiological studies, especially in France where the 103 largest urban areas covered by our 

200 m Ta model contain less than half of the population. At the same time, high spatial 

resolution is important in dense urban areas where Ta can vary at fine spatial scales and the 

effect of spatial Ta variation is less well understood. Limiting the 200 m resolution predictions 

to large urban areas reduces computational effort while still covering a large portion of the 

population. 

A fourth feature of our model is its ability to predict daily Tmin, Tmean, and Tmax. While Tmean 

suffices for many health studies (Barnett et al., 2010), certain research questions may benefit 

from having Tmin and Tmax. For example, heatwave studies may wish to use heatwave definitions 

that refer to Tmin or Tmax or explore whether certain populations are sensitive to Tmin or night-

time Ta (Laaidi et al., 2012; Murage et al., 2017). Tmax might also be of interest because it tends 

to occur in the afternoon when people are more likely to be outside and active (Yuming Guo et 

al., 2017). Tmin and Tmax also allow calculating diurnal Ta range for studies of Ta variability and 

delineating diurnal and nocturnal urban heat islands for urban climate studies. 

We demonstrated that allowing the relationship between 1 km LST and Ta to vary by climatic 

region as well as by day slightly improves performance: our stage 1 Tmean model achieves 

overall R2 of 0.97 with RMSE of 1.29 whereas a previous model achieved R2 of 0.96 with 
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RMSE of 1.52 (Kloog et al., 2017). We also demonstrated that a GAM ensemble of machine 

learning models can use higher spatial resolution predictors including Landsat thermal data to 

account for some of the residual error in our daily 1 km Ta predictions. Adding this local stage 

both increased the spatial resolution of our model and improved performance. 

One limitation of our method is its reliance on historical satellite thermal data. Our model is 

restricted to the MODIS period of record, which starts in 2000. Older thermal data is available 

from other satellites (e.g. Landsat), but not with a twice-daily revisit time. In the U.S., Oyler et 

al. (2015) showed that an anomaly-climatology approach could model daily Tmin and Tmax since 

1948 from 8-day composite MODIS LST, although their approach may have smoothed 

spatiotemporal Ta trends. 

Our model can estimate past Ta but, unlike numerical weather prediction models, cannot 

forecast future Ta. However, our model is much simpler, which allows us to run it at relatively 

high spatial resolutions (1 km and 200 m) over large areas and long periods. In comparison, 

Météo France’s weather prediction model has run at a spatial resolution of 1.3 km only since 

2015, and the ECMWF’s most recent ERA5 reanalysis has a spatial resolution of just 30 km. 

Also, recent studies suggest that incorporating LST from geostationary satellites might allow 

us to estimate close to real-time Ta (Bechtel et al., 2017; Keramitsoglou et al., 2016) or possibly 

even forecast next-day Ta from present-day MODIS LST (Yoo et al., 2018). 

Another limitation of our approach is the temporal misalignment between observations of LST 

and Ta in the stage 1 model: the satellite overpass does not always coincide with the time that 

Tmin or Tmax occurs. Our model’s low MAE (typically less than 1.5°C) suggests that it produces 

good Ta estimates despite this; incorporating high temporal resolution (e.g. hourly) LST from 

geostationary satellites might improve performance. 

A fourth limitation of our model is the need to fill gaps in satellite thermal data. This can 

introduce error and may make modelling impossible in some areas or periods. Landsat data is 

particularly challenging due to the satellites’ 16-day revisit time; parts of France have no usable 

Landsat observations during some winters. The few previous studies that used Landsat thermal 

data to model Ta limited their analysis to days and locations where Landsat data was available 

(Pelta & Chudnovsky, 2017) or used a few scenes that were deemed typical of hot summer days 

(Ho et al., 2016, 2014; Wicki et al., 2018). We fill gaps in Landsat Tb by compositing all scenes 

for each calendar month across 17 years. This smooths spatial patterns and means we rely 
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entirely on MODIS to capture short-term temporal variation in LST. Combining data from 

Landsat 5, 7, and 8 may also introduce error as the sensors operate at different wavelengths and 

spatial resolutions (Table 1-1). Future studies may benefit from the forthcoming Landsat 

Surface Temperature product which might be more consistent, and would allow using LST as 

a predictor rather than brightness temperature. 

Future studies could also make use of high spatial resolution LST from forthcoming satellites. 

Landsat 9 will have a spatial resolution and revisit time similar to the previous Landsat satellites 

but should offer better LST retrieval thanks to the correction of the stray light contamination 

that affects Landsat 8 (Hair et al., 2018). HyspIRI aims to provide a 60 m spatial resolution with 

a revisit time of 5 days, while MISTIGRI aims for 50 m spatial resolution with a daily revisit, 

but with coverage only within 15 ground tracks. If these satellites improve LST retrieval and 

reduce missingness then they could improve our method’s ability to capture Ta over urban areas. 

MODIS LST also contains gaps, which we do not fill. Rather, we predict daily 1 km Ta only 

where MODIS LST is available and fill gaps in the predictions based on nearby Ta observations. 

Li et al. (2018b) achieved similar performance (RMSE 2.1°C Tmin, 1.9°C Tmax) for urban and 

surrounding areas in the U.S. by first filling gaps in MODIS LST using spatiotemporally nearby 

LST observations and then predicting daily Ta using geographically weighted regression. These 

approaches both assume that the spatial distribution of Ta or LST is similar on clear and cloudy 

days. Zhu et al. (2017) used the MODIS atmospheric profile and cloud cover products to 

estimate instantaneous Ta in parts of China and the U.S.. Their approach had the additional 

advantage of not requiring any weather station Ta observations to calibrate the model, but it 

produced larger errors (RMSE 3.4°C China, 2.9, U.S.). 

Despite these limitations, our model provides very good predictions of historical daily Ta for 

continental France at a 1 km or finer spatial resolution. These predictions may help compare 

rural and urban populations, identify and monitor urban heat islands, and better understand 

health effects. More broadly, our methodology and predictions may be useful in other 

geographical areas and for any application where Ta is a key variable. 
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2.1 Introduction 

The second objective of this PhD was to develop a satellite-based model of ambient particulate 

matter air pollution to estimate the exposure of participants in epidemiological studies in 

France. The model needed to estimate daily PM2.5 and PM10 concentration over continental 

France from 2000 to 2019. We knew of no existing PM dataset covering continental France 

during this period at a daily 1 km resolution or better; the main existing datasets were 

atmospheric composition reanalyses with up to hourly 60 km resolution. While this PhD was 

underway, a study was published that estimated hourly PM concentration in France only for the 

years 2010 and 2011 by combining 51 chemical transport models: a national model at 4 km 

resolution, 7 regional models at 3 to 4 km resolution, and 43 urban models at 10 to 200 m 

resolution (Riviere et al., 2019). 

We advanced the state of the art by creating the first satellite-based geostatistical model of daily 

1 km PM2.5 and PM10 over continental France. Our model has three key features. First, we 

improved the accuracy of PM2.5 estimates by imputing PM2.5 at monitors that only measured 

PM10, increasing the number of monitors available to train the PM2.5 model. Second, we created 

a gap-free AOD dataset by imputing missing MAIAC AOD based on modelled AOD from the 

atmospheric composition reanalyses. This allowed us to predict PM for all days and locations 

based on satellite-derived AOD. Third, we improved overall accuracy by developing an 

approach combining Gaussian Markov random fields (GMRF) and random forests in an 

ensemble framework. 

GMRFs address a limitation of mixed models, which only allow the PM-AOD relationship to 

vary between predefined hierarchical blocks of data (e.g. a block for each day, within which 

there is a block for each region). This can result in sharp contrasts (e.g. the regression coefficient 

for AOD may change abruptly at the border between two regions), which may be unrealistic 

since the physical processes that determine temperature and PM concentration often vary 

smoothly over space and time. Mixed models also struggle to incorporate potentially useful 

information about the distance between blocks (e.g. 1 January is closer in time to 1 March than 

to 1 May). GMRFs can calibrate continuous spatiotemporal processes in a way that is 

computationally feasible for large datasets (Lindgren et al., 2011; Rue et al., 2009). Recent 

work has shown that GMRFs are applicable to PM modelling (Beloconi et al., 2018; Cameletti 

et al., 2013), and a study in the northeastern United States found that GMRF predicted daily 

1 km PM2.5 more accuratly than a mixed model (Sarafian et al., 2019). Ours was the first study 
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to incorporate a GMRF in an ensemble PM model and directly compare GMRF to random 

forest, a popular machine learning algorithm that is known to have good performance. 

Our final model reconstructs daily PM2.5 and PM10 from 2000 to 2019 at a 1 km spatial 

resolution over continental France using a four-stage process (Figure 2-1). It performs well, 

with mean cross-validated R2 of 0.76 (PM2.5) or 0.71 (PM10) and MAE of 2.72 (PM2.5) or 4.26 

(PM10). It also provides the first evidence that GMRFs may predict daily PM concentration 

more accurately than random forests. Our approach may advance particulate matter modelling 

in other areas, and our daily PM dataset is available to assess the exposure of participants in 

epidemiological studies in France and thus improve our understanding of PM health effects. 

 

Figure 2-1. Overview of the four-stage modelling process used in this study. 

2.2 Materials 

2.2.1 Study domain 

As described in Chapter 1, section 1.2.1, continental France covers a roughly hexagonal area of 

542,973 km2 in western Europe bounded by the Atlantic Ocean to the west and the 

Mediterranean Sea to the southeast (Figure 2-2). The population is approximately 64.5 million, 

of which 20% live in the urban area of Paris and 19% in rural areas. We defined a grid of 

632,571 approximately 1 km2 cells covering continental France coincident with the pixels of 

the satellite AOD data (see section 2.2.3). We considered the 7245 days from 1 March 2000 

through 31 December 2019, giving a total study domain of 4.58×109 cell-days. 
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Figure 2-2. Spatial distribution of PM2.5 monitors (top row) and PM10 monitors (bottom row) 

in continental France from 2000 to 2019. Basemap by Stamen Design, under CC BY 3.0. 

2.2.2 Air quality monitoring data 

We obtained hourly PM2.5 and PM10 (µg/m3) measurements from 12 regional air quality 

monitoring networks (federated by ATMO France) through the French Central Air Quality 

Monitoring Laboratory. Monitors were mostly clustered in urban areas; the number of PM10 

monitors increased from 222 to 330 and the number of PM2.5 monitors increased from 9 to 142 

over the course of the study period (Figure 2-2). Prior to 2007, all monitors measured non-

volatile particles via tapered element oscillating microbalances or beta gauge monitors. In 2007, 

all PM10 monitors were equipped with filter dynamics measurement systems or regulated 

sampling tubes to additionally measure semi-volatile particles, thus increasing measured PM 

concentrations. All PM2.5 monitors were upgraded from 2008 to 2009. To limit the impact of 

instrument malfunctions and rare events, we excluded hourly PM2.5 concentrations > 200 µg/m3 

and hourly PM10 concentrations > 300 µg/m3 (0.003% of all observations). We indexed each 

monitor to the containing 1 km grid cell and calculated daily mean PM for days with at least 18 

hourly observations. 
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2.2.3 Aerosol optical depth 

We obtained satellite-derived 0.469 µm AOD at approximately 1 km spatial resolution from 

the Moderate Resolution Imaging Spectroradiometer (MODIS) Multi-Angle Implementation of 

Atmospheric Correction (MAIAC) AOD product (MCD19A2v006) (Lyapustin et al., 2018). 

MCD19A2v006 provides AOD up to four times per day (between 9:00 and 15:00 UTC in 

France). We used the quality assurance band to identify all “best quality” observations; we also 

included “land; research quality” and “clear; within 2 km of coast” as these represent potentially 

useable observations over urban areas and coasts where there are few “best quality” 

observations. We indexed these observations to the 1 km grid (whose cells were defined to 

coincide with the MAIAC AOD pixels) and calculated daily mean AOD. 

To fill gaps in MAIAC AOD (mostly due to cloud cover), we obtained modelled 3-hourly 

0.469 µm AOD at approximately 80 km spatial resolution from the Copernicus Atmospheric 

Monitoring Service EAC4 Reanalysis (Inness et al., 2019). Since EAC4 begins on 1 March 

2003, for 1 March 2000 to 28 February 2003 we obtained modelled hourly 0.55 µm AOD for 

08:30 to 15:30 UTC at approximately 60 km spatial resolution from the MERRA2 reanalysis 

(Randles et al., 2017). We bilinearly interpolated EAC4 and MERRA2 AOD to the 1 km grid, 

giving 8 values per cell-day (0 UTC, 3 UTC, …, 21 UTC for EAC4; 08:30 UTC, 09:30 UTC, 

…, 15:30 UTC for MERRA2). 

2.2.4 Meteorology 

Meteorological parameters such as wind, rain, temperature, and the height of the planetary 

boundary layer affect surface PM concentrations and indicate the extent to which AOD 

represents aerosols near the surface or higher in the atmosphere. We obtained hourly 

meteorological parameters at approximately 30 km spatial resolution from the Copernicus 

Climate Change Service ERA5 reanalysis (Hersbach et al., 2020). We bilinearly interpolated 

the parameters to the 1 km grid and calculated 10 daily values: boundary layer height at 0:00 

and 12:00 UTC, total precipitation, mean and standard deviation of 2m air temperature, mean 

2m dewpoint temperature, mean surface pressure, mean u- and v-components of 10m wind 

speed, and mean cloud cover. 

2.2.5 Normalized difference vegetation index 

Vegetation may influence PM dispersion and the density of PM sources. We obtained monthly 

composite NDVI at approximately 1 km2 spatial resolution from the MODIS MOD13A3v006 
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product (Didan et al., 2015), which is spatially coincident with the MAIAC AOD data. We 

indexed NDVI to the 1 km grid, filled rare missing values with the Gaussian kernel mean of 

nearby cells, and used the same value for every day of each month. 

2.2.6 Spatial predictors 

In addition to the previous spatiotemporal predictors, we used impervious surfaces, land cover, 

road and railway density, elevation, population, climatic region, distance to coast, and PM2.5 

and PM10 emissions as indicators of the typical spatial distribution of PM. Since these data are 

time invariant, we used the value from the closest reference year for every day of each year. 

Table 2-1 describes the 19 spatial predictors we derived from these data. 

Table 2-1. Spatial predictors used as indicators of the typical spatial distribution of PM. 

Dataset Description Na Reference 
year(s) 

Spatial 
Resolution 

Source 

Impervious 
surfaces 

Fraction of grid cell covered by 
impervious surfaces 

1 2006 2009 2012 
2015 2018 

100 m Copernicus Land 
Monitoring Service 

Land cover Fraction of grid cell covered by 5 
land cover classesb 

5 2000 2006 2012 
2018 

100 m Corine Land Cover 
v20u1 

Roads Length within grid cell for each of 
5 road classesc 

5 2015 Vector Jedlička et al. (2016) 

Railways Length within grid cell for each of 
2 railway classesd 

2 2016 Vector BD-TOPO v2.2 

Emissions Monthly & annual PM2.5 and 
PM10 emissionse 

2 2007 750 m INERIS 

Population Total population of grid cell 1 2010 200 m Insee (2016) 
Elevation Mean elevation of grid cell 1 2016 25 m EU-DEM v1.1 

Coasts Distance from coast to grid cell 1 2009 Vector EU-Hydro v1.1 

Climate Climatic region of grid cellf 1 2010 250 m Joly et al. (2010) 
a Number of predictors 
b Buildings; urban greenspace; transportation facilities; vegetation; water 
c Highways; primary; secondary; tertiary; local 
d Diesel; electric 
e PM2.5 (PM10) models used only PM2.5 (PM10) emissions 
f Montane; semi-continental; transitional oceanic; modified oceanic; oceanic; modified 
Mediterranean; Mediterranean; southwest basin 

2.3 Methods 

We used a four-stage process to predict PM2.5 and PM10 for the 4.58×109 1 km grid cell-days 

in the study domain (Figure 2-3). Briefly, we: 1) alleviated the sparsity of PM2.5 monitors by 

training a random forest (RF) to impute daily PM2.5 at monitors that only measured PM10; 2) 

filled gaps in MAIAC AOD data by training monthly RFs to impute missing MAIAC AOD 

based on co-located EAC4 or MERRA2 AOD; 3) trained three base learners for each year 



Chapter 2: Modelling daily ambient PM concentration in France  –  Methods 

53 

(linear mixed models [LMM], Gaussian Markov random fields [GMRF], and RF) to predict 

daily 1 km PM based on gap-filled AOD, meteorology, NDVI, and spatial predictors; 4) 

increased accuracy by ensembling the base learner predictions with annual generalized additive 

models (GAM) that weight the base learners according to spatiotemporal variations in their 

performance. We performed all data processing and statistical analyses in R 3.6.3 (R Core 

Team, 2020) using the packages lme4 for LMM (Bates et al., 2015), R-INLA for GMRF (Bakka 

et al., 2018), ranger for RF (Wright & Ziegler, 2017) with mlr and mlrMBO for tuning via 

model-based optimization (Bischl et al., 2017, 2016), and mgcv for GAM (Wood, 2017). 

 

Figure 2-3. Flowchart of four-stage process to predict daily 1 km PM2.5. 

2.3.1 Stage 1: imputing PM2.5 at PM10 monitors 

Most monitors in France measured PM10 but not PM2.5. To mitigate the sparsity of PM2.5 

monitors, we applied a method proposed by Stafoggia et al. (2019). We used all co-located 

daily measures of PM2.5 and PM10 (n = 474 761) to tune and train a RF of 500 trees to predict 

PM2.5 based on measured PM10 and monitor characteristics: 

𝑃𝑀2.5𝑚𝑡
= 𝑓 (

𝑃𝑀10𝑚𝑡
, 𝑣𝑜𝑙𝑚𝑡 , 𝑙𝑜𝑐𝑚𝑡, 𝑖𝑛𝑓𝑙𝑚𝑡,

𝑙𝑎𝑡𝑚, 𝑙𝑜𝑛𝑚, 𝑤𝑑𝑎𝑦𝑡, 𝑦𝑑𝑎𝑦𝑡, 𝑑𝑎𝑡𝑒𝑡
) + 𝜀𝑚𝑡 Eq. (2-1) 

where 𝑃𝑀2.5𝑚𝑡
 and 𝑃𝑀10𝑚𝑡

 are, respectively, the PM2.5 and PM10 measured by monitor m (1, 

…, 205) on day t (1, …, 7245); volmt indicates whether on day t monitor m excluded, included, 

or included an estimate of the semi-volatile fraction of PM10; locmt and inflmt are, respectively, 
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the locale (rural, suburban, or urban) and predominant influence (traffic, industrial, or 

background) of monitor m on day t; latm and lonm are the latitude and longitude of monitor m; 

wdayt, ydayt, and datet are, respectively, the day of week (to capture trends related to commuting 

or business activity), day of year (to capture seasonal trends), and date (to capture long-term 

trends); and εmt is the error at monitor m on day t. To reduce bias in the variable importance 

estimates, we sampled 63.2% of observations without replacement for each tree and estimated 

importance by permutation (Strobl et al., 2007). We tuned mtry (the number of variables to 

consider at each split) to minimize mean absolute error via model-based optimization and 

estimated accuracy using 5-fold CV blocked by monitor (section 2.3.5). We used the RF to 

impute PM2.5 for the 1.71×106 monitor-days where only PM10 was measured. 

2.3.2 Stage 2: filling gaps in MAIAC AOD 

Clouds and snow cover often prevented MAIAC AOD retrieval over part of the study area. To 

fill these gaps, we trained RFs to predict MAIAC AOD based on co-located modelled AOD 

from atmospheric reanalysis. For computational reasons, we used 96 trees per forest, tuned 

using one spatiotemporally blocked 50% subsample of the data (section 2.3.5), and trained one 

RF for each month in the study period (mean observations per month ≈ 4.36×106): 

𝐴𝑂𝐷𝑠𝑡
𝑀 = 𝑓(𝑅1𝑠𝑡

, … , 𝑅8𝑠𝑡
, 𝑥𝑠, 𝑦𝑠, 𝑤𝑑𝑎𝑦𝑡, 𝑦𝑑𝑎𝑦𝑡) + 𝜀𝑠𝑡 Eq. (2-2) 

where for each month M (1, …, 238), 𝐴𝑂𝐷𝑠𝑡
𝑀 is the MAIAC AOD observed at 1 km grid cell s 

(1, …, 632571) on day t (1, …, number of days in month M); 𝑅ℎ𝑠𝑡
 is the AOD from atmospheric 

reanalysis (MERRA2 before 1 January 2003; EAC4 otherwise) at cell s on day t at each of eight 

times (8:30 UTC, 9:30 UTC, …, 15:30 UTC for MERRA2; 0 UTC, 3 UTC, …, 21 UTC for 

EAC4); xs and ys are the spatial coordinates of cell s; wdayt and ydayt are, respectively, the day 

of week and day of year; and εst is the error at cell s on day t. We estimated accuracy using 5-

fold CV with spatiotemporal blocking (see section 2.3.5) and used the RFs to predict AOD for 

the 3.54×109 1 km grid cell-days without MAIAC AOD. 

2.3.3 Stage 3: predicting daily 1 km PM using three base learners 

In stage 3, we trained LMMs, GMRFs, and RFs to predict PM2.5 (from stage 1) and PM10 based 

on gap-filled MAIAC AOD (from stage 2), 11 spatiotemporal predictors (sections 2.2.4 and 

2.2.5), and 19 spatial predictors (section 2.2.6). We scaled the predictors to have similar range, 

and for the LMMs and GMRFs we log-transformed PM to approximate normality and prevent 
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negative predictions. We trained each base learner for each of PM2.5 and PM10 in each year, 

yielding 120 base models (mean observations per year = 111 610; range 54 353 to 126 544). 

We estimated the accuracy of each base model using multi-stage CV blocked by monitor 

(section 2.3.5) and used the base models to predict PM for the 4.58×109 1 km grid cell-days of 

the study domain. 

2.3.3.1 Linear mixed models 

For each PM size fraction in each year, we calibrated a LMM with a random effect that allowed 

the PM-AOD relationship to vary daily for each of 8 climatic regions: 

log(𝑃𝑀𝑠𝑡
𝐹𝑌) = (𝛼𝐹𝑌 + 𝜇𝑡𝑟

𝐹𝑌) + (𝛽𝐴𝑂𝐷
𝐹𝑌 + 𝜈𝑡𝑟

𝐹𝑌)𝐴𝑂𝐷𝑠𝑡 + ∑ (𝛽𝑝
𝐹𝑌𝑋𝑝𝑠𝑡

)

32

𝑝=1

+ 𝜀𝑠𝑡
𝐹𝑌 Eq. (2-3) 

where for each PM size fraction F (2.5 or 10) and year Y (2000, …, 2019), log(𝑃𝑀𝑠𝑡
𝐹𝑌) is the 

log-transformed PM concentration at 1 km grid cell s (1, …, 632571) on day t (1, …, number 

of days in year Y); 𝛼𝐹𝑌 is the fixed intercept and 𝜇𝑡𝑟
𝐹𝑌 is the random intercept on day t for the 

climatic region r that contains cell s; 𝛽𝐴𝑂𝐷
𝐹𝑌  is the fixed slope of AOD and 𝜈𝑡𝑟

𝐹𝑌 is the random 

slope of AOD on day t for the climatic region r that contains cell s; AODst is the AOD at cell s 

on day t. 𝛽𝑝
𝐹𝑌 is the coefficient and 𝑋𝑝𝑠𝑡

 the value at cell s on day t for each of the 11 

spatiotemporal predictors, 19 spatial predictors, and sine and cosine transforms of the day of 

week; and 𝜀𝑠𝑡
𝐹𝑌 is the error at cell s on day t. 

2.3.3.2 Gaussian Markov random fields 

For each PM size fraction in each year, we calibrated a GMRF with a spatiotemporal random 

effect that varied smoothly over space on each day: 

log(𝑃𝑀𝑠𝑡
𝐹𝑌) = 𝛼𝐹𝑌 + 𝛽𝐴𝑂𝐷

𝐹𝑌 𝐴𝑂𝐷𝑠𝑡 + ∑ (𝛽𝑝
𝐹𝑌𝑋𝑝𝑠𝑡

)

32

𝑝=1

+ 𝜔𝑠𝑡
𝐹𝑌 + 𝜀𝑠𝑡

𝐹𝑌 Eq. (2-4) 

where F, Y, s, t, log(𝑃𝑀𝑠𝑡
𝐹𝑌), 𝛼𝐹𝑌, 𝛽𝐴𝑂𝐷

𝐹𝑌 , 𝐴𝑂𝐷𝑠𝑡, 𝛽𝑝
𝐹𝑌, 𝑋𝑝𝑠𝑡

, and 𝜀𝑠𝑡
𝐹𝑌 are as in Eq. (2-3), and 𝜔𝑠𝑡

𝐹𝑌 

is the spatiotemporal random effect at cell s on day t. We assumed that the error was 

independent and identically distributed (i.i.d.) following 𝒩(0, 𝜎𝜀
2) and the spatiotemporal 

random effect was temporally i.i.d. with Matérn spatial covariance: 
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𝐶𝑜𝑣(𝜔𝑠𝑡, 𝜔𝑠′𝑡′) = {
0, 𝑡 ≠ 𝑡′

𝜎𝜔
2 𝒞(𝑑𝑠𝑠′ ; 𝜌𝜔), 𝑡 = 𝑡′

 Eq. (2-5) 

where 𝜎𝜔
2  is the variance of the spatiotemporal random effect, 𝒞 is the Matérn function, 𝑑𝑠𝑠′  is 

the Euclidean distance between locations s and s’, and 𝜌𝜔 is a hyperparameter that governs the 

range (distance at which the correlation falls to less than about 10%). We assigned penalized 

complexity priors to 𝜎𝜀
2, 𝜎𝜔

2 , and 𝜌𝜔 that shrank the spatiotemporal random effect towards the 

null (Fuglstad et al., 2019; Simpson et al., 2017) and fit the model using INLA. 

2.3.3.3 Random forests 

For each PM size fraction in each year, we trained a RF with the equation: 

𝑃𝑀𝑠𝑡
𝐹𝑌 = 𝑓(𝐴𝑂𝐷𝑠𝑡 , 𝑋1𝑠𝑡

, … , 𝑋30𝑠𝑡
, 𝑥𝑠, 𝑦𝑠, 𝑤𝑑𝑎𝑦𝑡, 𝑦𝑑𝑎𝑦𝑡) + 𝜀𝑠𝑡

𝐹𝑌 Eq. (2-6) 

where F, Y, s, t, 𝑃𝑀𝑠𝑡
𝐹𝑌, 𝐴𝑂𝐷𝑠𝑡, and 𝜀𝑠𝑡

𝐹𝑌 are as in Eq. (2-3); 𝑋1𝑠𝑡
, … , 𝑋30𝑠𝑡

 are, respectively, the 

value for each of the 11 spatiotemporal predictors and 19 spatial predictors at cell s on day t; xs 

and ys are the spatial coordinates of cell s; and wdayt and ydayt are the day of week and day of 

year. We used 250 trees and fixed mtry at 5 because exploratory tuning suggested that mtry > 

5 provided little benefit and risked overfitting. 

2.3.4 Stage 4: ensembling predictions to improve accuracy 

In stage 4, we calibrated a GAM to ensemble the predictions of the stage 3 base learners. We 

used predictions for held-out monitors to calibrate the GAMs because these reflect accuracy at 

unmonitored locations (section 2.3.5). We fit a GAM for each PM size fraction in each year (20 

GAMs total; mean observations per year = 111 610; range 54 353 to 126 544) using tensor 

product smooths that allowed the coefficient for each base learner’s predictions to vary 

smoothly over space and time: 

𝑃𝑀𝑠𝑡
𝐹𝑌 = 𝑡𝑒(𝑥𝑠, 𝑦𝑠, 𝑡)𝐿𝑀𝑀𝑠𝑡

𝐹𝑌 + 𝑡𝑒(𝑥𝑠, 𝑦𝑠, 𝑡)𝐺𝑀𝑅𝐹𝑠𝑡
𝐹𝑌 + 𝑡𝑒(𝑥𝑠, 𝑦𝑠 , 𝑡)𝑅𝐹𝑠𝑡

𝐹𝑌 + 𝜀𝑠𝑡
𝐹𝑌 Eq. (2-7) 

where for each PM size fraction F (2.5 or 10) and year Y (2000, …, 2019), 𝑃𝑀𝑠𝑡
𝐹𝑌 is the PM 

concentration at 1 km grid cell s (1, …, 632571) on day t (1, …, number of days in year Y); 

𝑡𝑒(𝑥𝑠, 𝑦𝑠, 𝑡) is the tensor product of penalized cubic regression splines of the spatial coordinates 

of cell s (xs and ys) and the temporal index t; 𝐿𝑀𝑀𝑠𝑡
𝐹𝑌, 𝐺𝑀𝑅𝐹𝑠𝑡

𝐹𝑌, and 𝑅𝐹𝑠𝑡
𝐹𝑌 are, respectively, 

the CV prediction at cell s on day t from a LMM, GMRF, and RF that were trained while 

holding out all data from the fold that contains cell s; and 𝜀𝑠𝑡
𝐹𝑌 is the error at cell s on day t. We 
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estimated accuracy using multi-stage CV blocked by monitor (section 2.3.5) and used the 

GAMs to predict AOD for the 4.58×109 1 km grid cell-days of the study domain. 

2.3.5 Cross-validation 

To limit bias due to spatiotemporal autocorrelation and avoid information leakage between the 

base learners and the ensemble, we extended the blocked CV scheme described by Shtein et al. 

(2019). In stage 1 (imputing PM2.5 at PM10 monitors), we estimated accuracy at monitors that 

never measured PM2.5 using 5-fold CV blocked by monitor: we randomly assigned each 

monitor that measured both PM2.5 and PM10 to one of 5 folds. This ensured that no observations 

from test monitors were in the training set. 

In stage 2 (filling gaps in MAIAC AOD data), we estimated accuracy at locations far from 

same-day MAIAC AOD observations (because MAIAC AOD tends to be missing in spatial 

clumps) using 5-fold CV with spatiotemporal blocking: we split the study area into 50 regions 

and randomly assigned MAIAC AOD in each day-region to one of 5 folds (Figure 2-4). This 

ensured that no same-day observations from test regions were in the training set. 

 

Figure 2-4. Example of spatiotemporal blocking used to cross-validate stage 2 (filling gaps in 

MAIAC AOD). Left: one day of MAIAC AOD used to train a stage 2 random forest; right: 

MAIAC AOD on the same day held out to estimate accuracy. Black lines delineate the 50 

spatial regions used for blocking. Areas that are white in both images are gaps due to cloud 

cover that stage 2 will fill. Note that the gaps are large, meaning that most locations where 

MAIAC AOD is missing are not adjacent to a location where it is available. 
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In stages 3 and 4 (predicting daily 1 km PM with three base learners and ensembling the 

predictions), we estimated accuracy at unmonitored locations using the multi-stage CV scheme 

blocked by monitor illustrated in Figure 2-5. This scheme ensured that 1) observations from 

test monitors were never used for training; 2) ensembles were regularized (trained on base 

learner predictions for held-out monitors); and 3) monitors held out to test an ensemble were 

never used to train that ensemble’s base learners. 

 

Figure 2-5. Cross-validation scheme for stage 3 (predicting daily 1 km PM with three base 

learners) and stage 4 (ensembling the base learner predictions to improve accuracy). First, we 

randomly assigned each PM monitor to one of five folds (small circles labelled 1-5). For each 

unique combination of three folds (top row; light blue), we trained the three base learners and 

predicted for the two held-out test folds (second row; dark blue). We used these predictions to 

evaluate the accuracy of the base learners. Then, for each fold, we trained an ensemble using 

the test predictions from all base learners that held out the fold (third row; light orange; solid 

orange arrows show iteration where fold 1 is the test fold). We predicted for the test fold (bottom 

row; dark orange) and used these predictions to evaluate the accuracy of the ensemble. 

2.3.6 Performance metrics 

We evaluated the models using mean absolute error (MAE), which reflects the typical 

difference between a model’s predictions and measured PM, R2, which reflects the fraction of 

spatiotemporal variation in PM captured by a model, and root mean squared error (RMSE), 

which can be compared with the standard deviation (SD) of measured PM to see by how much 

a model improves upon a naïve prediction of the mean. We also split each of these metrics into 

a spatial and temporal component as described by Kloog et al. (2011). 
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2.4 Results 

2.4.1 Stage 1: imputing PM2.5 at PM10 monitors 

Mean PM2.5 was 13.7 µg/m3 (standard deviation [SD] 9.9 µg/m3) and mean PM10 was 

21.6 µg/m3 (SD 12.5 µg/m3) across all monitors in continental France for 2000 to 2019 (Figure 

A2-1). PM concentrations declined over the study period and were generally highest in winter 

and lowest in summer (Figure A2-2). The cross-validated predictions of the stage 1 RF showed 

good correspondence with observed PM2.5 at monitors that were not used to train the RF (R2 = 

0.87, MAE = 2.48 µg/m3) with little bias (mean error = -0.157) but a tendency to underestimate 

very high concentrations (Figure 2-6). Performance was good even in early years when there 

were few PM2.5 monitors (R2 >= 0.82 in every year except 2008; MAE < 2.5 µg/m3 in most 

years) (Table A2-1). The drop in performance in 2007 and 2008 coincided with a change in 

monitor technology that increased measured PM10 concentrations and likely complicated the 

relationship between PM10 and PM2.5. PM10 concentration was by far the most important 

predictor of PM2.5 concentration (Figure A2-3). 

 

Figure 2-6. Cross-validation (CV) predicted vs. observed daily PM2.5 concentrations from the 

stage 1 random forest. Dashed black line shows 1:1 relationship; solid blue line shows actual 

relationship (R2 = 0.873; MAE = 2.48 µg/m3; mean error = -0.157). 
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2.4.2 Stage 2: filling gaps in MAIAC AOD 

Mean MAIAC AOD over continental France for 2000 to 2019 was 0.126 (SD 0.084); MAIAC 

AOD was missing for 77% of the 1 km cell-days in the study domain (Figure A2-4), similar to 

other areas (Di et al., 2019; Schneider et al., 2020; Stafoggia et al., 2019). Cross-validated R2 

for the stage 2 RFs typically ranged from about 0.55 in winter to about 0.78 in summer (Figure 

2-7), coinciding with fewer MAIAC observations in winter and more in summer. MAE 

typically ranged from about 0.025 in fall to about 0.034 in summer, coinciding with lower AOD 

in fall and higher AOD in summer. Performance was similar between periods that used 

modelled AOD from MERRA2 vs. EAC4 as predictors. There was a slight tendency to 

overestimate high AOD (slope = 0.94), but average performance was good (mean R2 = 0.70; 

mean MAE = 0.030) (Table A2-2). Prior to 2003, the most important predictors of MAIAC 

AOD were modelled AOD at 12 UTC, the day of year, and the spatial y coordinate (Figure A2-

5). From 2003 on, modelled AOD at 15 UTC was the second most important predictor. This 

likely related to the mid-2002 launch of the Aqua satellite, which passes over continental France 

around 13 UTC; previously, MAIAC AOD was only available around 11 UTC from the Terra 

satellite. Figure A2-6 shows an example of gapfilled AOD. 

 

Figure 2-7. Monthly cross-validated R2 (top) and MAE (bottom) of the stage 2 random forests 

(filling gaps in MAIAC AOD). Vertical dashed line separates periods when modelled AOD 

from MERRA2 vs. EAC4 was used to predict MAIAC AOD. 
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2.4.3 Stages 3 and 4: predicting daily 1 km PM10 and PM2.5 with three base 

learners and ensembling the predictions to increase accuracy 

Table 2-2 shows the average cross-validated performance of the stage 3 base learners and stage 

4 GAM ensemble. GMRF was the most accurate base learner (mean PM2.5 R
2 = 0.75, MAE = 

2.72 µg/m3; mean PM10 R
2 = 0.70, MAE = 4.26 µg/m3), followed by RF, with LMM the least 

accurate. The stage 4 GAM ensembles slightly improved performance (mean PM2.5 R
2 = 0.76, 

MAE = 2.72 µg/m3; mean PM10 R2 = 0.71, MAE = 4.26 µg/m3), almost eliminating the 

GMRFs’ slight bias and increasing spatial R2 compared to both the GMRFs and RFs. The 

relative importance of the base learners in the GAM ensemble varied over space and time 

(Figure A2-7), but GMRF predictions usually had the highest weight, consistent with their high 

cross-validated accuracy. 

Table 2-2. Cross-validated (CV) performance (mean 2000-2019) of the stage 3 base learners 

(LMM, GMRF, RF) and stage 4 ensemble (GAM) predicting daily 1 km PM (µg/m3). 

     Multi-stage CV Performance 
 Observed PM  Model  Total  Spatial  Temporal 
 Mean SDa    RMSE Biasb Slopec R² MAE  R² MAE  R² MAE 

PM2.5 13.8 8.5  LMM  5.03 0.67 0.63 0.63 3.35  0.38 1.82  0.68 2.92 

    GMRF  4.09 0.46 0.75 0.75 2.72  0.45 1.68  0.81 2.24 

    RF  4.52 -0.14 0.63 0.70 3.18  0.47 1.69  0.74 2.68 

    GAM  4.02 -0.01 0.76 0.76 2.72  0.49 1.63  0.81 2.23 

PM10 21.5 11.9  LMM  7.65 1.04 0.60 0.58 5.21  0.32 2.98  0.64 4.39 

    GMRF  6.40 0.73 0.72 0.70 4.26  0.39 2.79  0.78 3.36 

    RF  7.07 -0.19 0.57 0.64 5.00  0.41 2.80  0.70 4.11 

    GAM  6.28 -0.02 0.72 0.71 4.26  0.43 2.71  0.78 3.34 

a Standard deviation; b Mean error; c Slope of regression of CV predicted PM on observed PM 

R2 for all models increased in early years with the number of monitors and remained high from 

2009 to 2019; MAE covaried with mean observed PM (Figure 2-8). The sharp increase in PM10 

MAE in 2007 coincided with a change in monitor technology: in 2007, all PM10 monitors were 

modified to measure semi-volatile particles in addition to non-volatile particles, increasing 

observed PM10 concentrations. PM2.5 monitors were modified in 2008 and 2009, corresponding 

to the increase in PM2.5 MAE in 2008 and 2009. R2 was highest in winter and spring and lowest 

in summer; MAE was highest in winter and lowest in summer, corresponding to typical 

seasonal trends in PM concentration (Figure A2-8). For the random forest model, the most 

important predictors were day of year, followed by some meteorological variables (boundary 

layer height, temperature, wind, and precipitation) and AOD (Figure A2-10). 
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The base learners and GAM ensemble captured day-to-day variation in PM concentration better 

than between-location differences in annual mean PM concentration (GAM ensemble spatial 

R2 ≈ 0.46, temporal R2 ≈ 0.80). This is in part because PM concentration varies more over time 

than space; spatial MAE was lower than temporal MAE (PM2.5 GAM ensemble spatial MAE = 

1.6, temporal MAE = 2.2), indicating that predicted annual mean PM concentrations were quite 

accurate. It may also reflect difficulty capturing spatial variation in urban areas. The lowest 

spatial R2 and highest spatial MAE were in Île-de-France, the densely populated region that 

contains Paris, which also had the highest and most variable PM concentrations (Table A2-3, 

Figure A2-9). There may not have been enough monitors for the model to capture complex 

spatial variation in PM concentration over greater Paris. 

 

Figure 2-8. Annual cross-validated R2 (top) and MAE (bottom; µg/m3) of the stage 3 base 

learners (LMM, GMRF, RF) and stage 4 ensemble (GAM) predicting daily 1 km PM2.5 (left) 

and PM10 (right). 

Since the majority of our PM2.5 data consisted of imputed PM2.5 concentration at PM10 monitors 

from the stage 1 RF, we performed a sensitivity analysis comparing the cross-validated 

predictions of the GAM ensemble to only observed PM2.5 concentration at PM2.5 monitors. 

Apart from 2000 (when there were only 5 PM2.5 monitors), performance was similar at PM2.5 

monitors (mean R2 = 0.77, mean MAE = 2.98) and across all monitors (mean R2 = 0.77, mean 

MAE = 2.71). We also constructed an alternate model by retraining the base learners and 
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ensemble using only PM2.5 monitors for all years except 2000. This alternate model was less 

accurate (mean R2 = 0.66, mean MAE = 3.62) than the stage 4 GAM ensemble evaluated only 

at PM2.5 monitors (Figure 2-9), indicating that increasing the quantity of training data by 

imputing PM2.5 at PM10 monitors resulted in more accurate final PM2.5 predictions than if we 

had relied solely on PM2.5 monitors. 

 

Figure 2-9. Annual cross-validated performance at PM2.5 monitors of the stage 4 GAM 

ensemble (red circles) and an alternate model (blue triangles) trained on only observed PM2.5. 

Top: R2; middle: MAE (µg/m3); bottom: number of PM2.5 monitors. 

Figure 2-10 shows the mean 2000 to 2019 PM2.5 and PM10 concentration predicted by each base 

learner and GAM ensemble and Figure 2-11 shows varying spatial patterns of PM predicted by 

the GAM ensemble over greater Paris on three example days. The LMM and GMRF predictions 

are similar; the RF predictions are slightly higher in rural areas. The GAM ensemble predictions 

resemble those of the GMRF with some contribution from the RF in the southeast and 

southwest. PM concentrations are high in the north with a hotspot over greater Paris. In the 

southeast, high concentrations extend south down the Rhône river valley from the hotspot of 

greater Lyon, east into alpine valleys, and along the Mediterranean coast. The lowest 

concentrations are over the sparsely populated south centre, the Pyrenees in the southwest, and 

the Bretagne and Cotentin peninsulas in the northwest. PM2.5 concentrations show less contrast 

between urban and rural areas than PM10. PM concentrations over Paris show varying spatial 

patterns but are generally highest over built-up areas and roads. 
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Figure 2-10. Mean PM2.5 (top) and PM10 (bottom) concentration predicted by the stage 3 base 

learners (LMM, GMRF, RF) and stage 4 ensembles (GAM) for 2000 to 2019. 

 

Figure 2-11. Mean 24-hour PM2.5 (top) and PM10 (bottom) concentration over greater Paris 

predicted by the stage 4 GAM ensemble on three example days. 
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2.5 Discussion 

Our finding that GMRFs predicted daily 1 km PM concentration more accurately than LMMs 

is consistent with results in the northeastern United States (Sarafian et al., 2019). Our finding 

that GMRFs were also more accurate than RFs is novel and of note, as RFs and other tree-based 

machine learning algorithms performed well in several recent studies (Di et al., 2019; Just et 

al., 2020; Schneider et al., 2020; Stafoggia et al., 2020, 2019). We emphasize the importance 

of careful performance evaluation when using flexible machine learning algorithms: GMRFs 

had the best cross-validated performance (corresponding to accuracy at unmonitored locations), 

but RFs performed better than GMRF on non-independent training data (corresponding to 

accuracy at monitors). Evaluation methods that do not ensure independence between training 

and testing data risk mistaking good performance at monitors for good performance 

everywhere. 

Our GAM ensemble captured temporal variation in PM concentration better than spatial 

variation. We attempted to improve spatial performance in urban areas by downscaling the 

residuals of the GAM ensemble using RFs trained on the high spatial resolution predictors listed 

in Table 2-1, as was done in a few previous studies (Di et al., 2016; Kloog et al., 2014a; 

Stafoggia et al., 2019). Unlike previous studies, we used 5-fold cross-validation blocked by 

monitor to assess whether the downscaling improved accuracy: the downscaled predictions 

were less accurate than the 1 km GAM ensemble predictions (higher MAE, lower R2). 

Downscaling over cities is an area for further research, as epidemiological studies would benefit 

from better estimates of differences in PM exposure within a city. 

Despite good overall performance, our approach has some limitations. First, the sparsity of the 

monitoring network limited performance in early years. Even in later years, most monitors were 

clustered in cities, making it difficult to evaluate accuracy in smaller towns and rural areas and 

risking overreliance on predictors that work well in urban areas but may not work well 

elsewhere. The clustering of monitors near cities means our model is roughly weighted by 

population density, which may or may not be appropriate depending on the intended use for the 

predictions (Sarafian et al., 2020). New low-cost PM sensors might complement the existing 

monitoring network, particularly since our model’s weaker spatial performance suggests that a 

few PM observations at new locations might be more useful than a long timeseries of 

measurements at a single location. 
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Second, MAIAC AOD was the only predictor with both a high spatial (1 km) and temporal 

(daily) resolution, but since it is based on a few daytime observations of the entire atmospheric 

column, it is both vertically and temporally misaligned with surface-level daily mean PM 

concentration. We included planetary boundary layer height to help distinguish between 

surface-level vs. high-altitude aerosols, but it had a much coarser spatial resolution than 

MAIAC AOD. Our model might have benefitted from AOD at coarser spatial but higher 

temporal resolution, such as from geostationary weather satellites, or from considering longer 

periods and giving greater weight to rare observations when filling gaps in MAIAC AOD. 

Despite these limitations, our multi-stage ensemble approach was able to predict daily 1 km 

PM2.5 and PM10 with low error across a large area over 20 years. To our knowledge, this is the 

first work conducted in France with such a high spatiotemporal resolution (1 km-daily), large 

spatial extent (national) and long temporal coverage (2000 to 2019). We increased accuracy by 

supplementing sparse PM2.5 observations with imputed data and by ensembling the predictions 

of three base learners. We confirmed that Gaussian Markov random fields predict daily PM 

concentration better than linear mixed models and provide the first evidence that they may also 

outperform random forests. Our dataset of daily 1 km PM2.5 and PM10 is available to health and 

ecosystems researchers in France and may inform policy makers on air quality issues. 
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3.1 Introduction 

The final objective of this PhD was to study the association between temperature and preterm 

birth in France. The current evidence suggests that extreme temperatures may increase the risk 

of preterm birth, but results have been mixed and there is not yet a consensus on how the timing 

of exposure during pregnancy affects risk (Chersich et al., 2020; Ju et al., 2021). We aimed to 

comprehensively assess the association between ambient temperature and risk of preterm birth 

by addressing limitations of previous studies. 

First, we used a survival modelling approach with Cox proportional hazards models to account 

for the increasing risk of birth as pregnancy progresses and possible seasonal trends in 

conception rates. We limited exposure assessment error by using daily residence-based 

exposure from the state-of-the-art spatiotemporal temperature model described in Chapter 1 

and used distributed lags to account for the time-varying association between temperature and 

preterm birth risk. We examined exposure throughout pregnancy using narrow windows and 

adjusting for exposure during every window. 

Second, we assessed multiple exposure indicators, as the temperature metric most relevant for 

health may vary depending on the location and outcome (Basu et al., 2008; Laaidi et al., 2012; 

Murage et al., 2017). We examined mean temperature (an indicator of overall exposure), 

maximum temperature (an indicator of daytime exposure), minimum temperature (an indicator 

of night-time exposure), temperature variability, which recent studies have linked to adverse 

birth outcomes (Jakpor et al., 2020; Li et al., 2018; Molina & Saldarriaga, 2017), and a heatwave 

indicator that accounts for acclimation to local and seasonal temperatures. 

We found windows of susceptibility to cold (5th vs 50th percentile of mean temperature) during 

weeks 7-9 after conception and days 10-4 before delivery, and to night-time heat (95th vs 50th 

percentile of minimum temperature) during weeks 1-5 and 20-26 after conception (Figure 3-1). 

The relative risk of preterm birth ranged from 1.29 (95% CI 1.02 to 1.64) following cold (2°C 

vs 11.6°C) during weeks 7-9 after conception to 2.87 (95% CI 1.21 to 6.79) following night-

time heat during weeks 20-26 after conception. Overall and daytime heat (high mean and 

maximum temperature) showed similar but weaker effects than night-time heat, and we found 

no clear associations with temperature variability or a heatwave indicator. 
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Figure 3-1. Windows of susceptibility to ambient temperature identified in this study. 

Our robust findings suggest that, in a temperate climate, heat, particularly at night, and cold 

may be dangerous for pregnant women and their offspring. In the context of rising temperatures 

and more frequent weather hazards, these results should inform public health policies to reduce 

the growing burden of preterm birth. 

3.2 Methods 

3.2.1 Study population 

We obtained data from three French prospective mother-child cohorts that were designed to 

study the effects of prenatal environmental exposures on child development and health: EDEN 

(Étude des Déterminants pré et post natals du développement et de la santé de l’Enfant), 

PELAGIE (Perturbateurs Endocriniens : étude Longitudinale sur les Anomalies de la 

Grossesse, l’Infertilité, et l’Enfance), and SEPAGES (Suivi de l’Exposition à la Pollution 

Atmosphérique durant la Grossesse et Effets sur la Santé). The cohorts’ protocols are described 

in detail elsewhere (Heude et al., 2016; Lyon-Caen et al., 2019; Petit et al., 2010). Briefly, 

EDEN included 2002 women recruited between 2003 and 2006 at <24 weeks amenorrhea in 

the metropolitan areas of Poitiers and Nancy; PELAGIE included 3421 women recruited 

between 2002 and 2006 at <19 weeks amenorrhea in the Brittany region; SEPAGES included 

484 women recruited between 2014 and 2017 at <19 weeks amenorrhea in the metropolitan 

area of Grenoble (Figure 3-2). Poitiers, Nancy, and Brittany have a temperate oceanic climate 

(Köppen classification Cfb) while Grenoble has a warm temperate climate (Köppen 

classification Cfa) with montane influences. 
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Figure 3-2. Locations of the cohort participants. 

All three cohorts collected medical and sociodemographic information via clinical 

examinations and questionnaires during and after pregnancy. Home addresses (including any 

changes during pregnancy) were geocoded using the IGN Mon Géocodeur tool and Geocible. 

For 43% of PELAGIE participants, only the municipality or neighbourhood of residence at 

inclusion (on average 10.4 weeks after conception) was available; we assumed these women 

did not move during pregnancy. We excluded multiple gestation, non-livebirths, pre-existing 

diabetes or hypertension, and participants lost to follow-up before delivery. To ensure complete 

equal-length exposure histories, we further excluded participants missing covariates (described 

below) or missing exposure for more than one day in any of the 26 weeks following conception 

(among these were 5 extremely preterm births at <28 weeks amenorrhea). This left 5,347 
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mother-child pairs (Figure 3-3). All births were independent (no mother participated for more 

than one pregnancy). 

 

Figure 3-3. Flow chart of the study population. 

3.2.2 Outcome definition 

Duration of pregnancy (conception to birth) was assessed using both the reported date of the 

last menstrual period (LMP) and the estimate from the first trimester ultrasound (when LMP 

was not reported or when the two differed by more than 30 days). When neither of these were 

available (n = 3 in EDEN; n = 84 in PELAGIE), we used the obstetrician’s estimate of 

gestational age at delivery. We defined preterm birth as delivery at <37 weeks amenorrhea (<35 

weeks since conception). 

3.2.3 Exposure assessment 

We estimated daily ambient temperature at women’s home address using the multi-resolution 

spatiotemporal exposure model described in Chapter 1. The model estimates daily minimum, 

maximum, and mean air temperature from 2000 to 2018 at a 1 km spatial resolution across 

France and at a 200 m spatial resolution over urban areas with >50,000 inhabitants. The 

estimates are very accurate, with cross-validated R2 better than 0.9 and mean absolute error of 

about 1°C. We used 200 m temperature for women in urban areas covered by the model (n = 

1,741; 33%) and 1 km temperature otherwise. 
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We calculated five indicators of exposure based on each woman’s daily temperature profile 

from conception to delivery: 1) weekly mean temperature (Tmean), a marker of overall exposure; 

2) weekly average of daily maximum temperature (Tmax), a marker of daytime exposure because 

temperature is usually highest in the afternoon; 3) weekly average of daily minimum 

temperature (Tmin), a marker of night-time exposure because temperature is typically lowest 

before sunrise; 4) weekly temperature variability (TSD, the standard deviation of daily mean 

temperature), a marker of exposure to temperature swings; and 5) daily Excess Heat Factor 

(EHF), a marker of exposure to extreme heat that accounts for both spatial and seasonal 

acclimation(Nairn & Fawcett, 2014). EHF is calculated as: 

𝐸𝐻𝐹 = max(0, 𝐸𝐻𝐼𝑠𝑖𝑔) × max(1, 𝐸𝐻𝐼𝑎𝑐𝑐𝑙) Eq. (3-1) 

𝐸𝐻𝐼𝑠𝑖𝑔 =
∑ 𝑇−𝑗

3
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3
− 𝑃95 Eq. (3-2) 
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30
 Eq. (3-3) 

where 𝐸𝐻𝐼𝑠𝑖𝑔 is a significance index that reflects how the previous three days were relative to 

the location’s typical temperature, 𝐸𝐻𝐼𝑎𝑐𝑐𝑙 is an acclimation index that reflects how hot the 

previous three days were relative to the current season, 𝑇−𝑗 is the mean temperature on the jth 

day before day T, and 𝑃95 is the 95th percentile of historical daily mean temperature. We 

calculated 𝑃95 over the 5 years preceding the first conception for each cohort area (Nancy and 

Poitiers for EDEN; Côtes-d’Armor, Finistère, and Ille-et-Vilaine for PELAGIE; Grenoble for 

SEPAGES) using daily mean temperature from Météo France meteorological stations, 

excluding stations missing >35 observations or at >900 m elevation and weighting each station 

by the number of participants within 20 km. Table A3-1 lists 𝑃95 of each cohort area. 

3.2.4 Main analysis 

We assessed the association between temperature indicators and preterm birth using Cox 

proportional hazards models with duration of pregnancy (weeks since conception) as the time 

variable and birth as the outcome (censored at 35 weeks after conception). We fit a separate 

model for each of mean temperature, night-time temperature (Tmin), daytime temperature (Tmax), 

temperature variability, and EHF. In each model, we accounted for the time-varying effects of 

exposure using a distributed lag nonlinear model (DLNM) (Gasparrini et al., 2010) with two 

exposure matrices: the 26 weeks following conception (weekly chronic exposure) and the 30 
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days ending at delivery (daily acute exposure). We censored chronic exposure at 26 weeks 

because the DLNM requires a complete equal-length exposure history for all subjects; 

examining chronic exposure later in pregnancy would have required excluding a substantial 

fraction of preterm births. For EHF, we used days 30-181 after conception (181 days = 26 

weeks) as the chronic exposure matrix, because calculating EHF requires a 30-day history. For 

temperature variability, we used the 4 weeks preceding delivery as the (weekly) acute exposure 

matrix, because variability is only defined for multi-day windows. We modelled both the 

exposure-response and the lag-response relationship using natural cubic splines with equally 

spaced knots and 3 degrees of freedom (chosen by testing 3-6 degrees of freedom for the lowest 

value that minimized the Akaike information criterion). 

We adjusted all models for possible confounders or predictors of the outcome selected a priori 

based on the literature and our reasoning: cohort area (6 levels: EDEN Nancy or Poitiers, 

PELAGIE Côtes-d’Armor, Finistère, or Ille-et-Vilaine, or SEPAGES Grenoble), season of 

conception, urbanicity (rural, small city-centre, or suburban), normalized difference vegetation 

index (NDVI), child sex, parity, and maternal characteristics (age at conception, height, pre-

pregnancy BMI, education, and smoking during pregnancy). We did not adjust for gestational 

hypertension or preeclampsia as these may mediate the association between temperature and 

preterm birth (we excluded women with pre-existing hypertension). Urbanicity was based on 

data from the French National Institute of Statistics and Economics for the home address at 

birth. NDVI was the mean Landsat satellite NDVI (Robinson et al., 2017) in a 500 m buffer 

around the home address at birth during June-August of the year of birth. We considered NDVI 

missing if it was unavailable over more than 25% of the buffer. 

We calculated the relative risk (RR) and 95% confidence interval (CI) of preterm birth 

associated with moderate (10th, 90th percentiles), severe (5th, 95th percentiles), and extreme (1st, 

99th percentiles) exposure compared to the median exposure (50th percentile) during the chronic 

and acute periods. We conducted all statistical analyses using R version 4.1.0 (R Core Team, 

2021) with the packages survival v3.2-11 (Therneau, 2021) and dlnm v2.4.6 (Gasparrini, 2011). 

3.2.5 Sensitivity analyses 

To better understand the associations with temperature and evaluate the robustness of our 

findings, we repeated our analyses 1) including the 309 participants (of which 16 preterm births) 

that were missing covariates, which we imputed using the cohort area-specific median (for 
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NDVI, maternal age at conception, maternal height, and maternal pre-pregnancy BMI) or mode 

(for parity, maternal education and maternal smoking during pregnancy); and 2) using 

temperature estimated at a 1 km spatial resolution for all participants (rather than using 200 m 

temperature for the 33% of participants that lived in large urban areas). 

3.3 Results 

Over half (58%) of the women in this study lived in Brittany; 18% lived in Nancy, 16% in 

Poitiers, and 8% in Grenoble (Table 3-1). Almost half (45%) lived in a rural area. Most women 

(72%) were 25 to 34 years old at conception, had completed at least one year of post-secondary 

education (63%), and were multiparous (56%). A quarter (25%) of women smoked during 

pregnancy. Mean duration of pregnancy (conception to delivery) was 37.9 weeks and 4.3% of 

births were preterm. Mean temperature ± SD during the 26 weeks following conception was 

11.8 ± 3.6°C; the SD of weekly temperature averaged 2.0 ± 0.3°C. Mean EHF was 0.7 ± 1.1 

over days 30 to 181 since conception. Figure A3-1 shows temperature and EHF over time for 

each cohort and Table A3-2 summarizes their distributions. Table A3-3 compares the 

characteristics of the participants included and excluded from the main analyses. 

3.3.1 Cold and preterm birth 

Severe cold (5th vs 50th percentile of Tmean) 7-9 weeks after conception and 10-4 days before 

delivery increased the risk of preterm birth (Figure 3-4). Aa mean temperature of 2°C (vs 

11.6°C) throughout weeks 7-9 after conception was associated with RR for preterm birth of 

1.29 (95% CI 1.02 to 1.64) (Figure 3-5). A mean temperature of 1.2°C (vs 12.1°C) throughout 

days 10-4 before delivery had RR of 1.55 (95% CI 1.14-2.11) (Figure 3-5). Focusing on a single 

week or day during each critical window, the mean RR for preterm birth was 1.09 (95% CI 1.01 

to 1.18) following severe cold on one of weeks 7-9 after conception; RR was 1.06 (95% CI 1.01 

to 1.12) following severe cold on one of days 10-4 before delivery (Figure A3-2). For extreme 

cold (1st percentile of Tmean), the association was significant 4-9 weeks after conception and 10-

4 days before delivery. Moderate cold (10th percentile of Tmean) was only significant 10-5 days 

before delivery. There was a longer critical window for chronic daytime cold (low Tmax; weeks 

6-18 after conception) (Figure 3-4), while night-time cold (low Tmin) was only significant when 

it was extreme (1st percentile) 7-6 days before delivery (Figure 3-5). Imputing missing 

covariates did not substantially alter associations between cold and preterm birth, but using only 

1 km temperature made the critical windows shorter or non-significant. Maternal education was 
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the only variable that did not satisfy the proportional hazards assumption; stratifying the Cox 

models on education did not substantially alter the results. 

Table 3-1. Population characteristics 

 
Consortium 

n (%) or 
mean (SD) 

EDEN 
n (%) or 

mean (SD) 

PELAGIE 
n (%) or 

mean (SD) 

SEPAGES 
n (%) or 

mean (SD) 

Participants 5347 (100%) 1806 (33.8%) 3116 (58.3%) 425 (7.8%) 
Preterm births 232 (4.3%) 103 (5.7%) 110 (3.5%) 19 (4.5%) 
Duration of pregnancya (weeks) 37.9 (1.7) 37.7 (1.8) 38.1 (1.6) 37.7 (1.5) 
Temperatureb (°C) 11.8 (3.6) 11.3 (4.1) 12.1 (3.2) 12 (4.4) 
Temperature variabilityc (°C) 2.0 (0.3) 2.2 (0.2) 1.9 (0.3) 2.1 (0.2) 
Excess Heat Factord 0.7 (1.1) 0.8 (1.3) 0.6 (0.9) 0.7 (1.0) 
NDVI 0.50 (0.11) 0.46 (0.10) 0.52 (0.10) 0.49 (0.16) 
Child sex     
 Boy 2737 (51.2%) 940 (52%) 1572 (50.4%) 225 (52.9%) 
 Girl 2610 (48.8%) 866 (48%) 1544 (49.6%) 200 (47.1%) 
Parity     
 0 2374 (44.4%) 794 (44.0%) 1386 (44.5%) 194 (45.6%) 
 1 2021 (37.8%) 670 (37.1%) 1166 (37.4%) 185 (43.5%) 
 >=2 952 (17.8%) 342 (18.9%) 564 (18.1%) 46 (10.8%) 
Maternal age at conception (years) 30 (4.5) 29.4 (4.9) 29.9 (4.3) 32.5 (3.9) 
Maternal height     
 135-175 cm 4612 (86.3%) 1561 (86.4%) 2719 (87.3%) 332 (78.1%) 
 170-190 cm 735 (13.7%) 245 (13.6%) 397 (12.7%) 93 (21.9%) 
Maternal pre-pregnancy BMI     
 <18.5 kg/m2 412   (7.7%) 157   (8.7%) 229   (7.3%) 26   (6.1%) 
 18.5 – 25 kg/m2 3844 (71.9%) 1177 (65.2%) 2346 (75.3%) 321 (75.5%) 
 >25 kg/m2 1091 (20.4%) 472 (26.1%) 541 (17.4%) 78 (18.4%) 
Maternal education     
 Baccalaureate or less 1987 (37.2%) 840 (46.5%) 1125 (36.1%) 22   (5.2%) 
 Baccalaureate + 1 or 2 years 1373 (25.7%) 415 (23.0%) 906 (29.1%) 52 (12.2%) 
 >= Baccalaureate +3 years 1987 (37.2%) 551 (30.5%) 1085 (34.8%) 351 (82.6%) 
Smoking status during pregnancy     
 None 4006 (74.9%) 1347 (74.6%) 2257 (72.4%) 402 (94.6%) 
 Active smoker 1341 (25.1%) 459 (25.4%) 859 (27.6%) 23   (5.4%) 
Urbanicity     
 City-centre 896 (16.8%) 191 (10.6%) 547 (17.6%) 158 (37.2%) 
 Small city-centre or suburban 2021 (37.8%) 879 (48.7%) 918 (29.5%) 224 (52.7%) 
 Rural 2430 (45.4%) 736 (40.8%) 1651 (53%) 43 (10.1%) 
Season of conception     
 Winter 1321 (24.7%) 431 (23.9%) 762 (24.5%) 128 (30.1%) 
 Spring 1211 (22.6%) 371 (20.5%) 751 (24.1%) 89 (20.9%) 
 Summer 1477 (27.6%) 527 (29.2%) 860 (27.6%) 90 (21.2%) 
 Autumn 1338 (25.0%) 477 (26.4%) 743 (23.8%) 118 (27.8%) 
Area     
 Nancy 940 (17.6%) 940 (52%) 0     (0%) 0      (0%) 
 Poitiers 866 (16.2%) 866 (48%) 0     (0%) 0      (0%) 
 Brittany 3116 (58.3%) 0   (0%) 3116 (100%) 0      (0%) 
 Grenoble 425   (7.9%) 0   (0%) 0     (0%) 425 (100%) 

a Conception to delivery 
b Over the 26 weeks following conception 
c Weekly standard deviation (SD) over the 26 weeks following conception 
d Over days 30-181 after conception 
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Figure 3-4. Adjusted relative risk (solid line) and 95% confidence interval (shaded area) for 

preterm birth associated with severe cold during each of the 26 weeks following conception 

(left) and the 30 days ending at delivery (right). Top: overall cold (5th percentile of Tmean); 

middle: daytime cold (5th percentile of Tmax); bottom: night-time cold (5th percentile of Tmin). 

Reference is 50th percentile of temperature. 

3.3.2 Heat and preterm birth 

Heat (high Tmean) during the first weeks following conception, the second half of trimester 2, 

and the last days before delivery seemed to correspond with increased risk of preterm birth, but 

the association was not statistically significant (Figure 3-6). However, we found critical 

windows for severe night-time heat (95th vs 50th percentile of Tmin; 15.7°C vs 7.4°C) during 

weeks 1-5 after conception (RR: 2.00; 95% CI:1.05-3.84) and weeks 20-26 after conception 

(RR: 2.87; 95% CI 1.21 to 6.79) (Figure 3-6). Moderate (90th percentile) night-time heat showed 

a smaller effect during the same windows; extreme (99th percentile) night-time heat showed a 

larger effect but was only significant during weeks 21-26 after conception (Figure 3-5). 

Focusing on a single week during each critical window, an average minimum temperature of 

15.7°C during any one of weeks 1-5 or weeks 21-26 after conception was associated with mean 

RR for preterm birth of about 1.16 (95% CI 1.02 to 1.34) (Figure A3-2). Sensitivity analyses 

did not substantially alter the results. 
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Figure 3-6. Adjusted relative risk (solid line) and 95% confidence interval (shaded area) for 

preterm birth associated with severe heat during each of the 26 weeks following conception 

(left) and the 30 days ending at delivery (right). Top: overall heat (95th percentile of Tmean); 

middle: daytime heat (95th percentile of Tmax); bottom: night-time heat (95th percentile of Tmin). 

Reference is 50th percentile of temperature. 

3.3.3 Temperature variability and Excess Heat Factor 

There was no clear association between temperature variability and risk of preterm birth. 

Moderately variable temperature (90th vs 50th percentile of TSD; 3.3°C vs 1.8°C) throughout 

weeks 7 and 8 following conception (Figure A3-3) may have had a protective effect, but the 

association was barely significant (RR: 0.85; 95% CI 0.73 to 1.00). Other exposure levels were 

not significant, and sensitivity analyses showed similar results. There was no significant 

association between EHF and preterm birth (Figure A3-4). 

3.4 Discussion 

We found evidence of susceptibility to cold from the middle of the first to the middle of the 

second trimester and around a week before delivery. Women were susceptible to heat during 

the weeks immediately following conception and the end of the second trimester. Night-time 

heat (high Tmin) seemed to be more harmful than daytime (high Tmax) or overall (high Tmean) 

heat, while night-time cold seemed less harmful than daytime or overall cold. Our results are 
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based on survival analysis using a spatiotemporally resolved daily exposure model of ambient 

temperature coupled to home address, controlling for both chronic (weekly for the 26 weeks 

following conception) and acute (daily for the 30 days ending at delivery) exposure, and 

accounting for nonlinear lags in the effect of exposure. 

3.4.1 Cold and preterm birth 

We found evidence of a critical window for chronic cold (low Tmean) during weeks 4-9 after 

conception (in the second half of the first trimester). Women were more sensitive to chronic 

daytime cold (low Tmax) than chronic overall or night-time cold (Tmean or Tmin): the critical 

window for chronic daytime cold continued through week 18 after conception (the middle of 

the second trimester), while we found no significant critical window for chronic night-time 

cold. Women may have been less exposed to night-time cold as they were likely indoors and 

most homes in France are heated. 

Relatively few studies have examined the effects of early pregnancy cold in temperate climates, 

with most finding windows of protective effect: cold before conception in the United States (Ha 

et al., 2017a), during weeks 6-19 after conception in the United States and China (Guo et al., 

2018; Ha et al., 2017a), or during the first trimester in Europe and China (Giorgis-Allemand et 

al., 2017; Y.-Y. Wang et al., 2020) decreased the risk of preterm birth. However, the United 

States study also found that cold during the 2 weeks before and 5 weeks following conception 

increased the risk of early preterm birth (<34 weeks amenorrhea) by 20% (95% CI 11 to 30%) 

and of late preterm birth (34-36 weeks amenorrhea) by 9% (95% CI 4 to 15%). This compares 

to our finding of a 29% increase (95% CI 2 to 64%) in risk for preterm birth (<37 weeks 

amenorrhea) associated with exposure to severe cold (5th percentile of Tmean) during weeks 7-9 

after conception. The studies in China also reported increased risk from entire pregnancy cold 

in temperate (Y.-Y. Wang et al., 2020) and cold areas (Guo et al., 2018). Compared to previous 

studies, we examined narrower windows for chronic exposure (single weeks during the first 

two trimesters) and estimated temperature based on home address coupled to a fine-scale 

exposure model (rather than using city-wide or regional temperature), which may have 

improved our ability to detect critical windows. 

We also found an increased risk of preterm birth associated with acute overall and daytime cold 

(low Tmean and Tmax) 10-4 days before delivery. This effect was adjusted for temperatures earlier 

in pregnancy, as our models included both chronic (weekly from conception through week 26) 
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and acute (daily for the 30 days ending at delivery) exposure. Previous studies of late pregnancy 

cold in temperate climates have reported conflicting results of no association with preterm birth 

(Guo et al., 2018; Kloog et al., 2015a; Lee et al., 2008, 2018; Vicedo-Cabrera et al., 2015), a 

decreased risk (Ha et al., 2017a), or a decreased risk from cold on the day before or of delivery 

but an increased risk from cold 2 or 3 days before delivery (Cox et al., 2016; Sun et al., 2019). 

Most of these studies considered only the last 7 days (daily exposure) or last four weeks (weekly 

exposure) of pregnancy, which may have limited their ability to detect a critical window starting 

around 10 days before delivery, and many did not adjust for temperature earlier in pregnancy. 

Two recent studies in China found an increased risk of preterm birth associated with cold during 

the third trimester (He et al., 2016; Y.-Y. Wang et al., 2020). We did not examine third trimester 

exposure, but the association with daytime cold (low Tmax) remained significant when 

cumulated over the 30 days ending at delivery. 

3.4.2 Heat and preterm birth 

We found critical windows for chronic heat at the start of pregnancy (weeks 1-5 after 

conception) and at the end of the second and beginning of the third trimester (weeks 20-26 after 

conception). The association was only significant for night-time heat (high Tmin), but the shape 

of the lag-response curve was similar for overall and daytime heat (high Tmean or Tmax). This 

may indicate a stronger link between night-time rather than daytime heat and preterm birth. 

Heatwave mortality studies have suggested that hot nights following hot days may be 

particularly dangerous because they limit the ability to recover from daytime heat (Basu et al., 

2008; Laaidi et al., 2012; Murage et al., 2017), and recent studies in California and Belgium 

found a clearer association with preterm birth for high minimum temperature than high mean 

temperature (Avalos et al., 2017; Cox et al., 2016). The association with night-time heat may 

have been particularly clear in our study because we estimated temperature at each woman’s 

home using a fine-scale exposure model that captures the higher night-time temperatures of 

urban heat islands (Chapter 1). Taken together, these results suggest that future studies should 

consider night-time heat indicators in order to clarify the effects of heat during pregnancy, 

particularly in countries such as France where only about 13% of homes have air conditioning 

(Randazzo et al., 2020). A recent multi-centre study in Europe also found no association 

between Tmean and preterm birth (Giorgis-Allemand et al., 2017), but did not consider night-

time heat nor fine temporal windows for chronic exposure. In contrast, studies in the U.S., 

Europe, China, and Australia have found an increased risk of preterm birth associated with 

varying windows for heat (Tmean) including preconception (Ha et al., 2017a), weeks 1-5, 13-19, 
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and 19-24 after conception (Ha et al., 2017a; Liu et al., 2020), every trimester (Y.-Y. Wang et 

al., 2020), and entire pregnancy (Ha et al., 2017a; Kloog et al., 2015a). 

Many studies have reported that heat in the last days of pregnancy may trigger preterm delivery 

(Chersich et al., 2020; Zhang et al., 2017), although a few have reported no effect in cold or 

cool climates (Guo et al., 2018; Kloog et al., 2015a; Lee et al., 2008; Sun et al., 2019; Vicedo-

Cabrera et al., 2015). In our study, heat during the last 5 days of pregnancy suggested an 

increased risk of preterm birth, but the association did not cross the threshold of significance. 

We adjusted for temperature earlier in pregnancy, which may have reduced the importance of 

end of pregnancy heat. Our exposure estimates may also be less accurate during the final days 

of pregnancy because we estimated exposure based on home address, but some women were 

likely admitted to maternity units before the day of delivery. 

3.4.3 Temperature variability and acclimation 

Temperature variability and acclimation to location and season have been shown to affect the 

risk of mortality (Guo et al., 2016; Lee et al., 2014; Nordio et al., 2015; Shi et al., 2015), but 

few studies have examined them in relation to birth outcomes. A recent study in the Andes 

associated more variable temperature with lower birth weight (Molina & Saldarriaga, 2017), 

and a study in France using a subset of our study population associated more variable 

temperature during weeks 4-18 after conception with lower term birth weight (Jakpor et al., 

2020). A study in Brisbane found evidence of acclimation to higher temperatures between 1994 

and 2013: the preterm risk curve for temperature exposure during the third trimester shifted to 

the right, resulting in greater susceptibility to cold and greater resistance to heat in 2013 

compared to 1994 (Li et al., 2018). 

We did not find an association between preterm birth and the variability of temperature. This 

could in part be because more than half of our study population lived in Brittany, a coastal 

region with an oceanic climate characterized by relatively stable temperatures. Nor did we find 

an association with EHF, a heatwave index that accounts for acclimation to both location and 

season. This could be related to the fact that we only found a significant association for night-

time heat (high Tmin) whereas EHF was based on Tmean. Our sample size may also have limited 

our ability to detect an effect associated with an infrequent acute exposure such as EHF. We 

also adjusted for EHF earlier in pregnancy, which may have reduced the effect of EHF shortly 

before delivery: our heat analyses similarly showed an increased but non-significant association 
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during the final days of pregnancy. Further research should seek to clarify the possible role of 

temperature variability and acclimation. 

3.4.4 Biological pathways 

The biological pathways linking temperature exposure to birth outcomes remain unclear. 

Pregnant women have increased fat deposition, decreased surface area to mass ratio, weight 

gain, and higher metabolic heat production (as the foetus contributes), which could make them 

more susceptible to heat. Heat may cause the release of cytokines involved in labour induction 

such as prostaglandin and oxytocin (Dadvand et al., 2011), and their concentration in the blood 

might be increased by heat-induced dehydration (Schifano et al., 2013). Dehydration and 

shifting of blood flow to the skin to dissipate heat could limit oxygen supply to the foetus (Sun 

et al., 2019), and heat shock proteins might cause inflammation (Basu et al., 2017). Heat may 

also be linked to preeclampsia (Beltran et al., 2013; Shashar et al., 2020). Fewer mechanisms 

have been proposed for cold, but thermoregulatory responses can cause peripheral 

vasoconstriction and increase blood pressure and viscosity, which might restrict blood flow to 

the placenta or contribute to gestational hypertension (Basu et al., 2017; Bruckner et al., 2014). 

3.4.5 Strengths and limitations 

We note that our study has some limitations. We had a relatively small sample size representing 

only oceanic and warm temperate climates, which may have limited our ability to detect effects 

and generalize our findings. We estimated exposure based on ambient (outdoor) temperature at 

women’s home address, but women may have spent a substantial portion of time at other 

locations (particularly during the day and early in pregnancy) or indoors (particularly at night 

and late in pregnancy). We also lacked complete address history for a quarter of participants 

(all from the PELAGIE cohort). We estimated exposure for these women based on municipality 

or neighbourhood of residence as reported at inclusion (mean 10.4 weeks after conception), 

which may have increased exposure measurement error and biased our associations towards 

null. 

Since the DLNM requires complete equal-length exposure histories, we only considered 

exposure during the 26 weeks following conception and the 30 days ending at delivery. This 

could have led us to miss critical windows early in the third trimester (e.g. weeks 27-30 after 

conception) because we only considered daily exposure during this period for the few preterm 

infants born at 32 weeks amenorrhea or less. A recent study in Rome and Barcelona found that 
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heat during the previous three days was more harmful earlier than later in the third trimester 

(Schifano et al., 2016), so future studies with sufficient sample size should investigate critical 

windows in the first half of the third trimester. We also did not account for humidity, which 

may modify the physiological effects of heat (Davis et al., 2016). However, the evidence for 

humidity is mixed: some studies found it did not substantially modify the association between 

temperature and mortality (Armstrong et al., 2019; Barnett et al., 2010) or birth outcomes 

(Huang et al., 2021) while others suggested a significant role (Jakpor et al., 2020) or that 

humidity’s importance varies between locations (Bobb et al., 2011). 

Despite these limitations, our study has several strengths. Pooling three cohorts from different 

regions of France allowed us to increase the study population and capture greater climatic 

variability while maintaining detailed health data and similar lifestyles across most participants. 

We estimated exposure based on daily ambient temperature at participants’ home address from 

a spatiotemporally resolved exposure model. This likely reduced exposure error for the 45% of 

women that lived in rural areas, which often have few weather monitors, and the 33% of women 

that lived in large urban areas, where we were able to use 200 m temperature estimates that 

better capture urban heat islands and other fine-scale spatial patterns. One of the few previous 

studies to use residence-based temperature exposure found a significant association with birth 

weight that became close to null when exposure was estimated based on the closest weather 

monitor (Kloog et al., 2015a), and our sensitivity analyses showed that using 1 km rather than 

200 m temperature for urban women weakened the association with preterm birth and shortened 

the critical windows for exposure. 

We used Cox proportional hazards models with pregnancy duration as the time variable to avoid 

possible confounding by temporal trends in conception rates and the fact that the risk of preterm 

birth increases exponentially later in pregnancy (Darrow et al., 2009; Strand et al., 2011b). To 

avoid underestimating gestational age in the case that temperature affects foetal growth during 

the first trimester (Olsen & Basso, 2005), we preferred gestational duration calculated from the 

last menstrual period rather than from measurements performed at the first ultrasound. We 

accounted for nonlinear lags in the effect of exposure and examined narrow windows (each of 

the 26 weeks following conception and the 30 days ending at delivery) that did not necessarily 

correspond to clinical trimesters. We adjusted our estimates of chronic effects (weekly for the 

26 weeks following conception) for acute effects (daily for the 30 days ending at delivery) and 

vice versa. We further adjusted for potential confounders such as season of conception, 

maternal age, education, and smoking, but did not adjust for air pollution because it may be on 



Chapter 3: Ambient temperature and preterm birth risk in France  –  Discussion 

84 

the causal pathway from temperature to preterm birth (Buckley et al., 2014). Future studies 

could investigate the possible synergistic effects of air pollution and temperature (Sun et al., 

2020a; Q. Wang et al., 2020). 

In this study, we used highly resolved spatiotemporal exposure estimates to assess the 

association between preterm birth and heat and cold and explored the effects of temperature 

variability and acclimation. Our results indicate that, in a temperate climate, cold between the 

middle of the first and second trimesters increases the risk of preterm birth and cold late in 

pregnancy may trigger preterm birth with a lag time of about one week. We also found that 

night-time heat may be harmful during the five weeks following conception and the 6th month 

of pregnancy. We found inconclusive evidence for heat as a short-term trigger of preterm birth. 

In the context of climate change, the already visible effects of rising temperatures and more 

frequent weather hazards are expected to multiply over the course of the century, adding to the 

burden of preterm birth. Health professionals and policy makers could use these findings to 

increase awareness of the risks of extreme temperature for pregnant women and improve the 

health of their infants both at birth and throughout their lifespan, as preterm birth is associated 

with poorer health in childhood and adulthood. 
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Contributions 

This PhD made several contributions to the fields of environmental exposure assessment and 

environmental epidemiology. First, we developed a spatial downscaling technique that allows 

geostatistical temperature models to increase the spatial resolution of their predictions by 

incorporating high spatial but low temporal resolution thermal data from the Landsat satellites. 

We used the technique to estimate daily minimum, mean, and maximum air temperature at a 

200 m spatial resolution over 103 urban areas in France from 2000 to 2018. Higher-resolution 

temperature estimates are particularly relevant for urban areas since they are home to much of 

the world’s population, are often warmer than the surrounding countryside, and can have 

substantial temperature contrasts over short spatial scales. Improved temperature estimates for 

urban areas may be useful for epidemiological studies seeking to understand temperature’s 

health effects, for public health officials seeking to identify at-risk neighbourhoods for extreme 

weather events, and for public planners interested in understanding and mitigating urban heat 

islands. Our temperature model also estimates daily minimum, mean, and maximum air 

temperature at a 1 km spatial resolution over continental France from 2000 to 2018. 

Second, we developed the first satellite-based geostatistical PM model covering France at daily 

1 km resolution from 2000 to 2019. Accurate PM prediction is challenging because monitors 

are often sparse while AOD is often missing and is not specific to ground-level aerosols. We 

found that Gaussian Markov random fields (GMRF) captured spatial and particularly temporal 

variation in PM levels better than widely used mixed models and random forests. Ensembling 

the predictions of the three algorithms allowed us to correct bias and take advantage of the fact 

that GMRF was occasionally outperformed by random forest in some areas. To the best of our 

knowledge, our model’s PM estimates represent the most complete record (2000 to 2019) of 

daily PM2.5 and PM10 covering continental France at a 1 km resolution. 

Finally, we comprehensively assessed the association between ambient temperature and the risk 

of preterm birth in France. We simultaneously addressed several methodological limitations of 

previous studies by using spatiotemporally resolved residence-based exposure estimates, 

examining narrow exposure windows throughout pregnancy, and conducting a survival analysis 

that accounted for changes over time in both the risk of delivery and the effects of temperature. 

In contrast to many studies that highlighted heat as a possible short-term trigger of preterm 

birth, we found susceptibility to cold during trimesters 1 and 2 and around 7 days before 

delivery. We also found evidence that night-time heat may be particularly harmful, with 
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susceptibility during the 5 weeks following conception, the second half of trimester 2, and the 

beginning of trimester 3. Although we examined temperature variability and a heatwave 

indicator that accounts for acclimation to location and season, we found no clear associations 

with preterm birth. This suggests that minimum, mean, and maximum temperature are relevant 

indicators to study in association with preterm birth, while temperature variability and 

heatwave-acclimation indicators may be less appropriate. 

Our findings provide a detailed view of ambient temperature’s role during pregnancy with 

regards to the duration of gestation, which is particularly important in the context of climate 

change and increasing preterm birth rates. More generally, our ambient temperature and PM 

models provide a much-improved combination of high spatial and temporal resolution covering 

a large area (France) and long time period (two decades) with a consistent methodology. This 

will advance our understanding of the health effects of temperature and PM by allowing pooling 

across some epidemiological studies, investigating both acute and chronic exposure windows, 

studying populations that were previously excluded because no exposure assessment tool was 

available for their area, and exploring acclimation to warming temperatures over the past 20 

years. 

Methodology 

We focused on satellite-based geostatistical models because they can accurately estimate 

exposure over large areas and long time periods using a consistent methodology. This approach 

is limited by the availability of satellite data and the number and spatial distribution of 

temperature and PM monitors. MODIS data is not available prior to 2000, which limits our 

ability to extend models backwards in time. PM2.5 monitors were very rare in France in the early 

2000s, so our estimates during that period may be less reliable due to greater average distance 

from a monitor and lower diversity of monitored areas. Differential weighting of monitors and 

including training data from more recent years might help alleviate this, provided that the 

factors that drive PM distribution did not change too much over time. Improving predictions in 

one area or under certain conditions (e.g. high PM levels) may worsen performance in other 

areas due to the bias-variance trade-off, and it may be important to consider how explicit or 

implicit tuning of an exposure model affects subsequent health studies (Sarafian et al., 2020). 

Our ambient exposure models only reconstruct outdoor exposure, yet many people spend much 

of the day and night indoors. The relationship between indoor and outdoor temperature and PM 



Discussion  –  Methodology 

88 

depends on many factors including building construction (e.g. infiltration and air exchange 

rates), heating and cooling, behaviour (e.g. opening windows), and the presence of indoor PM 

sources (tobacco smoke, fuel combustion for heating or cooking) (Hondula et al., 2021; Kuras 

et al., 2017; Morawska et al., 2013; Nguyen & Dockery, 2016; Ouidir et al., 2015; Quinn et al., 

2014). Incorporating indoor exposure could refine effect estimates and improve our 

understanding of how temperature and PM affect health, complementing the larger body of 

research on ambient exposure. 

Incorporating space-time activity could also refine exposure estimates and improve our 

understanding of different activities, travel modes, and trajectory choices affect exposure. This 

could inform public health recommendations and give individuals greater control over their 

personal exposure. Accounting for individuals’ movements becomes increasingly important as 

the resolution of exposure models increases. For example, it makes little sense to estimate air 

temperature a 10 m spatial resolution if individuals cannot be located more precisely than their 

home address. The spatiotemporal variability of exposure is also important: higher resolutions 

are particularly useful in urban areas, where exposure can vary over fine spatial scales, and for 

exposures such as nitrous oxides that show large spatial contrasts. For some exposures 

accounting for space-time activity may be less important than estimating indoor exposure 

(Ouidir et al., 2015). 

The most direct way to assess total personal exposure is with a portable monitor, but this 

imposes major financial and logistical costs. Emerging low-cost sensors could make personal 

monitoring more feasible, but data quality is a concern. For example, an evaluation of low-cost 

temperature monitors used in the SEPAGES study found that 25% were unreliable (Gajardo 

Alarcón, 2019). Carrying a personal monitor also imposes a substantial burden on study 

participants, making it challenging to measure exposure over long time periods. This could 

introduce bias if exposure during the monitored period is not representative of exposure at other 

times or if willingness to carry a portable monitor and adherence to the study protocol are 

correlated with factors such as socioeconomic status that may also influence health outcomes. 

Regardless of the method used, any measurement of exposure will have some error. If the error 

is differential, meaning it is related to the health outcome of interest, then it will bias any 

estimate of the association between the exposure and the health outcome (Armstrong, 1998). If 

the error is non-differential, then whether it biases the estimate or not depends on whether the 

error is classical or Berkson (Armstrong, 1998; Zeger et al., 2000). Classical error occurs when 
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a true exposure x is measured as z with random error that is uncorrelated with the measurement 

such that E(z|x) = x. For example, ambient temperature measured with an unbiased thermometer 

has classical error because the average of many thermometer readings is equal to the true 

temperature; higher readings are “cancelled out” by lower readings. Berkson error, first 

proposed by Joseph Berkson (1950), occurs when a true exposure x is measured as z with 

random error that is uncorrelated with the true exposure such that E(x|z) = z. For example, PM 

exposure estimated for a group of people based on a central air quality monitor has Berkson 

error if the true average exposure of the group is equal to the monitor reading; individuals with 

higher exposure are “cancelled out” by individuals with lower exposure. 

Classical error tends to attenuate any association between exposure and health effects (i.e. bias 

the association towards null). If exposure estimates have substantial classical error, the 

regression coefficient will tend towards zero even if the true value is non-zero. The degree of 

attenuation depends on the relative variance of the error and the true exposure: attenuation 

increases with more variable errors but is mitigated by more variable exposures (Armstrong, 

1998; Zeger et al., 2000). In contrast, Berkson error does not bias any association, but it 

decreases power by increasing the variance of the regression coefficient (Armstrong, 1998; 

Berkson, 1950; Zeger et al., 2000). If exposure estimates have substantial Berkson error, the 

regression coefficient will tend towards the true value but will have a wide confidence interval 

that may include null. 

Zeger et al. (2000) analysed the sources, types, and effects of exposure error in time-series 

mortality studies of air pollution. They concluded that most exposure estimates include both 

classical and Berkson error and identified differences between personal exposure and ambient 

measurements as the main source of bias when estimating health effects with single-pollutant 

models. Our temperature and PM exposure models should reduce bias by providing better 

estimates of true personal exposure than central monitoring stations, but differences between 

indoor and ambient exposure remain a possible source of bias. For multi-pollutant models, 

correlations between error in the different pollutants may also be a substantial source of bias 

(Zeger et al., 2000). 

Our study of the association between temperature and preterm birth has a few potential sources 

of bias in addition to exposure error. Using prospective cohorts allowed us to estimate exposure 

at participant’s home address, account for changes of residence during pregnancy, and control 

for several possible confounders and predictors of preterm birth. But it also introduced the 
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potential for selection bias if willingness to participate was in some way associated with preterm 

birth risk. The study protocols were designed to limit this risk, but they could not eliminate it 

or guarantee that the participants are representative of the general population. For example, the 

SEPAGES participants were more educated, had fewer children, and were less likely to smoke 

than the EDEN and PELAGIE participants or the average French mother. 

Pooling cohort participants from three geographic regions and two time periods increased the 

variability of participants characteristics and exposures and increased our power, which may 

have improved our ability to detect effects and decreased the risk that our findings are specific 

to the study population. Future studies could explore using the larger ELFE national 

longitudinal cohort (Charles et al., 2021) or the total population of births in France based on 

data from obligatory 8-day infant health certificates (CS8). On the other hand, using a larger, 

more diverse study population increases the risk of confounding due to factors such as smoking, 

education, and unmeasured characteristics, another example of the bias-variance trade-off. 

Datasets covering larger populations also tend to have less detailed information about address 

history, maternal characteristics, and behaviour, which limits the accuracy of exposure 

assessment and the ability to adjust for potential confounders. 

We estimated gestational length based on the date of the last menstrual period (LMP) to avoid 

the risk that gestational age may be underestimated at the first trimester ultrasound if 

temperature exposure restricts intrauterine growth early in pregnancy. However, using LMP 

may introduce recall bias if participants did not remember the exact date of their last menses 

(Weinberg et al., 2015). Figure D-1 shows that participants of our study were substantially more 

likely to report their LMP as the 1st, 10th, 15th, or 20th day of the month, suggesting that they did 

not recall the true date. This may have resulted in nondifferential outcome misclassification, 

which would not bias our effect estimates but would reduce statistical power. It could also have 

biased our effect estimates if the likelihood of not recalling the exact LMP date was correlated 

with temperature exposure or factors that influence the risk of preterm birth (e.g. smoking). 
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Figure D-1. Digit preference when reporting date of last menstrual period (LMP) in the pooled 

EDEN, PELAGIE, and SEPAGES data used in Chapter 3. The high frequency of LMP reported 

on the 1st, 10th, 15th, or 20th day of the month suggests some recall bias. 

Perspectives 

Taken together, the parts of this PhD suggest several directions for further research. The success 

of the spatial downscaling method we developed to estimate daily 200 m air temperature 

suggests that incorporating multiple satellite datasets might allow models to achieve very high 

spatiotemporal resolutions such as hourly at 200 m. A recent study in Israel combined daily 

1 km MODIS LST and 15-minute 4 km SEVIRI LST to reconstruct hourly 1 km air temperature 

(Zhou et al., 2020), but to our knowledge no study has yet attempted to estimate hourly air 

temperature at higher than 1 km resolution. Hourly temperatures at high spatial resolution could 

help clarify which temperature metrics are most relevant to human health. They could also help 

understand the drivers of urban heat islands, identify vulnerable neighbourhoods, and evaluate 

heat island mitigation strategies. 

Spatial and temporal downscaling could also be useful for PM models. For example, a recent 

study in China combined daily 1 km MAIAC AOD and hourly 5 km Himawari AOD to estimate 

hourly 1 km PM2.5 over Beijing (Sun et al., 2021). But PM models are currently limited by a 

lack of AOD at greater than 1 km resolution. We attempted to downscale our daily PM model’s 
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predictions in urban areas without incorporating additional satellite data, but the resulting 

estimates were less accurate than the original 1 km estimates. Future studies could investigate 

Sentinel 3’s 2-day 300 m AOD product, which is available since late 2018. AOD retrieval at 

30 m from Landsat 8 (launched in 2013) and at 10 m from Sentinel 2 (launched in 2015) is an 

area of active research that might also benefit future studies. 

The gap-filling approach we applied to AOD in our PM model could also be applied to LST to 

facilitate air temperature modelling, as was done by the study that estimated hourly air 

temperature over Israel. LST may be particularly amenable to gap-filling as it may show 

repeating seasonal patterns. A study in the United States developed a spatiotemporal gap-filling 

method that exploited the temporal and seasonal autocorrelation of MODIS LST (X. Li et al., 

2018a) and used the resulting gap-free LST to model daily 1 km air temperature (X. Li et al., 

2018b). And a recent study developed a method to generate gap-free daily mean, daytime, and 

night-time 1 km LST worldwide based on MODIS LST and a climate forecasting model (Shiff 

et al., 2021). If gap-filling techniques are effective for Landsat data, they might increase the 

accuracy of high spatial resolution temperature estimates, and improved gap-filling methods 

might translate to better model performance at any spatial resolution. However, few studies 

have thoroughly investigated how the quality of gap-filling affects the accuracy of final 

temperature or PM estimates (Pu & Yoo, 2021). Many gap-filling approaches assume that the 

distribution of LST and AOD is similar on clear-sky and cloudy days, but this may not be the 

case (Zeng et al., 2018; Zhu et al., 2017). Gap-filling methods that rely on weather forecasting 

or chemical transport models may also introduce circular dependencies if those models 

incorporate data from the same PM or temperature monitors that are later used to calibrate the 

gap-filled AOD or LST. 

Our PM model generally captured temporal variation better than spatial variation, possibly due 

to the sparsity of PM monitors. This suggests that even short timeseries of PM measures at new 

locations might substantially improve performance. If this is the case, then mobile measurement 

campaigns or crowdsourcing of data from low-cost home air quality monitors provide a good 

compliment to longer timeseries of high-quality measurements from official monitoring 

networks. A better understanding of the relationship between monitor sparsity and model 

accuracy could focus modelling efforts, support targeting measurement campaigns, or help 

improve official monitoring networks. Improving model interpretability, particularly for 

complex machine learning algorithms, could also contribute to modelling and exposure 

mitigation efforts by providing insight into the factors that drive temperature and PM. Exposure 
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models could also be extended to estimate PM composition (Chen et al., 2020), which is 

increasingly recognized as having important health effects (Achilleos et al., 2017). 

Epidemiological studies that use temperature and PM models could benefit from more granular 

information about the uncertainty of the exposure estimates. Models usually report aggregate 

metrics such as cross-validated annual or regional R2 and RMSE but do not report uncertainty 

for individual estimates. Bayesian approaches could provide spatiotemporally continuous 

uncertainty estimates to accompany predictions (Murray et al., 2019). Epidemiological studies 

might also benefit from exposure models that are tuned for specific populations or health 

outcomes (Sarafian et al., 2020). 

To complement our results on ambient temperature and preterm birth in France, we are 

currently using similar methods to study ambient temperature and term birth weight. This could 

help clarify temperature’s role during pregnancy because different pathways may affect 

gestational duration and intrauterine growth. Our group is also studying prenatal ambient 

temperature exposure in relation to newborn lung function and pre- and post-natal ambient PM 

exposure in relation to child cognitive function. Further studies could incorporate exposure 

estimates from our PM model to explore interactions between temperature and PM, as recent 

work suggests they may synergistically increase the risk of adverse birth outcomes (Qiu et al., 

2020; Sun et al., 2020a; Q. Wang et al., 2020). Further studies could also explore suggested 

interactions or mediation relationships between temperature, PM, and green space (Asta et al., 

2019; Jarvis et al., 2021; Sun et al., 2020b; Yitshak-Sade et al., 2020). 

Conclusion 

In this PhD, we developed novel approaches to increase the accuracy and spatial resolution of 

satellite-based exposure models and applied them to reconstruct daily 1 km temperature and 

PM in France over two decades starting in 2000. Our modelling approach could be applied to 

improve exposure estimates in other areas, and our high-resolution multi-decadal dataset of 

temperature and PM in France will be of interest to epidemiologists, climatologists, planners, 

policymakers, and the public. Future work might extend our approach to estimate hourly 

temperature, PM, or other exposures at 100 m resolution or finer, evaluate the impact of gap-

filling accuracy, and provide uncertainty metrics for the exposure estimates that could be 

incorporated in epidemiological studies. 
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We used the reconstructed temperatures to identify periods during pregnancy when exposure to 

cold or heat increased the risk of preterm birth. We are in the process of examining the effects 

of heat and cold on term birth weight, and further studies will examine temperature and PM in 

relation to respiratory function and neurodevelopment. Our datasets could also be used to 

evaluate interactions between temperature and PM and study urban heat islands in relation to 

health. In the context of rising temperatures and more frequent weather hazards, our findings 

on the risks that heat and cold pose to pregnant women and their infants should inform public 

health policies to reduce the growing burden of preterm birth. 
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Appendix 1: supplement to Chapter 1 

 

Table A1-1. Daily Ta observations at weather stations during the 19-year study period. 

 N Min Mean Max SD* 

Tmin 14 725 113 -31.2 6.8 30.3 6.5 
Tmean 8 737 237 -28.2 11.3 34.4 7.1 
Tmax 14 725 428 -26.0 16.5 44.1 8.3 

* SD = standard deviation 

 

Table A1-2. Aggregations of Corine Land Cover (CLC) classes used in this study. 

Aggregated category CLC codes CLC class descriptions 

Artificial 1 Artificial areas 

Vegetation 2 
3.1 
3.2 

Agricultural areas 
Forests 
Shrubs and/or herbaceous vegetation associations 

Bare 3.3 Open spaces with little or no vegetation 

Water 4 
5 

Wetlands 
Water bodies 
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Table A1-3. Stage 1 Tmean model performance (predicting daily 1 km Tmean from LST): 10-fold 

cross-validated performance by year; overall, spatial, and temporal components. 

Tmean     Overall  Spatial  Temporal 

Year  LST* N†  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

2000  TN 153  0.96 1.20 0.87  0.94 1.14 0.80  0.96 1.00 0.73 

2001  TN 173  0.97 1.24 0.90  0.96 1.13 0.79  0.98 1.06 0.77 

2002  TN 171  0.96 1.25 0.90  0.94 1.17 0.80  0.96 1.08 0.78 

2003  TN 204  0.98 1.27 0.94  0.96 1.19 0.84  0.98 1.10 0.81 

2004  TN 196  0.97 1.27 0.92  0.95 1.16 0.81  0.97 1.12 0.80 

2005  TN 222  0.97 1.26 0.92  0.96 1.13 0.79  0.98 1.11 0.80 

2006  TN 205  0.97 1.29 0.93  0.96 1.17 0.82  0.98 1.13 0.81 

2007  TN 225  0.96 1.28 0.93  0.94 1.20 0.82  0.97 1.11 0.80 

2008  TN 215  0.96 1.27 0.92  0.94 1.17 0.83  0.97 1.09 0.79 

2009  TN 232  0.97 1.28 0.93  0.96 1.19 0.85  0.98 1.08 0.79 

2010  TN 209  0.97 1.25 0.90  0.96 1.19 0.84  0.98 1.04 0.76 

2011  TN 239  0.96 1.35 0.99  0.94 1.19 0.84  0.96 1.16 0.85 

2012  TN 224  0.97 1.35 0.98  0.96 1.22 0.86  0.97 1.16 0.85 

2013  TN 203  0.97 1.37 0.98  0.95 1.22 0.86  0.97 1.18 0.84 

2014  TN 201  0.96 1.24 0.90  0.94 1.13 0.80  0.96 1.05 0.76 

2015  TN 215  0.96 1.36 0.99  0.95 1.22 0.87  0.97 1.18 0.86 

2016  TN 205  0.96 1.38 1.00  0.94 1.26 0.90  0.97 1.19 0.86 

2017  TN 199  0.97 1.30 0.96  0.96 1.14 0.82  0.97 1.14 0.84 

2018  TN 194  0.97 1.25 0.92  0.96 1.09 0.79  0.98 1.09 0.80 

* LST = source of LST; TN = Terra night 
† N = Thousands of observations used to fit model 
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Table A1-4. Stage 1 Tmin model performance (predicting daily 1 km Tmin from LST): 10-fold 

cross-validated performance by year; overall, spatial, and temporal components. 

Tmin     Overall  Spatial  Temporal 

Year  LST* N†  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

2000  TN 299  0.87 1.92 1.47  0.86 1.54 1.14  0.88 1.65 1.27 

2001  TN 332  0.92 1.88 1.43  0.91 1.50 1.10  0.93 1.65 1.25 

2002  TN 323  0.88 1.99 1.52  0.87 1.57 1.15  0.89 1.74 1.33 

2003  AN 405  0.94 1.88 1.41  0.91 1.67 1.21  0.96 1.50 1.10 

2004  AN 367  0.92 1.86 1.40  0.90 1.59 1.16  0.94 1.53 1.12 

2005  AN 398  0.94 1.89 1.42  0.91 1.65 1.20  0.95 1.53 1.12 

2006  AN 365  0.94 1.84 1.38  0.91 1.58 1.15  0.95 1.49 1.09 

2007  AN 385  0.91 1.88 1.41  0.89 1.60 1.17  0.93 1.52 1.11 

2008  AN 358  0.91 1.85 1.39  0.89 1.56 1.15  0.93 1.50 1.10 

2009  AN 386  0.93 1.86 1.41  0.90 1.63 1.20  0.95 1.49 1.09 

2010  AN 347  0.93 1.84 1.38  0.92 1.60 1.18  0.95 1.48 1.08 

2011  AN 392  0.90 1.95 1.48  0.87 1.67 1.24  0.92 1.54 1.13 

2012  AN 362  0.93 1.92 1.45  0.91 1.61 1.19  0.95 1.56 1.15 

2013  AN 322  0.93 1.87 1.39  0.91 1.56 1.15  0.94 1.53 1.11 

2014  AN 324  0.89 1.82 1.37  0.88 1.52 1.12  0.92 1.46 1.07 

2015  AN 336  0.91 1.95 1.47  0.88 1.68 1.24  0.93 1.57 1.14 

2016  AN 316  0.91 1.94 1.45  0.88 1.66 1.22  0.93 1.55 1.13 

2017  AN 303  0.92 1.91 1.45  0.90 1.62 1.19  0.94 1.54 1.14 

2018  AN 299  0.93 1.79 1.36  0.90 1.53 1.13  0.94 1.45 1.07 

* LST = source of LST; TN = Terra night; AN = Aqua night 
† N = Thousands of observations used to fit the model 
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Table A1-5. Stage 1 Tmax model performance (predicting daily 1 km Tmax from LST): 10-fold 

cross-validated performance by year; overall, spatial, and temporal components. 

Tmax    Overall  Spatial  Temporal 

Year LST* N†  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

2000 TD 265  0.94 1.78 1.33  0.90 1.56 1.13  0.95 1.38 1.02 

2001 TD 319  0.96 1.80 1.34  0.92 1.54 1.12  0.97 1.46 1.07 

2002 TD 314  0.94 1.83 1.37  0.90 1.56 1.14  0.95 1.46 1.08 

2003 AD 379  0.97 1.84 1.37  0.94 1.59 1.16  0.97 1.49 1.10 

2004 AD 334  0.95 1.79 1.33  0.93 1.51 1.09  0.97 1.45 1.06 

2005 AD 358  0.96 1.77 1.32  0.94 1.52 1.09  0.97 1.44 1.06 

2006 AD 337  0.96 1.86 1.38  0.92 1.59 1.16  0.97 1.52 1.11 

2007 AD 353  0.95 1.79 1.34  0.91 1.55 1.11  0.96 1.45 1.07 

2008 AD 318  0.95 1.77 1.32  0.91 1.52 1.11  0.96 1.41 1.04 

2009 AD 341  0.96 1.83 1.37  0.92 1.58 1.15  0.97 1.44 1.06 

2010 AD 308  0.96 1.77 1.32  0.93 1.56 1.13  0.97 1.38 1.01 

2011 AD 358  0.94 1.82 1.37  0.91 1.62 1.18  0.96 1.45 1.07 

2012 AD 332  0.96 1.83 1.37  0.92 1.61 1.18  0.97 1.46 1.08 

2013 AD 291  0.96 1.86 1.38  0.92 1.62 1.17  0.97 1.49 1.09 

2014 AD 300  0.94 1.73 1.29  0.91 1.51 1.11  0.95 1.36 1.01 

2015 AD 315  0.95 1.86 1.39  0.91 1.61 1.18  0.96 1.51 1.12 

2016 AD 290  0.95 1.82 1.36  0.91 1.60 1.17  0.96 1.47 1.08 

2017 AD 274  0.96 1.81 1.36  0.93 1.53 1.12  0.97 1.45 1.08 

2018 AD 271  0.96 1.73 1.31  0.93 1.50 1.12  0.97 1.37 1.02 

* LST = source of LST; TD = Terra day 
† N = thousands of observations used to fit model 
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Table A1-6. Stage 1 model performance (predicting daily 1 km Ta from LST): 10-fold cross-

validated performance across all years (2000 to 2016), by climatic region and urban vs. rural 

locations. 

 Tmin  Tmean  Tmax 

 R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

Mountain 0.90 2.21 1.70  0.95 1.67 1.24  0.94 2.24 1.72 

Semi-continental 0.91 2.10 1.61  0.96 1.44 1.06  0.95 1.99 1.51 

Modified oceanic 0.94 1.53 1.16  0.98 0.98 0.73  0.98 1.33 1.01 

Transitional oceanic 0.92 1.81 1.37  0.97 1.20 0.88  0.95 1.74 1.31 

Oceanic 0.90 1.78 1.32  0.96 1.20 0.88  0.94 1.83 1.36 

Mod. Mediterranean 0.90 2.21 1.71  0.96 1.43 1.08  0.94 2.03 1.55 

Southwest basin 0.94 1.60 1.23  0.98 1.04 0.76  0.97 1.41 1.04 

Mediterranean 0.93 1.81 1.40  0.98 1.11 0.85  0.96 1.62 1.24 

            

Urban 0.93 1.84 1.35  0.97 1.32 0.96  0.95 1.79 1.35 

Peri-urban* 0.93 1.71 1.28  0.97 1.18 0.87  0.96 1.71 1.27 

Rural 0.92 1.90 1.44  0.97 1.30 0.95  0.95 1.81 1.36 

* Non-urban locations within 5 km of a large urban area 

 

Table A1-7. Stage 4 model performance (predicting daily 200 m residuals with an ensemble): 

10-fold cross-validated performance across all years (2000 to 2016), by climatic region and 

urban vs. rural locations (residual scale). 

  RTmin  RTmean  RTmax 

  R2 RMSE MAE  R2 RMSE MAE  R2 RMSE MAE 

Mountain  0.83 0.67 0.42  0.83 0.46 0.30  0.87 0.58 0.37 
Semi-continental  0.80 0.67 0.42  0.79 0.44 0.28  0.86 0.55 0.34 
Modified oceanic  0.74 0.55 0.34  0.76 0.33 0.21  0.80 0.40 0.23 
Transitional oceanic  0.77 0.63 0.40  0.78 0.39 0.26  0.84 0.51 0.31 
Oceanic  0.74 0.62 0.40  0.77 0.39 0.26  0.83 0.51 0.30 
Mod. Mediterranean  0.82 0.73 0.48  0.78 0.48 0.31  0.84 0.62 0.42 
Southwest basin  0.75 0.60 0.37  0.68 0.39 0.24  0.78 0.48 0.29 
Mediterranean  0.77 0.67 0.44  0.72 0.43 0.28  0.80 0.58 0.39 
             
Urban  0.78 0.54 0.33  0.81 0.37 0.23  0.84 0.47 0.27 
Peri-urban*  0.76 0.58 0.37  0.78 0.37 0.24  0.83 0.47 0.28 
Rural  0.79 0.64 0.40  0.79 0.41 0.27  0.84 0.52 0.32 

* Non-urban locations within 5 km of a large urban area 
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Table A1-8. Stage 4 model performance (predicting daily 200 m residuals with an ensemble): 

10-fold cross-validated performance by year. 

  RTmin  RTmean  RTmax 

  N* R2 RMSE MAE  N* R2 RMSE MAE  N* R2 RMSE MAE 

2000  842 0.88 0.47 0.30  425 0.80 0.36 0.22  842 0.87 0.46 0.26 
2001  834 0.85 0.49 0.32  427 0.75 0.41 0.25  834 0.83 0.52 0.31 
2002  829 0.87 0.50 0.33  431 0.77 0.39 0.24  829 0.85 0.51 0.30 
2003  824 0.78 0.66 0.43  431 0.79 0.42 0.28  824 0.84 0.54 0.34 
2004  829 0.77 0.64 0.40  447 0.91 0.25 0.16  829 0.83 0.53 0.31 
2005  825 0.75 0.70 0.44  467 0.75 0.44 0.28  825 0.85 0.50 0.31 
2006  815 0.74 0.68 0.41  471 0.76 0.42 0.27  815 0.84 0.53 0.33 
2007  817 0.79 0.64 0.41  480 0.77 0.42 0.28  817 0.83 0.53 0.32 
2008  810 0.78 0.63 0.39  486 0.77 0.42 0.27  810 0.84 0.50 0.30 
2009  803 0.78 0.66 0.42  488 0.79 0.42 0.28  803 0.85 0.52 0.32 
2010  801 0.77 0.65 0.39  490 0.77 0.41 0.25  801 0.86 0.49 0.29 
2011  793 0.80 0.67 0.43  487 0.79 0.43 0.29  793 0.84 0.54 0.34 
2012  776 0.78 0.66 0.42  482 0.80 0.43 0.28  776 0.84 0.54 0.33 
2013  748 0.76 0.65 0.40  476 0.85 0.35 0.22  748 0.87 0.48 0.29 
2014  733 0.80 0.60 0.38  470 0.78 0.40 0.25  733 0.83 0.52 0.31 
2015  709 0.79 0.66 0.43  461 0.77 0.45 0.29  709 0.86 0.52 0.33 
2016  692 0.78 0.67 0.42  458 0.78 0.43 0.28  692 0.84 0.52 0.32 
2017  617 0.75 0.71 0.45  408 0.76 0.44 0.29  618 0.82 0.56 0.34 
2018  609 0.74 0.68 0.42  412 0.75 0.43 0.27  610 0.82 0.54 0.32 

* N = thousands of observations used to fit model 
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Figure A1-1. Population density of France and urban areas with at least 50 000 residents. 
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Figure A1-2. Relative importance (%) of the predictors in the stage 3 random forest model 

(predicting 200 m residual). Each box shows the distribution for the different model years (2000 

to 2016). 

 

 

Figure A1-3. Relative importance (%) of the predictors in the stage 3 XGBoost model 

(predicting 200 m residual). Each box shows the distribution for the different model years (2000 

to 2016). 
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Figure A1-4. Predicted 1 km Ta from the stage 2 model alone (top row) and with predicted 

200 m Tmin from the stage 4 model overlaid (bottom row) on Feb 18, 2003 over the Paris 

metropolitan area. 
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Figure A1-5. Predicted 1 km Ta from the stage 2 model alone (top row) and with predicted 

200 m Tmin from the stage 4 model overlaid (bottom row) on Nov 01, 2015 over the city of 

Toulouse. 
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Figure A1-6. Predicted 1 km Ta from the stage 2 model alone (top row) and with predicted 

200 m Tmin from the stage 4 model overlaid (bottom row) on Aug 10, 2012 over the city of 

Nancy. 
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Table A2-1. Cross-validated (CV) performance of the stage 1 random forest (imputing PM2.5 at 

PM10 monitors), stratified by year. The cross-validation scheme is described in Chapter 2, 

section 2.3.5 and performance metrics in section 2.3.6. 

  
Observed PM2.5 

 5-Fold CV Performance 

   Total  Spatial  Temporal 

Year Monitorsa Meanb SDc  RMSE Biasd Slopee R² MAE  R² MAE  R² MAE 

2000 4 17.9 10.6  4.08 0.94 0.76 0.85 2.87  0.92 1.08  0.81 2.45 

2001 13 16.2 8.7  3.00 0.23 0.84 0.88 2.13  0.91 1.01  0.87 1.92 

2002 22 14.6 8.3  2.72 -0.03 0.86 0.89 1.94  0.91 0.89  0.88 1.82 

2003 26 15.7 8.3  2.91 -0.18 0.87 0.88 2.09  0.90 0.87  0.87 1.98 

2004 34 13.5 7.3  2.95 -0.19 0.83 0.84 2.00  0.77 0.93  0.83 1.87 

2005 43 14.1 7.5  2.93 -0.06 0.84 0.85 1.99  0.86 0.83  0.84 1.86 

2006 45 14.4 8.4  2.90 -0.07 0.86 0.88 2.02  0.83 1.03  0.89 1.82 

2007 39 14.0 8.6  3.48 -0.91 0.85 0.83 2.46  0.72 1.64  0.87 1.98 

2008 42 15.2 9.6  4.80 -0.16 0.76 0.75 3.35  0.66 2.54  0.80 2.70 

2009 66 18.1 12.1  4.57 -0.07 0.85 0.86 3.27  0.81 2.22  0.88 2.69 

2010 68 18.1 10.7  4.49 0.09 0.82 0.82 3.24  0.65 1.71  0.85 2.79 

2011 76 18.2 12.6  4.55 0.00 0.87 0.87 3.22  0.69 1.77  0.89 2.70 

2012 86 16.2 11.3  4.14 -0.21 0.89 0.87 3.03  0.61 1.87  0.90 2.44 

2013 97 15.6 11.7  3.85 -0.03 0.88 0.89 2.82  0.70 1.58  0.91 2.42 

2014 98 13.0 9.2  3.29 -0.18 0.90 0.87 2.43  0.63 1.43  0.90 2.01 

2015 106 13.2 9.5  3.20 -0.12 0.89 0.89 2.31  0.80 1.15  0.90 2.03 

2016 104 12.2 9.1  3.14 -0.05 0.89 0.88 2.23  0.77 1.15  0.90 1.93 

2017 109 11.4 9.3  3.15 -0.30 0.90 0.89 2.21  0.62 1.27  0.92 1.82 

2018 113 10.7 7.1  3.00 -0.24 0.85 0.82 2.09  0.52 1.10  0.86 1.76 

2019 110 9.5 7.1  2.75 -0.32 0.88 0.85 1.87  0.49 1.04  0.89 1.58 

Mean 65 14.6 9.4  3.50 -0.09 0.85 0.86 2.48  0.74 1.36  0.87 2.13 
a Number of monitors measuring both PM2.5 and PM10 
b µg/m3 
c Standard deviation 
d Mean error 
e Slope of regression of CV predicted PM2.5 on observed PM2.5 
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Table A2-2. Cross-validated (CV) performance of the stage 2 random forest (filling gaps in 

MAIAC AOD), stratified by year. The cross-validation scheme is described in Chapter 2, 

section 2.3.5 and performance metrics in section 2.3.6. 

    5-fold CV Performance 

 MAIAC AOD  Total  Spatial  Temporal 

Year Mean SDa  RMSE Biasb Slopec R² MAE  R² MAE  R² MAE 

2000 0.12 0.087  0.045 -0.014 0.78 0.67 0.032  0.52 0.025  0.72 0.024 

2001 0.13 0.092  0.047 -0.015 0.82 0.71 0.033  0.61 0.025  0.75 0.024 

2002 0.13 0.091  0.044 -0.013 0.81 0.72 0.031  0.60 0.022  0.76 0.024 

2003 0.16 0.101  0.044 -0.011 0.82 0.77 0.031  0.66 0.017  0.81 0.025 

2004 0.13 0.088  0.044 -0.012 0.77 0.71 0.031  0.65 0.019  0.76 0.024 

2005 0.13 0.084  0.043 -0.012 0.78 0.71 0.030  0.60 0.018  0.76 0.024 

2006 0.13 0.090  0.045 -0.013 0.80 0.72 0.032  0.69 0.020  0.77 0.025 

2007 0.15 0.101  0.046 -0.012 0.80 0.75 0.032  0.70 0.020  0.78 0.026 

2008 0.12 0.077  0.042 -0.013 0.76 0.66 0.030  0.61 0.018  0.73 0.022 

2009 0.14 0.088  0.043 -0.012 0.78 0.72 0.031  0.65 0.018  0.76 0.024 

2010 0.12 0.082  0.042 -0.012 0.78 0.71 0.030  0.61 0.018  0.76 0.023 

2011 0.13 0.082  0.040 -0.011 0.79 0.70 0.028  0.63 0.016  0.75 0.023 

2012 0.13 0.089  0.042 -0.012 0.79 0.73 0.029  0.68 0.018  0.76 0.023 

2013 0.13 0.086  0.044 -0.013 0.76 0.69 0.031  0.65 0.019  0.73 0.024 

2014 0.11 0.073  0.041 -0.013 0.74 0.64 0.029  0.60 0.017  0.70 0.022 

2015 0.12 0.077  0.039 -0.011 0.75 0.69 0.028  0.60 0.016  0.74 0.022 

2016 0.11 0.072  0.040 -0.013 0.76 0.65 0.028  0.60 0.016  0.72 0.021 

2017 0.11 0.078  0.040 -0.012 0.76 0.68 0.028  0.59 0.017  0.74 0.022 

2018 0.12 0.075  0.042 -0.013 0.76 0.66 0.030  0.59 0.017  0.71 0.023 

2019 0.12 0.074  0.039 -0.011 0.76 0.69 0.028  0.61 0.017  0.73 0.021 

Mean 0.13 0.084  0.043 -0.012 0.78 0.70 0.030  0.62 0.019  0.75 0.023 
a Standard deviation 
b Mean error 
c Slope of regression of CV predicted AOD on observed AOD 
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Table A2-3. Cross-validated (CV) performance of the stage 4 GAM ensemble, stratified by 

region. The cross-validation scheme is described in Chapter 2, section 2.3.5 and performance 

metrics in section 2.3.6. 

      Multi-stage CV Performance 

  PM  Total Spatial Temporal 

Region Areaa Nb Mean SDc  RMSE R² MAE R² MAE R² MAE 

PM2.5             
Auvergne-Rhône-Alpes 70.9 54 14.4 9.7  4.10 0.82 2.70 0.76 1.16 0.83 2.52 
Bourgogne-Franche-Comté 48.1 20 12.4 8.6  3.93 0.79 2.65 0.63 0.99 0.80 2.50 
Bretagne 27.5 7 11.8 7.2  4.01 0.69 2.76 0.33 1.19 0.71 2.55 
Centre-Val de Loire 39.5 15 12.4 8.3  2.88 0.88 1.95 0.69 0.81 0.89 1.85 
Grand Est 57.7 44 13.7 8.9  4.30 0.77 2.81 0.53 1.29 0.78 2.68 
Hauts-de-France 31.9 38 14.8 10.0  3.78 0.86 2.53 0.52 0.92 0.87 2.39 
Île-de-France 12.1 19 16.0 10.5  5.35 0.74 3.58 0.07 2.75 0.87 2.41 
Normandie 30.1 20 13.3 9.3  3.69 0.84 2.54 0.43 1.24 0.86 2.32 
Nouvelle-Aquitaine 85.2 35 12.3 7.6  3.79 0.75 2.58 0.31 1.17 0.78 2.34 
Occitanie 73.4 21 12.9 7.2  3.59 0.75 2.52 0.38 1.32 0.77 2.31 
Pays de la Loire 32.4 13 11.3 7.5  2.96 0.84 2.09 0.51 1.40 0.86 1.89 
PACA 31.7 25 16.7 8.1  4.49 0.69 3.25 0.63 1.51 0.71 3.01 
             
PM10             
Auvergne-Rhône-Alpes 70.9 54 21.8 13.2  6.26 0.77 4.19 0.67 2.09 0.80 3.77 
Bourgogne-Franche-Comté 48.1 20 18.6 11.5  5.80 0.75 4.03 0.55 1.58 0.76 3.75 
Bretagne 27.5 7 19.1 10.2  5.76 0.68 4.08 0.31 1.63 0.70 3.86 
Centre-Val de Loire 39.5 15 19.0 10.5  4.01 0.86 2.84 0.43 1.38 0.87 2.64 
Grand Est 57.7 44 20.3 12.3  6.80 0.70 4.46 0.39 2.24 0.72 4.14 
Hauts-de-France 31.9 38 23.1 13.1  5.27 0.84 3.63 0.51 1.49 0.85 3.37 
Île-de-France 12.1 19 25.8 15.0  9.27 0.62 6.20 0.06 5.35 0.84 3.60 
Normandie 30.1 20 20.6 11.7  5.18 0.80 3.73 0.28 2.29 0.83 3.24 
Nouvelle-Aquitaine 85.2 35 19.7 10.5  5.89 0.68 4.05 0.30 1.90 0.72 3.60 
Occitanie 73.4 21 20.0 10.3  5.50 0.71 3.91 0.22 2.20 0.74 3.53 
Pays de la Loire 32.4 13 18.4 9.7  4.15 0.82 2.97 0.29 2.05 0.84 2.67 
PACA 31.7 25 27.7 12.8  7.88 0.62 5.64 0.54 2.88 0.65 5.06 

a 100 km2 
b Number of monitors 
c Standard deviation 
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Figure A2-1. Distribution of daily PM2.5 and PM10 concentration observed by all monitors from 

2000 to 2019. Vertical lines show median and points show highest 0.1% (jittered vertically for 

clarity). 
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Figure A2-2. Mean PM2.5 (top) and PM10 (bottom) concentration (left y-axis) observed by all 

monitors. Dotted line shows monthly mean; solid line shows annual mean. Grey area shows 

number of monitors (right y-axis). The increase in PM10 concentrations in 2007 and PM2.5 

concentrations in 2008 to 2009 is due to a change in monitor technology: monitors were 

modified to include semi-volatile PM as well as non-volatile PM in their measurements. 

 

Figure A2-3. Relative importance (estimated by permutation) of the predictors used by the stage 

1 random forest to impute PM2.5 at PM10 stations. 
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Figure A2-4. Availability of MAIAC AOD over continental France from 2000 to 2019. 
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Figure A2-5. Mean relative importance (estimated by permutation) of the predictors used by 

the stage 2 random forests to fill gaps in MAIAC AOD. Modelled AOD from the MERRA2 

atmospheric reanalysis (left) were used in the period predating the EAC4 atmospheric 

reanalysis (right). 

 

Figure A2-6. Example of filling gaps in MAIAC AOD using the stage 2 random forest. Top 

two rows (utc00, utc03, …, utc21) show 3-hourly modelled AOD from EAC4 atmospheric 

reanalysis on 22 August 2012. Bottom left (maiac) shows MAIAC AOD on the same day; white 

areas are gaps where data is missing due to cloud cover. Bottom right (imputed) shows final 

AOD after filling gaps with the stage 2 random forest. 
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Figure A2-7. Weights used by the GAM ensemble to predict daily 1 km PM2.5 in 2012. Rows 

show the weight assigned to the predictions of each base learner (top, LMM; middle, GMRF; 

bottom, RF) and columns show four different days in 2012. To predict PM2.5 on 15 January 

2012, the GAM multiplies the weights in the left column by the corresponding predictions from 

each base learner and sums. The GMRF was the most important base learner over most of the 

study area (largest weights); this was the case across all years and both PM2.5 and PM10. Note, 

though, that for this ensemble (PM2.5 in 2012) the RF had a higher weight than the GMRF over 

the southeastern and southwestern corners of continental France. 
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Figure A2-8. Seasonal cross-validated performance of the stage 3 base learners (LMM, GMRF, 

RF) and stage 4 ensemble (GAM) predicting daily 1 km PM2.5 (left) and PM10 (right), stratified 

by month. Top shows R2 (percent of explained variability); bottom shows MAE (mean absolute 

error; µg/m3). Higher MAE in winter (Dec to Mar) and lower MAE in summer (May to Aug) 

coincide with higher PM concentrations in winter and lower PM concentrations in summer. 
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Figure A2-9. Administrative regions of continental France. Points indicate PM monitors. 

  



Appendix 2: supplement to Chapter 2 

149 

 

Figure A2-10. Mean relative importance (estimated by permutation) of the predictors used by 

the stage 3 random forests to predict monitored PM2.5 (left) and PM10 (right) from the 

spatiotemporal and spatial variables. 

 





 

 

Appendix 3: supplement to Chapter 3 

 

Table A3-1. P95: 95th percentile of daily mean temperature over the 5 years preceding the first 

conception in each cohort area. 

Cohort Area P95 

EDEN Nancy 21.2 
 Poitiers 21.5 

PELAGIE Côtes-d'Armor 18.4 
 Finistère 17.8 
 Ille-et-Vilaine 20.6 

SEPAGES Grenoble 23.1 

 

Table A3-2. Quantiles for each indicator by exposure period. 

Period Indicator 1% 5% 10% 25% 50% 75% 90% 95% 99% 

First 26 weeks Tmean (°C) -0.8 2.0 4.0 6.9 11.6 16.7 19.9 21.7 25.3 

following conception Tmin (°C) -4.2 -1.1 0.6 3.5 7.4 11.6 14.4 15.7 18.3 

 Tmax (°C) 2.7 5.7 7.6 10.9 16.8 23.0 27.2 29.3 33.5 

 TSD
a (°C) 0.5 0.8 1.0 1.3 1.8 2.5 3.3 3.8 4.8 

 EHF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.4 19.4 

Last 30 days Tmean (°C) -1.6 1.2 3.2 7.2 12.1 17.0 20.5 22.6 26.0 

of pregnancy Tmin (°C) -5.4 -2.3 -0.4 1.7 7.9 12.1 15.2 16.6 19.0 

 Tmax (°C) 1.6 5.0 7.1 11.3 17.2 23.3 28.1 30.6 35.0 

 TSD
a (°C) 0.5 0.8 1.0 1.3 1.9 2.5 3.3 3.8 4.6 

 EHF 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.8 18.1 
a Weekly standard deviation of daily mean temperature 
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Table A3-3. Characteristics of subjects included and excluded from the main analyses. 

 
Included in analysis 
n (%) or mean (SD) 

Excluded from analysis 
n (%) or mean (SD) 

Participants 5347 (100%) 461 (100.0%) 
Unknown date of birth 0 (0.0%) 101 (21.9%) 
Preterm births 232 (4.3%) 25 (5.4%) 
Duration of pregnancya (weeks) 37.9 (1.7) 37.5 (2.5) 
Temperatureb (°C) 11.8 (3.6) 12 (3.8) 
Temperature variabilityc (°C) 2.0 (0.3) 1.9 (0.3) 
Excess Heat Factord 0.7 (1.1) 0.9 (1.4) 
Cohort   
 EDEN 1806 (33.8%) 196 (42.5%) 
 PELAGIE 3116 (58.3%) 206 (44.7%)  
 SEPAGES 425 (7.8%) 59 (12.8%) 
Child sex   
 Boy 2737 (51.2%) 200 (43.4%) 
 Girl 2610 (48.8%) 156 (33.8%) 
 Missing 0   (0.0%) 105 (22.8%) 
Parity   
 0 2374 (44.4%) 169 (36.7%) 
 1 2021 (37.8%) 121 (26.2%) 
 >=2 952 (17.8%) 61 (13.2%) 
 Missing 0 (0.0%) 110 (23.9%) 
Maternal age at conception (years) 30 (4.5) 29.4 (4.9) 
 Missing 0 (0.0%) 115 (25%) 
Maternal pre-pregnancy BMI   
 <18.5 kg/m2 412   (7.7%) 23   (5.0%) 
 18.5 – 25 kg/m2 3844 (71.9%) 224 (48.6%) 
 >25 kg/m2 1091 (20.4%) 67 (14.5%) 
 Missing 0 (0.0%) 147 (31.9%) 
Maternal education   
 Baccalaureate or less 1987 (37.2%) 167 (36.2%) 
 Baccalaureate + 1 or 2 years 1373 (25.7%) 52 (11.3%) 
 >= Baccalaureate +3 years 1987 (37.2%) 113 (24.5%) 
 Missing 0 (0.0%) 129 (28.0%) 
Smoking status during pregnancy   
 None 4006 (74.9%) 191 (41.4%) 
 Active smoker 1341 (25.1%) 104 (22.6%) 
 Missing 0 (0.0%) 166 (36.0%) 
Urbanicity   
 City-centre 896 (16.8%) 57 (12.4%) 
 Small city-centre or suburban 2021 (37.8%) 105 (22.8%) 
 Rural 2430 (45.4%) 155 (33.6%) 
 Missing 0 (0.0%) 144 (31.2%) 
Season of conception   
 Winter 1321 (24.7%) 117 (25.4%) 
 Spring 1211 (22.6%) 112 (24.3%) 
 Summer 1477 (27.6%) 109 (23.6%) 
 Autumn 1338 (25.0%) 117 (25.4%) 
 Missing 0 (0.0%) 6   (1.3%) 

a Conception to delivery 
b Over the 26 weeks following conception 
c Weekly standard deviation (SD) over the 26 weeks following conception 
d Over days 30-181 after conception 
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Figure A3-1. Daily mean temperature, temperature variability, and EHF at the home address of 

study participants from the first conception to last delivery in each cohort. 
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Figure A3-3. Adjusted relative risk (RR) for preterm birth associated with moderate 

temperature variability (90th percentile of TSD) during each of the 26 weeks following 

conception (left) and the 30 days ending at delivery (right). Shaded area shows 95% confidence 

interval. 

 

 

Figure A3-4. Cumulative adjusted relative risk for preterm birth associated with different levels 

of EHF exposure throughout the 30-181 days after conception (left) or the 30 days ending at 

delivery (right). Shaded area shows 95% confidence interval. 
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 (Hebrew abstract)  תקציר

 
במהלך ההיריון עלול להפחית את משקל   (PMזיהום אוויר )מצביעים על כך שחשיפה לחום, קור או  רבים  מחקרים  

. מכיוון שמשקל  אלוקשרים    עדיין הבנה מספקת על  אין בספרותלקצר את משך ההיריון, אך  אף  ו  של העובר  הלידה 

יש   לידה נמוך ולידה מוקדמת מעלים את הסיכון לתחלואה ולמחלות כרוניות רבות במהלך הילדות ועד לבגרות 

קש של  עמוקה  להבנה  רבה  אלומשמעות  הבריאות  רים  עומסי  ב.  צפויה  מעליה  כתוצאה  טמפרטורה העתידיים 

הכוללת שלנו להשפעות  צפויים לגדול עם שינויי האקלים והעיור הגלובלי. שיפור ההבנה PM מוגברת ל חשיפהו

 בריאות. העלולה להחליש את הקשר עם תוצאות   הטיה בחשיפהמדויקת מכיוון שמאוד דורש הערכת חשיפה אלו 

עבודת  במסגר חדשות    נו פיתח,הדוקטורט  ת  את גישות  שמעלות  של    וייחודיות  המרחבית  והרזולוציה  הדיוק 

הטמפרטורה היומית את  בצורה מדויקת לשחזר המאפשרים לנו , ביחס למודלים קודמים לוויין ימודלים מבוסס ה

כדי לזהות תקופות במהלך חשיפות אלו  השתמשנו ב. לאחר מכן  בצרפת במהלך שני העשורים האחרונים  PMוה  

 ההיריון שבהן חשיפה לקור או לחום עלולה להגביר את הסיכון ללידה מוקדמת. 

ש  המחקר ראשיתב לגילינו  לבין    לקשראפשר  חשוב  המנוטרת  הסביבה  טמפרטורת  מ   LSTבין   לוויין  ההנגזר 

MODIS   המודלים שלנו ביחס  את הדיוק של    משמעותית   תמשפר. התגלית הזאת  הזמןגם המרחב ולהשתנות על פני

קודמים ללמודלים  כדי  זו  בגישה  השתמשנו  ]  מדל.  )ממוצע  היומית  האוויר  טמפרטורת  מינימום Tmeanאת   ,]

[Tmin  ומקסימום ][Tmax]  )שימוש כמו כן, הראינו כי    .2018עד    2000צרפת ברזולוציה של קילומטר אחד משנת  ב

מאפשרים לנו לרדת ברזולוציה המרחבית    הצליחו   Extreme Gradient Boostingו     Random forestבמודלים של  

מדי   מדלאזורים עירוניים על ידי שילוב נתוני לוויין תרמיים . השתמשנו בגישה זו כדי לב הטמפרטורה היומית של 

 . בצרפת ערים 103  ב טרמ 200ברזולוציה של   Tmax -ו Tmean, Tminיום 

ב    הראנושנית,   של  Gaussian Markov random fieldsששימוש  שונים  מודלים  של  ושילוב   machineבמודל 

learning    כגון(Random forest     וExtreme Gradient Boosting   )של זיהום ר מדויק יותר  ושחזעזור ב יכולים ל

הריץ  בגישה זו כדי ל השתמשנו. אוויר ומיוחד באזורים מרוחקים מערים ראשיות היכן שיש מחסור בתחנות ניטור

יומי על פני צרפת ברזולוציה של קילומטר מיקרון בקוטר, בהתאמה(    10ו >  PM <2.5)   PM10ו    PM2.5מודל של   

מאפשר    חדשניהמודל  ביחס למודלים קודמים בצרפת. הביצועי המודל היו טובים מאוד  .  2019עד    2000אחד משנת  

ל   חשיפה  לשחזר  באזורים   PM2.5לנו  גם  אפידמיולוגיים  למחקרים  הקצר  לטווח  והן  הארוך  לטווח  הן 

 .וגם באזורים מרוחקים מעריםמטרופוליטניים רחבי היקף  

ניתוח הישרדות באמצעות מודלים של   כדי     distributed lagsעם    Cox proportional hazardsשלישית, ביצענו 

הנאמדת על ידי מודל החשיפה שלנו לבין    זור המגוריםבאלהעריך את הקשר המשתנה בין טמפרטורת הסביבה  

מוקדמות( מקבוצות ההיריון הפוטנציאליות בצרפת. מתוכם לידה    4.3%לידות )  5347הסיכון ללידה מוקדמת בקרב  

הימים    30)במהלך    קצרת מועדהשבועות שלאחר ההתעברות( וחשיפה    26בדקנו במקביל חשיפה כרונית )במהלך  

 . וקור   נו את ההשפעות של השתנות הטמפרטורה והתאקלמות במיקום ובעונה במהלך גלי חוםשלפני הלידה(, ובח 

קור וחום בלילה הגדילו את הסיכון ללידה מוקדמת, כשהרגישות מתחילה כבר בעת ההתעברות והמשך חשיפה ל

 . 2-ו  1 הטרימסטריםלאורך חלקים מ 

הגישות החדשות שלנו יכולות לשפר את מודלי החשיפה המבוססים על לוויין בתחומים אחרים ומערך הנתונים 

. בהקשר של  יתקובעי מדיניות ציבור ו  אקלים, מתכננים חוקרי  אפידמיולוגים,  ל  יהיה בעל ערך רבשלנו    שנתיהרב  

סיכונים שחום וקור מהווים לנשים בהריון  עליית טמפרטורות ומפגעי מזג אוויר תכופים יותר, הממצאים שלנו על ה

בנושאי בריאות במהלך ההיריון. בריאות הציבור של מדיניות  שיעזרו לקבוע הוסיף ידע רבל  יםאמור
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