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Abstract

Neurodegenerative diseases, such as Alzheimer’s or Huntington’s disease, lead to the
progressive and irreversible loss of mental functions. Dementia and cognitive deficits
appear to be primarily related to neuronal and synaptic connectivity loss. Although
these diseases’ external impact and progression are readily observable, accessing
microstructural changes in the brain remains a challenge, making it difficult to
understand these diseases and develop treatments.

With technological advances, diffusion Magnetic Resonance Imaging (dMRI) has
emerged as a novel method to study the microstructure of the brain non-invasively
and in-vivo. This medical imaging technique is based on the study of random
microscopic movements of water molecules, known as Brownian movements. In the
brain, the movements of the molecules are constrained by cell membranes, making
diffusion anisotropic. Each tissue component, such as somas (cell bodies) or neurites,
has a distinct shape. The characteristics of the tissue thus modulate the diffusion
brain signal obtained during an MRI acquisition.

My thesis aims to develop a method to infer a tissue microstructure from a dMRI
acquisition in the gray matter (GM).

The solution to this inverse problem of estimating brain microstructure from dMRI is
threefold:

1. The definition of a biological model describing the GM tissues. Existing
microstructural models of white matter were proven not to hold in the GM. We
adapted these models to take into account the abundance of somas in the GM.

2. A mathematical modeling of the GM tissue. We modeled each compartment
of the tissue model by simple geometrical shapes, for which the diffusion
signal is known. We developed a signal processing algorithm to synthesize
the key information contained in the diffusion signal and relate it to a set of
parameters describing the tissue (notably the size and density of neurons).
This algorithm is based on a study of the statistical moments of the signal
at different MRI gradient strengths. Unlike existing methods, no biological
parameters are arbitrarily fixed, which allows for the best possible description
of the cortical tissue of each subject.



3. An inversion algorithm to estimate the tissue parameters that generated
the acquisition signal. Once the mathematical model relating tissue param-
eters to the diffusion signal is defined, the objective is to solve the inverse
problem of estimating tissue microstructure from an observation. A limitation
of current methods is their inability to identify all possible tissue configurations
that can explain the same observed diffusion signal, making the interpretation
of the proposed estimates difficult. We used a Bayesian deep-learning method
called "likelihood-based inference" combined with neural networks to solve
this problem. This method allows identifying and returning all possible tissue
configurations along with their posterior distributions (probability given an
observation), facilitating their interpretation.

We first validated this approach on simulations. Based on a few acquisition con-
straints, we then applied the global resolution method to the HCP MGH and HCP1200
databases of the Human Connectome Project. We developed a python library to
study those simulated or acquired data. The obtained results were then compared
with histological and cognitive studies to verify their validity.



Résumé

Les maladies neurodégénératives, telles que la maladie d’Alzheimer ou de Hunt-
ington, entralnent la perte progressive et irréversible des fonctions mentales. La
démence et les déficits cognitifs semblent étre principalement liés a une perte neu-
ronale et de connectivité synaptique. Bien que I'impact et I'évolution extérieurs de
ces maladies soient facilement observables, I'acces aux changements microstruc-
turaux dans le cerveau reste un défi, rendant difficiles la compréhension de ces
maladies et la mise au point de traitements.

Avec les avancées technologiques, I'Tmagerie par Résonance Magnétique de diffusion
(IRMd) s’impose comme une méthode novatrice pour étudier la microstructure du
cerveau de maniere non-invasive et in-vivo. Cette technique d’imagerie médicale est
basée sur I'étude des mouvements microscopiques aléatoires des molécules d’eau,
connus sous le nom de mouvements Browniens. Dans le cerveau, les mouvements
des molécules sont contraints par les membranes des cellules, rendant la diffusion
anisotropique. Chaque composant tissulaire, tel que les somas (corps des neurones)
ou les neurites, possede une forme distincte. Le signal de diffusion du cerveau
obtenu lors d’une acquisition IRM est ainsi modulé selon les caractéristiques du tissu.

L'objectif de ma thése est de mettre en place une méthode qui permette d’inférer
la microstructure d’un tissu a partir d’'une acquisition d’IRM de diffusion dans la

matiere grise (MG).

La résolution de ce probléme inverse d’estimation de la microstructure du cerveau a
partir de 'IRMd s’organise autour de trois parties:

1. La définition d’'un modele biologique décrivant les tissus de la MG. Il a
été prouvé que les modeles microstructuraux existants modélisant la matiere
blanche ne sont pas valides dans la MG. Nous avons commencé par adapter
ces modeles en prenant en compte 'abondance des somas dans la MG.

2. Une modélisation mathématique de la MG. Chaque compartiment du modele
tissulaire a ensuite été modélisé par des formes géométriques simples, pour
lesquelles le signal de diffusion est connu. Un algorithme de traitement
du signal a été développé permettant de synthétiser les informations clés
contenues dans le signal de diffusion et de les mettre en relation avec un



ensemble de parameétres décrivant le tissu (notamment la taille et la densité
des neurones). Cet algorithme se base sur une étude des moments statistiques
du signal pour différentes puissances de gradient de 'IRM. A la différence des
méthodes existantes, aucun parametre biologique n’est arbitrairement fixé, ce
qui permet de décrire au mieux les tissus corticaux de chaque sujet.

3. Un algorithme d’inversion permettant d’estimer les parameétres du tissu
ayant généré le signal d’acquisition. Une fois le modéle mathématique
permettant de relier les parametres du tissu au signal de diffusion défini,
'objectif est de résoudre le probléeme inverse d’estimation de la microstructure
du tissu a partir d’'une observation. Une limitation des méthodes actuelles est
leur incapacité a identifier toutes les configurations du tissu possibles pouvant
expliquer un méme signal de diffusion observé, ce qui rend l'interprétation
des estimations proposées difficile. Afin de résoudre ce probléme, nous avons
utilisé une méthode reposant sur des outils de 'analyse bayésienne et de deep
learning appelée “likelihood-based inference”, combinée a des réseaux de
neurones. Celle-ci permet d’identifier et de retourner toutes les configurations
possibles du tissu accompagnées de leurs distributions postérieures (probabilité
étant donné une observation), ce qui facilite leur interprétation.

L’approche a tout d’abord été validée sur des simulations. Reposant sur peu de
contraintes d’acquisition, la méthode de résolution globale a ensuite été appliquée
sur les bases de données HCP MGH et HCP1200 du Human Connectome Project.
Une bibliothéque python a été développée pour étudier ces données réelles ou
simulées. Les résultats obtenus ont enfin été comparés avec des études histologiques
et cognitives pour vérifier leur validité.
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Introduction

The brain is the central human organ for taking decisions. Its alteration by neu-
rodegeneratives diseases, such as Alzheimer’s or Huntington’s, can lead to dramatic
consequences and considerably affect everyday life and social interactions (Mon-
ica Moore et al., 2021). Symptoms include a progressive and irreversible loss of
mental functions, and particularly memory. The external impact and progression
of such diseases are readily observable. However, accessing the changes at the
microstructure level that engendered these functional losses remains a challenge.
Quantifying changes at the neuronal scale seems yet crucial to understanding neu-
ronal diseases, as dementia severity and cognitive deficits appear to be primarily
related to neuronal loss and synaptic pathology (see e.g. Amor et al., 2010; Douaud
et al., 2013). Histology is a technique for estimating a brain tissue microstructure by
analyzing it under a microscope. However, this technique is highly invasive and can
only be performed post-mortem. In addition, it provides only one time point and
prevents us from having a global view of brain microstructure and connections. It is
of utmost importance to develop techniques to measure tissue microstructure in-vivo
and non-invasively to understand these diseases and develop treatments.

With technological advances, Magnetic Resonance Imaging (MRI) has emerged as a
novel method to study the brain non-invasively and in-vivo. Three modalities have
been designed from this imaging technique: anatomical MRI, functional MRI (fMRI),
and diffusion MRI (dMRI). They provide complementary information on brain
architecture, function, and development. Anatomical MRI corresponds to the most
clinically widespread type of clinical MRI and allows to visualize contrasts between
tissues. fMRI relies on blood flow changes to detect brain activation in response
to functional or cognitive tasks. dMRI quantifies how water molecules diffuse
in the brain. Indeed, water molecules undergo random microscopic movements,
known as Brownian movements. These movements are notably restricted by the cell
membranes. Studying these movements allows to deduct cell characteristics and,
by extension, a tissue microstructure (Figure 1.1). Diffusion MRI is thus a perfectly
adapted technique to study brain microstructure.

The mammalian brain can be decomposed into two main parts: white matter
and gray matter. The former designates regions that contain mainly long-range
myelinated axons and relatively few cell bodies. Axons are connections that cross the
brain, bridging different parts of gray matter. This one mainly contains cell bodies
called somas, and relatively few myelinated axons. Those somas are connected by



Fig. 1.1: Diffusion within brain tissue (here axons) is impeded by the cell’s membranes
(Purves, 2004).

neurites. Relevant parameters to estimate in the brain are the proportions of each
component (such as somas, neurites, or axons), their size, and the diffusivity of the
molecules (i.e., the rate at which molecules spread).

Two complementary approaches emerged for extracting this information about tissue
microstructure from a diffusion MRI acquisition. The first one is known as signal
representation (denomination from Novikov et al., 2018b) and is based on the
decomposition of the diffusion signal on a mathematical basis to provide biological
markers. An example of such an approach is diffusion tensor imaging (DTI) (Basser
et al., 1994), which provides estimations of brain anisotropy and mean diffusivity of
a tissue. These markers have been shown to be sensitive to microstructure changes
between healthy and pathological subjects (see e.g. Mori and Zhang, 2006; Assaf
and Pasternak, 2008). However, these markers present the limitation of being not
specific. This created the need for a method that is both sensitive and specific to
tissue changes: biophysical modeling. This technique relies on a schematic geometry
of the tissue studied. Figure 1.2 illustrates the modeling of a neuron using simple
geometric forms (spheres and cylinders). This method also depends on assumptions
meant to simplify the complexity of a biological tissue, which allow keeping only
relevant features that characterize the tissue and impact the diffusion signal acquired.
However, a different model needs to be developed for each tissue, and the initial
geometric assumption must be chosen to accurately capture all of the tissue features
that effectively impact the diffusion signal in a given acquisition range (Novikov
et al., 2018b). This model defines a relationship between the selected tissue features
and the acquired diffusion signal. To estimate those tissue features, we need to be
able to solve this inverse problem mathematically.

Current brain tissue models are predominantly based on the two-compartment
Standard Model (SM) (Zhang et al., 2012; Novikov et al., 2018a). Recent evidence
shows that the SM, mainly used in white matter, does not hold for gray matter
microstructure analysis (Veraart et al., 2020). The definition of a model specific
to gray matter tissue is thus necessary. In addition, to solve the inverse problem,
current methods require demanding acquisition protocols and rely on non-linear
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Fig. 1.2: Tllustration of biophysical modeling. A neuron is modeled using simple geometric
forms. Different assumptions allow defining diverse models (see Chapter 4 for
more details about these models). This illustration is inspired from the publication
by Olesen et al. (2021).

models for which several parameter values may yield the same observation, also
known as parameter indeterminacy (Jelescu et al., 2016; Novikov et al., 2018c).
This leads to numerically unstable solutions, which are hard to interpret. Another
major challenge is the fact that quantifying brain tissue microstructure directly from
the dMRI signal is an inherently difficult task because of the large dimensionality of
the collected data and its stochastic nature (Fick et al., 2016).

Objective of the thesis

In this thesis, we focus on brain gray matter microstructure estimations using single
encoding diffusion MRI. Our approach is based on biophysical tissue modeling
to obtain features specific to brain gray matter. Several assumptions have been
proposed to explain why the SM does not hold in gray matter. These include the
abundance of cell bodies (somas) in gray matter (Shapson-Coe et al., 2021; Palombo
et al., 2020), increased permeability in neurite membranes (Veraart et al., 2020;
Jelescu et al., 2021; Olesen et al., 2021), or structural disorder (Lee et al., 2020).
We decided to account for the presence of cell bodies in the gray matter by including



an impermeable soma compartment into the SM, following Palombo et al. (2020).
We then extended this three-compartment model to also take into account exchange
between neurites and the ECS, and propose other extensions to more accurately
capture gray matter tissue characteristics.

Inferring parameters of the brain tissue model directly from dMRI signals has proven
to be a challenging task and has motivated the development of new approaches to
reduce the dimensionality of the data to be processed. For instance, Novikov et al.
(2018c) proposes the LEMONADE system of equations based on a Taylor expansion
of the diffusion signal and a set of rotationally invariant moments. In this work, we
develop a framework to extract features from the observed signal for two different
models. We call the resulting vector of features the ‘summary statistics’ of the dMRI

signal.

Once the biological model and the set of equations relating the dMRI signal to brain
tissue parameters are defined, a method is required to solve the non-linear inverse
problem. A popular solution is NODDI (Zhang et al., 2012), which stabilizes the
solution by imposing constraints on model parameters. However, these constraints
were shown not to be biologically plausible, they bias the estimations, and the
inverse problem remains largely degenerate (Jelescu et al., 2016; Novikov et al.,
2018c). There has also been some interest in applying methods from the machine
learning literature to solve the inverse problem. This is the case of the SANDI
model (Palombo et al., 2020), in which the authors employ random forest regressors.
Although the method provides a rather acceptable accuracy in real-case scenarios,
it can only output one set of tissue parameters for a given observed dMRI signal,
masking, therefore, other biologically plausible solutions that could generate the
same observed signal. Furthermore, the parameter estimates are obtained following
a deterministic approach, so no confidence interval description is available.

We propose a solution based on Bayesian statistical inference. The usual way of
applying a Bayesian approach to solve non-linear inverse problems (Stuart, 2010)
is to define two quantities: a prior distribution encoding initial knowledge of the
parameter values (e.g. physiologically relevant intervals) and the likelihood function
of the forward model being studied. One can then either obtain an analytic expres-
sion of the posterior distribution via Bayes’ formula or use a Markov-Chain Monte
Carlo (MCMC) procedure to numerically sample the posterior distribution (Gel-
man et al., 2013). However, the likelihood function of complex models such as
the one we consider here is often very hard to obtain and makes the Bayesian
approach rather challenging to use. Likelihood-free inference (LFI) bypasses this
bottleneck by recurring to several simulations of the forward model using different
parameters and learning an approximation to the posterior distribution from these
examples (Cranmer et al., 2020).



The first contributions on LFI are known as approximate Bayesian computation
(ABC) and have been applied to invert models from ecology, population genetics,
and epidemiology (Sisson, 2018). Some of the limitations of these techniques include
the large number of simulations required for the posterior estimation and the need to
define a distance function to compare the results of two simulations. Recently, there
has been a growing interest in the machine learning community in improving the
limitations of ABC methods through deep generative modeling, i.e. neural network
architectures specially tailored to approximate probability density functions from
a set of examples (Goodfellow et al., 2016). Normalizing flows (Papamakarios
et al., 2019) are a particular class of such neural networks that have demonstrated
promising results for likelihood-free inference in different research fields (Cranmer et
al., 2020; Gongalves et al., 2020; Greenberg et al., 2019). In this thesis, we propose
an approach that relies on normalizing flows in the context of LFI to solve the
non-linear inverse problem of relating an acquired signal to the tissue microstructue.
Such probabilistic approach allows to determine the full posterior distribution of the
fitted parameters, i.e., all the probability densities of the parameters that could have
generated the observed diffusion signal given this signal. These distributions are
used to define a confidence factor, that indicates whether we can trust an estimation
or not.

Organization of the Manuscript

The present manuscript is composed of five chapters.

In Chapter 2, we present an introduction to brain microstructure estimation using
single encoding diffusion MRI. We start with the presentation of diffusion MRI basics
and why this imaging technique is perfectly adapted for probing tissue microstruc-
ture. We then review two methods for estimating tissue microstructure: signal
representation and biophysical modeling. An emphasis is made on the latter, which
allows specific tissue features estimations. This chapter is partly based on a book
chapter published in 2021:

M. Jallais, and D. Wassermann. Single Encoding Diffusion MRI: A Probe
to Brain Anisotropy. Anisotropy Across Fields and Scales, 171, 2021.

In Chapter 3, we present the theoretical foundations of statistical inference. We
begin by introducing the general Bayesian formalism to solve an inverse problem,
and show that the Bayes theorem can be used to estimate the probability density
of the parameters that generated an observation given this observation, called the
posterior, when the model’s likelihood is available. We give a brief overview on
two existing likelihood-based inference methods: Markov Chain Monte Carlo and
Variational Inference. However, the likelihood of a simulator model is often hard
to evaluate, making the likelihood-based methods hard to use. We present some



likelihood-free (or simulation-based) inference methods that have been developed
to bypass this difficulty. Finally, we discuss two application-specific factors that need
to be considered when solving an inverse problem: the amortization of a model and
the utility of summary statistics.

In Chapter 4, we present two different biophysical brain gray matter models. We
start with a three-compartment model for brain tissue composed of neurites, somas,
and extra-cellular space, where each compartment is considered impermeable. We
introduce a new parameter that jointly encodes soma radius and intracellular diffu-
sivity without imposing constraints on these values. This new parameter reduces
indeterminacies in the model and has relevant physiological interpretations. Second,
we present a method to fit the model through summary features of the dMRI signal
based on a large and small ¢-value analysis using boundary approximations. These
rotationally-invariant features relate directly to the tissue parameters and enable
us to invert the model without manipulating the raw dMRI signals. Such summary
statistics ensure a stable solution of the parameter estimations, as opposed to the
indeterminate models used in Zhang et al. (2012) and Palombo et al. (2020). This
analysis in both large and small ¢-values was first presented at ISMRM in 2020:

M. Jallais, and D. Wassermann. Indetermination-free cytoarchitecture
measurements in brain gray matter via a forward diffusion MRI signal
separation method. In ISMRM 2020-28th Annual Meeting & Exhibition.

Then, we extend this model to account for exchange between neurites and the ECS
(Jelescu et al., 2021; Olesen et al., 2021), and propose a new pipeline for obtaining
summary statistics, based on a large and small ¢g-value analysis as well. This work
was co-supervised with Demian Wassermann. Preliminary results were submitted to
ISMRM 2022:

T. Meunier, C. Fang, M. Jallais*, and D. Wassermann*. Full posterior
estimation of gray matter cytoarchitecture using a three-compartment
model with exchange: a simulation-based study. Submitted to ISMRM
2022.

We suggest other extensions of the three-compartment model to more accurately
describe brain gray matter tissue.

In Chapter 5, we employ LFI methods to solve our non-linear inverse problem under
a probabilistic framework and determine the posterior distribution of the fitted
parameters. Such approach offers a full description of the solution landscape and
can point out degeneracies, as opposed to the usual deterministic least-squares based
solution (Jelescu et al., 2016; Novikov et al., 2018c). This work was accepted as an
oral presentation at ISMRM 2021 and awarded a "Magna Cum Laude" prize (abstract
ranked in the top 15% within the diffusion MRI category). It also got accepted at



IPMI 2021 as an oral presentation. An extension of this work has been submitted to
the journal MELBA.

M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann. Diffusion
MRI-Based Cytoarchitecture Measurements in Brain Gray Matter using
Likelihood-Free Inference. In ISMRM 2021.

M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann. Cy-
toarchitecture Measurements in Brain Gray Matter using Likelihood-Free
Inference. In International Conference on Information Processing in
Medical Imaging 2021 (pp. 191-202). Springer, Cham.

M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann. Invert-
ing brain gray matter models with likelihood-free inference: a tool for
trustable cytoarchitecture measurements. Submitted to MELBA (arXiv
preprint arXiv:2111.08693).

In Chapter 6, we present our concluding remarks and discuss future perspectives for
what we have developed.

To foster reproducible research, Python code of our implementation to solve the
inverse problem for both models is available online on the public repository:

https://github.com/mjallais/SBI_dMRI
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Acronyms used in the chapter

ADC
CSF
CTI
DKI
dMRI
DTI
DWI
EAP
ECS
FA

LEMONADE

MAP-MRI
MD
MR
MRI
NODDI
ODF
PGSE
SANDI
SM
SNR
WMTI

Apparent Diffusion Coefficient
Cerebropinal Fluid

Correlation Tensor MRI

Diffusion Kurtosis Imaging

diffusion MRI

Diffusion Tensor Imaging

Diffusion Weighted Image

Ensemble Average Propagator
Extra-Cellular Space

Fractional Anisotropy

Gaussian Phase Distribution

High Angular Resolution Diffusion Imaging
Karger Model

Linearly Estimated Moments provide Orientations of Neurites
And their Diffusivities Exactly

Mean Apparent Propagator-MRI

Mean Diffusivity

Magnetic Resonance

Magnetic Resonance Imaging

Neurite Orientation Dispersion and Density Imaging
Orientation Distribution Function

Pulsed Gradient Spin Echo

Soma And Neurite Density Imaging
Standard Model

Signal Noise Ratio

White Matter Tract Integrity
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Notations used in the chapter

Duration of a gradient pulse [ms]

Duration which separates two gradient pulses [ms]
Diffusion time [ms]

b-value [msum 2]

g-value [um™1]

Direction and strength [T m~!] of the applied diffusion weighting
Unit vector of g

Diffusion-weighted MRI signal

Powder-average of the diffusion-weighted MRI signal
Attenuation of the diffusion-weighted MRI signal
Diffusivity within compartment X [um? ms™!]

Kurtosis

Signal fraction of compartment X

Soma radius [um]

Response kernel

Exchange time [ms]

Fiber ODF

Mean molecular lifetime in compartment X [ms]
Exchange rate from compartment X to another [1/ms]
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This chapter is meant as an introduction to this thesis, in the context of
probing human brain microstructure using single encoded diffusion Magnetic
Resonance Imaging (MRI). We will start by illustrating how diffusion MRI is
a perfectly adapted technique to measure tissue microstructure in the human
brain using water motion, followed by a biological presentation of human
brain. The non-invasive imaging technique based on water motions known as
diffusion MRI will be further presented, along with the difficulties that come
with it. Within this context, we will first review and discuss methods based
on signal representation that enable us to get an insight into microstructure
anisotropy. Then, we will outline methods based on modeling, which are
state-of-the-art methods to get parameter estimations of the human brain
tissue, adapted for both white and gray matter.

2.1 Accessing Brain Microstructure using Diffusion
MRI

2.1.1 Introduction

Brain diseases significantly impact its microstructure. Dementia and cognitive
deficits appear to be primarily related to neuronal and synaptic connectivity
loss (Douaud et al., 2013). Brain diseases such as ischemia, multiple sclerosis,
trauma, or brain tumors, have also been reported to cause structural changes
in the microstructure (see, e.g., Assaf and Pasternak, 2008; Soares et al.,
2013). Panagiotaki et al. (2014) notably used neuron size growth as a marker
to study the evolution of tumor cell size in response to a drug. Although these
diseases’ external impact and progression are readily observable, accessing
microstructural changes in the brain remains a challenge, making it difficult
to understand these diseases and develop treatments. With technological
advances, diffusion MRI (dAMRI) has emerged as a novel method to study
brain microstructure non-invasively and in-vivo.

Molecules suspended in a fluid are constantly moving, following random
movements due to their interactions with each other. If nothing impedes their
movements, molecules can freely diffuse (i.e., isotropically). In the brain,
molecules’ movements get restricted by the boundaries of the underlying
microstructure of tissues. Diffusion-weighted Magnetic Resonance (MR)
imaging is a non-invasive technique that quantifies how water molecules
diffuse in the brain. During a typical acquisition of tens of milliseconds,
water molecules displace by diffusing up to tens of micrometers, making
diffusion MRI sensitive to a wide range of microstructural and physiological
parameters in the tissue. An ultimate goal of an MR diffusion theory is to
relate these parameters quantitatively to the diffusion-weighted signal, i.e.,

2.1 Accessing Brain Microstructure using Diffusion MRI

12



estimate the microstructure of the brain given the molecules’ displacements.
However, this task appears to be complicated as deducing those parameters
constitutes a complex inverse problem requiring careful modeling of the
diffusion signal over a wide range of acquisition parameters.

2.1.2 Microstructure as Reflected by the Molecules’ Motions
Particles suspended in a fluid are constantly undergoing small random move-
ments, known as Brownian motion (Brown, 1828). Diffusion can be consid-
ered a macroscopic manifestation of this Brownian motion on the microscopic
level (Einstein et al., 1905). When no barrier impedes diffusion preferentially
in one direction over another, molecular displacements are equal in all direc-
tions. This is known as isotropic diffusion. However, molecules’ movements
are hindered in the brain, including by cell membranes. Diffusion is then not
equal along all directions anymore and becomes anisotropic. The distance
traveled by a water molecule depends on its interactions, in particular with
other molecules and cell membranes. Certain geometric characteristics of the
underlying structure at the microscopic level can therefore be inferred from
the molecule movements (Kac, 1966).

2.1.3 Structural Brain Anisotropy

The mammalian brain can be decomposed in two main parts: white matter
and gray matter (Figure 2.1). The former designates regions that contain
mainly long-range myelinated axons and relatively few cell bodies. Axons
are connections that cross the brain, bridging different parts of gray matter.
This one contains mainly cell bodies called somas, connected by neurites
and relatively few myelinated axons (Figure 2.2). Axons and neurites have
cylindrical shapes, with typical diameters between 0.1-10 um in humans (see
e.g. Beaulieu, 2014; Veraart et al., 2020). Water molecules within those
fibers move on average further along them than across them due to their
small diameter. Soma radii range between 2 and 30 um (Palombo et al.,
2021).

The presence, or absence, of anisotropy in the brain provides key information
about the tissue structure at the cellular level. The strong anisotropy in
white matter, which is mainly due to the axons, encouraged its wide study
over the past decades. A modeling technique of axonal connections in the
brain, known as tractography, notably emerged (see e.g. Jeurissen et al.,
2019). The more complex tissue structure and weaker anisotropy in gray
matter make its analysis harder. The greater isotropy in gray matter can
be explained by multiple factors. The presence of numerous somas whose
shapes resemble spheres (see Section 2.4.1) can partly explain this isotropy
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Fig. 2.1: White matter and gray matter decomposition of the brain. Top-left: SMI32-
stained pyramidal neurons (brainmaps.org). Top-right: Transverse section of

axons (Purves, 2004). Bottom: Nissl-stained coronal slice of human brain adult
(brainmaps.org).
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Fig. 2.2: Diagram of the components of a neuron (Walinga, 2010).

(Ligneul et al., 2019; Palombo et al., 2020). The microstructural organisation
of neurites around somas is another possible factor (see Figure 2.1 A). Myelin
also appears to modulate the degree of diffusion anisotropy between axons
and processes (and so between white matter and gray matter) (Beaulieu and
Allen, 1994). Indeed, myelin renders axons more impermeable, preventing
molecules to "escape". The absence of myelin around most neurites makes ex-
changes between them and their surrounding environment possible, leading
to a loss of anisotropy (Jelescu et al., 2021).

Note that anisotropy is not only a property of neural fibers. Anisotropy has
also been observed in liquid crystals, muscles and other tissues, even in fruits
and vegetables (Beaulieu, 2014).
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2.2 Diffusion MRI: Introduction to a Non-Invasive
Imaging Technique

Nuclear Magnetic Resonance Imaging allows to non-invasively study brain

microstructure in-vivo. In this section, we present the basics of this technique,
with a focus on the Pulsed Gradient Spin Echo (PGSE) sequence.

2.2.1 Diffusion MRI Acquisition Sequence

Consider an MRI acquisition sequence, as illustrated in Figure 2.3. After slice
selection, all the nuclei on this plane are precessing at the same frequency. To
obtain a diffusion MR image, two gradient pulses are added to the acquisition
sequence, as presented in Figure 2.4. The first applied pulse is making the
particles go off phase. We then apply a second gradient with the same
strength in the opposite direction, during the same amount of time. If
molecules stayed still between those two gradients, they would have all come
back to their original phase, the two gradients canceling each other. However,
after turning the first gradient on, molecules are moving randomly (Brownian
motion). After a certain evolution time, if molecules are not at the same
location, the second gradient causes destructive interference, which results in
a loss of signal. The ratio between the signal obtained with diffusion gradients
and the one without them quantifies the amount of ongoing diffusion. The
further a molecule travels from its initial position during the time between
the two diffusion gradients along the gradient direction, the greater signal
attenuation we get. The time we let to the molecules for diffusing (called
diffusion time, see Section 2.2.2) also impacts the resulting signal attenuation
and the structural information we can measure. If the diffusion time was
extremely short, only the local intrinsic diffusivity of the fluid, i.e. the rate
at which particles can spread, would be measured. The hindrance effects
would only become apparent at longer times. The objective is to deduce
the structure of the medium where the water molecules are trapped in from
those signal losses.

2.2.2 Mathematical Foundations

Stejskal and Tanner invented in 1965 the Pulsed Gradient Spin Echo (PGSE)
sequence (Tanner and Stejskal, 1968) to measure diffusion (Figure 2.4). In
this sequence, two opposite diffusion gradients are applied during a time
9, separated by an interval A. The diffusion-weighting is globally encoded
by the b-value (Le Bihan and Breton, 1985), and reflects the strength and
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Fig. 2.3: Simplified scheme of a dMRI acquisition (Gallardo Diez, 2018). (A) A homoge-
neous magnetic field ?0 is constantly emitted by an MRI scanner, making atomic
nuclei precess around it. (B) A gradient magnetic field is emitted to change in a
predictable way the frequency of the nuclei. (C) A radio frequency pulse is gener-
ated to select a plane, making certain nuclei resonate and moving their precession
to the transversal plane. (D) A frequency encoding gradient is briefly applied to
put out of phase nuclei from the selected plane in different vertical positions. (E)
A phase encoding gradient is then turned on, to change in a predictable way the
frequency in every horizontal position. (F) The obtained acquisition is defined in
the k-space.

timing of the gradients used to generate the diffusion-weighted images. This
factor is computed as follow:

b=1"¢**(A = 6/3), (2.1)

where v (MHz T~1) is generally the nuclear gyromagnetic ratio of the water
proton 'H and g is the strength of the diffusion gradient (Tm™!). In the
following sections, g encodes the direction of the applied diffusion weighting
in addition to its strength (¢ = ||g]||), and § is the corresponding unit vector

& =g/llglD-

The quantity E(b) = S(b)/S, expresses, for each voxel, the attenuation of the
diffusion-weighted signal along the selected gradient direction, S, being the
image acquired without diffusion gradients. In the absence of restrictions
(free diffusion), the signal attenuation can be expressed as:

E(b) =e ", (2.2)

with D the diffusion coefficient of the excited molecules.

If § is assumed to be infinitely narrow, i.e. the diffusion during that time
is negligible, the signal attenuation can be related to the Ensemble Aver-
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Fig. 2.4: Schematic of a PGSE sequence. Two pulses of gradient strength G are applied
during 0 ms in opposite directions, separated by A ms.

age Propagator (EAP) P(r,t) via a Fourier relationship under the g-space
formalism (Tanner and Stejskal, 1968; Callaghan et al., 1991):

o S(q’ t) - —2miq-r
B(q.1) = =g = /]R P(r,t)e 2" 97y | (2.3)
where q is the wave vector and ¢ the diffusion time, which, for the PGSE
sequence, are expressed as

q=n"dg/2randt=A—09/3. (2.4)

The diffusion time ¢ expresses the time interval during which spins are
allowed to diffuse before measurement. By increasing the spatial frequency
q = ||q|| it is possible to achieve a higher spatial resolution of P(r,t) in the
displacement space described by r.

2.2.3 Acquisition Strategies

Experimental parameters, and especially ¢ and ¢, influence the diffusion
signal attenuation along different gradient directions, and therefore the
estimation of diffusion anisotropy. Ideally, many gradient directions, g-values,
and diffusion times would be required to completely characterize diffusion
anisotropy in a tissue. In practice, the sampling strategy depends on the
application and on the chosen signal representation. This way, only one
shell of gradient directions is usually used in Diffusion Tensor Imaging (DTI)
(see Section 2.3.1). Also using only one shell at a higher b-value and more
directions, are the High Angular Resolution Diffusion Imaging (HARDI)
schemes, which aim at increasing the angular resolution of the diffusion signal
with the intent of resolving crossing tissue configurations (Tuch et al., 2002).
Different diffusion-weightings signal acquisitions are also needed for some
signal representations. In that case, multi-shell acquisitions are set up using

2.2 Diffusion MRI: Introduction to a Non-Invasive Imaging Technique

18



different g-shells with fixed diffusion time. Each shell represents a collection
of samples in the three-dimensional space with the same g-value. An optimal
spatial coverage is important to measure the diffusion signal as efficiently as
possible. Expansions have been proposed such that all the acquired samples
lie on different non-collinear directions (Caruyer et al., 2013). This multi-
shell design can be extended to ¢-shells, called ¢t acquisitions (Fieremans
et al., 2016) in order to exploit different values for both ¢ and ¢. In that case,
a complete g-shell scheme is acquired for each desired diffusion time. Ning
et al. (2015) review and compare 16 reconstruction algorithms (single and
multi-shells) to help determine an appropriate acquisition protocol (number
of b-values) and the analysis method to use for a particular neuroimaging
study.

2.2.4 Difficulties

A main drawback to take into consideration is inherent to the dMRI acquisi-
tion process. Due to the acquisition device limitations and the mesoscopic
size of neurons, one voxel, at the macroscopic scale, includes thousands of
somas and processes. This means that the acquired signal is an average of the
signal coming from all those cells. Several issues have then to be considered.

First, the acquired signal in a voxel will be an average of the signal of all
the diffusing molecules within this voxel, which could correspond to not less
than 3000 axons in white matter. Features that will be computed from it,
such as anisotropy, will be an average of all the components in the tissue.
One needs to note that every tissue is made of several compartments and
that the signals from each of these compartments where water molecules are
present are averaged. Investigations using diffusion-weighted spectroscopy,
an imaging technique with increased cellular specificity, are also led to trying
and targeting specific compartment(s) (Palombo et al., 2016; Ligneul et
al., 2019). This average problem leads to a second issue: a small change
in anisotropy (or other features) can actually reflect greater pathological
differences. It means that there needs to be a big change in the voxel to
be able to detect it in the acquired diffusion signal. The third issue is that
anisotropic cellular elements might be considered isotropic due to the tree
pattern of processes within gray matter (Jespersen et al., 2007) or to crossing
fibers in white matter. At least, as expected from an acquisition, the signal is
noisy. Low concentration of water molecules in some tissue (and thus long
scan times) can lead to a poor signal-to-noise ratio.

In addition to those issues, we must recall that the spacing between axons,
axon diameter, myelin thickness, etc are all also variables, even within the
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same tract, which adds to the complexity of the problem. The barriers to
diffusion have also not a simple nor regular geometry. The correspondence
between the biological features of the tissue and the non-invasive diffusion
measure is therefore not straightforward.

2.2.5 Measuring Tissue Microstructure using Diffusion MRI
We aim at getting information about human brain structure using dMRI
as a non-invasive probe. The acquired diffusion signal is a mixture of the
diffusion signals coming from each compartment (Panagiotaki et al., 2012),
and is therefore modulated by the geometry of the tissue microstructure.
Relevant information to infer from it is soma diameters, soma and process
densities, and diffusivities. Two complementary approaches have emerged
for extracting this information about the tissue microstructure from the
diffusion signal: signal representation and tissue modeling (denomination
from Novikov et al., 2018b).

Signal representations are model-independent mathematical expressions. It
can be coefficients of a decomposition on a specific basis for example. These
coefficients do not carry any particular physical meaning. Representations
can be used to store, compress or compare measurements. An infinite way
to represent a continuous function exists. In practice, one chooses a repre-
sentation according to the need of a particular neuroimaging study (Ning
et al., 2015). Although signal representations are suited for all kinds of
tissues, they lack specificity and provide only an indirect characterization of
the microstructure.

Biophysical tissue models rely on a schematic geometry of the underlying tis-
sue. They are pictures representing a physical reality relying on assumptions
meant to simplify the complexity of a biological tissue. A good model only
keeps relevant features that characterize the tissue and discards irrelevant
degrees of freedom. The designed analytical expression is then fit to the
diffusion data in order to estimate these relevant features of the microstruc-
ture. This advantage of providing greater specificity and interpretation of
biologically-relevant parameters appears to be the weakness of the method.
Indeed the initial geometric assumption must be chosen as to accurately
capture all of the features of the tissue that effectively impact the diffusion
signal in a given acquisition range (Novikov et al., 2018b), but we also must
be able to mathematically solve this inverse problem. Model validations are
important because a wrong model could lead to wrong interpretations of a
physical phenomenon.
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Techniques from these two approaches, signal representations and tissue
modeling, will be reviewed respectively in Sections 2.3 and 2.4.
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2.3 Quantifying Tissue Microstructure via Signal
Representation

Signal representation is an indirect method that aims at describing the
diffusion signal with no assumptions about the underlying structure. It
can therefore be applied to healthy or diseased tissues. Several methods are
described, with an emphasis made on the cumulant expansion, which is the
most widespread signal representation.

2.3.1 Cumulant Expansion

Common signal representations are based on the cumulant expansion (Kise-
lev, 2010; Jensen et al., 2005), which corresponds to a development of the
logarithm of the signal in polynomials up to a given order in b:

In SO)) _ —bD + l(bD)2K +... (2.5)
So 6
where D is the diffusion coefficient and K the kurtosis. This formula can also
be written in the tensor form :
S(b)

n S, =—b Z 9i9i Dij + *(bD)Q Z 9i9i9k9Wijk — - .-, (2.6)
0 i,i=1 6 ik, =1

where D is the rank-2 diffusion tensor, W is the rank-4 kurtosis tensor, D is
the mean diffusivity and g is the direction of the applied diffusion weighting
(see Section 2.2.2).

An expansion in moments, which corresponds to a Taylor expansion of the
signal, is also possible. While expansions in moments and in cumulants
are mathematically equivalent, for a similar order truncation at some fixed
(low) order, the cumulant series provides a more accurate estimation of
the dMRI signal than a moment expansion. Moment expansion is more
optimal for analytical treatments because contributions from different tissue
compartments add up. A combinatorial relation exists between the two
expansions (Mayer and Montroll, 1941; Kiselev, 2010). Computing the
cumulant tensors and converting them into moments is promoted to be the
most numerically stable methodology to adopt (Novikov et al., 2018c).

One of the most popular MRI techniques in brain research as well as in
clinical practice is Diffusion Tensor Imaging (DTI) (Basser et al., 1994), based
on the cumulant expansion up to the first order in b. This technique is valid
for low diffusion weighting (b < (DK)™!). Note that this technique does not
assume that the medium is homogeneous with unrestricted diffusion (K=0),
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Fig. 2.5: Isotropic diffusion in somas can be modeled by a sphere (left). Anisotropic
diffusion in neurites can be represented by an ellipsoid reflecting axial (A1) and
radial (A2 and A3) diffusion. This image has been inspired by the book chapter
written by Christian Beaulieu (Beaulieu, 2002).

which appears to be not true for most biological tissues, but that it follows a
Gaussian law when b < (DK)™L.

The three eigenvalues )\, A, and \; can be computed from the diffusion
tensor D, that reflect axial and radial diffusivity of molecules within fibers
and in the extra-cellular space (see Figure 2.5). They allow to define variables
such as Mean Diffusivity (MD) or Fractional Anisotropy (FA) (Basser et al.,
1994), as follows:

MD = A1+Aa+A3
3

2.7)

_ostd(\) l\/()\1—)\2)2+()\2—>\3)2+(>\3—)\1)z
FA rms(A) \E VAN

Those two measures are complementary, as they bring different information
to the comprehension of a tissue (Figure 2.6). Hofstetter et al. (2013) used
MD to hypothesize the presence of bigger cells in the brain after a learning
session. FA is seen as a potential biological marker for diseases affecting
the brain (Strimbu and Tavel, 2010). Beaulieu (2002) also investigated
anisotropy in the human brain gray matter using DTI. We refer the reader
to Fick et al. (2017), who dedicated a review on more existing diffusion
anisotropy metrics, including Generalized Fractional Anisotropy (GFA) (Tuch,
2004), Propagator Anisotropy (PA) (Ozarslan et al., 2013), Orientation
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Fig. 2.6: Mean diffusivity (MD) and fractional anisotropy (FA) are two complementary
measures. Here are three examples of ellipses ranging from isotropic to anisotropic
that have the same mean diffusivity (0.7x10~3mm?s~!). This image has been
inspired by the book chapter written by Christian Beaulieu (Beaulieu, 2002).

Dispersion Index (ODI) (Zhang et al., 2012), and microscopic Fractional
Anisotropy (uFA) (Kaden et al., 2016).

Diffusion Kurtosis Imaging (DKI) goes beyond DTI and its first-order expan-
sion by also estimating the kurtosis of the diffusion probability distribution
function (Jensen et al., 2005). The kurtosis quantifies the non-Gaussianity
of a distribution. The information that it provides is complementary to DTI
metrics. Fitting the kurtosis tensor significantly improves the accuracy of the
diffusion tensor estimation (Veraart et al., 2011). In the same way, extending
the series to the sixth order cumulant (in »®) also increases the accuracy of
the kurtosis estimation, albeit with a penalty on precision.

In order to estimate the six independent components of the diffusion tensor,
the minimal required data is one =0 (unweighted) image and six non-
collinear directions on a single diffusion weighting, or “shell”. The additional
estimation of the 15 independent components of the kurtosis tensor requires
a minimal acquisition of one b=0 image and one or two nonzero shells with
15 non-collinear gradient directions, so that a total of 22 diffusion-weighted
images are acquired (Veraart et al., 2011). The choice of the shell b-values is
a trade-off between accuracy and precision. The b-values should be as low
as possible to respect the validity of the cumulant expansion, but slightly
higher values enable to limit the impact of noise (Jones, 2010). Jelescu and
Budde (2017a) suggest a typical value around b=1 ms um~2 for DTI and 2
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ms uwm~2 for DKI in vivo. For further details on the optimization of acquisition
parameters for precise measurement of diffusion in anisotropic systems, we
invite the reader to have a look at the work of Jones et al. (1999).

Although not relying on single diffusion encoding, a work worth being re-
ported is the Correlation Tensor MRI (CTI) approach developed by Henriques
et al. (2020). Based on a double diffusion encoding acquisition, this technique
pushes the kurtosis estimation further by proposing a method to disentangle
the different non-Gaussian sources. The kurtosis is decoupled into three
components, namely isotropic, anisotropic, and restricted kurtosis, which
allow quantifying the degree of anisotropy in the tissue, the variance of mean
diffusivities, and the degree of non-Gaussian effects induced by structural
disorder and restricted diffusion in compartments with reflecting walls.

2.3.2 Other Representations

Yablonskiy et al. (2003) hypothesize that the acquired diffusion signal is
a sum of signals originating from many spin packets, present in different
cell types, at different positions. Each spin packet having then different
trajectories and facing different hindrances, they make the assumption that
they all have a different Apparent Diffusion Coefficient (ADC). Hence, they
introduced a distribution of diffusion coefficients p(D), and expressed the
diffusion signal as follows:

S

== | p)eap (2.8)

Theoretically, the distribution of diffusion coefficients can be estimated using
the inverse Laplace transform. In practice, some functional form needs
to be assumed for p(D) due to the mathematical ill-conditioning of the
inverse Laplace transform. In addition, a very strong diffusion-weighted
regime is needed for the estimated distribution to accurately reflect the tissue
distribution of diffusion coefficients (Kiselev, 2017; Novikov and Kiselev,
2010).

Jian et al. (2007) propose a statistical method to infer connectivity pat-
terns based on the characterization of the water molecule diffusion by a
continuous distribution of diffusion tensors. They described the MR signal
attenuation as the Laplace transform of this probability distribution defined
on the manifold of symmetric positive-definite tensors. Combined with a
spherical deconvolution approach, displacement probability functions and
distinct fiber orientations can be estimated in each voxel in a HARDI dataset.
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The multi-shell Mean Apparent Propagator-MRI (MAP-MRI) method, as pro-
posed by Ozarslan et al. (2013), expands the signal using harmonic os-
cillator basis functions. It represents the diffusion-weighted signal by an
anisotropic Gaussian modulated by a series of Hermite polynomials. This
method allows the estimation of three-dimensional EAP, where both re-
stricted (non-Gaussian) diffusion and crossing axons can be represented.
However, according to Ning et al. (2015), this method fails to estimate cross-
ing angles correctly. The propagator anisotropy (PA) metric was derived from
this method, which is a measure of dissimilarity between the reconstructed
EAP and its closest isotropic approximation EAP.

Hanyga and Magin (2014) proposed a new space-fractional diffusion model
based on an anomalous anisotropic diffusion equation that preserves positiv-

ity.
Other representations exist, but have not been included in this chapter.

2.3.3 Limitations

The validity and therefore the usefulness of the cumulant expansion depends
on its convergence towards the acquisition signal, characterized by the con-
vergence radius b. (Kiselev and II'yasov, 2007). If b < b., the series can
be approximated using a couple of low terms in Equation 2.6, higher-order
terms being flooded by the noise, i.e. small contributions to the signal can not
be decoupled from the noise in experimental data. The number of parameters
to estimate is then reduced, but a good accuracy does not assure its validity.
Otherwise, if b > b,, the series in Equation 2.6 diverges which means that the
model function cannot be reduced to a polynomial. A good quality fitting
gives then more credit to the underlying model.

Hutchinson et al. (2017) compare the DTI, DKI, MAP-MRI, and Neurite
Orientation Dispersion and Density Imaging (NODDI) (see Section 2.4.2.1)
methods in different experimental conditions to study the influence of noise
and sampling (among others) on parameter estimations. All methods proved
to be influenced by the acquisition parameters such as the b-values, the
resolution, the Signal Noise Ratio (SNR), and the diffusion time. The need
for DKI to fit a higher-order tensor explains its high sensitivity to noise.

Regional issues are also to be noted, related to crossing fibers, which can
be detected as isotropic zones (Alexander and Seunarine, 2010). Indeed,
several diffusion directions are possible in that case. The angular resolution
needs to be high enough and the model designed to take this particular case
into account.
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2.4 Biophysical Modeling to Measure Tissue
Microstructure

This second approach is based on a biophysical model designed for a particu-
lar tissue geometry. This model is fit to the diffusion signal acquired, which
allows the estimation of the relevant parameters of the microstructure. While
it can provide a greater specificity of biological parameters, the design of the
model remains difficult, as it needs to accurately capture all the features that
effectively and substantially impact the diffusion signal in a given acquisition
range (the coarse-graining problem, see Novikov et al., 2018a).

Another big challenge of this approach comes from the number of unknowns
to estimate after the definition of all effective parameters. To estimate them
all we would need a lot of different b-values. This is unfeasible in clinical
applications because first, the gradients used in clinical MRIs are not strong
enough, and secondly, it would require a patient to stay in the MRI device for
a very long time. Some methods rely on constraints to bypass this problem,
as presented in Section 2.4.2.1.

2.4.1 Multi-compartmental Model

Tissue in the brain can generally be decomposed into four compartments.
The first one corresponds to the somas, which are the central part of the
neurons, mainly present in gray matter. They can be modeled as spheres
of different diameters. Neurites, the second compartment, connect those
neurons together, either in short distances in gray matter (they are called
dendrites), or long-distance connections in white matter (axons). The diffu-
sivity across the processes is considered zero due to the restriction implied by
the fixed small diameter. Processes can therefore be modeled by cylinders
with zero-radius (“sticks”) (see Section 2.4.1.1 below). The orientation of a
collection of processes within a voxel is characterized by an Orientation Dis-
tribution Function (ODF) (Tuch, 2004). The third compartment corresponds
to Extra-Cellular Space (ECS) and is modeled as Gaussian anisotropic. Glial
cells are usually comprised in the soma compartment, as done by Palombo et
al. (2016). However, their possible high exchange rate with the extracellular
space is still a matter of discussion and this argument would argue in favor
of their better modeling in the ECS compartment (Fields et al., 2015). The
last one is the Cerebropinal Fluid (CSF), which could contribute if a voxel
contains part of a ventricle, and corresponds to free diffusing molecules. It is
hence modeled as free diffusion.
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The acquired water signal originates from these four compartments. Under
the hypothesis that each compartment is perfectly impermeable (i.e., no
molecule moves from one compartment to another), this signal is weighted
according to their relative signal fraction f:

S(b) = feomas - Ssomas (D) + freurites * Sneurites(P) + fucs - Scs(b) + fesr - Scsr(b) |

(2.9)
With fiomas + freurites + fecs + fosp = 1. Remark that fiomas, fueurites> fEcs and
fosr are not the relative volume fractions due to the T2 differences between
the compartments (Novikov et al., 2018a). In a non-negligible exchange
hypothesis, interactions between the compartments are more complex and
require further modeling (see Section 2.4.3.2).

In the following models presented, a combination of those compartments is
used to model particular tissues and keep only the relevant compartments.

2.4.1.1 Neurites as Sticks

Neurites have been modeled by zero-radius impermeable cylinders, character-
ized by their longitudinal diffusivity D|!, the transverse diffusivity D;- being
usually considered zero. These neurites are called “sticks” and correspond to
the most anisotropic Gaussian compartment possible (see e.g. Behrens et al.,
2003; Kroenke et al., 2004; Jespersen et al., 2007).

The intra-neurite response function, i.e. the diffusion signal from water inside
a stick of diffusivity D,, = D! pointing in the unit direction #, is defined as :

Ga(8,b) = e PPrED” (2.10)

with g being the unit gradient direction of the measurement. It is determined
by cos§ = g - n, where 6 is the angle between i and g.

The signal, after being isotropically averaged over multiple gradient directions
g for large b-values, is the following (Callaghan et al., 1979; Joabsson et al.,
1997; Jensen et al., 2016):

S~p. b2 (2.11)

with b= \/g : fneurites/(Dn>1/2'

In brain tissue, at sufficiently large b-values, the extra-axonal space signal
is exponentially suppressed, its diffusivity being non-zero in any direction.
The only remaining signal in the white matter comes from the axons (Spcurites
in Equation 2.9), and follows the power law from Equation 2.11 (McKinnon
et al., 2017; Veraart et al., 2019).
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Veraart et al. (2020) proved that the radius of the axons can be estimated
for very high b-values in white matter, where the transverse diffusivity D
is not considered null anymore. The direction-averaged Diffusion Weighted
Image (DWI) signal then follows the following law:

S ~ BetPn . p1/2 (2.12)

2.4.1.2 Somas as Spheres
Somas can be modeled as spheres of radius r, and diffusivity D, following
the Gaussian Phase Distribution (GPD) approximation (Balinov et al., 1993):

Ssomas(0, A, 9)  2(v9)> & ot

—lo = =
s So Dy mz:% aprs® =2
2 4 e~ mDs(A=8) _ g—afDsb _ p—af,DsA | p—af, Ds(A+9)
( az, D ) ’

where «,, is the mth root of (ars)*ljg (arg) = Jg(cw”s), with J,,(z) the Bessel
functions of the first kind. In specific limit cases, this equation simplifies. In a
narrow case pulse regime, i.e. in the limit of large r, or small ¢, this equation
reduces to a free diffusion case (Equation 2.2) (Murday and Cotts, 1968).
In the Neuman (wide pulse) regime, i.e. when D,A > r? and D, < 1, the
signal simplifies to (Balinov et al., 1993):

= 1
_log Ssomas(da g) - 5(795T5)2 . (213)

2.4.1.3 Extra-Cellular Space as Free Diffusion

The extra-cellular space is approximated as Gaussian diffusion, i.e. an ex-
ponential diffusion signal with a scalar diffusion constant D,., which reflects
the molecular viscosity of the fluid. This diffusivity can be expressed with a
perpendicular and a parallel component, noted D and D] respectively.

In some tissues, diffusivity in the ECS is not impeded in a particular direction,
and is therefore considered as isotropic, i.e., D} = D, The powder-averaged
approximation of the ECS signal is then expressed as:

—log(Sgcs(q)) = (2mq)*tD. . (2.14)
This approximation assumes that the ECS is fully connected.

2.4.2 Standard Model of Diffusion in Neural Tissue

The measured diffusion signal in brain is a sum of anisotropic compartments.
It can be modeled as a convolution between a response kernel K from a
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fiber
segment

Fig. 2.7: Standard Model of diffusion in neuronal tissue. Two-compartment model (intra-

and extra-neurite spaces) described by 4 independent parameters: f, D,, D!
and D} and a fiber orientation distribution P (). This figure is reproduced from
Novikov et al. (2018c¢).

perfectly aligned fascicle pointing in the direction fi and the fiber ODF P(ii)
normalized to [ daP(h) = 1.

Sg(b) = P(2)K(b, & - 0)dn (2.15)

g being defined in Section 2.2.2.
In the case of white matter, the kernel can be written as :

fbDéfb(DL'fDé)sz _
+ fosp e PPosF

(2.16)
with ¢ = g-n. Those exponential contributions correspond to the intra-axonal

Kb, &) = So [febD”g + (1 —f— fesr)e

space modeled by a stick compartment (Equation 2.10), the extra-axonal
space modeled by an axially symmetric Gaussian compartment with trans-
verse and longitudinal diffusivities D* and D!, and the CSF compartment.
All those compartments are represented in Figure 2.7. This decomposition
has been widely used in white matter by the community. As a consequence,
Novikov et al. suggested calling it the Standard Model (SM) (Novikov et al.,
2018a). For the sake of reference, we will also refer to it as the SM in this
chapter.

2.4.2.1 Standard Model Parameter Estimation using Constraints

In the previous sections, we presented the SM of diffusion in neural tissue
as a sum of anisotropic Gaussian compartments, as defined by Novikov et
al. (2018a). We will now introduce some methods based on the SM that
rely on constraints to overcome the challenge of estimating many biological
parameters of interest.

Neurite Orientation Dispersion and Density Imaging. In order to reduce
the number of parameters that need to be estimated, Zhang et al. (2012)
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proposed imposing restrictions on the intrinsic diffusivities. They introduced
a method called NODDI, which relies on a three-compartment SM (intra-
axonal space, extra-axonal space and CSF), described by seven parameters:
volume fractions fi,., and fi., diffusivities D!/, D!l, D! and D;,,, and the
orientation dispersion modeled by a Watson distribution of concentration
parameter . By fixing the diffusivities to the following values:

D! = DI = 1.7um?/ms (2.17)
DeL = (1 - fintra) : D! (2.18)
Dis = 3pm? /ms (2.19)

only the two volume fractions and the orientation dispersion need to be
estimated.

Although this method allows to estimate the parameters, the validity of those
constraints needs to be questioned. To begin with, if we admit that the
equalities are correct, they imply that a small deviation from the fixed values,
as occurs in cerebral ischemia, will induce a non-negligible bias in the other
parameters estimation, leading to false interpretations. However, studies
using Diffusion-weighted spectroscopy MR which can quantify the diffusion
of specific metabolites (e.g. Palombo et al., 2017), suggest, through the study
of metabolites specifically found on different sections of the neurons and
extra-cellular tissue, that such diffusivity is not constant across the whole
brain. Whether and how these findings can be used to shed light on water
diffusion in the brain, is an open question.

Another drawback of this method is that it leads to indetermination, which
means that NODDI returns one possible result among a multiplicity of math-
ematical solutions by fixing D) = D! (Jelescu et al., 2016; Novikov et al.,
2018c). If we consider the case where all the parameter constraints are re-
leased and the CSF compartment neglected (called NODDIDA, which stands
for NODDI with diffusivity assessment, Jelescu et al., 2015), two distinct so-
lutions to the estimation problem exist: D > Dl and D!l < D! (see Figures 8
and 9 in Jelescu et al., 2016). Both solutions lie within biologically plausible
ranges, and determining which solution is biologically correct is an active
field of research, although most studies are suggesting D!l > Dl. At least, the
tortuosity approximation that relates D and D! has been invalidated in the
case of tight packings of axons (Novikov and Fieremans, 2012).

White Matter Tract Integrity Metrics. Another approach to estimate the rele-
vant features of interest in a tissue proposes to relate the scalar parameters to
the DKI components. Called White Matter Tract Integrity (WMTI) (Fieremans
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et al., 2011), it is a two-compartment SM that relies on the assumption that
sticks are highly aligned within a voxel.

The tissue is described as a sum of two Gaussian compartments (intra- and
extra-axonal space, Equation 2.9 with f, . = 0 and fcsp = 0), where
axons are modeled as sticks embedded in a Gaussian anisotropic extra-axonal
medium. Each compartment is characterized by a tensor (D,, and D,) derived
from the kurtosis tensors D and K. In any direction j:

Dj - fintra Dn,j + (1 - fintra) De,j 3 (220)

(Dej — Dny)*
D2

J

Kj = 3 fintra (1 - fintra) (2.21)

We retrieve the two possible mathematical solutions mentioned before, as
demonstrated by the square in Equation 2.21. The solution chosen in this
method is D!l < D, which leads to:

Kmax
Kmax + 3 ’

K. f
D.; = D; ll + 1/—3 ( f_J;“;)] : (2.23)

Kj (1 - fintra)
3fintra .

fintra = (2.22)

Dn;=D; |1 - (2.24)

Although WMTI enables to capture the changes of diffusivities, it has two
main limitations. First, this approach is limited to regions of highly aligned
single fiber bundles, which are only present in some white matter regions.
Jespersen et al. suggested a method that alleviates this assumption by
assuming a Watson distribution of the axons (like in NODDI) (Jespersen
et al., 2018). Second, as it relies on the DKI decomposition, this method is
only restricted to the low b-value regime, which could lead to some bias.

2.4.2.2 LEMONADE

As explained before, estimating both compartment diffusivities and orien-
tation dispersion of neurites simultaneously is problematic and tends to be
biased. Some methods suggest fixing some parameters such as NODDI or
limiting its application to coherent fibers only as WMTI to work around these
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problems. Releasing these constraints necessitates estimating a larger number
of parameters.

A recent method in white matter estimates the scalar parameters of a two-
compartment kernel separately from the ODF without any constraints. The
method developed by Novikov et al. (2018c) is based on the modeling of
the diffusion signal as a convolution of the ODF and the response kernel
from a perfectly aligned fiber segment, as presented in Section 2.4.2. It can
be decomposed into two steps. The first step solves an algebraic system
of equations that relates the kernel parameters to the signal moments for
low b-values. This part was called Linearly Estimated Moments provide
Orientations of Neurites And their Diffusivities Exactly (LEMONADE), which
stands for Linearly Estimated Moments provide Orientations of Neurites And
their Diffusivities Exactly. It requires at least 3 non-zero b-shells inferior to 2.5
ms um~2 and returns estimates for f;,;.., DI, DI, D+ and p, = M,
which gives an estimate of the orientation dispersion. In a second step, a
rotationally invariant energy function of the system is minimized exploiting

all available data and using the first estimates as initialization values.

This method emphasizes the existence of the two mathematical solutions
as introduced before, and shows that, in principle, the degeneracy can be
avoided using measurements up to the 3rd order of b-values. However, due
to noise in the data, the solution selection remains difficult in practice and
individual validation should be carried out.

The assumptions made in this approach are, as in the other methods previ-
ously presented, the existence of only two compartments, the uniformity of
diffusivities across all axons in the voxel, and axial symmetry of the kernel.
These assumptions are also the limitations of the model used. Validation in
the case of pathological tissue also needs to be investigated.

We refer the reader to Jelescu and Budde’s review on the accuracy and
validation of biophysical parameters of different diffusion models in white
matter, which includes the ones presented before (Jelescu and Budde, 2017a).

2.4.3 Modeling Brain gray Matter: Moving away from the SM
Previously defined models focus on the study of the white matter, and were
proven not to hold in gray matter, indicating that both tissues require different
models in order to accurately capture their microstructure. Three main
hypotheses have been elaborated to explain the different behavior of gray
matter DWI signals.
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Typically neglected in white matter due to their relatively small density (5-
10% ex-vivo), the abundance of cell bodies (somas) in the gray matter could
also be a possible explanation for the deviation from the stick power-law.
Accounting for 10-20% of gray matter tissue volume (Shapson-Coe et al.,
2021), the modeling of an extra impermeable isotropic compartment might
be necessary (Palombo et al., 2019).

Increased permeability in cell membranes in neurites in the gray matter might
also be the cause of an increased exponent in the stick model (McKinnon
et al., 2017; Veraart et al., 2020). Indeed, in white matter tissue, axons are
encompassed in myelin sheaths that guaranty their impermeability (i.e. neg-
ligible exchange between axons and ECS) over the NMR-relevant timescales.
In gray matter, this myelin content being limited, water exchange across the
neurite membranes might need to be accounted for.

Finally, neurite structural disorders, such as curvy projections, dendritic
spines or neurite beading (Ozarslan et al., 2018; Novikov et al., 2014; Lee
et al., 2020) could lead to non-Gaussian diffusion along the effectively one-
dimensional neurites.

Although ideally all three explanations should be taken into account, Jelescu
et al. (2021) suggested that exchange effectively dominates over structural
disorder. I will now present the two main modeling solutions that have been
proposed in order to take into account soma and exchange.

2.4.3.1 Modeling Brain gray Matter: a Three-Compartment Model

A three-compartment model has been proposed to account for the presence of
cell bodies, called Soma And Neurite Density Imaging (SANDI) (Palombo et
al., 2020). It extends the SM by adding a soma compartment, relying on the
assumption that, at short diffusion times (< 20ms) exchanges between the
compartments can be considered negligible. The resulting direction-averaged
signal is the following:

S(b) = fneurites : Sneurites(b) + fsomas : Ssomas(b) + fECS : SECS (b) ) (225)

where direction averaged-signals of all the compartments are considered
normalized, and signal proportions sum to 1 (f,curites + fsomas + frcs = 1).
Water spins diffusing within cellular soma are considered restricted into
spheres of apparent radius r, with a fixed diffusivity D, =3 um ms™2.

Using a random forest regression, Palombo et al. (2020) provide estimates
for the signal proportions, neurites, and ECS diffusivities, and soma radius.
Although the method provides a rather acceptable accuracy in real-case sce-
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narios, it can only output one set of tissue parameters for a given observed
dMRI signal, masking, therefore, other biologically plausible solutions that
could generate the same observed signal. Furthermore, the parameter es-
timates are obtained following a deterministic approach, so no confidence
interval description is available.

2.4.3.2 An Exchange Model: the Karger Model

A two-compartment model with exchange has been developed in the pulsed
gradient spin echo (PGSE) case, and is referred to as the Karger Model (KM)
(Karger, 1985; Fieremans et al., 2010). The two exchanging compartments
considered are the ECS and sticks with permeable barriers, which could
be parallel to mimic axons in white matter (Fieremans et al., 2010), or
isotropically oriented such as neurites in gray matter (Jelescu et al., 2021;
Olesen et al., 2021). In order to keep the notation coherent within this
manuscript, we will denote the sticks-related variables with the n underscore.

Two main hypotheses regulate this model. First, in each voxel volume, i.e. in
each point r, a two-component magnetization density exists:

m(t,r):( mn(t,T) ) (2.26)

mpcs(t,r)

Both compartments are assumed to be present with proportions f,, and fgcs,
satisfying the relation f,, + fgcs = 1. At the diffusion time ¢ = 0, the initial

magnetization ratio is then equal to f}{jﬁ

Secondly, the model assumes that diffusion within both compartments is
Gaussian, with the diffusivities D,, and D.. This hypothesis becomes asymp-
totically exact in the considered brain tissue at a coarse-grained scale. We
consider here D,, = Dl (g - n)?, which corresponds to the parallel diffusivity
in the sticks, and D, = D!l(g-n)? + D} (1 — (g-n)?).

The coupled Bloch-Torrey equations can then be used to describe the evolu-

tion of magnetization (Equation 2.26) (Karger, 1985):

Oom

T (DV2 —ig(t) - r) m — Rm, (2.27)

where D = diag(D,,, D.) is the diagonal matrix of the two compartment diffu-
sivities and V? is the Laplacian. As exchange between the two compartments
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is assumed to be independent from position and timing, it is modeled as a
Poisson process regulated by the constant rate matrix:

-1 —1
T —T r —r
R=| " _, ES|=(" FeS (2.28)
—Th TECS —Tn  TECS
with 7,, and 7gcg the mean lifetimes in both compartments and r,, and rgcs

their exchange rates (r,, = Ti and rgcg = TElcs). They satisfy the conservation
of mass equation:

fo _ fros

Tn TECS

(2.29)

1

Total exchange time ., can be defined as ¢., = - w——

Taking the Fourier transform of the voxel-averaged spin-packet magnetization
density (Equation 2.26) with the initial condition defined by proportions f,,
and fgcs, and considering the Gaussian diffusion assumption, the coupled
Bloch-Torrey equations become:

S(q)=So| 1 1]exp(—(2rq)*t-D+R-t) { j:’;cs ] (2.30)

The resulting signal response is then the following:
IC(Q? ta g-n, Dna Dea T, TECS) - f»,/le_D;L(Qﬂq)% + f]/EICSG_Dé(QWq)% (231)
with

, 1

1 1 1
nje — 9 Dn+De+ (+ ) (232)

(2mq)?2 \ 7, TmCs

2
1 1 1 4
+ De—Dn+<—)> +
J < (2mq)? \Tecs  Ta (2mq) 7, TrCS

(2.33)

fo = 1— fics
" LuDutJeosDe—D), (2.34)

Note that in the case of no exchange, i.e. R = 0, we retrieve a biexponential
function corresponding to the sum of two Gaussian compartments with
diffusivities D,, and D., weighted by their proportion f,, and fgcs (similar to
Equation 2.16 with fcsp = 0).
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2.5 Summary and Beyond

Diffusion MRI is a perfectly adapted technique to measure tissue microstruc-
ture in the human brain using water motion. Accessing tissue microstructure
non-incisively provides a great insight into the understanding of brain func-
tioning, and the study of its evolution can enlighten the progression of certain
pathologies.

We have shown two main approaches to describe microstructure anisotropy
using diffusion MRI: signal representation and biophysical modeling. While
the former is general and makes no assumptions about the underlying tissue,
models are designed for a particular tissue and therefore provide greater
specificity and interpretation of the estimated biological parameters. The
difficulties in modeling reside in accurately capturing the features that ef-
fectively and substantially impact the diffusion signal in a given acquisition
range, and being able to correctly fit the model (inverse problem).

Although great progress has been made during the last decade, some ques-
tions remain unresolved. Notably, the estimation of brain gray matter mi-
crostructure remains difficult. The question of which model to use is at the
core of diffusion MRI research. We can wonder to which extent we can
consider compartments as non-exchanging. Diffusion time, brain region, and
myelination of the tissue will most likely impact the answer to this question.
The necessity to add a soma compartment is also unresolved. Defining the
right model is however not enough. A robust method to inverse the prob-
lem and estimate tissue microstructure from an acquired diffusion signal
is mandatory in order to get interpretable and trustable estimates. My the-
sis integrates this context of getting reliable estimates of the gray matter
cytoarchitecture non-invasively using diffusion MRI.

2.5 Summary and Beyond

37



Theoretical Background on
Statistical Inference

Contents

3.1 Bayesian Framework for Statistical Inference . . . ... ... ..
3.1.1 Introduction to the Inverse Problem . . . . . ... .. ..
3.1.2 The Bayesian Formalism . . ................
3.1.3  Explicit and Implicit Models . . .. ... ... ... ...
3.1.4 Likelihood Intractability . . ... ... ... .......

3.1.4.1 Integration through the Latent Space

3.1.4.2 Black Box Simulators . . . ...........

3.2 Likelihood-Based Inference Methods . . . . . ... ... ... ..
3.2.1 Markov Chain Monte Carlo . . ..............

3.2.2 Variational Inference . . . . ... ... ... .......
3.2.2.1 Distribution Family . .. ............

3.2.2.2  Kullback-Leibler Divergence . ... ... ...

323 MCMCvsVI . ... ... .. i

3.3 Likelihood-Free Inference Methods . . . . . ... ... ......
3.3.1 Workflows for Simulation-Based Inference . . .. .. ..

3.3.2 Approximate Bayesian Computation . . ... ... ...
3.3.2.1 RejectionABC . .. ...............

3.3.2.2 Markov Chain Monte Carlo ABC . . ... ...

3.3.2.3 Sequential Monte CarloABC . . .. ... ...

3.3.24 Limitations . . . . . . . ... ... ... ...,

3.3.3 Normalizing Flows . ... .................
3.3.3.1 Definition . . ... ... ..... ... ...,

3.3.3.2 Autoregressive Flows . ... ... .......

3.3.3.3 Conditional Normalizing Flows . . . . . . . ..

3.4 Application-Specific Considerations . . . . ... ... ......
3.4.1 Amortization . .. ... .. ... e
3.4.2 Summary Statistics . . . . ... ...

3.5 Conclusion . . . . .. ... e e

38



Acronyms used in the chapter

ABC Approximate Bayesian Computation
ELBO Evidence Lower BOund

ii.d. independent and identically distributed
KL Kullback-Leibler

LFI Likelihood-Free Inference

MCMC Markov Chain Monte Carlo

NF Normalizing Flows

p.d.f. probability density functions

SBI Simulation-Based Inference

VI Variational Inference
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Notations used in the chapter

X Observation vector
0 Parameter vector
p(0) Prior distribution
p(xo|@) Likelihood distribution of an observation x, given parameters 6
(

p(@lxog) Posterior distribution
p(xo)  Evidence of the data
E[x] Expectation of any random variable  w.r.t. its subscript s when
needed
u Real vector

T Diffeomorphism
Jr(u)  Jacobian of T
detJr(u) Determinant of the Jacobian matrix of T
T Transformer
i i-th conditioner
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This chapter presents the statistical inference background needed for a good
understanding of the present thesis. We start by presenting the general
Bayesian formalism in the context of statistical inference. We show that
the Bayes’ theorem can be applied to estimate the probability density of the
parameters which generated an observation given this observation, called
the posterior, when the model’s likelihood is available. However, the main
difficulty in solving the inference problem of a simulator model is the evalua-
tion of the likelihood. We then present likelihood-free (or simulation-based)
inference methods, that have been developed to bypass this difficulty. Finally,
we discuss two factors that need to be considered: the amortization of a
model and the utility of summary statistics.

3.1 Bayesian Framework for Statistical Inference

3.1.1 Introduction to the Inverse Problem

A challenging question in science is understanding how a signal has been
generated, i.e., what parameters specifically influenced this acquired signal,
whether it is an image, a MEG brain activation, or a cognitive task result.

It is possible to define complex and high fidelity mechanistic models relying
on experts’ knowledge that predict how systems will behave in multiple
scenarios, that is, to generate an observation x given the parameters 6. These
statistical models stochastically generate a data vector & whose distribution
depends on 6.

Given an observation x and a statistical model, we want to solve the inverse
problem and retrieve the parameters 6 that produced «x. Inferring parameters
of interest given a statistical model of their relationship is called statistical
inference. Two main approaches to statistical inference have been developed:
Bayesian inference and frequentist inference. We will focus on the Bayesian
framework in this work.

3.1.2 The Bayesian Formalism

We consider an observed datum xq € X', whose generation can be described
by a statistical model M, parametrized by an unknown vector 8 € © C RP. A
prior distribution is defined, denoted p(8), that expresses the prior knowledge
we have about 6. In practice, it usually corresponds to the physically possible
intervals of the parameters. A conditional density model p(xo|@), known as
the likelihood distribution, expresses a statistical relationship between x, and
6. The probability distribution of 8 given x, i.e., the distribution modeling
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how our beliefs about 8 should change in light of observing x, can then be
formulated using Bayes’ theorem (Bishop, 2006):

p(x0|6) p(0)

3.1
o) (3.1)

p(0lx = x) =

where p(0|x¢) is called the posterior distribution and

plwo) = [ p(0/6')p (6') d6"

is a normalizing constant, commonly referred to as the evidence of the data.
We assume that this quantity is finite for every o so that the posterior density
is always well-defined.

p(0]xo) allows to express uncertainty over plausible parameters, rather than
just point estimates. Providing information such as posterior expectations
or credible intervals can help reach conclusions, or make more informed
decisions.

3.1.3 Explicit and Implicit Models

The type of statistical model used to infer the parameters is of primary
importance in choosing the resolution method. Indeed, as we will present
in this section, the main difficulty for performing statistical inference is the
availability of the likelihood p(x|0).

Density models, also dubbed explicit or prescribed models (Cranmer et al.,
2020), directly express the likelihood p(x|@). This way, the posterior distribu-
tion p(@|x = x) can easily be evaluated (up to a normalizing constant) using
Bayes’ rule (Equation 3.1). Such methods are referred to as likelihood-based
inference methods, as the likelihood p(x|@) can be explicitly evaluated.

In contrast, simulator models, also called implicit models, describe how the
data are generated. They take as input a vector of relevant parameters 6,
produce samples of some latent variables (internal states) z; ~ p; (2|0, z<;),
and finally produce a data vector « ~ p(x|0, z) as output, that corresponds
to the observations. The latent variables do not necessarily have a physical
meaning and might be (or not) conveniently accessed through the simulator
model. A direct evaluation of the likelihood, such as for density models, is
typically not possible. Inversion methods that do not rely on the density
evaluation are necessary to approximate the posterior distribution. Such
methods are called as Likelihood-Free Inference (LFI) or Simulation-Based
Inference (SBI) (Cranmer et al., 2020).
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Simulator models directly describe a real-world phenomenon, which makes
them easily interpretable. They have been used in many different scien-
tific fields, such as ecology (Wood, 2010), cosmology (Alsing et al., 2019),
population genetics (Beaumont et al., 2002), and MR fingerprinting (Boux
et al., 2021). The inference problems tackled in this thesis lie in this category,
where the likelihoods of the defined models are not accessible.

Likelihood-based inference represents the majority of inference problems. It
is efficient, as it can directly rely on Bayes’ theorem. Likelihood-free inference
was introduced later to deal with models whose likelihood could not be
evaluated. Another possibility to solve the inference problem concerning a
simulator model where the likelihood is not available could be to do it in
two steps. We could first compute the likelihood given the model’s internal
functioning and then use likelihood-based methods afterward. Reasons for
the intractability of the likelihood are presented in the next section and argue
in favor of likelihood-free methods. A more detailed explanation is available
in Papamakarios (2019).

3.1.4 Likelihood Intractability

3.1.4.1 Integration through the Latent Space
The likelihood can be defined as the integral over all possible paths through
the latent space (i.e., all possible executions of the simulator). That is:

p(x|0) = /p(a:,z|6)dz (3.2)

where p(x, z|0) is the joint probability density of data « and latent variables
z. In the case of real-life simulators with large latent spaces, the explicit
computation of this integral is impossible, as it would require a very high
computational cost.

3.1.4.2 Black Box Simulators

In practice, black-box simulators may be used, such as executable programs
or even a lab experiments, where the latent variables are not accessible. In
those cases, the likelihood evaluation will not be possible even if, theoretically,
likelihood-based inference methods could be used. Likelihood-free inference
methods become essential to solve inverse problems in those cases.
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3.2 Likelihood-Based Inference Methods

This part will discuss two main methods to deal with the Bayesian inference
problem in which the likelihood is accessible: Markov Chain Monte Carlo
(MCMCQ), which is a sampling-based approach, and Variational Inference (VI),
which is an approximation-based method. Although we rely on a likelihood-
free inference technique in this thesis, Monte Carlo is a well-known and
widely used technique in the diffusion community (see e.g. Fieremans et al.,
2010; Novikov et al., 2011), and we wanted to put it back in its context.
VI introduces the idea of defining a family of functions, which is linked
to the method chosen to solve the inverse problem in this thesis, namely
Normalizing Flows (NF). Moreover, VI allows us to introduce the idea of
distance between two distributions, which is an essential notion in NF.

3.2.1 Markov Chain Monte Carlo

Markov Chain Monte Carlo algorithms aim at generating samples from a
complex probability distribution that can be defined up to a factor (Andrieu
et al., 2003). This property allows removing the dependence on the evidence
in Bayes’ formula, which cannot be evaluated.

The "Monte Carlo" part of the method’s name refers to a technique for
randomly sampling a probability distribution based on the assumption that
samples can be efficiently drawn from the target distribution. The "Markov
Chain" part relates to a stochastic method for generating a sequence of
random variables, where the current variable probabilistically depends on
the last variable in the chain.

Combining these two techniques, the idea is to approximate a probability
density using random sampling, where each sample depends on the previous
one. In other words, the goal is to build a Markov Chain whose stationary
distribution is the posterior p(8|x). The generation of many samples is
needed to reach a steady state, with a close enough approximation of the
density function.

An inconvenience of MCMC algorithms is their sensitivity to their starting
point. They begin with a burn-in phase, during which samples cannot be used
as the Markov chain has not converged towards its stationary distribution
yet.

Two of the common MCMC algorithms are called Metropolis-Hastings and
Gibbs Sampling. We refer the reader to Robert and Casella (2004) for a
deeper presentation of this method.
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3.2.2 Variational Inference

Unlike MCMC methods that sample from a target distribution, Variational In-
ference methods look for the best approximation of the posterior distribution
p(@|x) among a parametrized family. Finding the closest distribution ¢(8) to
the posterior p(@|x) from a variational family () is cast as an optimization
problem over the family ) (Blei et al., 2017).

From above statement, two criteria need to be carefully defined: the varia-
tional family () and the distance quantifying how close the distribution ¢(8)
is to the posterior p(@|x). Both notions are presented in the next sections.

3.2.2.1 Distribution Family

To begin with, a variational family of distributions ) needs to be defined. This
family will determine the space in which we search for the best approximation
(the definition of what "best" means, in this case, will be defined in Section
3.2.2.2). The choice of this family controls the bias and complexity of the
method. Indeed, a simple family generates a restrictive model that will
present a high bias but a simple optimization process. On the contrary, a
complicated family results in a nearly free model with smaller bias, but whose
optimization process will be far harder if not intractable. A correct balance
needs to be found to ensure a good quality of the fit while maintaining a
tractable optimization process.

3.2.2.2 Kullback-Leibler Divergence

Once a variational family has been defined, the question of finding the
best approximation among this distribution family needs to be addressed.
The notion of closeness between the posterior distribution p(f0|x) and a
distribution ¢(0) can be measured using the Kullback-Leibler (KL) divergence.
This divergence being asymmetric, two types of KL divergences exist: the
forward and reverse KL divergences.

Forward Kullback-Leibler divergence. The forward KL divergence between
the target posterior distribution p(@|x) and a distribution ¢(8|x) is defined
as follows:

KL(p(0l2)|[q(0lz)) = —Eyojz)[log q(0]2)] 4 const. (3.3)

This divergence requires to be able to sample from the posterior distribution.
In practice, this is usually not possible. A workaround is to sample from the
joint distribution p(@, x) in an amortized context instead, as presented in
Section 3.3.3.3.
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Reverse Kullback-Leibler divergence. The reverse KL divergence reflects
the divergence of a distribution ¢(8|x) from the posterior distribution p(6|x):

KL(q(8|2)[[p(0]x)) = Eqeopm [logq(0]x) —logp(6|z)]

= Eyo)log q(0|x)] — Eyo) [log p(0, )] + log p(x)
(3.4)

This divergence is well-suited for situations where it is possible to evaluate
the joint density p(0, x).

In the case of VI, we are looking for the best approximation of a posterior
distribution among a variational family. Minimizing the reverse KL diver-
gence is equivalent to finding the distribution the closest to the posterior
distribution. However, the evaluation of this reverse KL divergence is gener-
ally not possible because it requires computing the logarithm of the evidence
log p(x). A workaround is to optimize the Evidence Lower BOund (ELBO)
instead, which removes this dependence on the evidence and only relies on
the joint distribution (Blei et al., 2017):

ELBO(q) = Eyojay[log p(, 8) — log q(6]))] (3.5)

Maximizing the ELBO is equivalent to minimizing the KL divergence, as
proven by the relation:

KL(¢(0]2))[p(0]z)) = E,[log p(x|6)] — ELBO(q) (3.6

To maximize the ELBO and find the distribution the closest to the posterior
distribution, a Monte Carlo procedure is usually used. Gradient descent can
for example be used as an optimization scheme with automatic differentiation
(Kucukelbir et al., 2017), provided that a modern automatic differentiation
framework has been used (Dillon et al., 2017; Paszke et al., 2019). At each
optimizer step, we first sample points 6,,, from ¢(80), and then approximate
the discretized ELBO:

M

ELBO(q Z ogp(x,0,,) —logq (0m|Tm) (3.7)

3.2.3 MCMC vs VI

As previously described, MCMC and VI are two methods that aim at solving
the inference problem using the likelihood distribution. MCMC approximates
the posterior distributions by sampling from a Markov chain, while VI ap-
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proximates the posterior distribution by solving an optimization problem.

Differences in their guarantees and speed can be noted.

First, MCMC methods provide guarantees of producing (asymptotically) exact
samples from the target density (Robert and Casella, 2004), contrarily to
VI which does not benefit from such guarantees. However, VI is generally
faster than MCMC, as it can rely on efficient methods such as stochastic or
distributed optimization (Blei et al., 2017). Another critical consideration to
keep in mind when using VI is its general underestimation of the variance
of the posterior distribution, which could be problematic for some tasks.
Nevertheless, VI allows for better complex posterior geometry approximations
(e.g., multi-modal) than MCMC.

As a result, VI is better suited for large datasets or complex posterior geometry
and MCMC for smaller datasets, where we are willing to pay a computational
cost to get more precise samples (Blei et al., 2017).
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3.3 Likelihood-Free Inference Methods

In the case of simulator models, the likelihood is intractable, and methods de-
scribed in 3.2 cannot be directly applied. Other methods have been proposed
to overcome this problem and a general presentation of existing workflows
is presented in Section 3.3.1. The first contributions on LFI are known as
Approximate Bayesian Computation (ABC) and have been applied to invert
models from ecology, population genetics, and epidemiology (Sisson, 2018).
We present the most popular ABC methods in Section 3.3.2. Recently, there
has been a growing interest in the machine learning community in improv-
ing the limitations of ABC methods through deep generative modeling, i.e.,
neural network architectures specially tailored to approximate probability
density functions from a set of examples (Goodfellow et al., 2016). Nor-
malizing Flows NF (Papamakarios et al., 2019) are a particular class of such
neural networks that have demonstrated promising results for LFI in different
research fields (Cranmer et al., 2020; Gongalves et al., 2020; Greenberg
et al., 2019). NF are presented in Section 3.3.3.

3.3.1 Workflows for Simulation-Based Inference

Likelihood-free inference techniques can be separated into two main groups
(Cranmer et al., 2020). The first group corresponds to methods that use
the simulator itself during inference (such as ABC methods, presented in
Section 3.3.2) and output an estimate value x that can be compared with
the observation x,. The second group constructs instead a surrogate model,
whose output is then used for inference. NF correspond to this second
group of inference methods. Different ways to address the intractability
of the likelihood exist in each group. Some methods construct a tractable
surrogate model for the likelihood function or the likelihood-ratio function,
while others never use it explicitly. At least, the methods can provide access
to samples from the approximated posterior or an approximation of the
posterior distribution.

3.3.2 Approximate Bayesian Computation

Approximate Bayesian Computation (ABC) methods are simulation-based
methods that replace the evaluation of the likelihood with a comparison
between the observed D-dimensional data xy and a simulated data x*. Three
types of ABC methods will be presented in this section, along with their
limitations: rejection ABC, Markov Chain Monte Carlo ABC and Sequential
Monte Carlo ABC. We refer the reader to Sisson (2018) for a complete review
of ABC methods.
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3.3.2.1 Rejection ABC
We define B.(x) the neighbourhood of xz, as the set of data points whose
distance from x is inferior or equal to e:

B (x0) = {x: [|x — x0¢|| < €}, (3.8)

with [|-|| @ norm in R”. For small ¢, the likelihood p(x¢|6) can be approxi-

mated as the average conditional density inside B.(xo) (Papamakarios, 2019):

Pr (|x — xol| < €] 6)
| Be (%) ’

where | B, (xo)| corresponds to the volume of B, (x¢). Using Bayes’ rule (3.1),

(3.9)

P (x0[0) ~

the posterior distribution can then be approximated as:

p(0]x = xo) &~ Pr([[x —xol| < €| 80)p(0)

~ (0l lx — _
[Pr(]|x —xo| <e€|0)p(0)de p(0]lx —xol| <¢)

(3.10)
p (0] ||x — xo|| < €) can be interpreted as the exact posterior under an alter-

native observation x. As e tends towards 0, B, (xo) becomes infinitely small,
and the approximate posterior p (8| ||x — xo|| < €) tends to the exact posterior
p(B|x = xo) (see e.g. Prangle, 2017, supplementary material, theorem 1 for
a formal proof). In turn, as ¢ tends towards infinity, B, (xo) encompasses the
space entirely, and the approximate posterior tends to the prior p(0).

The simplest ABC algorithm is called rejection ABC (Pritchard et al., 1999),
and is a rejection-sampling method for obtaining independent samples from
the approximate posterior p (8] ||x — x¢|| < ¢€). This method is divided into
three steps:

(1) Sample a candidate parameter vector 8* from the prior distribution 6.

(2) Simulate x* using the sampled parameter 8* as defined by the condi-
tional probability p(x|6*) of the simulator.

(3) Compare the simulated data vector * with the observed data xq using
a distance function and a tolerance ¢ > 0. Accept 8* if |x* — o] <.

The parameter ¢ defines the desired level of agreement between xo and x*.
As it becomes smaller, the accepted samples approach the exact posterior,
but fewer samples are accepted. That is, ¢ controls the trade-off between
approximation quality and computational efficiency.

A binding limitation of this technique is that a large number of simulations
can be necessary for small ¢, especially when the data is high-dimensional.
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To illustrate it, let us consider the case where x is D-dimensional, and the
distance is defined as the maximum norm (example taken from Papamakarios,
2019). The acceptance region B.(xo) is then a cube of side 2¢ centered at z.
For small ¢, the acceptance probability can be estimated as:

Pr (max(x — x¢) < €| 80) =~ p(x0]0) | Bc (x0)| = p (x0|0) (2¢)7, (3.11)

As e becomes smaller, the acceptance probability tends towards zero at a rate
@) (eD). Concretely, for p(xq|0) = 1, ¢ = 0.05 and D = 15, each accepted
sample would require on average a thousand trillion simulations, which
is obviously extremely costly. Improvements to this algorithm have been
proposed to reduce the number of simulations needed, such as the two
methods presented below.

In addition, in practice, for high dimensional cases, the data is transformed
into a small number of features to keep a reasonable computation time. These
features are dubbed summary statistics. If they are sufficient for inferring 0
(see definition 9.32 of sufficient in Wasserman, 2004), then using summary
statistics instead of the data induces no loss of information about 6. This idea
is developed in Section 3.4.2.

3.3.2.2 Markov Chain Monte Carlo ABC

As presented in Section 3.3.2.1, rejection ABC samples from the prior dis-
tribution and only accepts parameters whose simulated data are close to
the observed data. However, if the approximated posterior is significantly
narrower than the prior distribution, as is generally the case, this method
will discard many samples.

An improvement on the sampling strategy based on Markov Chain Monte
Carlo in its Metropolis-Hastings form (see Section 3.2.1) has been proposed to
accept more samples, and therefore reduce the computation needs (Marjoram
et al., 2003). Instead of independently sample parameters 8 from the prior
distribution, Markov Chain Monte Carlo ABC suggests slightly perturbing the
previously accepted sample, so that this new sample will likely be accepted
too.

A proposal distribution ¢(6’|0) is introduced that suggests a new parameter 6’
based on a previously accepted parameter 6. An acceptance ratio is computed
as follows:

p(6)q(0'|0)

p(8)q(016")  ;f _ <
a= if Jlx = xoll < € (3.12)
0 otherwise
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This algorithm is described in Algorithm 1 for more clarity.

Algorithm 1 Markov Chain Monte Carlo ABC
Propose 6’ ~ ¢(60’|0)
Simulate x,, ~ p (x|6’)
if ||x — x¢|| < e then
Calculate acceptance ratio a =
Sample u ~ 4(0,1)
if u < o then
return 6’
else
return 6
end if
: else

return 6
: end if

p(0')q(6]6')
p(0)q(6'(6)

RN T R Wb

—_ e e
W2

Unlike rejection ABC, samples are not independently produced in a MCMC
ABC approach. Accepted parameters 6 are randomly perturbed to obtain new
parameters 6’ close to @ that are therefore likely to be accepted. Although
this reliance on previous iterations leads to a higher acceptance rate, it also
reduces the effective sample size.

Moreover, due to the reliance of parameter 6’ on its predecessor 6, the
Markov chain may be stuck at its initial state for a long time. A careful
initialization of the chain is consequently required. In practice, rejection
ABC can be run until one parameter 6 is accepted, and this # can be used
to initialize the Markov chain in the MCMC ABC approach (Papamakarios,
2019).

3.3.2.3 Sequential Monte Carlo ABC

In the previous section, a solution to increase the acceptance rate has been
introduced, based on perturbing accepted parameters using MCMC. We
present an alternative approach based on importance sampling in this section.

To begin with, suppose parameters 6 are not sampled from the prior distribu-
tion p(@) but from a second distribution p(8), assumed to be non-zero in the
support of the prior. Accepted samples, i.e., samples whose simulated data
lie in the neighborhood of the observed data, follow the distribution:

P (0] ||x —x0]] <€) x Pr(]|x — x| <¢€]0)p(0) (3.13)
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A population of N importance-weighted samples {(w;,6y), ..., (wy,On)} is
considered that approximates p (6| ||x — x¢|| < €). Weights {wy, ..., wy} are
normalized (i.e., >, w, = 1) and are defined as follow:

(O] lIx = %0l <€) Pr(lx —xol <€l6,)p(6n) _

£ (On)  (3.14)
p(

0. P
X ~ — =
Onl Ix — %0l <€)~ Pr(lx—xof <€l6,)p(0,) P(6n)

Wy, X

The steps of this procedure, dubbed importance-sampling ABC, are summa-
rized in Algorithm 2. Note that if p(8) = p(0), this approach reduces to
rejection ABC.

Algorithm 2 Importance-Sampling ABC

:forn=1:Ndo
repeat
Sample 6,, ~ p(0)
Simulate  ~ p(x|6,,)
until || — x| <€
end for
7: Calculate importance weights w,, x ggz:; such that they sum to 1
return {(wy,61), ..., (wn,0N)}

AN A R A

@

The proposal p(#) needs to be carefully chosen as it directly impacts the
efficiency of the importance-sampling ABC algorithm. If the proposal is too
restrained, the importance weights will have a high variance. On the contrary,
if the proposal is too broad, the acceptance rate will be low (Alsing et al.,
2018).

In practice, a series of 7" importance-sampling ABCs can be performed, where
e is progressively decreased and a new proposal is constructed at each iter-
ation. p(@) can be used in the first round along with a large enough ¢, so
that the acceptance rate is not too low. A population of importance-weighted
parameter samples {(wi,01), ..., (wy,On)} is obtained. We then choose ¢,
that complies with the condition ¢; < £;. Progressively decreasing ¢ allows to
obtain increasingly accurate posterior samples. The proposal p(8) for next
round can be defined as a mixture distribution given previous population:

p(0) = wnq(0]6,). (3.15)

q(0]0,,) can be thought as a perturbation of parameters ,,, similarly to
MCMC ABC. A common choice is to use a Gaussian distribution centered at
6,,, which is equivalent to adding a zero-mean Gaussian noise to 6,,. This
iterative procedure is known as sequential Monte Carlo ABC.
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A known issue with sequential Monte Carlo is sample degeneracy. If most
samples have negligible weights, the number of independent samples, i.e.,
the effective sample size, becomes significantly inferior to the population size
N. A strategy to avoid this is to compute the effective sample size after each
iteration and resample the population if the effective sample size is less than
a threshold (e.g., N/2) (Nowozin, 2015).

Sequential MC ABC provides a higher acceptance rate than rejection ABC
and is usually easier to tune than MCMC ABC. Performing several rounds of
importance sampling ABC allows to obtain increasingly accurate posterior
samples. However, the recurrent ABC problem of a small acceptance proba-
bility as e tends towards 0 is still present. The required number of simulation
samples increases at each round as ¢ decreases, leading to possibly a huge
number of required samples per round.

3.3.2.4 Limitations

Although ABC methods have been applied to invert models from ecology,
population genetics, and epidemiology (Sisson, 2018), they have some limita-
tions that lead our choice not to use them in the following thesis. First, these
techniques require a large number of simulations for posterior estimations, as
many samples are discarded. Moreover, the definition of a distance function
is necessary to compare the results of two simulations, as well as a maximum
distance (i.e., rejection threshold) for defining a neighborhood of a sample
(done via the ¢ parameter). A good trade-off needs to be found between
approximation quality and computational efficiency.

3.3.3 Normalizing Flows

Recently, there has been a growing interest in the machine learning commu-
nity in improving the limitations of ABC methods through deep generative
modeling, i.e., neural network architectures specially tailored to approximate
probability density functions (p.d.f.) from a set of examples (Goodfellow
et al., 2016). NF (Papamakarios et al., 2019) are a particular class of such
neural networks that have demonstrated promising results for LFI in different
research fields (Cranmer et al., 2020; Gongalves et al., 2020; Greenberg
et al., 2019). These flows are invertible functions capable of transforming
vectors generated by a simple base distribution (e.g. the standard multi-
variate Gaussian distribution) into an approximation of the true posterior
distribution. An essential advantage of NF versus other p.d.f. approximators
such as generative adversarial networks (GAN) (Goodfellow et al., 2014)
and variational auto-encoders (VAE) (Kingma and Welling, 2014) is that it
provides the likelihood of any sample point of interest, and it is also straight-
forward to sample new data points from it. Furthermore, certain classes
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of NF can be shown to be universal approximators of probability density
functions. We refer the reader to the work by Papamakarios et al. (2019) for
a complete review on NF.

3.3.3.1 Definition

Normalizing flows allow to construct flexible probability distributions by
applying a series of transformations to a simple density. In the following,
we consider 6 and u two D-dimensional real vectors, and we want to de-
fine a joint posterior distribution over 6. A diffeomorphism 7' models the
transformation of the real vector u, sampled from p,(u), to 6:

0 =T(u) where u~ p,(u) (3.16)

By definition, this transformation is invertible and both 7" and 7! are differ-
entiable. p,(u) is referred to as the base distribution of the flow-based model.
Both 7" and p,(u) can have parameters of their own, denoted respectively ¢
and ¢.The density of 0 is, under these hypotheses, well-defined and can be
obtained by a change of variables:

po(6) = pu(u) |det Jr(w)| " = p, (T7(8)) |det J7-1 ()], (3.17)

where Jp(u) is the Jacobian of 7"

0Ty . 0Ty

Jr(w)=1 : .+ |. (3.18)
6111 auD

The computation of the Jacobian determinant can have a high time cost, and
become even intractable for high dimensions. Therefore, the Jacobian matrix
must be tractable, that is it must be fast to compute, and scale well to large
D.

A useful property of invertible and diferentiable transformations is that they
are composable, that is the composition of two transformations 7 and 75 is
also differentiable and invertible:

(TyoTy) " =T o Tyt (3.19)
det Jr,or, (u) = det Jr, (T1(u)) - det Jr, (u) (3.20)
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Complex transformations with more expressive power can therefore be con-
structed by composing K simple transformations, without losing the invert-
ibility and differentiability properties, allowing to evaluate the density py(8).

3.3.3.2 Autoregressive Flows

Three main types of methods exist for constructing flow-based models in
the case of finite compositions (in opposition to continuous-time transfor-
mations): autoregressive flows, linear flows and residual flows. This section
will present an overview of the existing methods to construct autoregressive
flows, which are used in this thesis. For a more thorough description, we
invite the reader to refer to Papamakarios et al. (2019).

Autoregressive flows are universal approximators, making this class of models
very popular. They have the following form (Huang et al., 2018; Jaini et al.,
2019):

x; =71(0;;h;) where h;,=c¢(0). (3.21D)

The transformer 7 is a strictly monotonic function of 8; parametrized by
h;. ¢; is called the i-th conditioner, and determines the parameters of the
transformer (terms by Papamakarios et al., 2019). With this formulation,
every h; (and each x;) can be computed independently and only depends on
h_; (0.;).The partial derivatives of x; with respect to 8, is then 0 whenever
j > i. The Jacobian of such a transformation is lower-triangular, which
makes the computation of its determinant tractable (equals the product
of its diagonal elements). The implementation of autoregressive flows is
based on the choice of a transformer and a conditioner. Any combination of
transformer-conditioner can be chosen from the functions presented below.

Multiple transformer types exist:

* Affine: Transformers can be defined as affine functions, which have the
advantage of being simple and analytically tractable (note that having
an affine transformer does not mean the whole transformation is affine).
Their expressivity is, however, limited.

* Combination-based: Non-affine transformers can be obtained by using
conic combinations or compositions of monotonic functions (which are
themselves monotonic). Although they can represent any monotonic
function, they cannot generally be inverted analytically and require an
iterative method, such as bisection search.

* Integration-based: A non-affine transformation can also be constructed
by computing the integral of a positive function (Wehenkel and Louppe,
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2019), but the use of integral can hamper the possibility of analytical
tractability.

* Spline-based: A proposed solution to overcome this analytical in-
tractability is to implement the transformer as a monotonic spline. This
has the additional advantages of being rapidly inverted and evaluated.

To avoid expensive computation times in high dimensional cases, parameters
are in practice shared between the conditioners ¢;. Several conditioner types
have been developed:

* Recurrent: One way to allow sharing parameters between the condi-
tioners this is to implement the conditioners jointly using a recurrent
neural network (Oliva et al., 2018; Kingma et al., 2016). The main draw-
back of such technique is its requirement to run sequentially, although
in theory, each h; can be computed independently and in parallel, which
makes the method slow for high-dimensional data.

* Masked: Another technique is based on a single feedforward neural
network, where all connections that do not comply with the condition
that each h; can only depend on 6_; are masked (Germain et al., 2015).
This method allows evaluating the parameters efficiently, given that
only one neural network pass is required to compute all h;, and that
all x; can then be computed in parallel. Masked autoregressive flows
are, moreover, universal approximators. However, they are not as
efficient to invert as to evaluate and can even become very expensive
for high-dimensional data such as images or videos.

* Coupling layers: A technique called coupling layers has been proposed
to evaluate and invert the model equally rapidly (Dinh et al., 2014; Dinh
et al., 2016) but has reduced expressive power. An autoregressive flow
with only one coupling layer is then no longer a universal approximator.
Composing multiple layers allows to increase the expressivity of the
flow.

3.3.3.3 Conditional Normalizing Flows

In the context of likelihood-free inference, the goal is to approximate the
posterior distribution p(8|x). We use a conditional NF, which defines a con-
ditional density estimator, i.e., a family of conditional p.d.f. approximators
¢»(0|x) parametrized by ¢, given a parameter § and an observation . A
different p.d.f. approximation is obtained for each observed x. The forward
Kullback-Leibler divergence (see Equation 3.3) is used to quantify the close-
ness between the approximator ¢,(6@|z) and the target density p(@|x). The
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simulator used to generate an observation « from 6 allows us to sample from
the joint distribution p(x, @) but not to evaluate it. Therefore, contrarily to VI
(Section 3.2.2), we use the forward KL divergence instead of the reverse KL
(Section 3.2.2.2). Finding the best posterior approximator is then obtained
by minimizing its average KL divergence with respect to the conditional
density estimator for different choices of x, as expressed by (Papamakarios
and Murray, 2016):

arg;nin L(p) with L(¢) = Epupa) [Drr(p(0])]|qs(0|x))] . (3.22)

which can be rewritten as
L) = [Dap(6l@)la6l2)p(@)dz .
- / / log (45(6]2))p(6])p(a)d6da + const .
_ / / log (44(8]) ) p(x, §)dOda + const ,

= —E @z 0)p(.0) {log (q¢(0]cc))} + const |

(3.23)

where the constant does not depend on ¢. The parametrization ¢ that we
obtain by the end of the optimization procedure yields a posterior which is
amortized for different choices of x. Thus, for a specific observation x, we
may simply write ¢,(0|x,) to get an approximation of p(8|x,).

Note that in practice an N-sample Monte-Carlo approximation of the loss
function is used, given by:

1 N
£(6) = £Y(0) =~ Y log (as(6ike)) (3.24)
i=1

where the NV data points (0;, x;) are sampled from the joint distribution with
0; ~ p(0) and x; ~ p(x|0;). We can then use stochastic gradient descent to
obtain a set of parameters ¢ which minimizes £V .

If the class of conditional density estimators is sufficiently expressive, it is
possible to show that the minimizer of Equation 3.24 converges to p(€|y)
when N — oo (Greenberg et al., 2019).

An important consideration here is that the inference is dubbed amortized,
which means the inference is run only once for all observed points  (Cremer
et al., 2018). This amortization is more computationally expensive than
non-amortized inference setups and leads to a posterior approximation fur-
ther away from the true posterior (the amortization gap). However, this
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amortization can be beneficial in terms of computational time if many aci.i.d.
points are observed. Indeed the training is done only once, such that new
observations x can be evaluated efficiently. The cost of inference is then
amortized across values of x.

3.3 Likelihood-Free Inference Methods 58



3.4 Application-Specific Considerations

Among all the existing methods used for Bayesian inference, multiple criteria
must be considered for choosing the most appropriate model for a given
application.

3.4.1 Amortization

To begin with, the notion of amortization of the method can have a high
impact on the computation cost, depending on if a single data point or
multiple independent and identically distributed (i.i.d.) data points are ob-
served. Consider the inference problem for a given observation @ = x¢. In
a non-amortized setup, inference has to be rerun for every new observed
point x;~¢. This is notably the case for MCMC or ABC methods. Solving the
inverse problem for any « is called amortized inference. The latter is more
computationally expensive and induces a bias in the posterior approximation.
We could say that such a setup has an entrance cost that can be amortized if
many observations need to be evaluated.

3.4.2 Summary Statistics

The curse of dimensionality is a recurrent problem in the methods presented
before. In the context of Bayesian inference, a proposed solution to address
the very expensive computational cost in high dimensional cases is to turn
data into a smaller number of features, known as summary statistics (Blum
et al., 2013). These low-dimensional summary statistics are defined to
capture the full information in the observations about the parameters 8. The
quality of the inference is then closely related to the choice of those summary
statistics. If the summary statistics are sufficient to infer 0, there is no lost
information about 8. On the other hand, if some information is discarded
using summary statistics instead of the raw data, a bias will be introduced in
the estimations.

Finding the correct summary statistics can be difficult. In practice, their
definition is often domain-specific and chosen with respect to the inference
task. However, several general methods have been developed in the context
of ABC methods that aim at constructing summary statistics that reduce the
dimensionality of the data while minimizing information loss (Blum et al.,
2013; Prangle et al., 2014; Charnock et al., 2018; Fearnhead and Prangle,
2012).

To begin with, a class of methods suggests a best subset selection approach.

Candidate subsets are created, evaluated, and ranked according to an information-

based criterium. Joyce and Marjoram (2008) suggest using a measure of
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sufficiency, while Nunes and Balding (2010) propose to use the entropy of the
posterior distribution and Blum et al. (2013) a criterium based on Akaike and
Bayesian information. According to the chosen measure, the subset giving
the highest score (i.e., the subset describing the data the best) is kept for the
inference procedure. A limitation of this approach is that one better-specified
summary statistic not present in the raw data could provide the same or more
information than several elements of one subset.

To overcome this problem, some techniques aim to combine several data
elements via linear or non-linear transformations to create a more powerful
set of summary statistics with lower dimensionality. These are dubbed
projection techniques. They rely on the addition of a regression layer in
the ABC framework (Beaumont et al., 2002; Blum and Francgois, 2010).
Examples are partial least squares regression (Wegmann et al., 2009), feed-
forward neural networks (Blum and Francgois, 2010), and regression guided
by minimum expected posterior loss (Fearnhead and Prangle, 2012). These
techniques have the advantage of scaling well with an increasing number
of summary statistics, unlike best subset selection methods, and can deal
with the interdependence of raw data. A drawback of these techniques is
the difficulty of interpreting those newly constructed summary statistics. In
addition, most of them rely on the setting of a hyperparameter that defines
the number of projections to perform.

3.4 Application-Specific Considerations

60



3.5 Conclusion

Statistical models help predict how systems will behave in multiple scenarios.

They generate an observation x given a parameter 0. In this chapter, we
addressed the problem of inferring the parameters 6 given some observations
. Solving non-linear inverse problems with a Bayesian point of view is
based on two quantities: a prior distribution encoding initial knowledge
of the parameter values (e.g., physiologically relevant intervals) and the
likelihood function of the forward model being studied. If the statistical
model is a density model, then the likelihood is easily accessible. We can
then either obtain an analytic expression of the posterior distribution via
Bayes’ formula, use a Markov-Chain Monte Carlo procedure to numerically
sample the posterior distribution, or approximate the posterior distribution
using variational inference. However, in the case of a simulator model, the
likelihood function is often tough to obtain and makes the Bayesian approach
rather challenging to use. Likelihood-free inference bypasses this bottleneck
by recurring to several simulations of the forward model using different
parameters and learning an approximation to the posterior distribution
from these examples. Neural network architectures specially tailored to
approximate probability density functions from a set of examples, such as
normalizing flows, have been developed to improve limitations of the ABC
methods, the first contributions on LFI. The choice of the inference method
is also guided by the number of observations to infer, that is, if an amortized
technique is relevant in this case or not, and by the number of dimensions of
the data, i.e., if summary statistics need to be computed from the data.
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Acronyms used in the chapter

dMRI diffusion MRI

ECS Extra-Cellular Space

GPD Gaussian Phase Distribution

PGSE Pulsed Gradient Spin Echo

RTOP Return-To-the-Origin Probability
SANDI Soma And Neurite Density Imaging
SM Standard Model
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Notations used in the chapter

N n@ | < o - > >

Duration of a gradient pulse [ms]

Duration which separates two gradient pulses [ms]
Diffusion time [ms]

b-value [msum 2]

g-value [um™1]

Direction and strength [T m~!] of the applied diffusion weighting
Unit vector of g

Diffusion-weighted MRI signal

Powder-average of the diffusion-weighted MRI signal
Diffusivity within compartment X [um?ms™!]
Kurtosis

Signal fraction of compartment X

Soma radius [um]

Parameter encoding soma radius and diffusivity
Response kernel

Exchange time [ms]

Mean molecular lifetime in compartment X [ms]
Exchange rate from compartment X to another [ms™]
Volume [um?]

Area [um?]

Permeability of the cell membrane [wm ms™!]
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4.1 Introduction

Obtaining quantitative brain gray matter microstructure measurements with
a dedicated soma representation is a growing field of interest in the dMRI
community (see e.g. Palombo et al., 2020; Jelescu et al., 2021; Olesen
et al., 2021). Two main approaches have emerged for estimating tissue
microstructure from a dMRI acquisition signal: signal representation and
tissue modeling (see Chapter 2). In this thesis, we present an approach based
on tissue modeling. Solving the inverse problem, in that case, requires the
definition of a biological model that describes the brain gray matter tissue.

Current brain tissue models are predominantly based on the two-compartment
SM (Zhang et al., 2012; Novikov et al., 2018a). Recent evidence shows that
the SM, mainly used in white matter, does not hold for gray matter microstruc-
ture analysis (Veraart et al., 2020). Several assumptions have been proposed
to explain this issue, such as the abundance of cell bodies in gray matter
(Shapson-Coe et al., 2021; Palombo et al., 2020), increased permeability
in neurite membranes (Veraart et al., 2020; Jelescu et al., 2021; Olesen
et al., 2021), or structural disorder, leading to non-Gaussian diffusion along
the neurites (Lee et al., 2020). In this thesis, we follow the hypothesis that
the SM does not hold due to an abundance of cell bodies in gray matter.
Our proposed biophysical model comprises three compartments, following
Palombo et al. (2020): neurites, somas, and ECS. In Section 4.2, we present
a three-compartment model which assumes that each compartment is im-
permeable, i.e., there are no exchanges between them, similar to the model
SANDI (Soma And Neurite Density Imaging, Palombo et al., 2020). Despite
the increased complexity of such a model, its main advantage is the possibil-
ity of estimating each compartment’s characteristic features together. While
defining this model, we introduce a new parameter that jointly encodes soma
radius and inner diffusivity without imposing constraints on these values.
This new parameter reduces indeterminacies in the model and has relevant
physiological interpretations. In Section 4.3, we extend the SANDI model to
account for exchange between neurites and the ECS, based on the publication
by Jelescu et al. (2021), which shows that this exchange has a more signifi-
cant impact on dMRI signal than structural disorder. Figure 4.1 illustrates
the two models used in this thesis.

Inferring brain tissue model parameters directly from dMRI signals has proven
to be a challenging task because of the large dimensionality of the collected
data and its stochastic nature (Fick et al., 2016). The dimension of the
dMRI signal for one voxel equals the number of b-values times the number of
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Neurites

Soma Extra-Cellular
Space
Modeling
Impermeable Compartments Neurites-ECS Exchanges

Fig. 4.1: Graphical representation of the considered gray matter models. Neurons are
modeled by simple geometric forms (neurites as tubes and somas as spheres) and
the ECS as isotropic Gaussian diffusion. The first model (on the left) considers cell
membranes as impermeable, similar to the model SANDI (Palombo et al., 2020),
while the second model also takes into account exchange between neurites and the
ECS, similar to the model NEXI with a soma compartment (Jelescu et al., 2021).
This illustrating is inspired from the publication by Olesen et al. (2021).
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directions per b-value. For example, this corresponds to a vector of dimension
512 per voxel in the case of the HCP MGH database. Several general methods
have been developed in statistical inference to reduce the dimensionality of
the data to be processed (see Section 3.4.2). New approaches have also been
developed within the dMRI community to address this problem. For instance,
Novikov et al. (2018c¢) proposes the LEMONADE system of equations based on
a Taylor expansion of the diffusion signal. In this chapter, we present a small
and large g-value analysis for each model using boundary approximations
to extract features from the observed signal. We call the resulting vectors
of features the summary statistics of the dMRI signal. These rotationally-
invariant features relate directly to the tissue parameters and enable us to
solve the inverse problem without manipulating the raw dMRI signals.

In this chapter, we describe the two brain gray matter biological models
mentioned before and present the signal analysis used to extract summary
statistics, which allow reducing the dimensionality of the dMRI signal. We
will present the inversion method and the results in Chapter 5. At last,
Section 4.4 presents possible improvements to model brain gray matter more
accurately.

4.1.1 Contributions
The content of this chapter is based on (and extends) the works on two
papers:

M. Jallais, and D. Wassermann. Indetermination-free cytoarchi-
tecture measurements in brain gray matter via a forward diffusion
MRI signal separation method. In ISMRM 2020-28th Annual Meet-
ing Exhibition,

and

T. Meunier, C. Fang, M. Jallais*, and D. Wassermann*. Full pos-
terior estimation of gray matter cytoarchitecture using a three-
compartment model with exchange: a simulation-based study.
Submitted to ISMRM 2022.

The first abstract presents gray matter tissue as a three-compartment model
and introduces the large and small ¢-value approximations to extract sum-
mary statistics. In the second abstract, we extend this model to account for
exchange between neurites and the ECS (Jelescu et al., 2021; Olesen et al.,
2021), and propose a new pipeline for obtaining summary statistics, based on
a large and small g-value analysis as well. This abstract contains preliminary
results and was recently submitted to ISMRM 2022.
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4.2 Impermeable Three-Compartment Model with
Soma Sensitivity

4.2.1 Modeling Brain Gray Matter with a Three-Compartment

Model

4.2.1.1 The Three-Compartment Model
Research in histology has shown that brain gray matter is composed of
neurons embedded in a fluid environment (Shapson-Coe et al., 2021). Each
neuron is composed of a soma, corresponding to the cellular body, surrounded
by neurites connecting somas. Following this biophysical tissue composition,
we model the gray matter tissue as three-compartmental (Palombo et al.,
2020), moving away from the usual SM designed for white matter. We further
assume that our acquisition protocol is insensitive to exchanges between the
compartments, i.e., molecules moving from one compartment to another have
a negligible influence on the signal (Palombo et al., 2020). Many approaches
also include a dot compartment into the SM with zero apparent diffusivity
and no exchange. However, we have not considered such an assumption
because previous publications have considered its presence very unlikely
in the gray matter (Veraart et al., 2019; Tax et al., 2020). The observed
diffusion signal is considered as a convex mixture of signals arising from
somas, neurites, and ECS. Unlike white matter-centric methods (see e.g.
Jelescu and Budde, 2017b), we are not interested in the fiber orientation and
only estimate orientation-independent parameters. This enables us to work
on the direction-averaged dMRI signal, denoted S(q), known as the powder
averaged signal (Callaghan and Soderman, 1983). This consideration mainly
matters for neurites, as their signal is not isotropic, unlike the proposed
model for somas and ECS. Our direction-averaged gray matter signal model
is then:

S) _ Sheurites (¢, D S D S D 4.1

S(0) FrnSneurites(@; Dn) + fsSsomas(¢; Ds, 7s) + fresSres(q, De) - (4.1)
In this equation, f,, f,, and frcs represent signal fractions for neurites,
somas, and ECS respectively (f, + fs + fecs = 1). Note that the relative
signal fractions do not correspond to the relative volume fractions of the
tissue compartments as they are also modulated by different T2 values
(Novikov et al., 2018a). D,, corresponds to axial diffusivity inside neurites,
while D, and D, correspond to somas and extra-cellular diffusivities. r,
is the average soma radius within a voxel. This model is the same as the
model SANDI proposed by Palombo et al. (2020), with f,, = ficfin, fs = ficfis
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and frcs = fe.. We use ¢-values for more readability and harmonization
throughout the chapter, but a direct conversion to b-values is also possible,
using b = (2mq)?*t with ¢t = A — §/3.

We now review the model for each compartment to make explicit the impact
of each parameter on the diffusion MRI signal.

4.2.1.2 Neurite Compartment

As in the SM, neurites are modeled as O-radius impermeable cylinders
(“sticks"), with effective diffusion along the parallel axis and a negligible
radial intra-neurite diffusivity. Its direction averaged signal is, for large
g-values (Callaghan et al., 1979; Veraart et al., 2019):

= 1

Sneuri es e —— ! 4.2
4.2.1.3 Soma Compartment

Somas are modeled as spheres, whose signal can be computed using the GPD
approximation (Balinov et al., 1993):

- log Ssomas(Q) = C(Tsa Ds) . q2 . (43)

We exploit this relation here to extract a parameter C; = C(r,, D,)[m?] which,
at fixed diffusivity D,, is modulated by the radius of the soma r,:

_ 2 [e'e] at
C(rsaDS) - D5(52 Zm:l 0‘%17'7:2_2
—a2 Ds(A=8) _ —a2 Dss_—a2 DsA 4 —a2 Ds(A+d) (4.4)
5 25_2+e"‘m5( —e “m7s®_e"¥mTsA4e" ¥mTs
a2 D )
mts

where «,, is the mth root of (ars)*ljg (arg) = J%(ars), with J,(z) the Bessel
functions of the first kind. Figure 4.2 (left) presents the relationship between
soma radius, diffusivity, and the newly introduced parameter C;. For a fixed
diffusivity within somas, C is a proxy for soma radius.

In certain specific cases, C, has a simpler and more interpretable expression.
For instance, consider a narrow pulse regime, with small ¢ or large r,. In this
case, molecules do not have enough time to hit the walls of the sphere and,
as a result, C; loses its dependence on r, (Balinov et al., 1993). We obtain:

Cs = Dt . (4.5)

In the Neuman (wide pulse) regime, i.e., when D,A > r? and D,§ < 1,
molecules hit the boundaries of the sphere many times, making it impossible
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to estimate their diffusivity from a dMRI signal. C, becomes thus only
dependent on the soma radius (Murday and Cotts, 1968):

Cy = i

=—r, .
b}

(4.6)

When the acquisition requirements are met, these two approximations allow
to better interpret the parameter C,.

4.2.1.4 Extra-Cellular Space Compartment

The extra-cellular space is approximated as isotropic Gaussian diffusion,
i.e., a mono-exponential diffusion signal with a scalar diffusion constant
D., which reflects the molecular viscosity of the fluid. This approximation
assumes that the ECS is fully connected. The approximation is therefore:

—log(Srcs(q)) = (2mq)*tD, . (4.7)

Because of the geometry of the problem, we estimate D, as equal to one-third
of the diffusivity in the ventricles (considered as free diffusivity), given the
same metabolic composition of the extra-cellular fluid and ventricles (Vincent
et al., 2021).

4.2.2 dMRI Summary Statistics

The tissue model presented in Section 4.2.1 relates the dMRI signal with
parameters representing gray matter tissue microstructure. However, solving
the inverse problem directly from Equation 4.1 is a difficult task, leading
to indeterminacies and poorly estimated parameters with large variability.
Current methods addressing this issue have not studied its stability (Palombo
et al., 2020), but simpler models with only two compartments have been
shown to be indeterminate (Novikov et al., 2018a).

To produce a method that addresses this indeterminacy, we introduce rota-
tionally invariant summary statistics to describe the dMRI signal. The goal
is to reduce the dimensionality of the data at hand and represent all the
relevant information for statistical inference with a few features. These dMRI-
based summary statistics are extracted from our proposed model presented in
Section 4.2.1 via the following analysis of the dMRI signal on the boundaries
of large and small g-value cases.
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4.2.2.1 Large ¢-value Approximation: RTOP

We compute a g-bounded Return-To-the-Origin Probability (RTOP), which
measures the restrictions of the diffusing fluid molecule motion and provides
information about the structure of the media (Mitra et al., 1995):

RTOP(q) = 4 /0 ! gEg;nan . (4.8)

For ¢ large enough, the RTOP in our three-compartment model in Equation 4.1
yields a soma and extra-cellular signal which converges towards a constant
value in ¢, while the neurites’ contribution becomes quadratic in ¢. In this
case, RTOP becomes:

T\ 32 frcs In T 3 1
TOP = f (= A CICL R L N — .
RTOP(q)|,_,0 fs(C) +8(th6)3/2+ > \iD. ¢ +7¢"+0 7

Aafit bst

(4.9
The last term of the equation, v¢?, is a nuisance parameter that describes
a constant noise in the direction averaged signal. It has been added exper-
imentally to capture excess nuisance. By accurately estimating the second
derivative of RTOP(q) at ¢ large enough, we can solve the coefficients of
interest of the polynomial in Equation 4.9: ag; and bg,. We do this efficiently
by casting it as an overdetermined ordinary least squares problem with a
unique solution.

The influence of soma diameter onto the signal RTOP for a varying ¢, is
presented in Figure 4.2 (right). Estimating non-biased summary statistics
from the RTOP approximation requires smaller ¢-values for big somas than
small somas. Consequently, it will be easier for a given acquisition to get
stable estimates from large somas.

4.2.2.2 Small ¢-value Approximation: Spiked LEMONADE
We propose a second approximation, based on a moment decomposition for
small ¢g-values (Novikov et al., 2018c):

. b(a)?
5sl4) = 1= ()M grga + ﬂMff)..ugl cga—..., blg) = (2mq)’t,
S<0) qﬁ0+

2!

(4.10)
where i, are the directional basis of the tensors M, g, = i, - & € R3, and
g the unit direction of the dMRI acquisition. From the moment tensors of
this decomposition, Novikov et al. (2018c¢) extract rotational invariant scalar
indices MW7 4 j € {0,2,4,...} and relate them to the SM parameters by
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Fig. 4.2: Left: C, values for multiple soma radius rs and diffusivity D,. Multiple combina-
tions of (rs, Ds) can generate the same C;. Using C; instead of r; and D, avoids
indeterminacies and does not require to fix soma diffusivity to a predefined value.
Right: Relationship between soma diameter and RTOP. RTOP(g,,..) depends on
C,, itself directly related to the sphere diameter (for a fixed soma diffusivity).
RTOP(g.nqz) converges faster towards a value that depends on C; for big somas
than small somas. The estimation of C; for a fixed ¢,,,, will therefore be less
biased for big somas.

plugging the two-compartment SM into Equation 4.10 (see Novikov et al.,
2018c, app. C). They end up with a system of equations they call LEMONADE.

We extended LEMONADE to our three-compartment model presented in
Section 4.2.1 by plugging Equation 4.1 into Equation 4.10 and performing
tedious arithmetic. This results in the following system of equations, which
now includes the soma parameter C, relating the dMRI signal to gray matter
microstructure:

M®0 = D+ 3f, 555 + 3fecsDe
M(2)’2 = annp2

2
M(4)’0 — ann2 + 5f3 ((2g§2t> + 5fECSD(§
M®W2 = f.D,?p

(4.11)

where p, is a scalar measure of neurite orientation dispersion (Novikov et al.,
2018c).

Note that this approximation is only valid for small b-values. As a conse-
quence, only the shells with b(¢q) < 2.5msum 2 are used, to get an unbiased
estimation of the rotational invariant moments M0, M(2:2 }f(4).0 and
M®:2_ following Novikov et al. (2018c).
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4.2.2.3 Complete System

Combining Equations 4.9 and 4.11 and adding the constraint that the frac-
tions for the three compartments sum to one, we obtain a non-linear system
of 7 equations and 7 unknowns. Following Menon et al. (2020), we assume
D, nearly-constant per subject acquisition and estimate it as one-third of
the mean diffusivity in the subject’s ventricles (Vincent et al., 2021). This
assumption allows us to drop an unknown from the system, use D, as a
reference diffusivity, and turn our system of equations unitless with D! = %:

and C* = W’ which gives:

Spiked LEMONADE RTOP
Small ¢-values Large g-values
M = fuDs 4 3£,C2 + 3 fuos 32 B
(2) 2 “ Afit (tDe) = 8(rCw)3/2
- an P2 + fECS
M(4) 0 2 873/2
WD +5f,C" +5
M(4>2 =/ 2+ [sC¥ + 5 frcs by (D)2 = /7Du
anu " P2
fn+fs+fECS =1

Figure 4.3 summarizes this approach.

In this section, we addressed the problem of the SM not holding in brain gray
matter by explicitly modeling somas, more abundant in gray matter than
white matter. We presented a three-compartment model describing brain gray
matter based on the biological composition of the tissue. Another assumption
explaining that gray matter tissue cannot be described using the SM is the
presence of a non-negligible exchange between neurites and the ECS. The
next section presents an expansion of this model, taking into account this
hypothesis.
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4.3 Three-Compartment Model with Exchange

In white matter, axons are surrounded by myelin sheaths that guarantee
their impermeability over the NMR relevant timescales. However, these
myelin sheaths are limited in gray matter, making the exchange between
neurites and ECS non-negligible anymore for typical clinical diffusion times
(20 < t < 80ms) (Jelescu et al., 2021). We hypothesize that exchange
between somas and neurites is negligible, similar to SANDI. In addition, we
suppose that exchange between somas and ECS can be neglected due to the
small surface-to-volume ratio of somas with respect to neurites (Olesen et al.,
2021). In the human cortex, the in-vivo exchange time has been estimated
between 10 and 30 ms (Veraart et al., 2020).

Current exchange methods are considering models without soma, such as
NEXI (Jelescu et al., 2021), or propose unstable results (Olesen et al., 2021)
(see Chapter 5). We present a new forward model that considers both water
exchange and soma, along with summary statistics that allow solving the
inverse problem with more stability.

4.3.1 Three-Compartment Model with Neurite Exchanges
Similar to the previous section describing the three-compartment model, we
model neurites as sticks with effective diffusion along the parallel axis D,, and
a negligible radial intra-neurite diffusivity. Somas are modeled as spheres
whose diffusivity and radius are encoded in a parameter C introduced
in Equation 4.4. Its signal follows the GPD approximation. The ECS is
approximated as isotropic Gaussian diffusion with diffusivity D.,.

We define the powder average signal of the three-compartment model with
exchange as a sum of the signal arising from the exchanging compartments,
and non-exchanging ones:

(q,t)

== [ Sealq,t) (1= F) Snon_ex(q) (4.12)
Neurites and ECS Somas

In the considered model, we only have one impermeable compartment that
is not exchanging with the other ones, that is:

Snon_ez(Q) = Ssomas(Q) :e_qu27

4.13
L= = e @1

The exchanging compartments correspond to the neurites and the ECS, with
respective signal proportions f* and f5tg (f5° + fég = 1). To approximate
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this two-compartment model with exchange, we are using the Karger model
(see Section 2.4.3.2) with mean lifetimes 7,, and 7, exchange rates r,, = %
_ 1 : _ 1 :
and rgcs = - and exchange time ¢, = — —. The signal response of
such a model is the following:
ICe:c(q> ta g n, Dru Dea Tn, 7_ECS) == f/ e_D;L(Qﬂ'q)% + f]%CSe_Dé(%rq)zt (414)

n

with
! = 1D -n)?2+D 1 1 1
nfe T 2 n(g-m)”+ e+(27FQ)2 Tn_'_TECS
2
i\/ (De = Dulg- 1)+ gz (5 = 1)) + Gropers |

fT/L = 1_fI,EC57

f _ [5"Dn(gm)’+fgggDe—Dy,

Bes D;=D;,

(4.15)

/
nje

. . . ex e .
Using the conservation of mass relation fT— — Jits p/ can be rewritten as

TECS
(Jelescu et al., 2021):

2fg — 1\, Afefges)
(27q)?tes (2mq)*t2, |
(4.16)

1
nfe =3 [Dn<g-n>2+De+ iJ (De — Dy(g-n)? +

2 (2mq)*ter

The powder-average signal of the exchange compartment is then the follow-
ing:

Seﬂf(qvt) o 1
W = /0 K:e:t(Q7 t,g-n, D,, D, Tn>TECS)d(g . n) (4.17)

We aim at estimating all the tissue parameters, i.e., £, f&s, fs» Dn, De,
Cs and t.,, without indeterminacy. Similar to previous section, we propose
to extract summary statistics that relate the dMRI signal with the tissue

parameters, using large and small ¢-value approximations.

4.3.2 dMRI Summary Statistics

4.3.2.1 Large ¢-value Approximation
Obtaining an analytical formula for the total signal S(q, t) is difficult, due to
the integral of Equation 4.17. We therefore first restrict ourselves to the case
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with large ¢-values. We re-write the signal response of the exchange part as
follows:

_ f/ e_Diz,oo(Qﬂ'qFt + f]:]CS e_Dé,oo(27rq)2t
,00

lcem(q7 ta g1, Dn7 De7 Tn, TECS>|q_>OO — Jn,0
(4.18)

To obtain D;, , and D, ., we perform a Taylor expansion at % — 0 (¢ — o0)

n,002

of D), and D.. We obtain:

_ 2 f fuf 1
D;, o = Dulg 0)’ + g% — Gt + O ()
; o (4.19)
J— n n 1
D, o = De + Gt + Gramz it Smewn + O ()
We then inject those formulas into Equation 4.15:
f/ — fea: + Qfea; ]%%S 10 l (4 20)
mee " (27q)* e De ¢ '

Integrating over all directions, we obtain the following large ¢-value approxi-
mation of the exchange powder-average signal:

Serla. W) = vy (o + i + 0 (3))
- exp {—fECS (%) + (2{%3%6 (%)2 +0 ((113)]
+ (1 — fn —an(%({)%% +0 (q%))

1 exXp {—(27”1)2751% — Jn (ttz) - (2w{;j£§De (ﬁ)Q +0 ([}3)}
(4.21)
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We finally perform a second Taylor approximation in large ¢-values to simplify
the exponentials, and add the soma compartment. The resulting total powder-
average signal is:

ol . = =5

t t

(it e -t ()] (1 + T o

it [ ()] (1 - ZEREAEE o (1))

- exp [—(27rq)2tD€])

+fs exp [_Osq2]
(4.22)

Using this equation, we illustrate the impact of exchange in a three-
compartment model signal in Figure 4.4. The considered tissue
parameters correspond to the characteristics of a pyramidal neuron
(03b_pyramidal3aACC) present in the NeuroMorpho database: f, = 0.58,
fer =0.20, fitg = 0.80 and r; = 11.3 um. Diffusivities are fixed as follows:
D, = 2.0 um?ms~! (which leads to Cy = 519 um?), D,, = 2.0 um? ms~! and
Dgcs = 0.97 um? ms™—!. The acquisition times A and § are chosen to mimic
the HCP MGH acquition protocol, i.e. A = 21.8 ms and 6 = 129 ms. A
variation up to 30% for realistic cases with t., > 20ms can be observed. The
significant impact of exchange on the signal justifies the need of modeling
brain gray matter with exchange.

An interesting comparison between the large g-values approximations used
in NEXI (Jelescu et al., 2021) or SMEX (Olesen et al., 2021) and Equation
4.22 can be made. Their large ¢-value approximation of the neurites and
ECS compartments is equal to the second line of Equation 4.22. The ¢!
term corresponds to the power-law scaling of neurites (Veraart et al., 2020),
and the ¢~ term is due to slow exchange (Olesen et al., 2021). The third
and fourth lines of Equation 4.22 arise from the ECS, which is considered
negligible for large g-values in NEXI and SMEX. We explored the impact
of this term in Figure 4.5, using the same parameters as Figure 4.4. For
b-values > 6 msum~2 (red vertical line), we can see that the relative error
is closed to 0O, indicating that the additional term expressing the ECS can
therefore be neglected, as done by Jelescu et al. (2021) and Olesen et al.
(2021). However, it is not always possible to respect the constraint of using
only b-values > 6 msum~2 when fitting the large ¢-value approximation in
practice. Indeed, datasets do not always contain a lot of b-values superior

4.3 Three-Compartment Model with Exchange

79



b [ms/um?]
2.5 4.0 5.5 7.0 8.5 10.0 11.5
120

100

80

60

tex [mMs]

40

Relative Variation [%]

20

0.07 0.08 0.09 0.10 0.11 0.12
q [1/um]

Fig. 4.4: Relative variation of the powder-averaged signal approximated for large q-values
with regard to the direction-averaged signal computed for ¢., = 120ms. Exchange
is considered undetectable at such high diffusion exchange times, and this regime
is close to the SANDI model (Palombo et al., 2020). A clear dependence of ¢., on

the signal is observed, with a variation up to 30% for realistic cases with t., > 20
ms.
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Fig. 4.5: Relative error between the SMEX model (Olesen et al., 2021), equivalent to the
NEXI (Jelescu et al., 2021) model with soma compartment, and Equation 4.22.
Parameters are defined identically to Figure 4.4. The ECS compartment can be
neglected for b-values superior to 6 msum~2 (vertical red line). However, its
contribution to the total signal can be considered as non-negligible when fitting
the approximation to datasets with a limited number of b-values.

to 6 msum—2. For example, the HCP MGH dataset only contains signal
acquisitions for b = 0,1,3,5 and 10 msum 2. Using the three-largest b-
values, a relative error up to 7.5% could be introduced in that case. For that
reason, we decided to keep this term in the definition of the large ¢-values
approximation.

Given the difficulty of inverting Equation 4.22, we introduced a "truncated
RTOP" for large ¢-values, benefiting from the numerical stability of the
integral operator:

RTOP(Gmin, q)| = An St) n*dn

q— 00 szn S(O) q—00

(4.23)
= agi +britq® + crilogq
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with

'Ln2
Afig = fs (( ) erfc (\/ szn) + 27Tszn < ‘15 )
(U= fofgreTEesiz [ (U e 108 (gin))
CZL 2T min€ (27r) tDeq'mm
+(1 = fs) fitse™ = (W (1- 277%) + e tD. ) ’
bre = (1— fs)fﬁme_fmsE 4t7[r)n>
—fez ™ ex
crie = (1= f,)fere fitsta V i G,
(4.24)

where 1., = 2t + [57 fibs (55)% and e, = 2577 4[5 fes (55)

Those ayi, byiw and ¢y, are the first three summary statistics that we will use
to invert the system.

Comparing Equation 4.24 to Equation 4.9, the ~v¢® error term that was exper-
imentally added in Section 4.2.2.1 might be capturing exchange between the
neurites and the ECS.

4.3.2.2 Small ¢-value Approximation

The small ¢-value approximation is based on a cumulant decomposition of
the powder-averaged signal. For more readability of the formula in this
section, we will write the equations with respect to the b-values instead of
the ¢-values, given b = (27¢)%t. The approximation for the exchange part of
Equation 4.12 is given by Jelescu et al. (2021) as follows:

_ D?K
Sex (b, t)‘b_>0 = exp l—bD + + O(b%) (4.25)
with -
D = L[feD, +3fgsD.], 426)
K = KOF( )+ Koo,
and
3fRt ngS[D?ECS 3DpcsDntsg DQ]
KO - D2 )
4 (fDn\?
Koo = B( 5 ) : (4.27)
2 eitL 1+E
) - A
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The total signal approximation for small b-values is then the following:

g(%t) [ R 3 } &
= (1— — - K _
50 |, (1= foexp |=bD + (B°D°K +0 (b*)| + foexp (%)th
(4.28)
which, after a Taylor expansion, can be reduced to
g(Q7t> _ iy 1 2727 3
50 M_exp( bD + 0D K +0 (b*)) (4.29)
with
D = fs% (1 - f8> D
_ (4.30)

_ a(- fa s DQK ?
K = [stQ_QfSD 2Tr2t+ +fs(2ﬂ2t)}

D and K correspond to the two additional summary statistics of our model.

4.3.2.3 Complete System

Similar to the previous model presented in Section 4.2, we consider D,
nearly constant per subject acquisition and estimate it as one-third of the
mean diffusivity in the subject’s ventricles (Vincent et al., 2021). Combining
Equations 4.24 and 4.30 from the high and small ¢-values approximations
and the constraint f°* + f5tq = 1, we obtain a system of 6 equations for 6
unknowns.

Cumulant decomposition
Small g-values

DDe fscu ( _fs)2
_ (1 fs o D2K Cs
K = 37%> {f3D2_2f3D 27r2t+ 3 +f5((27r

2
) |
g-bounded RTOP
Large ¢-values

3 .
aﬁt(tD€>3/2 — f <<(471—Cu )2 erfc( /_ Qmm) + mCuqminequm“ﬂ)
— _t
_(1 - fs)frc;x\/Dj;t(t e)e THos tea ( min 4 (r nm 10g(Qmm))
_fex _t_ 1—2ncs -
+(]‘ - fs)f}%:(ése fn tex (<( 2/2) + \/ (27T) Qmme (2 ) tDeqmzn)

baltDI? = (1 £ e s
t
D" = (- P e
f + fies =
with D = %’; and C* = (25%'
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4.4 Towards a More Complex Model

Section 4.2 presented a three-compartment model where each compartment
was considered impermeable. Section 4.3 expanded this model to account for
exchange between neurites and the ECS. A following interrogation is whether
this model is complex enough to represent brain gray matter correctly.

A proposed approach to answer this question is to compare the diffusion
signal of a neuron with the approximations obtained using our model. To
this end, we generated the diffusion signals of several neurons available in
NeuroMorpho.org. We reconstructed the surface mesh given the provided
neuron morphology for each neuron and computed a tight-wrapped envelop
around it to model ECS. We then used the open-source SpinDoctor soft-
ware, which includes a matrix formalism method with permeable interfaces
(Agdestein et al., 2021), to generate the diffusion signal of the neurons. The
minimum length scale of the eigenfunctions has been set to 1um, which gives
a relative error inferior to 0.1% compared to the finite element method. Our
method assumes that the somas are always impermeable. The SpinDoctor
simulations assume an equal permeability for the entire neuron membranes.

Figure 4.6 presents the results obtained for one pyramidal neuron
(03b_pyramidal3aACC). These neuron parameters are identical to Figure 4.4.
We can visualize the pyramidal neuron on the left, encompassed in a green
envelope representing the ECS. On the right, we plotted the powder-averaged
signal obtained from the SpinDoctor simulations and the large g-values ap-
proximations (Equation 4.22) for different exchange times ¢.,. For ¢., > 40ms,
simulations and large g-approximations seem to be in accordance, with a
maximal relative error of 11% at b = 10 ms m—2. However, for t., < 40ms,
an importance bias can be noted. A possible explanation for this bias could
be the too short diffusion time to capture this exchange. Another expla-
nation could be that exchange between somas and the ECS can no longer
be considered negligible for fast exchange. Indeed, in that case, the soma
volume-to-area ratio equals 3.28, while the neurites volume-to-area ratio
equals 0.35 (approximately ten times smaller). The volume-to-area ratio and
the exchange time can be related using the following equation (Fieremans
et al., 2010):

V1
te:c = fECSny (431)
KR

with x the permeability of the boundary (the cell membrane) between the
intracellular space and the ECS. If we consider an equal permeability for the
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Fig. 4.6: Comparison between SpinDoctor simulations and large g-values approximations
from the three-compartment model with exchange between neurites and ECS
(Section 4.3), with A = 21.8 ms and 0 = 12.9 ms. Simulations and large ¢-values
approximations seem to agree for t., > 40 ms. A bias is introduced in the large
g-value approximation for fast exchange times, likely due to invalid assumptions
for fast exchange.

neurites and soma membranes, then the soma exchange time becomes ten
times superior to the neurites exchange time (for a fixed ECS fraction). For
a high neurites exchange time, the soma exchange time can be regarded as
infinite, that is, the soma can be considered as impermeable. However, for
fast exchange between neurites and the ECS, the exchange time between
somas and ECS could become non-negligible anymore. The inclusion of
exchange between somas and the ECS in the case of fast exchange between
neurites and ECS (small ¢.,) could therefore be a way to improve the model.

Other improvements could also be included in the model to achieve a more
accurate approximation. For instance, the ECS is modeled as isotropic Gaus-
sian diffusion in the current model. However, the geometry of ECS is very
complex and tortuous, and diffusion signals have been proven to deviate
from a mono-exponential behavior (Vincent et al., 2021). Another improve-
ment could be to deviate from modeling the ECS diffusion with a simple
isotropic Gaussian and consider more complex geometric representations
instead. Exchange between somas and neurites has also not been considered.

Although we aim to define a model as close to gray matter tissue as possible,
it is important to keep in mind that the estimation of additional tissue
parameters also makes the inverse problem harder to solve with a PGSE
experiment.
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4.5 Conclusion

In this chapter, we presented a three-compartment model describing brain
gray matter based on the biological composition of the tissue. The three com-
partments correspond to somas, neurites, and extra-cellular space. We mod-
eled each compartment by simple geometrical shapes, for which the diffusion
signal is known. Sections 4.2 and 4.3 present this three-compartment model
following two different assumptions. Section 4.2 supposes that each compart-
ment is impermeable (i.e., no exchange between the compartments), while
Section 4.3 considers exchange between neurites and ECS non-negligible. A
signal processing algorithm for each model has been developed to synthesize
the diffusion signal key information and relate it to a set of parameters de-
scribing the tissue (notably the size and density of neurons). These summary
statistics are obtained from a large and small ¢-value approximation of the
dMRI signal. Unlike existing methods, no biological parameters are arbitrarily
fixed, which allows for the best possible description of the cortical tissue of
each subject.

The necessity to define a more complex model is still an open question
in the dMRI community. As an example, Jelescu et al. (2021) argue that
unmyelinated neurites do not need to be considered in the definition of a
model because their contribution is dominated by exchange, while Olesen
et al. (2021) suggest a model dubbed eSANDIX that explicitly incorporates
them.

In Chapter 5, we propose an approach based on likelihood-free inference to
solve the inverse problem of estimating gray matter microstructure parame-
ters using the extracted summary statistics. Results are obtained using the im-
permeable three-compartment model. Applications of the three-compartment
model that accounts for exchange between neurites and the ECS onto real
datasets are still in progress. Preliminary results based on experiments will
be presented in Section 5.6.2.
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Acronyms used in the chapter

ABC
ADC
CSF
CTI
DKI
dMRI
DTI
DWI
EAP
ECS
ELBO
FA

LEMONADE

LFI
MAP-MRI
MCMC
MD
MR
MRI
NF
NODDI
ODF
p.d.f.
PGSE
RTOP
SANDI
SM
SNR

WMTI

Approximate Bayesian Computation
Apparent Diffusion Coefficient
Cerebropinal Fluid

Correlation Tensor MRI

Diffusion Kurtosis Imaging

diffusion MRI

Diffusion Tensor Imaging

Diffusion Weighted Image

Ensemble Average Propagator
Extra-Cellular Space
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Likelihood-Free Inference
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Markov Chain Monte Carlo

Mean Diffusivity

Magnetic Resonance

Magnetic Resonance Imaging
Normalizing Flows

Neurite Orientation Dispersion and Density Imaging
Orientation Distribution Function
probability density functions

Pulsed Gradient Spin Echo
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Notations used in the chapter

)
A
t
b
q
S

e
p(6]zo)
p(xo)
E,[x]

Duration of a gradient pulse [ms]

Duration which separates two gradient pulses [ms]

Diffusion time [ms]

b-value [msum 2]

g-value [um~1]

Diffusion-weighted MRI signal

Diffusivity within compartment X [um?ms™!]

Signal fraction of compartment X

Soma radius [um]

Parameter encoding soma radius and diffusivity

Mean molecular lifetime in compartment X [ms]

Exchange rate from compartment X to another [1/ms]
Observation vector

Parameter vector

Prior distribution

Likelihood distribution of an observation xq given parameters 6
Posterior distribution

Evidence of the data

Expectation of any random variable x w.r.t. its subscript s when
needed
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5.1 Introduction

Obtaining quantitative measurements of brain gray matter microstructure
with a dedicated soma representation is a growing field of interest in the
dMRI community (see e.g. Palombo et al., 2020; Jelescu et al., 2021; Olesen
et al., 2021). The large dimensionality of the collected data makes this
task very difficult and leads to indeterminacies, that is, the existence of
multiple mathematical solutions (Novikov et al., 2018a). It can then be
complicated to disentangle the correct parameter combination that generated
the acquired diffusion signal (see for example the proposed solutions in
Fieremans et al., 2011 and Novikov et al., 2018a). To tackle this problem,
some methods suggest to stabilize the solution by imposing constraints on
model parameters, such as the model NODDI (Zhang et al., 2012, see Section
2.4.2.1). However, these constraints were shown not to be biologically
plausible, and the inverse problem remains largely degenerate (Jelescu et al.,
2016; Novikov et al., 2018c). Palombo et al. (2020) address this issue by
employing random forest regressors to solve the inverse problem. Although
an acceptable accuracy is obtained in real-case scenarios, this technique
can only deliver one possible set of tissue parameters, masking, therefore,
other biologically plausible solutions that could generate the same observed
signal. Furthermore, this machine learning approach is deterministic, so
no description in terms of confidence into the output parameter estimates
is returned. Some methods propose to reduce the dimensionality of the
data to be processed, such as the LEMONADE system of equations, which
is based on a Taylor expansion of the diffusion signal leading to a set of
rotationally invariant moments (Novikov et al., 2018c). Some contrasting
methods take a totally different approach by relying on very demanding
acquisitions with many ¢-shells (equivalently b-shells), including very large
g-values, to estimate microstructure parameters using deterministic least-
squares based solutions (Olesen et al., 2021). However, these requirements
seem hardly feasible for human acquisitions.

To overcome such limitations, we rely on the use of summary statistics
combined with modern tools from Bayesian analysis known as Likelihood-
Free Inference (LFI) (see Chapter 3). These rotationally-invariant features
were introduced in Chapter 4, and derived for two gray matter models:
a three-compartment model with impermeable membranes, and a three-
compartment model with non-negligible exchange between neurites and the
ECS. Equations relating the summary statistics to the tissue microstructure
are obtained from a signal analysis based on large and small ¢-values approx-
imations. These summary statistics allow to reduce the dimensionality of
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the data at hand and to represent all the relevant information for statistical
inference with a few features. In this chapter, we focus on solving the inverse
problem in the case of the impermeable model. Models including exchange
between neurites and ECS have only been introduced very recently in the
dMRI community. Promising preliminary results are presented in Section
5.6.2, but more experiments are in progress and will be submitted soon.

Given the equations relating the summary statistics and the microstructure
parameters (Section 4.2.2.3), we use a probabilistic framework to solve the
non-linear inverse problem efficiently using Bayesian inference, as described

in Chapter 3, and determine the posterior distribution of the fitted parameters.

Such approach offers a full description of the solution landscape and can
point out degeneracies, as opposed to the usual deterministic least-squares
based solution (Jelescu et al., 2016; Novikov et al., 2018c). The general
framework of our approach is presented in Figure 5.1.

MULTI-SHELL dMRI ACQUISITION

each q; corresponds to a different gradient strength and direction

v

DIFFUSION SIGNAL AT VOXEL
S(q) with q; € {qh RN} Qn}

l

SUMMARY STATISTICS
z eR’ FULL POSTERIOR DISTRIBUTION
of the tissue parameters at voxel [l
l D, C, P2
NEURAL DENSITY ESTIMATOR
p(0]x) with @ € R®
1 3 50 20000 1
fs fn fECS
>

0 10 10 1

Fig. 5.1: Visual abstract. On the top right we illustrate a multi-shell dMRI acquisition.
Based on the proposed 3-compartment model, we then extract summary statistics.
Applying a neural density estimator allows to estimate the tissue parameters and
their full posterior distribution.
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The usual way of applying a Bayesian approach to solve non-linear inverse
problems (Stuart, 2010) is to define two quantities: a prior distribution
encoding initial knowledge of the parameter values (e.g. intervals which are
physiologically relevant) and the likelihood function of the forward model
being studied. One can then either obtain an analytic expression of the
posterior distribution via Bayes’ formula or use a Markov-Chain Monte Carlo
(MCMC) procedure to numerically sample the posterior distribution (Gelman
et al., 2013). However, the likelihood function of complex models such as the
one that we consider here is often very hard to obtain and makes the Bayesian
approach rather challenging to use. Likelihood-free inference (LFI) bypasses
this bottleneck by recurring to several simulations of the forward model
using different parameters and learning an approximation to the posterior
distribution from these examples (Cranmer et al., 2020).

The first contributions on LFI are known as approximate Bayesian compu-
tation (ABC) (see Section 3.3.2) and have been applied to invert models
from ecology, population genetics, and epidemiology (Sisson, 2018). Some
of the limitations of these techniques include the large number of simulations
required for the posterior estimations and the need of defining a distance
function to compare the results of two simulations. Recently, there has been a
growing interest in the machine learning community in improving the limita-
tions of ABC methods through deep generative modeling, i.e. neural network
architectures specially tailored to approximate probability density functions
from a set of examples (Goodfellow et al., 2016). NF (see Section 3.3.3) are
a particular class of such neural networks that have demonstrated promising
results for likelihood-free inference in different research fields (Cranmer
et al., 2020; Goncalves et al., 2020; Greenberg et al., 2019).

5.1.1 Contributions
The content of this chapter is based on (and extends) the works of three
papers:

M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann.
Diffusion MRI-Based Cytoarchitecture Measurements in Brain Gray
Matter using Likelihood-Free Inference. In ISMRM 2021.

M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann. Cy-
toarchitecture Measurements in Brain Gray Matter using Likelihood-
Free Inference. In International Conference on Information Pro-
cessing in Medical Imaging 2021 (pp. 191-202). Springer, Cham.
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M. Jallais, P. L. C. Rodrigues, A. Gramfort, and D. Wassermann.
Inverting brain gray matter models with likelihood-free inference:
a tool for trustable cytoarchitecture measurements. Submitted to
MELBA (arXiv preprint arXiv:2111.08693).

Our contributions have been to employ LFI methods to solve our non-linear
inverse problem under a probabilistic framework and determine the posterior
distribution of the fitted parameters. Such approach offers a full description
of the solution landscape and can point out degeneracies, as opposed to the
usual deterministic least-squares based solution (Jelescu et al., 2016; Novikov
et al., 2018c). This work was accepted as oral presentations at ISMRM
2021 and IPMI 2021. An extension of this work has been submitted to the
journal MELBA. Similar application of LFI methods to the three-compartment
model with exchange between neurites and ECS presented in Section 4.3 is
currently being studied. Preliminary results are presented in Section 5.6.2.
More experiments are in progress and will be submitted soon.

To foster reproducible research, Python code of our implementation to solve
the inverse problem for both models is available online on the public reposi-

tory:

https://github.com/mjallais/SBI_dMRI
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5.2 Inverting the model with Bayesian inference

We focus on the three-compartment model presented in Section 4.2. Our
main goal is to determine the values of the parameter vector

0 - (Dn7057p27f57fn7fECS> e Rﬁ

that best explain a given observed dMRI signal. Because of the high dimen-
sionality of this kind of signal and the difficulties in obtaining stable estimates
of @ directly from it, we recur to the set of summary features defined in Sec-
tion 4.2.2. We consider D, nearly-constant per subject acquisition following
Menon et al. (2020), and estimate it as one-third of the mean diffusivity in
the subject’s ventricles (Vincent et al., 2021). This assumption allows to drop
an unknown from the system, use D, as a reference diffusivity and turn our
system of equations unitless. The obtained equations relating those summary
statistics to the microstructure are the following:

(2),0

MEZ = fuD2 +3f,C% + 3 frcs
M(2):2 _ an;f Dy

D,

@, u u
MD42 - annQ +5f:C: 24 5 frcs
M= = [ - ps (5.1)
as (LDe)""” = iy + {265

1/2 n s
bﬁt (tDe> / — %1 /Diﬁ
fn+fs +fECS = 17

with D% = %: and C" = (%)C;t B

This set of summary statistics will be further denoted x:

M(2),0 2,2 pAr(4),0  pr(4).2 3/2 7
w:( D. ' D. » D2 ° D? ,age(tD.)*?, bg\/tD. ) € RT

We make the assumption that it carries all the information necessary for
determining the 6, having generated a given dMRI signal S,. We denote the
relation between these quantities as

x=M(0)+n, (5.2)

where M : R — R” is a multivariate function that implements the system
of equations defined in Equation 5.1 and n is an additive noise capturing
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the imperfections of our modeling procedure, the limitations of the summary
statistics, and the measurement noise. Note that noise statistics of different
elements of « are different, due for example to Rician floor.

5.2.1 The Bayesian formalism.

We interpret the inverse problem of inferring the parameters that best describe
a given observed summary feature vector x, as that of determining the
posterior distribution of  given an observation x, (see Chapter 3). By first
choosing a prior distribution p(@) describing our initial knowledge of the
parameter values, we may use Bayes’ theorem to write

p(x0|0)p(0)

PO = )

: (5.3)
where p(x(|0) is the likelihood of the observed data point and p(x,) is a
normalizing constant, commonly referred to as the evidence of the data.
Note that such a probabilistic approach returns not only which @ best fits the
observed data (i.e. the parameter that maximizes the posterior distribution),
but the full posterior distribution p(8|x,). The latter can be possibly multi-
modal or flat, which would indicate the difficulty of summarizing it with a
unique maximum.

5.2.2 Bypassing the likelihood function.

Despite its apparent simplicity, it is usually difficult to use Equation 5.3
to determine the posterior distribution, since the likelihood function for
data points generated by complex non-linear models is often hard to write.
To avoid such difficulty, we directly approximate the posterior distribution
using a conditional density estimator, i.e. a family of conditional p.d.f.
approximators ¢,(0|x) parametrized by ¢ and that takes 8 (the parameter)
and x (the observation) as input arguments. Our posterior approximation is
then obtained by minimizing its average KL divergence with respect to the
conditional density estimator for different choices of x, as per (Papamakarios
and Murray, 2016)

min. L(¢) with L(¢) = Eonpa) [Dx(p(0])]lq4(0]))] (5.4)
which can be rewritten as (see Section 3.3.3.3):

£(0) = ~Eworpwo 108 (6:(002))] +C . (5.5)
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where C' is a constant that does not depend on ¢. Note, however, that in
practice we actually consider a N-sample Monte-Carlo approximation of the
loss function given by

£0)~ £9(0) = — L log (011 (5.6)

where the /V data points (0;, x;) are sampled from the joint distribution with
0; ~ p(0) and x; ~ p(x|0;). We can then use stochastic gradient descent to
obtain a set of parameters ¢ which minimizes £".

If the class of conditional density estimators is sufficiently expressive, it is
possible to show that the minimizer of Equation 5.6 converges to p(8|y) when
N — oo (Greenberg et al., 2019). Note, also, that the parametrization ¢ that
we obtain by the end of the optimization procedure yields a posterior which
is amortized for different choices of . Thus, for a specific observation x, we
may simply write ¢,(0|x,) to get an approximation of p(8|x,).

5.2.3 Neural density estimators.

In this work, our conditional p.d.f. approximators belong to a class of neural
networks called Normalizing Flows (NF) (Papamakarios et al., 2019). These
flows are invertible functions capable of transforming vectors generated by a
simple base distribution (e.g. the standard multivariate Gaussian distribution)

into an approximation of the true posterior distribution (see Section 3.3.3).

An important advantage of normalizing flow versus other p.d.f. approximators
such as generative adversarial network (GAN, Goodfellow et al., 2014)
and variational auto-encoders (VAE, Kingma and Welling, 2014) is that
it provides both the likelihood of any sample point of interest and it is also
straightforward to sample new data points from it. Furthermore, certain
classes of NF can be shown to be universal approximators of probability
density functions. We refer the reader to Papamakarios et al. (2019) for more
information on the different types of normalizing flows.
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5.3 Materials and methods

This section presents the technical details on how we have implemented our

theoretical contributions and describes the simulated and real datasets used

in the numerical illustrations.

5.3.1 The likelihood-free inference setup

Using a likelihood-free inference approach for inverting the 3-compartment
model relating tissue parameters 8 and dMRI summary statistics x relies on
four important aspects:

(1)

(2)

The forward model. As explained in Section 5.2, we obtain an approxi-
mation of the amortized posterior distribution using a dataset containing
several paired examples of a parameter 6; and its corresponding sum-
mary statistics x;, related by Equations 5.1. In what follows, we adopt
the usual assumptions from the inverse problems literature and consider
the additive noise n from Equation 5.2 small enough to be ignored in
the data generation, so that we have x; ~ M(6;).

Prior distribution. The simplest way of defining a prior distribution
p(0) in our setting is to use an uniform distribution with limits within
physiologically relevant intervals for each parameter. From Section 4.2,
we know that the fractions f, f,,, and fgcs have values between 0 and 1
and all sum up to one. To encode this information in p(@), we define
new parameters k; and k, and relate them with the fractions by

fo=kafk,  fo= k(1= k), facs=1—/ky . 5.7)

In this way, whenever we want to generate a prior sample for (f,., fs, fecs)
we first generate a sample of ki, ks ~ U([0, 1]) and then transform them
according to Equation 5.7 to get a set of fractions which is uniformly
sampled in the region {f,, fs, fecs € [0,1] : fo + fs + fecs = 1}. We
follow the usual assumption that the diffusivity of the compartments
are inferior or equal to the self-diffusion coefficient of free water, which
is 3um?ms~! (Li et al., 2016). We fix, therefore, the interval for neurite
diffusivity (D,,) as between 10~ and 3 um? ms~'. The newly introduced
parameter C is parametrized by soma radius and diffusivity. To account
for a soma radius comprised between 2 and 30 um (Palombo et al.,
2021) and a diffusivity range as previously defined, we used the C; in-
terval [50, 2500] um?. Parameter p,, which measures the dispersion of
neurites orientation, is comprised in the interval [0,1], with 1 indicating
an anisotropic orientation distribution function.
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(3) Posterior approximator. We use an autoregressive architecture for
normalizing flows implemented via the masked autoencoder for dis-
tribution estimation (MADE) (Germain et al., 2015). We follow the
same setup from Greenberg et al. (2019) for LFI problems, stacking five
MADEs, each with two hidden layers of 50 units, and a standard normal
base distribution. This choice provides a sufficiently flexible function
capable of approximating complex posterior distributions.

(4) Training procedure. The parametrization of our normalizing flow is ob-
tained by minimizing the loss function (Equation 5.6) using the ADAM
optimizer (Kingma and Ba, 2017) with default parameters, a learning
rate of 5.10~* and a batch size of 100. Except for a few validation ex-
periments, we have used N = 10° simulated data points to approximate
the posterior distribution.

5.3.2 Simulated dMRI data

We first validate our proposed method using simulated dMRI data. For
this, we fix a parameter vector 6, based on a plausible biophysical config-
uration (Palombo et al., 2021) and generate a simulated observation x,
associated to it. Our goal, then, is to check whether the posterior distribution
p(0@|x() concentrates around the ground truth parameter, i.e. if it is peaked
around the true values of the parameters in 6. If this is the case, we can
assert that the LFI procedure is capable of inverting our non-linear model
successfully.

The simplest way of generating an observation from the ground truth param-
eter would be to use the forward model defined in Section 5.3.1, which yields
very good results, since the posterior approximation is trained on data points
generated in the same way. We have also considered a more challenging
situation, in which the dMRI signals are simulated following a setup that is
closer to what we would expect from real experimental experiments. This is
based on two steps. Firstly, we use the dmipy simulator (Fick et al., 2019) to
simulate the three-compartment model described in Section 4.2 and obtain a
dMRI signal S,. Then, we calculate the summary statistics of this signal as
defined in Section 4.2.2 to reduce the dimensionality of the observation and
obtain a feature vector x,.

We have carried out our simulations on dmipy considering three different
kinds of acquisition setup. They all have b-shells with 128 uniformly dis-
tributed directions, but they differ in their b-values and acquisition times:
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— Setup Ideal corresponds to a rather “confortable” case with 10 b-values
between 0 and 10 msum 2. We use /A = 12.9/21.8 ms as in the HCP
MGH database.

— Setup HCP MGH reproduces the setup from the HCP MGH dataset, with
5 b-values: 0, 1, 3, 5, and 10msum 2 and §/A = 12.9/21.8 ms. Since
the Spiked LEMONADE approximation (4.2.2.2) requires at least three

b-values inferior to 2.5 msum~2, we extrapolated an extra b-shell at

0.1 msum—2 using MAPL (Fick et al., 2016), a method for modeling

multi-shell g-space signals.

— Setup HCP 1200 reproduces the setup from the HCP 1200 dataset, with
only 4 b-values: 0, 1, 2, and 3 msum ™2 and §/A = 10.6/43.1 ms An
extra b-shell at 2.8 msum~2 has been interpolated to be used in the
RTOP approximation.

Note that in the simulations with all setups we have used the three b-shells
with the lowest b-values for the small ¢g-value approximation (Spiked LEMON-
ADE), and the three largest ¢-values for the RTOP approximation.

5.3.3 HCP MGH dataset

After validating our proposal on different simulated settings, we carried out
our analysis on two publicly available databases. Our goal was to estimate
the tissue parameters for each voxel in the dMRI acquisitions corresponding
to the gray matter and determine how these parameters vary. We segmented
the brain gray matter using FreeSurfer before applying our pipeline to the
selected voxels. Because of the probabilistic framework that we use, these
estimates are accompanied of credible intervals that can be used to inform
our degree of confidence of these estimates.

Our first analysis was on the HCP MGH Adult Diffusion database (Set-
sompop et al., 2013). This database is composed of 35 subjects with
§/A = 12.9/21.8ms and b = 1, 3, 5, 10 msum 2. We used the 3, 5 and
10 msum~?2 b-values for the RTOP approximation (i.e. the large ¢-value
analysis), and 0, 0.1 and 1 msum 2 for the Spiked LEMONADE approxima-
tion. We used MAPL with the 0, 1 and 3 msum~2 b-values to reduce noise
and interpolate a b-value of 0.1 msum ™2 to improve the estimations. D, was
estimated as 1/3 of the mean diffusivity in the ventricles.

The spatial distribution of the estimated parameters were mapped to the
MNI template, averaged over all subjects, and then projected onto an in-
flated cortical surface using FreeSurfer. We have then evaluated whether
such distributions seemed physiologically plausible by using the Brodmann
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atlas (Brodmann, 1909; Zilles, 2018), which is a parcellation of the brain
based on cytoarchitecture features. In addition, we compared qualitatively
the results of soma estimations with Nissl-stained histological images of
cytoarchitecture (Allman et al., 2010; Amunts et al., 1999; Geyer et al.,
1999).

5.3.4 HCP 1200

We proceeded with our analysis on real data using a more challenging
database, in which the dMRI signals were acquired with only a few small
b-values. Our goal was to demonstrate that the credible regions obtained
via the posterior approximation can be used to inform which parameters
remain possible to estimate even in very challenging situations. Note that this
unlocks the door to the analysis of any dMRI database, since the estimates
always come with a “quality certificate”.

We applied our pipeline to a subset of the HCP 1200 database. We randomly
picked 30 subjects, to have an identical number of subjects to that in our
analysis of the HCP MGH database. The data were acquired for b-values
equal to 1, 2 and 3 msum~2, with /A = 10.6/43.1ms. Using MAPL, we
interpolated a b-shell at 2.8 msum~2 to improve the computation of the
summary statistics. We used all the three lowest b-values for the Spiked
LEMONADE approximation, and b = 2, 2.8 and 3 msum 2 for the high b-
value approximation based on RTOP. Similarly to the HCP MGH dataset, we
have averaged the parameter estimations in a common space (MNI) and then
projected the resulting parametric maps onto an inflated cortical surface.

5.3.5 Software

All our experiments have been implemented with Python (Python Software
Fundation, 2017) using several scientific packages: dMRI signals were
simulated with the package dmipy (Fick et al., 2019) and processed us-
ing dipy (Garyfallidis et al., 2014) or custom implementations based on
numpy (Harris et al., 2020). We used the sbi (Tejero-Cantero et al., 2020) and
nflows (Durkan et al., 2020) packages for carrying out the LFI procedures
and combined them with data structures and functions from pyTorch (Paszke
et al., 2019). The figures of results on real experimental data were gener-
ated with mayavi (Ramachandran and Varoquaux, 2011). The code used
for solving the inverse problem is available online on the following public
repository:

https://github.com/mjallais/SBI-dMRI

5.3 Materials and methods

100



5.4 Results

In this section, we describe our results obtained on simulated data and two
real datasets.

5.4.1 Simulated data

5.4.1.1 Validating the LFI pipeline.

In this first round of experiments, our aim was to check whether the LFI
pipeline worked correctly on a setting where we knew the true values of the
parameter 6, (ground truth) generating the observed data x,. Furthermore,
we wanted to confirm whether the use of summary statistics for the dMRI
signal actually conveyed any improvements in the parameter estimation. We
have considered, therefore, three different cases:

— Case 1. Generate x directly from 6, using the forward model defined
in Section 5.3.1. This is a rather favorable case for our posterior approx-
imation, since it is applied on a data point generated in the same way
as the dataset in which it was trained.

— Case 2. Generate a dMRI signal S, from 68, using dmipy and then obtain
xo by calculating the summary statistics presented in Section 4.2.2. We
use the same posterior approximator from Case 1, meaning that the
data point in inference time is generated differently from those for the
training procedure. This is the actual realistic case that interests us the
most.

— Case 3. Generate a dMRI signal S, from 6, using dmipy and do not use
any summary statistics for the model inversion, i.e. consider x, = S,.
Note that the posterior approximator has to be trained on a dataset
with observations consisting of dMRI signals, so it is different from
the approximators in Case 1 and Case 2. Depending on how the LFI
pipeline behaves on this case, the use of summary statistics can be
justified or not.

All simulations were carried out with setup Ideal, which corresponds to an
ideal dMRI acquisition scheme, and the posterior approximators were trained
with N = 10° simulated data points. While we have validated the LFI pipeline
on multiple choices of physiologically relevant ground truth parameters 6,
Figure 5.2 portrays the results only for

0o = (D, Cs, D2, fs, [, frcs) = (2.5 um?ms™, 617 um?, 0.50,0.15, 0.45, 0.40) .
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This choice of parameters represent a sample tissue containing pyramidal
1

neurons of radius 12um (Palombo et al., 2021) and diffusivity 3 um? ms™!.

The three compartment proportions were chosen in accordance to reported

values from histology of human gray matter tissue (Shapson-Coe et al., 2021).

Results are presented in Figure 5.2. We see that in Case 1 the marginals
of the posterior distribution are well concentrated around the values of the
ground truth parameter 8,. This confirms that the posterior approximator
successfully inverts the non-linear model using the examples in the training
set. We also see that the parameter estimation in Case 2 captures very
well most of the true values of the parameters, indicating both that our
posterior approximator is robust to observed data generated differently from
its training set and that our summary statistics are descriptive enough to
synthesize each tissue configuration. Finally, the poor results in the estimation
for Case 3 reflect the largely indeterminate system of equations that results
from trying to infer the tissue parameters directly from the dMRI signals. This
behavior was expected, as similar degeneracies were shown for a simpler
model in Novikov et al. (2018a).

Histograms of the marginal posteriors for each case
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Fig. 5.2: Histograms of 10* samples of the approximate posterior distribution in three
different base cases (see text for details). Vertical black dashed lines represent
ground truth values of 6y which generated the observed dMRI signals. We observe
that the marginals tend to concentrate around the ground truth parameters when
the observed summary statistics are obtained directly from the parameters (Case
1) and have a small bias when the signals are generated using dmipy (Case 2).
The figure also shows that inverting the model directly from the dMRI signals
leads to rather poor results (Case 3).

Focusing on Case 1, we want to make sure the system of equations 5.1 can
estimate any realistic microstructure parameters. We simulated summary
statistics using many combinations of parameters and estimated them using
the LFI pipeline presented before. Figure 5.3 presents the results in the
form of a Bland Altman plot, which shows the mean difference between the
estimations and the ground truth values for all combinations. A linear bias
is observed for k; and k», indicating a slight overestimation of compartment
fractions for k; < 0.4 and k; < 0.45, and an underestimation otherwise. D,
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presents a very low bias (inferior to 3%) for every considered value. The
estimation of C is biased for small soma radii with a relative error of up to
11% and provides otherwise reasonable estimates with relative errors inferior
to 2.5%. Overall, this figure indicates that the proposed method relying
on LFI allows solving the inverse problem of retrieving the microstructure
parameters of a tissue using the set of summary statistics introduced in
Section 4.2.2 and provides reasonable estimations in realistic cases.
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Fig. 5.3: Bland-Altman plot illustrating the difference between estimations obtained from
the LFI pipeline in noiseless simulations and their ground truth values. Results
show the capacity of the proposed pipeline to solve the inverse problem of estimat-
ing tissue microstructure from summary statistics.

5.4.1.2 Influence of the number of i-values.

We have also investigated how different choices of b-values in the acquisition
scheme affect the quality of the parameter estimation using the posterior ap-
proximation. Note that these choices have no influence on how the posterior
approximator is obtained, since it is trained on data generated directly from
the relations between tissue parameters and the diffusion summary statis-
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tics, in which the b-values do not interact. In fact, the different acquisition
setups that we consider have only an impact over the observed data point
generated via dmipy. Figure 5.4 portrays the marginal posterior distributions
for each tissue parameter in setups Ideal, HCP MGH, and HCP 1200. We see
that estimations in the Ideal setup (equivalent to Case 2 in Figure 5.2) are
very much concentrated around the true values of the parameters. For HCP
MGH and HCP 1200 the estimations of the soma-related parameters are rather
good, but a small bias is present for the other parameters in HCP MGH and
even more for HCP 1200. Note that the Ideal and HCP MGH ground truth
value of C, (vertical black dashed line) is different from the one of the HCP
1200 setup (vertical green dashed line), because of their different diffusion
times. These simulations allow us to have a fair confidence in the estimations
on real data, presented in Sections 5.4.2 and 5.4.3.

Histograms of the marginal posteriors for each case
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Fig. 5.4: Histograms of 10* samples of the approximate posterior distribution with observed
dMRI signals generated under three acquisition setups (see text for details). Verti-
cal black dashed lines represent ground truth values of 8, which generated the
observed signals (the green dashed line indicates the C; value expected for the
HCP 1200 setup). We see that while the Ideal case delivers very good estimates,
the results for the two other setups are only reliable for a subset of the tissue
parameters.

5.4.1.3 Our new parameter avoids model indeterminacy.

In Chapter 4, we introduced the parameter C,, which serves as a proxy of
the soma radius and provides key information on the soma compartment. In
this experiment, we illustrate the results of our model inversion if we had
not defined parameter C;.

Figure 5.5 presents the marginal posterior distributions of r, and D, as well
as their joint distribution using the setup Ideal. To obtain these results, we
have altered our LFI pipeline so to consider an extended parameter vector
including r, and D,. The prior distribution reflects our assumption that
re € [107°,30] pm and D, € [1,3] um?ms™! and we consider ground truth
parameters r, = 17.5 um and D, = 2.3 um? ms~!. We note that in addition to
larger marginal posterior distributions for each parameter, the joint posterior
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has a valley of large values for the (r,, D;) pair, including the ground truth
parameters. This result is typical of non-injective models, i.e. models for
which several input parameters may yield the same output observation, and
is an important asset of a probabilistic framework such as ours.

2.

w

0

2.

o

0

Dy [um?/ms]
Dy [pm?/ms)

1.50

w Cs [um? () p(db"xo) p<D-5|Iv) p(d-s‘v Dsh/ﬂ)
T 3

[um?]
3.00
1400
1000
600
200 i
30 40 50 60 0 30 60 10 20 30

s [um] dy [pem] D [ppm?/ms] dy [pm)

10075720

Fig. 5.5: (A) C, dependence on soma radius 7, and diffusivity D,. We see that there are
several values of (d,, D,) that yield the same C,. (B) and (C) Histograms of 10*
samples from the marginal and joint posterior distributions of ds = 2r; and D;.
The ridge in the joint distribution indicates that there are several possible values
for the pair (ds, D) with high probability, which are those yielding the same C;.
Estimating C directly bypasses this indeterminacy.

5.4.1.4 Assessing the variances of estimated parameters.

Deriving the posterior distributions of the parameter vectors allows us to
report the values of the most likely tissue parameters for a given observation,
along with our certitude regarding our inference. Figure 5.6 presents the
logarithm of the standard deviation of the marginal posterior samples for
different ground truth parameter choices (varying f, and f,,) under setup
Ideal. These values indicate how sharp a posterior distribution is and, there-
fore, quantify the quality of the fit. We observe larger standard deviations in
the absence (or weak presence) of soma compartments in the mixture signal,
e.g., the standard deviation of C; is large when few or no somas are present
(fs =~ 0). This is to be expected, since the lack of contribution from the somas
in the diffusion signal makes it difficult to estimate parameters related to
them.

5.4.2 HCP MGH

Although we manage to invert very well the brain tissue parameter on settings
for which the dMRI signal is obtained with several b-values, our results on
simulated data show that the estimates for more realistic settings are less
robust and demand a more subtle analysis. Indeed, we have observed that for
both setups HCP MGH and HCP 1200 the soma parameters seem to be rather
well estimated without too much bias, which has lead us to consider mainly
these parameters in our interpretations of the results.

Figure 5.7 presents the results on the HCP MGH dataset. The inference takes
approximately one hour per subject using 20 CPUs, and the estimation of
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Fig. 5.6: Logarithm of the standard deviations for the marginal posterior distribution of
D,, C,, and p, with different choices of ground truth parameters (varying f, and
fn). Since the ranges of values for each plot were quite different, we labeled the
colorbar in terms of {‘high’, ‘medium’, low’} values of standard deviations so to
provide mainly qualitative information to the reader. We see that when the signal
fraction of somas decreases (f, — 0) the standard deviation of the C,-estimation
increases; and when less neurites are present (f,, — 0) the standard deviation of
po and D,, increase.

the seven parameters for every voxel in the gray matter is about 3 hours per
subject, when computed in parallel on 20 CPUs. We have masked our results
so to show only areas where parameters were deemed stable, i.e. when
the values were larger than 2 times the LFI-obtained standard deviations
of the fitted posterior, indicating that the posterior distribution is narrow
and centered around its mean value. We observe a lack of stability on small
sections including the auditory cortex and the precentral gyrus fundus. Our
figure assesses qualitatively the results on soma size by comparing with Nissl-
stained histological studies (Allman et al., 2010; Amunts et al., 1999; Geyer
et al.,, 1999). Our comparison shows good agreement between different
cortical areas and the parameter C, which, under nearly-constant intra-soma
diffusion Dj, is modulated by soma size. Note that we modeled brain gray
matter as homogeneous per voxel. That is, we suppose only one type of
neuron is present in each voxel. The most probable one is returned by the
LFI approach.

Interestingly, most regions of Figure 5.8 in which the parameter estimation
has low confidence are located in the fundus of the sulci. Two main hypothesis
could explain such behavior. Firstly, brain regions which are very curved may
be more prone to mixing between tissue layers and CSF, which generates
noisier signals. Thus, the estimation of summary statistics becomes more
biased and the posterior distributions tend to be wider. Another possible
explanation, based on cytoarchitecture considerations, points out the fact
that the fundus of sulci is where sharp changes in cellular populations happen
(Brodmann, 1909; Pandya et al., 2015). A mixing of several types of neurons
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Fig. 5.7: Microstructural measurements averaged over 31 HCP MGH subjects. We deemed
stable measurements with a z-score larger than 2, where the standard deviation
on the posterior estimates was estimated through our LFI fitting approach. In com-
paring with Nissl-stained cytoarchitectural studies we can qualitatively evaluate
our parameter C,: Broadmann area 44 (A) has smaller soma size in average than
area 45 (B) (Amunts et al., 1999); large von Economo neurons predominate the
superior anterior insula (C) (Allman et al., 2010); precentral gyrus (E) shows very
small somas while post-central (D) larger ones (Geyer et al., 1999).

in one voxel could generate multi-modal posterior distributions, and hence a
region with large variance.

750.0 1500.0 , 750.0 1500.0
| -

Fig. 5.8: C; estimations averaged over 31 HCP MGH subjects, with unstable results masked,
projected onto inflated (A) and pial (B) surfaces. Interestingly, low confidence
areas correspond to the fundus of the sulci.
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Figure 5.9 A reports the soma proportion (parameter f,) averaged over 31
HCP MGH subjects, masking unstable results. Mean soma signal proportion
in the cortex equals 0.22 (mean computed in trusted estimations only). These
results are coherent with the mean volume occupancy of 10 — 20% observed
in gray matter (Shapson-Coe et al., 2021). To interpret the results at a region-
based level, we have superimposed the soma proportion estimations with the
Brodmann atlas. We observe a general agreement between the estimations
and the atlas, and more particularly in the somatosensory and Broca’s areas.
A clear difference in soma proportion can be observed in the 12 regions, as
presented in the barplot.

Despite the C, parameter being useful for avoiding indeterminacies in the
model inversion, its biological interpretation remains difficult. With the goal
of relating our C; estimation with physiological insight, we estimated soma
radius r, by fixing soma diffusivity. Similarly to the SANDI method, we fixed
soma diffusivity D, to the value of the self-diffusion coefficient of free water
(Bum?ms~1). Note that this value could be adjusted for each voxel, and
is only used here in a matter of comparison and interpretation. Using a
fixed-point method, we computed the soma radius r, from the averaged C,
map obtained from our posterior distribution. The results are portrayed in
Figure 5.9 B. We see that the estimated soma radius vary between 8 and
14 um, which is in accordance with histology (Palombo et al., 2021). Mean
C values are presented in the barplot beneath the soma radius estimations
in the different Brodmann regions.

5.4.3 HCP 1200

Figure 5.10 shows the results obtained on a database with only three b-
shells. We see that 55 % of the C; estimations on brain gray matter is
considered unstable and is, therefore, masked. Indeed, our ¢-bounded RTOP
approximation relies on high b-values, where the signal is expected to have
converged towards a value that depends on the radius of the soma. The larger
the soma, the sooner the ¢g-bounded RTOP converges. However, the largest
b-value contained in this database equals 3 msum ™2, which is not enough
for the signal to have converged. Thus, the poor quality of the summary
statistics estimation leads to rather wide posterior distributions, resulting in
unreliable results, as shown in simulations. Note, however, that estimations
of the superior temporal gyrus for example are not masked, and both data
sets seem to indicate large neurones in that region. The estimation of D, is
considered as unstable for 98.7% of the data set. This behavior was expected,
given the results presented in Figure 5.4, for which a large bias is observed.
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Fig. 5.9: (Left) The average soma proportion (f) over the 31 HCP MGH subjects is projected
onto an inflated cortical surface, with unstable results masked; see text for details.
We also show the main Brodmann areas available on FreeSurfer. The mean values
of fs over these regions (using only reliable estimations) are reported on the bar
plots below. (Right) Soma radius map computed from C; with soma diffusivity
fixed to D, = 3um? ms~!, averaged on 31 subjects. The bar plots below report the
(s mean values on main Brodmann areas. We observe a good agreement between
our reported values and the Brodmann areas.

900.0 1800.0
-

Fig. 5.10: Spatial distribution of the C; estimations averaged over 30 HCP 1200 subjects
and projected onto an inflated cortical surface, with unstable estimations masked.
Due to the scarce and rather low b-values (< 3msum™2) used in the database,
the results are very unstable and, therefore, many voxels are discarded.
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5.5 Discussion

5.5.1 Validation simulated data

An important aspect of our work is the thorough validation that we have
carried out on simulated data, using different acquisition setups and ways of
generating diffusion signals. Part of this validation had the goal of ensuring
that our method gave consistent results on simple standard cases, as con-
firmed by the results in Figure 5.2. Additionally, we have demonstrated the
benefits of using summary statistics for describing dMRI signals, attaining
better parameter estimates when using them instead of directly manipulating
the diffusion signals. Such results are very encouraging and should push
other researchers into using these summary statistics for processing their
dMRI signals.

Another relevant byproduct of our validation was observing that the quality
of the parameter estimations depends heavily on the distribution of b-values
used to acquire and simulate the dMRI signals. Indeed, if only small b-values
are available, the summary statistics of dMRI signals are poorly estimated
and the parameter estimation too. Based on this observation, we were able
to apply our LFI pipeline to real datasets HCP MGH and HCP 1200 knowing
in advance the limitations of our methodology; for example, we knew from
which parameters we could expect good estimates (mostly soma-related ones)
and which ones should not be taken into account in our analysis.

5.5.2 (. A proxy to soma size

Estimating both soma radius (r,) and diffusivity (D,) with diffusion MRI is
a challenging task. When trying to estimate them separately, we can expect
a ‘banana-shape’ in their joint posterior distribution as shown in Figure 5.5.
This indicates that several values of the pair (r,, D,) can explain the observed
signal with high probability and, therefore, one is confronted with model
indeterminacy.

The new parameter C; that we introduce in this paper is modulated both by
the soma radius and its diffusivity. Thus, estimating it directly avoids prob-
lems of indeterminacy, as shown in Figure 5.2, for example. Note, however,
that avoiding such indeterminacy comes with the price of losing specificity
and, therefore, physiological interpretations. Fortunately, acquisitions in the
narrow or wide pulse regimes allow us to better interpret estimations of
C,, as it only depends on r, or D, (see Section 4.2.1). The HCP MGH and
HCP 1200 datasets do not correspond to one of those cases, leading to the
impossibility to disentangle soma radius and diffusivity uniquely.

5.5 Discussion
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5.5.3 Can | apply this approach to my data?

One of the main benefits of a probabilistic framework is that it can be applied
to any data set or acquisition setup without too much hesitation, since the
estimates always come with a “quality certificate” described by the credible
regions derived from the posterior distribution. We have benefited from
this feature when creating all figures related to databases HCP MGH and
HCP 1200, since they allow us to mask regions for which the variance of
the parameter estimation is too high. We can also use it as a proxy to
identify regions for which the three-compartment model is adequate or
not, or assessing whether the distribution of b-values used to acquire the
observed diffusion signal is sufficiently informative. Note, however, that
it would not be realistic to expect that our method should give acceptable
results on every database to which it is applied. Indeed, the distribution of
b-values used to acquire the data under study is a key predictor of whether
the estimated posterior distribution will be useful for inverting the three-
compartment model or not. For instance, if the b-values are too small, then
the RTOP summary statistics will be poorly estimated in most voxels, leading
to unreliable estimations; only regions with larger somas will be correctly
estimated. Similarly, if the acquisition uses only b-values greater than 2.5
msum ™2, the Spiked LEMONADE moments will be biased, which also leads
to neurite estimations with large variability. These observations were useful
when analyzing the HCP 1200 database, since the distribution of b-values are
concentrated at low values and, therefore, our estimations are prone to bias
and have large variances.
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5.6 Limitations and perspectives

There are many extensions that we could envision for the method that
we propose. We present preliminary results in this section, for which two
publications are in preparation.

5.6.1 Application to other tissues

The proposed approach has been designed and applied to brain gray matter,
but one could also want to apply it to brain white matter (see Supplemen-
tary Material, Figure 5.16). Results on the HCP MGH dataset indicate that
the axons distribution is more anisotropic in white matter than gray mat-
ter (pawnm > p2.cem), wWith values coherent to the ones obtained with the
LEMONADE framework (Novikov et al., 2018c). Somas are also less present
in white matter than gray matter, as indicated by a lower signal fraction f;,
which is expected from histology (Shapson-Coe et al., 2021). However, the
ECS model used in the three-compartment model defines its diffusivity as
isotropic. While this assumption seems to hold in brain gray matter, a tensor
representation is usually preferred for the ECS diffusivity, as it is the case
in the SM (Novikov et al., 2018a). The application of a similar LFI pipeline
based on a model designed for brain white matter (such as the SM) could
help improve the estimations of tissue parameters and better interpret its
output thanks to the posterior distributions. For example, this pipeline could
be a new way to solve the LEMONADE system of equations proposed by
Novikov et al. (2018c) within a probabilistic framework, and help obtaining
radius distributions of axons in the white matter (Veraart et al., 2020).

We also decided to apply the proposed method to the cerebellum, which is
divided into white matter and cortex (Eccles, 2013). Parameters estimations
averaged over all HCP MGH subjects are presented in Figure 5.11 in coronal,
axial and lateral slices of the brain in MNI space. Only voxels deemed stable
in each subject were used to compute the mean estimation per voxel. Voxels
in the MNI space were less than five subjects presented stable estimations
were themselves considered as unstable and left empty. Cerebellum white
matter is segmented in green, and cerebellum cortex in magenta. The as-
sociated parameter distributions in cerebellum white matter and cortex are
presented in Figure 5.12. We recall that each voxel was estimated indepen-
dently, without priors on their spatial position. The obtained estimations
of C; indicate the presence of big neurons in the cerebellum, agreeing with
the presence of Purkinje cells, some of the largest neurons in the human
brain (Marr and Thach, 1991). A difference in neurite diffusivity between
estimations within the white matter and the cortex can be observed. A higher
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diffusivity in the cerebellum cortex with respect to the cerebellum white mat-
ter seems coherent with the estimations presented in Figure 5.16. The ECS
proportion in the cerebellum cortex appears to be surprisingly high, while a
denser concentration of neurons is expected compared to brain gray matter
(Trepel, 2021). The method also seems to struggle with the estimation of the
compartment proportions in the cerebellum white matter, where the somas
and neurites proportions are (almost) all considered unstable. A strongest
isotropy is observed in white matter compared to gray matter, maybe due to
the presence of many axonal intersections.

5.6.2 Model Improvements

The three-compartment model that we use approximates well the intra-
cellular signal in brain gray matter tissue by adding a sphere compartment to
account for soma presence (Palombo et al., 2020). However, this is a rather
simplified model and it could be improved; for instance, the geometry of
ECS is very restricted and tortuous, and diffusion signals have been proven
to deviate from a mono-exponential behavior (Vincent et al., 2021). A first
improvement could be, as mentioned before, to deviate from modeling the
ECS diffusion with a simple isotropic Gaussian and consider more complex
geometric representations.

Another improvement would be to consider exchange between the neurites
and the ECS, as very recently suggested by Jelescu et al. (2021) and Olesen
et al. (2021). We therefore extended the proposed LFI approach to the second
model presented in Chapter 4 (see Section 4.3). Figure 5.13 presents the
updated framework used. Simulations have been generated with f; = 0.33,
fer = 0.5, D, = 2 um?ms™!, Cy = 1000 um?, which corresponds to a soma
radius r, = 16.7 um and diffusivity D, = 3 um?ms~!, and D, = 1 um? ms~'.
We set A = 21.8 ms and § =12.9 ms, similar to the HCP MGH acquisition
protocol. We investigated the utility of the introduced summary statistics
by comparing the posterior distributions obtained when directly fitting the
powder-averaged signal, as done for the SMEX model in Olesen et al. (2021).
We generated a diffusion signal following their high ¢-value approximation
(corresponding to the second line of equation 4.22 in Chapter 4), with five
b-values comprised between 6 and 10 msum~2. This interval was chosen
to respect the minimal b-value for which this equation is considered valid
while keeping a reasonable range of values. Two exchange cases have been
considered: first, we considered a relatively high exchange time (¢.,) of 60
ms, where the influence of exchange can be considered negligible on the
signal (Figure 5.14), and then a small ¢., of 10 ms, i.e. a high exchange rate
between the neurites and ECS compartments (Figure 5.15). Results for a

5.6 Limitations and perspectives

113



2e+03

1.5e+03

5.1le+02

0.96

0.72

0.48

0.24

0.77

0.58

0.39

0.19

0

Fig. 5.11: Microstructure parameters estimation in the cerebellum, with estimations consid-
ered unstable masked. We can observe the presence of big somas in the cortex, a
smaller neurite diffusivity along with a stronger isotropy and more unstable ECS
fraction estimations in the white matter compared to the cerebellum cortex.

different simulated neuron can be found in the Appendix (Figure 5.17 and
Figure 5.18). Plots in the diagonal correspond to the posterior distributions of
each estimated parameter, the red line indicating ground truth values used to
generate the signal. Upper-diagonal plots correspond to their joint posterior
distributions. Indeterminacies are identifiable by the large green regions
in the joint posterior distributions. Each green point indicates a possible
parameter combination that could have generated the observed summary
statistics (A) or the diffusion signal (B). Figure 5.14 A and Figure 5.14 A
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Fig. 5.12: Microstructure parameters estimation in the cerebellum. Most estimations of
signal fractions are unstable in cerebellum white matter (WM). We can observe
the presence of big somas in the cortex, a smaller neurite diffusivity and a stronger
isotropy in the white matter compared to the cerebellum cortex.

show the capacity of our model to estimate the tissue parameters from the
summary statistics with good confidence. Exchange between the neurites and
ECS seems to influence the estimation of D,,, whose posterior distribution
is wider for high exchange. In comparison, the direct estimation from the
powder-averaged signal indicates large indeterminacy regions, as can be seen
in the joint posterior distributions of Figure 5.14 B and Figure 5.15 B. This
indeterminacy means that multiple tissue parameters can produce similar
observed diffusion signal. Using summary statistics instead allows to greatly
improve the robustness of the estimation.

5.6.3 Summary Statistics Extraction

In this method, we require to have a signal with large ¢-values to extract
summary statistics using RTOP. This constraint limits the number of possible
applications, as many dMRI datasets do not contain such high g-values. A
solution proposed by Golkov et al. (2016) is to rely on deep learning to
learn a mapping between a limited number of DWIs and some microstructure
scalars, assuming that all the necessary information is contained in the low-
dimensional acquisition. Following this ¢-space deep learning method, an
improvement of the proposed method could be to learn the summary statistics
from a dataset with less g-shells using deep learning, and then apply our
likelihood-free inference method to solve the inverse problem.
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Fig. 5.13: Visual schematic of the gray matter tissue microstructure estimation pipeline. We
start by modeling brain gray matter with three compartments: somas, neurites
and extra-cellular space, with exchange between neurites and the ECS (see
Section 4.3). We then extract summary statistics from the powder-averaged signal
using a low and high b-values analysis (Section 4.3.2). Applying a likelihood-
free inference algorithm allows to estimate both the parameters and their full
posterior distribution.
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Fig. 5.14: Estimation of 6 with a relatively small exchange time using a LFI method. Di-
agonal: posterior distribution of each tissue parameters. Upper-triangle: joint
posterior distributions. A: Estimations using summary statistics extracted from
a large and small ¢-values analysis of the diffusion signal. B: Estimations using
the powder-averaged signal directly, similarly to Olesen et al. (2021). The use of
summary statistics allows to greatly reduce the indeterminacies in the parameter
estimations.
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Fig. 5.15: Estimation of 6 with a fast exchange time using a LFI method. Diagonal: pos-
terior distribution of each tissue parameters. Upper-triangle: joint posterior
distributions. A: Estimations using summary statistics extracted from a large and
small g-values analysis of the diffusion signal. Estimation of the diffusivity within
the neurites is impacted by its exchange with the ECS. B: Estimations using the
powder-averaged signal directly, similarly to Olesen et al. (2021). The use of
summary statistics allows to greatly reduce the indeterminacies in the parameter
estimations.

5.6 Limitations and perspectives

118



5.7 Appendix

White matter results
In this appendix we present additional experimental results of brain white
matter microstructure estimations using the proposed LFI method.

Figure 5.16 A presents a comparison of the mean estimations of white matter
and gray matter parameters among all HCP MGH subjects, keeping only
trusted voxels. We can observe a lower proportion of somas in white matter
(fswm < fsom) along with smaller soma size compared with gray matter
(Cs,wm < Cs6m). This weak presence of small somas in white matter is in ac-
cordance with histology. These results also indicate a more anisotropic distri-
bution of axons in white matter than neurites in gray matter (pewm > P2.6m)-
Obtained p, values are coherent to the ones obtained with the LEMONADE
framework (Novikov et al., 2018c). Figure 5.16 B presents the mean p, values
in white matter averaged over all subjects, keeping only trusted estimations.
The center of brain white matter appears more anisotropic than at the frontier
with gray matter.

In this paper we approximate the ECS with an isotropic diffusion. Models
specific to brain white matter, such as the SM, usually represent ECS diffusiv-
ity as a non-isotropic tensor (Novikov et al., 2018a). Results obtained from
this model should then be taken with caution, because this model does not
reflect white matter tissue properly.

SANDI model with neurites-ECS exchange

Experiments similar to those in Section 5.6.2 have been performed to assess
the quality of the proposed approach estimations and investigate the utility
of the introduced summary statistics. Simulations have been generated with
fs =04, f* =033, D,, = 1.5 um?ms~!, C, = 500 um?, which corresponds
to a soma radius r, = 10.8 um and diffusivity D, = 3 um?ms~*, and D, = 1
um?ms~!.
generated following Olesen et al. (2021)’s high ¢-value approximation, with
five b-values comprised between 6 and 10 msum 2 (see the interval justifi-

cation in Section 5.6.2). Figure 5.17 and Figure 5.18 present the results for

We compare the obtained estimations with a diffusion signal

exchange times equal to 60 ms and 10 ms respectively.
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Fig. 5.16: Mean estimation over HCP MGH subjects of brain white matter microstructure

parameters using LFI methods on a three-compartment model. A. Higher ps
values are observed in brain white matter compared to gray matter, indicating a
more anisotropic axon distribution. Soma proportion is also reduced compared
to gray matter estimations, along with smaller soma size. These estimations,
although encouraging, should be taken with caution, because the ECS model used
here is not suited for white matter tissue. B. p, estimations in brain white matter,
0 indicating an isotropic distribution of axons, and 1 an anisotropic distribution
(i.e. perfectly aligned fibers).
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Fig. 5.17: Estimation of 8 with a relatively small exchange time using a LFI method. Di-
agonal: posterior distribution of each tissue parameters. Upper-triangle: joint
posterior distributions. A: Estimations using summary statistics extracted from
a large and small ¢-values analysis of the diffusion signal. B: Estimations using
the powder-averaged signal directly, similarly to Olesen et al. (2021). The use of
summary statistics allows to greatly reduce the indeterminacies in the parameter
estimations.
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Fig. 5.18: Estimation of 8 with a fast exchange time using a LFI method. Diagonal: pos-
terior distribution of each tissue parameters. Upper-triangle: joint posterior
distributions. A: Estimations using summary statistics extracted from a large and
small g-values analysis of the diffusion signal. Estimation of the diffusivity within
the neurites is impacted by its exchange with the ECS. B: Estimations using the
powder-averaged signal directly, similarly to Olesen et al. (2021). The use of
summary statistics allows to greatly reduce the indeterminacies in the parameter
estimations.
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Conclusion

Quantifying brain gray matter tissue composition is challenging. In Chapter 4,
we presented two gray matter models. The first one comprises three compart-
ments: neurites, somas, and ECS. It considers all membranes impermeable,
similar to the model SANDI (Palombo et al., 2020). Then, we extended this
model to account for exchanges between neurites and the ECS based on very
recent publications arguing for its non-negligible impact on the diffusion MRI
signal (Jelescu et al., 2021; Olesen et al., 2021). We presented preliminary
results for this new model, which requires further analysis. We proposed a
signal analysis based on large and small ¢-values approximations to extract
summary statistics for both models, allowing us to reduce the dimensionality
of the data and the indeterminacies in the parameter estimations. Then, in
Chapter 5, we solved the non-linear inverse problem of relating the summary
statistics of the impermeable three-compartment model to tissue microstruc-
ture parameters using a Likelihood-Free Inference (LFI) method. Such an
approach estimates posterior distributions of the fitted parameters. This rich
description provides many useful tools, such as assessing the quality of the
parameter estimation or characterizing regions in the parameter space where
it is harder to invert the model. The inclusion of such a “quality certificate”
accompanying our parameter estimation is very useful in practice and allows
one to apply the pipeline on any database and know to which degree one
can trust the results. Moreover, our proposal alleviates limitations from
current methods in the literature by not requiring physiologically unrealistic
constraints on the parameters and avoiding indeterminacies when estimating
them (see Section 2.4). We presented some limitations of this model, such
as the requirement to have large b-shells. Initial simulation results on the
three-compartment model with exchanges between neurites and the ECS
have also been presented.

Future directions

In the following paragraphs, we list a few perspectives for the works devel-
oped in this thesis.

To begin with, the tissue microstructure estimations obtained from the LFI
method based on the three-compartment impermeable model could be used
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in cognitive studies. The obtained parameter estimations show characteristic
values for different cytoarchitectural regions, as illustrated in Figure 6.1. We
computed the mean estimates across subjects in the HCP MGH dataset in
regions defined by the Jiilich atlas (Amunts et al., 2020), keeping only trusted
estimations (see definition Section 5.4.2). We also added the condition to
keep a region estimation for each parameter if it contained at least 20 voxels
and the mean was computed on at least five subjects. This estimation frame-
work could be used, for example, to follow the progression of Alzheimer’s
disease (Whitehouse et al., 1982) or study neuron sizes in the cerebellum in
autism patients (Fatemi et al., 2012). We hope that other researchers will
find our approach helpful for their applications.

Other improvements can be developed by going beyond the two biological
models presented in Chapter 4. Indeed, brain gray matter modeling is still
an open question in the diffusion MRI community. The addition of somas, as
well as the consideration of exchanges between neurites and the ECS in gray
matter models, are very recent (see e.g. Palombo et al., 2020; Jelescu et al.,
2021; Olesen et al., 2021). A consensus has not been reached yet concerning,
for example, the inclusion of non-exchanging neurites, such as the model
eSANDIX (Olesen et al., 2021), or the need to model structural disorder (Lee
et al., 2020). The ECS might also require a more complex modelization than
an isotropic Gaussian diffusion (Vincent et al., 2021). More experiments are
necessary to understand the impact of each possible model improvement.
The challenge is to account for physical phenomena that have a relevant
impact on the acquired dMRI signal while keeping as few parameters as
possible (Novikov et al., 2018b).

Another interesting line of work would be the study of the posterior distribu-
tions, which allow having a full description of the solution landscape. In the
current framework, we have not taken advantage of the full potential of these
posterior distributions, as we are only using the mean and standard deviation
to define a confidence factor. This definition of confidence in an estimation
presents several limitations. First, it is only valid for Gaussian distributions,
which we do not always obtain. Consider, for example, the posterior distri-
bution of the parameter C in Figure 6.2. Our current confidence factor will
define such estimation as not trusted. However, such bi-modality could origi-
nate from the presence of somas with two different radii and/or diffusivities
in the tissue. A second limitation comes from the difficulty of interpreting the
obtained posterior distributions. Indeed, we mentioned before the possibility
that the posterior distribution in Figure 6.2 comes from a tissue containing
somas with two different characteristics. Another explanation could be that
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Estimations of brain tissue microstructure parameters of the HCP MGH subjects
for regions of the Jiilich atlas (Amunts et al., 2020) (left hemisphere). Mean
estimations per region are computed per subject using only trusted voxels. We
only kept regions with at least five subjects whose mean estimation was based on
at least 20 voxels. For each region, the number of subjects kept for computing the
mean and the mean number of voxels per subject are indicated in parenthesis with
the letters s and v, respectively.

125




I 1
1000 2000
Cs

Fig. 6.2: Multi-modal posterior distribution of Cj, a proxy to soma radius. Such a posterior
could describe either the presence of neurons with two different soma radii or that
two parameter distributions can equally the acquired diffusion signal.

two sets of parameters explain the acquired diffusion signal equally well.
Choosing between those two explanations is so far not possible.

To overcome these limitations, we envision two different solutions. The
definition of a better confidence measure is first required for taking into
account as many posterior distribution shapes as possible. Secondly, we
need to define summary statistics that do not allow indeterminacies in the
inverse problem resolution. The summary statistics proposed in this thesis
are extracted from a large and small ¢-value analysis and seem to reduce
indeterminacies compared to existing solutions considerably (see e.g. Jelescu
et al., 2016). However, mathematical proof has not been derived from them
to ensure it.

It would also be interesting to develop an automatic method to extract
summary statistics from a diffusion signal to help find summary statistics
that capture all the signal information. That method could be applicable
on datasets with a limited number of b-shells and even in clinically-feasible
scenarios, similar to the work by Golkov et al. (2016). Summary statistics
would be specifically defined for a given biological model without requiring
defining features that capture the characteristics of the acquired diffusion MRI
signal using a signal analysis pipeline. Following this idea, an ideal protocol
for data acquisition could be defined for tissue microstructure estimations. We
could envision that this protocol relies on a few b-shells only, with clinically-
accessible b-values. Diffusion time could also be chosen to fall into the narrow
pulse regime or the Neuman regime, to estimate soma diffusivity or radius
directly (see Section 4.2.1).

In addition, this thesis focuses on single encoding diffusion acquisitions.
Extensions to different pulse sequences could be envisioned.
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To conclude, we believe that our approach based on Bayesian inference with
modern tools from neural networks is a promising one that can easily be
applied to other applications in the medical imaging field: one only needs to
define a sufficiently rich model describing a certain phenomenon of interest,
and the LFI pipeline will manage to invert it and provide a related posterior
distribution. We expect, therefore, that other researchers will find this
contribution valuable for their own applications and see such a probabilistic
approach more often used in the literature.
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Résumé : Les maladies neurodégénératives, telles
que la maladie d'Alzheimer ou de Huntington,
entrainent la perte progressive et irréversible des
fonctions mentales. La démence et les déficits cog-
nitifs semblent &tre grandement liés & une perte
neuronale. Bien que l'impact et |'évolution ex-
térieurs de ces maladies soient facilement obser-
vables, I'accés aux changements microstructuraux
dans le cerveau reste un défi, rendant difficiles la
compréhension de ces maladies et la mise au point
de traitements.

Avec les avancées technologiques, I'lmagerie
par Résonance Magnétique de diffusion (IRMd)
s'impose comme une méthode novatrice pour étu-
dier la microstructure du cerveau de maniére non-
invasive et in-vivo. Cette technique d'imagerie mé-
dicale est basée sur I'étude des mouvements micro-
scopiques aléatoires des molécules d'eau, connus
sous le nom de mouvements Browniens. Dans
le cerveau, les mouvements des molécules sont
contraints par les membranes des cellules, rendant
la diffusion anisotropique. Chaque composant tis-
sulaire, tel que les somas (corps des neurones) ou
les neurites, posséde une forme distincte. Le signal
de diffusion du cerveau obtenu lors d'une acquisi-
tion IRM est ainsi modulé selon les caractéristiques
du tissu.

L'objectif de ma thése est de mettre en place
une méthode qui permette d'inférer la microstruc-
ture d'un tissu a partir d'une acquisition d'IRM de
diffusion dans la matiére grise (MG).

La résolution de ce probléme inverse d'estima-
tion de la microstructure du cerveau a partir de
I'IRMd s'organise autour de trois parties :

1. La définition d’'un modéle biologique
décrivant les tissus de la MG. Il a été prouvé
que les modéles microstructuraux existants mode-
lisant la matiére blanche ne sont pas valides dans
la MG. Nous avons commencé par adapter ces mo-
deéles en prenant en compte |'abondance des somas
dans la MG.

2. Une modélisation mathématique de la
MG. Chaque compartiment du modéle tissulaire a
ensuite été modélisé par des formes géométriques

Extension de la mesure de la microstructure par IRM de diffusion aux cellules corticales via

Machine Learning, Neurosciences

simples, pour lesquelles le signal de diffusion est
connu. Un algorithme de traitement du signal a
été développé permettant de synthétiser les infor-
mations clés contenues dans le signal de diffusion
et de les mettre en relation avec un ensemble de
paramétres décrivant le tissu (notamment la taille
et la densité des neurones). Cet algorithme se base
sur une étude des moments statistiques du signal
pour différentes puissances de gradient de I'IRM.
A la différence des méthodes existantes, aucun pa-
ramétre biologique n'est arbitrairement fixé, ce qui
permet de décrire au mieux les tissus corticaux de
chaque sujet.

3. Un algorithme d’inversion permettant
d’estimer les paramétres du tissu ayant gé-
néré le signal d’acquisition. Une fois le modéle
mathématique permettant de relier les paramétres
du tissu au signal de diffusion défini, I'objectif est
de résoudre le probléme inverse d'estimation de la
microstructure du tissu & partir d'une observation.
Une limitation des méthodes actuelles est leur in-
capacité a identifier toutes les configurations du
tissu possibles pouvant expliquer un méme signal
de diffusion observé, ce qui rend l'interprétation
des estimations proposées difficile. Afin de résoudre
ce probléme, nous avons utilisé une méthode repo-
sant sur des outils de I'analyse bayésienne et de
deep learning appelée “likelihood-based inference”,
combinée a des réseaux de neurones. Celle-ci per-
met d'identifier et de retourner toutes les configu-
rations possibles du tissu accompagnées de leurs
distributions postérieures (probabilité étant donné
une observation), ce qui facilite leur interprétation.

L'approche a tout d'abord été validée sur des
simulations. Reposant sur peu de contraintes d'ac-
quisition, la méthode de résolution globale a en-
suite été appliquée sur les bases de données HCP
MGH et HCP1200 du Human Connectome Pro-
ject. Une bibliothéque python a été développée
pour étudier ces données réelles ou simulées. Les
résultats obtenus ont enfin été comparés avec des
études histologiques et cognitives pour vérifier leur
validité.
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Abstract : Neurodegenerative diseases, such as
Alzheimer's or Huntington's disease, lead to the
progressive and irreversible loss of mental func-
tions. Dementia and cognitive deficits appear to be
primarily related to neuronal and synaptic connec-
tivity loss. Although these diseases’ external im-
pact and progression are readily observable, acces-
sing microstructural changes in the brain remains
a challenge, making it difficult to understand these
diseases and develop treatments.

With technological advances, diffusion Magne-

tic Resonance Imaging (dMRI) has emerged as a
novel method to study the microstructure of the
brain non-invasively and in-vivo. This medical ima-
ging technique is based on the study of random mi-
croscopic movements of water molecules, known
as Brownian movements. In the brain, the mo-
vements of the molecules are constrained by cell
membranes, making diffusion anisotropic. Each tis-
sue component, such as somas (cell bodies) or neu-
rites, has a distinct shape. The characteristics of
the tissue thus modulate the diffusion brain signal
obtained during an MRI acquisition.

My thesis aims to develop a method to infer

a tissue microstructure from a dMRI acquisition in
the gray matter (GM).

The solution to this inverse problem of estima-

ting brain microstructure from dMRI is threefold :

1. The definition of a biological model
describing the GM tissues. Existing mi-
crostructural models of white matter were
proven not to hold in the GM. We adap-
ted these models to take into account the
abundance of somas in the GM.

2. A mathematical modeling of the GM
tissue. We modeled each compartment
of the tissue model by simple geometri-
cal shapes, for which the diffusion signal is
known. We developed a signal processing
algorithm to synthesize the key information

contained in the diffusion signal and relate
it to a set of parameters describing the tis-
sue (notably the size and density of neu-
rons). This algorithm is based on a study of
the statistical moments of the signal at dif-
ferent MRI gradient strengths. Unlike exis-
ting methods, no biological parameters are
arbitrarily fixed, which allows for the best
possible description of the cortical tissue of
each subject.

3. An inversion algorithm to estimate the
tissue parameters that generated the
acquisition signal. Once the mathemati-
cal model relating tissue parameters to the
diffusion signal is defined, the objective is
to solve the inverse problem of estimating
tissue microstructure from an observation.
A limitation of current methods is their in-
ability to identify all possible tissue confi-
gurations that can explain the same obser-
ved diffusion signal, making the interpreta-
tion of the proposed estimates difficult. We
used a Bayesian deep-learning method cal-
led "likelihood-based inference" combined
with neural networks to solve this problem.
This method allows identifying and retur-
ning all possible tissue configurations along
with their posterior distributions (probabi-
lity given an observation), facilitating their
interpretation.

We first validated this approach on simula-
tions. Based on a few acquisition constraints, we
then applied the global resolution method to the
HCP MGH and HCP1200 databases of the Hu-
man Connectome Project. We developed a python
library to study those simulated or acquired data.
The obtained results were then compared with his-
tological and cognitive studies to verify their vali-
dity.




