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## Résumé

La croissance constante du trafic Internet constitue un défi pour les réseaux de cœur actuels, nous motivant à tirer pleinement parti de l'équipement optique en place pour augmenter la capacité de transmission dans les réseaux optiques flexibles (FONs). Cependant, les paramétrages efficaces de réseau sont strictement et prudemment limités par des dégradations complexes de la couche physique (PLI). Ainsi, il est nécessaire d'établir un modèle d'estimation PLI approprié pour intégrer la prise en compte de ces paramètres de réseau pour exploiter la capacité potentielle.

Dans cette perspective, nous établissons d'abord un modèle PLI. Un modèle PLI précis implique moins d'erreurs d'estimation des PLI subis et plus de chances d'utiliser le paramètre efficace. En particulier, l'interférence complexe entre les chemins optiques est modélisée sous forme de graphes non orientés, dans lesquels le nœud représente un chemin optique tandis que le lien entre les nœuds désigne l'interférence non linéaire ou la diaphonie des nœuds. En outre, la capacité réalisable et l'exigence de rapport signal sur bruit (SNR) d'un format de modulation (MF) et d'une correction d'erreur directe (FEC) donnés sont également évaluées afin que chaque chemin optique puisse utiliser les paramètres appropriés en fonction de ses PLI. En utilisant ce modèle PLI établi, nous réalisons trois études, qui visent à optimiser différents paramètres de la couche physique, tels que la bande passante du signal, l'espace entre des canaux, MF, FEC et la densité spectrale de puissance (PSD), ainsi que l'avantage de services élastiques.

La première étude porte sur la maximisation des revenus en tirant parti des MF et FEC. Nous formulons un modèle de programmation linéaire en nombres entiers mixtes qui peut fournir le chemin optique incorporant à la fois les PLI sur les liens et au niveau des optiques nœuds. Les résultats de la simulation valident l'amélioration des revenus avec les paramètres optimisés. En outre, les résultats révèlent également que l'utilisation du MF adaptatif permet d'augmenter les revenus dans le scénario de SNR élevé, tandis que l'utilisation du FEC adaptatif est rentable pour les scénarios à faible SNR, ce qui élargit un nouvel aperçu des MF et des FEC.

Dans la deuxième étude, nous étudions le gain de performances tout en optimisant le débit en bauds et l'espacement simultanément. En particulier, l'espacement des canaux est optimisé de manière peu complexe sans utiliser de bandes de garde candidates. Ensuite, l'amélioration des performances SNR d'une telle optimisation est convertie en débit du réseau en utilisant un algorithme de réglage de rétroaction itératif. Les résultats de la simulation vérifient l'amélioration de l'optimisation de l'espacement
des canaux pour les charges de trafic faible et moyenne en termes de débit du réseau et de performances SNR, qui surpassent tous deux la stratégie d'espacement de canaux fixe existante. En outre, la stratégie d'espacement fixe des canaux n'est même pas compatible pour les réseaux avec une charge élevée. Ces résultats mettent en évidence le scénario d'application potentiel de l'optimisation de l'espacement des canaux et des débits en bauds flexibles dans les FONs.

Dans la troisième étude, nous nous concentrons sur les performances de revenus lorsque le réseau prend en charge des services avec des débits, par exemple, acceptables avec un débit de $100 \%, 80 \%$ ou $50 \%$, plutôt qu'un débit simplement $100 \%$. Un modèle de programmation linéaire en nombres entiers et une méthode de décomposition sont proposés pour maximiser les revenus en résolvant le problème des sélections de débit du service, de route, de MF, de FEC, et de débit en bauds, ainsi que l'allocation de spectre. En outre, nous étudions également la stratégie de reconfiguration du réseau appropriée pour prendre en charge les services élastiques dans le scénario de charges incrémentielles. À cette fin, nous proposons un schéma d'auto-dégradation pour déclencher l'accord ou le réacheminement du spectre dans une charge de réseau élevée. En utilisant ce schéma, nous sommes en mesure de déterminer les stratégies de reconfiguration de réseau appropriées pour un réseau spécifié lors de la prise en charge de services élastiques.

Mots-clés: Réseaux optiques flexibles (FONs), Routage et allocation de ressource spectrale (RSA), Altération de la couche physique (PLI), Espacement des canaux

## Abstract

The constant Internet traffic growth poses a challenge for the current backbone networks, motivating us to take full advantage of the incumbent optical equipment to increase the transmission capacity in flexible optical networks (FONs). However, the efficient network parameters are strictly and conservatively constrained by complex physical layer impairments (PLIs). Thus, it is required to establish a proper PLI estimation model to incorporate the consideration of these network parameters to exploit the potential capacity.

From this perspective, we first establish a PLI model. An accurate PLI model implies less estimation error of the suffered PLIs and more chance of using the efficient parameter, thus we simultaneously incorporate the PLIs on links and at nodes to numerically reflect PLIs for the changes of different lightpaths. In particular, the complex interference between lightpaths is modeled as undirected graphs, in which the node represents a lightpath while the link between nodes denotes the nonlinear interference or node crosstalk. In addition, the achievable capacity and the signal-to-noise ratio (SNR) requirement of a given modulation format (MF) and Forward Error Correction (FEC) are also evaluated so that each lightpath can use appropriate parameters according to its experienced PLIs. By using this established PLI model, we carry out three studies, which investigate the benefit of optimizing different physical layer parameters, such as signal bandwidth, channel spacing, MF, FEC, and power spectral density (PSD), as well as the benefit of elastic services.

The first study investigates the revenue maximization problem leveraging adaptive MFs and multiple FECs. We formulate a mixed-integer linear programming model that can provision the lightpath incorporating both the PLIs on links and at nodes. Simulation results validate the revenue improvement with the optimized parameters. Besides, the results also reveal that using adaptive MF enables to increase the revenue in the scenario of high SNR while using adaptive FEC is profitable for scenarios with low SNR, which broadens a new insight of the MFs and FECs.

In the second study, we investigate the performance gain when optimizing baudrate and channel spacing. More importantly, the channel spacing is optimized in a lowcomplexity way without using candidate guard bands. Then, the SNR performance improvement of such optimization is converted into network throughput by using an iterative feedback tuning algorithm. Simulation results verify the improvement of channel spacing optimization of low traffic and medium traffic loads in terms of network
throughput and SNR performance, which both outperform the existing fixed channel spacing strategy. Besides, it is allowed for the proposed channel spacing strategy to be employed in the high traffic load scenario that is unable for the fixed channel spacing strategy. These findings highlight the potential application scenario of channel spacing optimization and flexible baud-rates in FONs.

In the third study, we focus on the revenue performance when the network supports elastic services, e.g., acceptable with $100 \%, 80 \%$, or $50 \%$, rather than merely $100 \%$. An integer linear programming model and a decomposition method are proposed to maximize the revenue by solving the service level, route, MF, FEC, baud-rate, spectrum assignment problem. In addition, we also investigate the suitable network reconfiguration strategy for accommodating elastic services in the scenario of incremental loads. To this end, we propose an auto-degrading scheme to trigger the spectrum tuning or rerouting in a high network traffic load. Using this scheme, we are able to determine the proper network reconfiguration strategies for a specified network when accommodating elastic services.

Key-words: Flexible Optical Networks (FONs), Routing and Spectrum Assignment (RSA), Physical Layer Impairment (PLI), Channel Spacing.
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## Introduction

According to recent traffic reports, network traffic (fueled by network services like video on demand, file sharing, online gaming, and video conferencing) is growing exponentially on today's Internet[36]. What is more important is that busy hour traffic peaks are expected to grow almost five times from 2017 to 2022 (average Internet traffic will increase only about four times)[36]. The problem of coping with sudden resource crunches will become even more a matter of concern in the following years, especially during peak usage periods. Such heavy traffic loads will bring significant challenges to the current network.

A solution to accommodate the tremendous traffic growth is using the optical network. It has become an essential technology for modern core networks with the help of enormous bandwidth, low latency, and long transmission reach. In optical networks, the network traffic is transported along a selected lightpath that connects the source node to the destination node. An adequate amount of spectrum resources to establish a lightpath is required. Traditionally, in coarse wavelength division multiplexing (CWDM or coarse WDM) networks, the spectral resources were divided by rigid 20 nm over the optical wavelength ranging from $1,270 \mathrm{~nm}$ to $1,610 \mathrm{~nm}$. Recently, in the dense wavelength division multiplexing (DWDM) networks with a narrower channel spacing of 100 GHz or 50 GHz , the frequency grid of spectral resources has shifted from the rigid 20 nm to the fine-grained 0.8 nm or 0.4 nm . More recently, in flexible optical networks (FONs), finer-grained frequency slot (FS, e.g., 12.5 GHz or 6.25 GHz ) is available, and multiples contiguous FSs can form into a super-channel[49]. This new form of spectrum utilization makes it possible for on-demand bandwidth provisioning, and dramatically cuts the unused spectrum resources of CWDM and DWDM. With the mature of coherent detection technology and the commercially available analog-todigital converters (ADCs) and digital-to-analog converters (DACs), advanced modulation formats (e.g., modulation format (MF)[147], Forward Error Correction (FEC)[50], probabilistic shaping[43], and time-domain hybrid modulation (TDHM)[156]) are also available for the optical channel to obtain the theoretical spectral efficiency predicted by Shannon theory. The opportunity created by the flexibilities of the route, flexible spectrum resources, and advanced MFs, allows the network to reach its maximum capacity. However, it also poses challenges for network management.

One of the challenges is that network operators should be aware of the physical layer impairments (PLIs) when employing various flexibilities. The PLIs of a lightpath
are influenced by the bandwidth, by power spectral density (PSD), by the route length, by the number of crossed nodes, by the crossed fiber links, etc. Due to the impact of all the parameters just mentioned, the quality of transmission (QoT, e.g., expressed by lightpath's signal-to-noise ratio, SNR) may degrade and fall below acceptable threshold for correct signal reception after a long distance. Traditionally, a simple method to avoid the complex impact of PLIs is to employ a large margin calculated by the worst-case, and then restrict the maximum transmission reaches or the maximum spectral efficiencies. The overestimation of PLIs can guarantee uninterrupted communication, which however leads to waste network spectral resources, and consequently fail to exploit the advantage of these flexibilities. Moreover, since the interference between lightpaths depends on their center frequencies, the channel spacing and channel order problems omitted in traditional non-PLI-aware routing will act as a new degree of freedom for optimization[92, 140].

Another challenge is that network operator should consistently provision the incoming services with guaranteed quality of service (QoS), even when the network is approaching saturation during rush hours. The capacity crunch problem will occur in the near future due to the impact of PLIs[12]. We are expected to use the current network resources for a long time before new optical fibers (low loss in multi-band or low crosstalk in multiple spatial modes), new transmission bands (O, E, S, C, and L band), and new optical equipment (the supported optical amplifiers and lasers) are deployed before 2025[134]. With such limited resources, the optical network will become heavily loaded and fail to satisfy all requests, thus leading to a revenue loss.

The two above-mentioned problems will be studied in this thesis. The rest of this chapter is organized into three parts: motivations and objectives, contributions of the thesis, and the organization of the thesis.

## Motivations and Objectives

Given a set of requests or a certain network load, the objective of this thesis is to explore how to optimize the route, flexible spectrum resources, and different flexibility of advanced MF in an effort to maximize the overall network performance (network throughput or total revenue) in static FONs.

Motivation 1: To make full use of the potential performance, a PLI-aware resource allocation is required, which relies on two modeling techniques. One is the PLI model to describe the actually suffered impairments, the other is the resource allocation model to optimize the network parameters. The optimal solution depends on the accuracy of the two models.

- On one hand, for each lightpath, the PLIs on the links mainly stem from the fiber and the optical amplifiers, whereas the PLIs at the nodes stem from the optical filters of each optical cross-connect (OXC). The PLIs of fiber are often described by the Schrödinger equation or the derived physical layer impairment model (Gaussian Noise (GN) model[5, 99], inter-channel stimulated Raman scattering model [121]). Incorporating a PLI model, related studies on the resource allocation tech-
niques have been developed in the past few years[17, 105, 139, 149]. However, in these studies, the impact of OXC crosstalk between lightpaths is either assumed with a constant penalty or seldom considered. As depicted in [46, 101], the OXC crosstalk, especially in-band crosstalk, is related with the overlapping spectrum and cannot be omitted. Thus, an integrated PLI model that can quantitatively calculate the different PLIs on links and at nodes is required so as to improve the efficiency of spectrum resources.
- On the other hand, since FONs can support heterogeneous bandwidths, the routing and wavelength assignment problem (RWA) in WDM networks has evolved into the routing and spectrum assignment (RSA) in FONs[71, 84, 108, 139]. Furthermore, if incorporating the traffic provisioning with multiple MFs and FECs, it maps into a problem of routing, MF, FEC, and spectrum assignment (RMFSA) [124]. Although some researchers have proposed heuristic algorithms[69, 84, 111], like congestion-aware sequential loading algorithm[114], and adaptive FEC selection[76], there is no complete mathematical model for the lightpath provisioning in FONs with both MF and FEC, which also accounts for PLI model. While the optimal combination of MF and FEC has been investigated at the transmission layer in [73], in this thesis we investigate how the combination of MF and FEC can be used to maximize revenues through appropriate traffic provisioning strategies.

Motivation 2: When implementing the previous study, we observe an interesting fact about the channel spacing setting: in a single fiber, the best spectrum position for the uniform bandwidth channels is not uniform. This can be explained by the channel spacing-dependent feature of interference. The channel in the center experiences the most interference from both sides, which needs to keep a larger channel spacing than the channel at the edge. However, such flexibility of channel spacing optimization cannot be easily implemented by the existing studies that only provide the fixed and candidate guard bands [88, 90, 136]. It motivates us to study how much performance gain can be achieved using the optimized continuous channel spacing strategy instead of using candidate guard bands. In addition, the optimization of the channel spacing will be more complicated in the FON where the spectrum non-overlapping constraint should also be considered for the heterogeneous bandwidths. Moreover, the complexity of channel spacing optimization could also increase with the number of lightpaths and the heterogeneous bandwidths.

Mitigating the system margin (typical margin includes nonlinear interference (NLI) and aging) can improve the network performance[100, 117]. Similar to the optimization of other physical layer parameters (launch power optimization in $[17,62,106]$ ), the channel spacing optimization is also able to mitigate the NLI in the physical layer (increasing the SNR margin). How about the network performance gain of channel spacing optimization? Answering this question requires an efficient algorithm to convert the enhanced SNR margin into throughput.

Motivation 3: After investigating the flexibility in physical layer in previous two studies (route, MF, FEC, channel spacing, baud-rate, PSD), let us look at the flexibility of network layer. When the network is heavily loaded, the new coming request will
face difficulty in finding enough spectrum resources. Luckily, the video services that account for the majority of network traffic are operational with a lower bit-rate while the QoS is weakly impaired. These services that can be degraded at a lower bit-rate are called elastic services or elastic requests in this thesis. For example, the traditional rigid requests only allow $100 \%$ bit-rate, while the elastic service can tolerate the bit-rate of $\{100 \%, 80 \%, 50 \%\}$. The management of such elastic services will become a key to network operators for cost-efficient resource management.

One of the greatest benefits of elastic services is to spare the spectrum resources. Such resources are especially important in a high load scenario, in which the revenue will probably be lost if the network fails to provision a lightpath for the coming requests. The release of spectrum resources requires network operators to reconfigure the existing lightpaths with different techniques, such as rerouting and spectrum retuning. The two techniques differ in cost, speed, service quality, and hardware implementation[25]. In order to make full play of the network reconfiguration, an intuitive method is to use these two techniques simultaneously. However, it is timeconsuming, costly, and difficult for network operators. Thus, the first question is that how to reconfigure the network to maintain a high revenue when part of these reconfiguration techniques is available. In addition, network reconfiguration seems only desired for revenue improvement in a high traffic load scenario, while it is too complex to operate in a low network load scenario for the frequent reconfiguration. Thus, another question arises, 2) when to reconfigure the existing lightpaths in order to avoid the frequent network reconfiguration. Therefore, it is required to investigate the performance of different reconfiguration schemes to choose the right strategy to maintain the revenue for a specified optical network.

## Contributions of the Thesis

The studies of this thesis cover two aspects of the spectrum resource crunch, namely before and after the resource crunch happens. In addition, the flexibility offered by the FONs is combined to exploit the maximum potential network performance. The three major contributions in this thesis are listed and explained in detail below.

## 1. Revenue maximization leveraging adaptive MF and FEC

- This study proposes a novel lightpath's PLI evaluation model based on the channel bandwidth, and incorporates different PSDs, FECs, and MFs. By tracing the relationship between the PSD and SNR, we observe that using MFs enables to increase revenues with high SNR, while using multiple FECs is preferred for the scenarios of low SNR. Besides, compared to the wavelength-related or FS-related method, the bandwidth-related method enables a more accurate estimation of PLIs. Thus, the spectrum resources of fiber are assumed to be continuous rather than discrete FS.
- Furthermore, this study also devises novel traffic provisioning strategies to maximize the total revenue with different combinations of MF and FEC. With this strategy, the lightpaths can adopt different combinations with higher spectral
efficiency or longer transmission reach to guarantee the bit-rate under resource crunch. Compared to single MF or single FEC, the combination provides justenough spectral efficiency and transmission reach, thus improve traffic provisioning. Using a piece-wise linear fitting function to model the nonlinear interference and calculating the crosstalk of intermediate nodes, we can linearize the PLIs then model the studied problem as a mixed-integer linear programming (MILP) model. The MILP model is based on flow rather than pre-calculated route. Without using the candidate route, this method can obtain the optimal solution irrespective of the number of routes. Besides, a fast and near-optimal heuristic algorithm is also proposed to solve the revenue maximization problem.

2. Throughput maximization leveraging just-enough SNR margin and channel spacing optimization:

- This study proposes the throughput maximization problem that leverages the just-enough SNR margin and channel spacing optimization. Unlike the conventional lightpath provisioning constrained by the stringent QoT through preserving an excessive SNR margin, leveraging the just-enough SNR margin permits increasing the network throughput by exploiting the stranded transmission capacity of each channel. Through analyzing and evaluating the impact of different lightpath's parameters, we are allowed to determine the value of just-enough SNR margin accordingly. The flexible parameters (route, MF, FEC, baud-rate, spectrum assignment) are jointly optimized while considering the nonlinear interference.
- We introduce a partial neighbor channel spacing optimization method for optimizing the channel spacing, resulting in a low-complexity method that applies to a large number of lightpaths. The performance improvement (SNR performance and the throughput) is validated by comparing with the widely used channel spacing strategies (fixed, candidate channel spacing) under the same network load.
- Finally, this study devises an iterative feedback tuning algorithm that can efficiently solve the throughput maximization leveraging just-enough SNR margin and channel spacing optimization problem for a given resource over-provisioning scenario. Specifically, it reduces the SNR margin by adjusting a slack variable iteratively to obtain the just-enough SNR margin.

3. Revenue maximization leveraging elastic services: We formulate the lightpath provisioning problem for the elastic services in a static FON that supports variable MF, FEC, and baud-rate. The objective is to maximize the total revenue of a network supporting elastic services. Then, we design an integer linear programming (ILP) model. An efficient decomposition method is also proposed. Next, we propose an auto-degrading provisioning scheme to load the elastic services incrementally. With this scheme, we can compare the revenue difference of different lightpath provisioning strategies and different network configuration strategies[38, 63, 115], thus addressing the issue of when and how to reconfigure the network.

## Organization of the Thesis

The thesis carried out studies on PLI-aware routing and spectrum assignment for FONs. Background of FONs is presented in the Chapter 1. Next, following the different flexibilities, this thesis is divided into four parts, PLI model in Chapter 2, revenue maximizing leveraging the MF and FEC in Chapter 3, throughput maximization leveraging the just-enough SNR margin and channel spacing optimization in Chapter 4, and revenue maximization leveraging elastic service in Chapter 5. Finally, Chapter 6 concludes this thesis and envisions the future work.

In Chapter 1, we introduce the backgrounds of the current Internet as well as the enabling technologies of FONs. First, we present the internet traffic growth and the revenue issue of the current network. Second, as a comparison, we present the evolution of optical networks from the conventional WDM networks to the current FONs. After that, we present the key-driven technologies in FONs, including flexible transceivers, flexible OXCs, and flexible grids. Then, we investigate the problems, (i) routing and spectrum assignment, namely RSA, (ii) routing, MF, and spectrum assignment (RMSA), as well as (iii) its variant (PLI-aware RSA). Finally, the related studies on the resource allocation are also presented.

In Chapter 2, we describe PLI model of a lightpath and present how we calculate the QoT metric in this thesis. The required SNR threshold and the achievable spectral efficiency for different MFs are also devised through the classical digital communication theory.

In Chapter 3, we study the revenue maximization problem leveraging adaptive MF and multiple FEC. Specifically, we first provide the SNR threshold and the spectral efficiency for different combinations of MFs and FECs. Then, we formulate the problem of traffic provisioning with adaptive MFs and multiple FECs. This problem is constrained by the network flow constraints, spectrum non-overlapping constraints, and SNR constraints. To solve this problem, we present an MILP model, as well as a heuristic algorithm that consists of two subproblems (routing, transmission mode assignment (RMTA), and spectrum assignment problem (SA)). Followed by that, we present a benchmark method. Extensive simulations are conducted to 1) validate the solution efficiency of MILP; 2) investigate the revenue impact of different physical layer parameters (PSD, MF, and FEC); 3) study the impact of different traffic loads. The work of this chapter can be found in the publications [C4] and [S1].

In Chapter 4, we present the throughput maximization problem that leverages the just-enough SNR margin, baud-rate selection, and channel spacing optimization. The objective is to improve the network throughput for a given network traffic load. Before presenting the throughput maximization problem, we describe the necessary notations and the SNR calculation for the resource allocation. Then, we compare the lightpath provisioning leveraging the just-enough SNR margin and traditionally leveraging excessive SNR margin. As an illustration, a simple instance for a point-to-point link is also shown. To conduct the optimization in a large network, we present an iterative feedback tuning algorithm that iteratively reduces the excessive SNR margin and optimizes
the channel spacing. As the throughput maximization is challenging to solve, we derive a fast and time-efficient heuristic algorithm. Extensive numerical simulations are conducted to compare the throughput difference between excessive SNR margin provisioning and just-enough SNR margin provisioning, between different channel spacing strategies, and between different baud-rate selection strategies. The work of this chapter can be found in the publications [C3] and [S2].

In Chapter 5, we present the elastic service provisioning problem of FONs. The objective is also to maximize the network revenue from another aspect. The resource allocation problem for elastic service is presented first. An integer linear programming (ILP) model and a decomposition method are both proposed too. Specifically, the decomposition method includes two subproblems. The first subproblem includes the route, QoS level selection, and transmission mode selection, while the second subproblem includes the spectrum assignment. Since the decomposition method is still time-consuming for the high network load scenario, we develop an auto-degrading provisioning scheme to trigger the network reconfiguration to maintain the total network revenue. Simulation results of the static network and the various incremental network loads are compared in terms of time efficiency and revenue improvement. The work of this chapter can be found in the publication [C1].
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## Chapter 1

## Background and Technological Context

## Contents

1.1 Introduction ..... 2
1.2 Enabling Technologies of FONs ..... 4
1.2.1 Flexible transceiver ..... 6
1.2.2 Flexible optical switch ..... 8
1.2.3 Flexible grid ..... 8
1.3 Routing and resource allocation in FONs ..... 9
1.3.1 RSA ..... 10
1.3.2 RMSA ..... 11
1.4 Literature review ..... 13
1.4.1 Flexibility design in FONs ..... 14
1.4.2 PLI-aware flexibility design ..... 16
1.5 Conclusion ..... 19

The organization of this chapter is as follows.

- In Section 1.1, we describe the trend of the Internet traffic and revenue of network operators.
- In Section 1.2, we present the background of optical network that can accommodate the majority of Internet traffic. The key enabling technologies of FONs are also presented, including flexible transceiver, flexible OXC, and flex-grid.
- In Section 1.3, we describe the routing and resource allocation problem in FONs, namely RSA. The objective and constraints are also presented. In addition, we also depict the PLI-aware constraint.
- In Section 1.4, we review related works on the PLI-aware RSA problem.


### 1.1 Introduction

The Internet traffic is still increasing over the past decades. Overall, the average broadband speed will increase from 45.9 Mbps to 110.4 Mbps with a traffic growth rate of $19 \%$ per year from 2018 to 2023, as predicted by Cisco Annual Internet Report for the global[36]. In France, the mean download speed of broadband connection over the period from 2017 to 2019 has increased from 13.43 to 30.44 Mbps with an increase of approximately $50 \%$ per year[82].

Figure 1.1 shows the number of fixed broadband connections in France[59]. Since 2000, the number has increased rapidly but slowed to approximately $10 \%$ per year after 2008, and now with almost 44 among 100 inhabitants [3,59]. Meanwhile, the number of 4 K TV sets will increase from 268 to 891 million over the period of 2018 to 2023[36]. YouTube already supports the 8 K and 16 K Full ultra-high definition (UHD) video services ${ }^{1}$. Among the connected flat-panel TV, the ratio of UHD (15-18Mbps) will also increase from $33 \%$ to $66 \%$. It is anticipated that with the move to higher video resolution, 4 K and 8 K video content will continue to grow not only in the screen quality but also in data usage. Furthermore, the average number of requests for television program per month is increasing from 60 million in 2009 to 270 million in 2017, as indicated by Fig. 1.3. Through the above analysis, we can conclude that the current traffic growth is caused by the following three factors: the increasing users, the increasing requests per user, and the increasing bit-rate services per request.

The increasing network traffic is not only an opportunity but also a challenge for network operators. On one hand, the network operators can meet greater user needs, gain a greater market share, and obtain higher user revenues. From 2010 to 2016, global network operators have witnessed the steady revenue growth brought about by Internet traffic growth, as illustrated in Fig. 1.4. On the other hand, the related studies have shown that the transmission performance of the existing infrastructure is approaching the Shannon limit that describes the ultimate capacity of a communications system $[12,40]$. When user demands exceed the available capacity, network operators cannot

[^0]

Figure 1.1: Fixed broadband subscriptions in France 2000-2019[59].


Figure 1.2: Trend of $4 K$ TV sets. Cisco predicts that by 2023, 66 percent of connected flat-panel TV sets will be 4K[36].


Figure 1.3: Number of requests of television programs of BBC iplayer per month 2009-2017[57].
easily maintain the high revenue growth anymore. Moreover, due to regulatory policy and market competition, the Average Revenue Per User (ARPU) in the network is gradually declining. Figure 1.4 shows this trend in China since 2012.

To solve the problems mentioned above, the optical community is moving towards increasing the cores, increasing the number of fibers, and expanding optical bands[135]. Nevertheless, these technologies cannot be implemented in the short term, which prompts us to think about how to increase revenue through efficient management of the existing optical network infrastructure. Therefore, this thesis focuses on how to increase the total revenue performance for the network with limited network resources.


Figure 1.4: Revenue of telecom operators in the world $[55,78]$ (a) global revenue of telecom operators; (b) ARPU in China.

### 1.2 Enabling Technologies of FONs

As an important transport network of the modern Internet, optical networks support long-haul transmission with huge transmission capacity. The optical network can be viewed as a three-layered network, as shown in Fig. 1.5. The core optical network connects several important cities at different scales, e.g., national, continental, or transcontinental. The signal in a transparent core network is kept always in the optical domain during the transmission, while it is only encoded or decoded in the electrical domain at the source/destination node. The metro optical network connects one or two core nodes to the local access networks in order to aggregate and exchange the traffic of a city, which is generally an optical ring. The access network directly connects the users from either a passive optical network (e.g., fixed broadband service) or a radio access network (e.g., 5G service). The access network usually employs the tree topology. This thesis focuses on the studies of core optical networks, which have the most important and high-capacity connection. As for the network operators, the core optical network provides central support to the rest system that connects the users. Besides, the routing problem is more complex.

Today's optical network is evolving from WDM network to FON[49, 125]. In traditional WDM optical networks, each lightpath should establish the connection at a fixed


Figure 1.5: Three-layered optical network[60, 125].
grid separated by 50 or 100 GHz . Moreover, the bit-rates of each transceiver are fixed at 10,40 , or 100 Gbps , which is realized by a fixed MF, e.g PM-BPSK or PM-QPSK. As a result, the transmission capacity of spectrum resources will be heavily wasted due to such coarse granularity and rigid bandwidth. For example, in the conventional WDM network illustrated in Fig. 1.6, there is a large portion of spectrum resources that have not been used with the 10 Gbps channel.


50 or $\widehat{100 \mathrm{GHz}}$ channel spacing
Figure 1.6: Fixed-grid mode in WDM network.

With the advance of optical transmission technologies, FON is proposed to solve the aforementioned issues and increase network flexibility. Specifically, FON enables the aggregation of the low bit-rate channels by using various transmission techniques, such as optical orthogonal frequency-division multiplexing (O-OFDM), Nyquist WDM (N-WDM), and so on. Besides, the term "flexibility" indicates the ability to dynamically adjust network parameters[128], such as bandwidth (baud rate), channel spacing, power, MF, and FEC. The advantage of FON could be summarized into three aspects: flexible transceiver, flexible optical switch, and flexible grid. Figure 1.7 illustrates the relationship of the three components of FONs as well as their flexibilities.


Figure 1.7: Enabling technologies of FONs.

### 1.2.1 Flexible transceiver

The transceiver in WDM only fits one or several data rates, while the transceiver in FON can fit almost all data rates[147]. One of the key enabling techniques is done by aggregating multiple subcarriers with lower symbol rates, which enables the flexible signal bandwidth. It can be implemented by three different approaches, optical OFDM, Nyquist WDM, and Time and Frequency Packing (TFP) [110]. Besides, thanks to the commercially available DAC as well as the coherent detection technologies, each subcarrier can be individually employed with advanced digital signal processing (DSP) technology with higher transmission capacity $[34,35]$.

- Nyquist WDM: This technology can generate the signals with an almost rectangular spectrum, which is implemented by using a pulse-shaping filter at the sender side (e.g., root raised cosine filter) [91, 110]. The advantage of such technology is that only a few subcarriers will be enough to implement the superchannels, e.g., 10 subcarriers of 28 GBaud using PM-QPSK are enough for 1 Tbps connection [20]. Besides, the inter-symbol interference between signals can be greatly reduced with a matched filter at both sender and receiver sides[91]. However, the required filter is also a challenge, which should be sharp enough to remove the narrow filtering effect of the cascaded reconfigurable optical add drop multiplexer (ROADM)[41, 118]. The channel types considered in this thesis are all assumed to be the Nyquist WDM channels.
- Optical OFDM: Different from the Nyquist WDM, the key enabling technology of O-OFDM is the overlapped orthogonal carriers[126]. These subcarriers are sincshape and overlapped in the frequency domain[146], whereas the subcarriers in Nyquist WDM are almost "rectangular"[19]. Nevertheless, the subcarrier also allows each subcarrier to be densely packed. The advantage of O-OFDM is the high scalability, which allows the smooth upgrading from the low bit-rate transmission to high bit-rate transmission without significant modification to the existing system. However, O-OFDM suffers from two implementation problems[126, 146]. The first one is the high peak-to-average power ratio of the orthogonal subcarriers, which disturbs the ADC/DAC converter thus has a detrimental impact on the transmission system. The other one is the strict orthogonality requirement between subcarriers, which will be easily affected by the frequency noise and phase noise. For the performance comparison of O-OFDM and Nyquist WDM, one can refer to [19].
- TFP: This technology sends the pulse signals that overlap in time or frequency or both[110], which is quite different from the previous two technologies. The orthogonality condition is not a strict requirement anymore. Thus it can hopefully overcome the Nyquist limit and obtain a higher spectral efficiency[120]. The drawback is that it relies on complex DSP technology to detect and recover the pulse signal, e.g., sequence detection algorithm Bahl-Cocke-Jelinek-Raviv detector[120].

The following figure illustrates the waveforms of these three technologies.


Figure 1.8: Examples of the spectrum of (a) O-OFDM; (b) Nyquist WDM; (c) TFP[110].
Furthermore, these subcarriers can be individually employed with different advanced DSP technologies to increase spectral efficiency, including MF, FEC, probabilistic shaping, etc. For example, as long as the length of the lightpath is lower than the maximum reach, each subcarrier can choose the most spectrum-efficient MFs. Besides, different FECs and MFs can be combined to achieve the continuous adaptation of data rate and transmission reach, which is called coded modulation format in recent studies[15]. More advanced DSP technologies, e.g., probabilistic shaping [43] and timedomain hybrid formats[156], have also been proposed to minimize the gap between the

Shannon limit and increase the bit-rate per channel. One commercial transceiver can currently refer to [34, 35], incorporating baud-rate selection and FEC selection.

Besides the bandwidth variable transceiver (BVT), another economically efficient transceiver-sliceable bandwidth variable transceiver (S-BVT) -has also been proposed for FONs[110]. With the sliceable capability, one BVT can be sliced into multiple subcarriers, "virtual transceivers", each serving a separate traffic flow[49]. Figure 1.9 illustrates and compares the signal flows of BVT and S-BVT. BVT merely serves one traffic for a certain node pair, while S-BVT can split the transmission capacity to multiple flows with a lower bit-rate. From the network operator's view, the operational cost and energy consumption can be greatly saved by using the S-BVT[44].


Figure 1.9: Illustration of BVT and S-BVT in FONs[44].

### 1.2.2 Flexible optical switch

Currently, there are several typical node architectures that can implement the switch of optical signals using bandwidth variable wavelength selective switches (BV-WSS) [145], e.g., Broad-and-select (in 1.10(b)), Route and couple (in 1.10(c)), and Route and select. Here, to explain how the BV-WSS function in the bandwidth variable cross-connects (BV-OXC), we present two classical node architectures, which use the WSSs and power splitters (PSs). It should be noted that the function of the PS is to broadcast or couple the signal copies to different output ports, while the BV-WSS is to selectively pass or block the signal at a certain frequency (see Fig. 1.10(a)). For the first architecture broad and select (in Fig. 1.10(b)), PS will broadcast the input signal. Then, all $N$ copies of the signal will individually flow into the BV-WSSs. Next, the signal will be selectively passed or blocked by the BV-WSSs facing different output ports. For the second architecture route and couple (in Fig. 1.10(c)), the BV-WSSs will selectively pass or block the input signals with different frequencies to different output ports. Finally, the signals to a common output port will be coupled by a PS.

### 1.2.3 Flexible grid

In FONs, the fiber spectrum resources are divided into several chunks that are separated by a minimum 12.5 GHz grid, or even the smaller one with 6.25 GHz , according to the ITU.T standard G.694[2]. This allows each channel to transport data with justenough spectrum resources rather than multiple 50 GHz bandwidths. Besides, each


Figure 1.10: Two typical node architectures in FONs[65, 145]

FS can be individually concatenated to make a larger contiguous FSs block to form the super-channels on demand. By aligning channels on such a minimum grid, the waste spectrum resources can be greatly reduced to improve the spectrum efficiency. Figure 1.11 illustrates the spectrum efficiency improvement of fixed-grid and flex-grid.

(b) $\mathrm{SE}=350 / 150 \mathrm{bps} / \mathrm{Hz}$


Figure 1.11: Illustrative examples for fixed-grid and flex-grid mode.

### 1.3 Routing and resource allocation in FONs

After having a simple understanding of the key enabling technologies of FON, this part introduces the routing and resource allocation problem. An FON is modeled as a graph $G(V, E)$, where $V$ represents a set of nodes (OXCs), and $E$ denotes a set of optical fiber links. The spectrum resources on each fiber link is denoted by $W$ FSs or $F$ (unit: GHz). Figure 1.12 shows an example network, and Fig. 1.13 shows the spectrum resources of a fiber link. All fiber links have the same amount of spectrum resources. Note that, there are two fibers on a link, each of which is in charge of carrying opposite traffic.

When a request comes, the network will assign a proper lightpath and adequate spectrum resources to establish the communication from the source node to the destination node. In a traditional WDM network, the resource allocation needs to find a proper wavelength on a fixed frequency grid (e.g., typical 50 GHz ), while in the FON, it needs to find the right size of contiguous FSs to the request needs. The former is called


Figure 1.12: A 6-node network FON.


Figure 1.13: Spectrum resource in a fiber link $l$.
as RWA, while the latter is called as RSA[71]. When the flexibility of MFs is available, the RSA problem will upgrade to RMSA[31]. RMSA problem is a simple version of the PLI-aware resource allocation problem. Here, we will briefly present both RSA and the RMSA problem, as well as the classical techniques to solve them.

As for the objective of the RSA problem, there are two variants: min-RSA and maxRSA 26,64$]$. The former minimizes the maximum FS index while satisfying all requests. The latter maximizes the number of accepted requests (or the revenue obtained by accepting a request) while rejecting some requests, provided that the spectrum resource is limited. The objective of this thesis takes the latter, max-RSA, which maximizes the total accepted revenue or the bit-rate.

Next, we present several classical techniques to solve the RSA and RMSA problems, respectively.

### 1.3.1 RSA

RSA is a simple version of the routing and resource allocation in FONs. Two constraints should be satisfied:

- (1) Routing constraint: Each lightpath starts from the source node, traverses several links in optical networks, and finally terminates at the destination node.
- (2) Spectrum assignment constraint: (i) continuity constraint: all traversed links along the lightpath should maintain the same starting FSs and the same number of FSs that satisfy its transmission requirement, e.g., bandwidth requirement or the bit-rate requirement, (ii) contiguity constraint: the spectrum resources allocated to lightpath should be contiguous, and (iii) non-overlapping constraint: any two lightpaths should not use the same FS on the same fiber link.

The RSA problem can be solved by either a two-step method or a joint optimization method. The two-step method solves the routing problem first and then deals with the spectrum assignment problem, or treats them in the reverse order[26]. Next, we present
three routing-first algorithms (Fixed routing, Candidate routing and Least congested routing[71, 115]), and one spectrum-first algorithm (Adaptive routing [132]). As the first-fit (FF) strategy and shortest path algorithm (SP) have been widely used, we use FF and SP to distinguish the following algorithms.

- Fixed routing: A single route between a node pair is determined by using the shortest path algorithm, such as Dijkstra's algorithm. Then, available contiguous slots on this route is allocated to the lightpath (SP-FF).
- Candidate routing: As a complementary for the fixed routing, $k(k \geq 2)$ candidate routes have been pre-calculated between each node pair. These routes are calculated based on Yen's algorithm taking the distance or distance-related parameters as the metrics [30,141]. Only one route with available contiguous FSs will be chosen. Generally, when searching the different routes, the route with the minimum cost will be considered first. The request will be blocked when no available spectrum resources on all candidate routes ( $k$ SP-FF).
- Least congested routing: Different from the previous two algorithms, the least congested routing chooses a route with the minimum metric that can depict the network congestion[71, 115]. Such metric is often denoted by the number of (or the potential) occupied slots on links. The route with the least congestion metric is chosen for the request, which is found by using the shortest path algorithm (congestion metric-FF).
- Adaptive routing: Similar to the least congested routing, this algorithm also calculates the route based on the link status. The difference lies in that adaptive routing prioritizes the availability of FSs rather than the link metrics. Specifically, for a set of contiguous slots, all candidate lightpaths will be searched until none of them have such desired FSs. Such contiguous slots will scan from the lowindexed FS to the high-indexed FS until the maximum FS is reached (FF-kSP).

The two-step method is mostly adopted because of the high time efficiency. The performance comparison of these algorithms can refer to [26, 132], in terms of the blocking probability, time complexity, configuration time, network throughput, and lightpath distribution.

As for the joint optimization method, it often uses an ILP model in order to obtain the global optimal solution. Generally, a matrix will be used to store the variable that denotes the usage status of the route or links. However, due to the combination nature inherent to the graph coloring problem, it is $\mathcal{N} \mathcal{P}$-hard. The studies on this problem can refer [10, 31, 71].

### 1.3.2 RMSA

In RMSA, the optimization dimension of MF selection is introduced to each lightpath. When a lightpath is short enough, a high-order MF can reduce the spectrum resource consumption while guarantying the same bit-rate. As the physical layer requirement of high-order MF is more sensitive to the noise than the low-order MF, i.e., a higher SNR threshold, the RMSA needs to consider the maximum transmission reach of different

MFs. The optimization with the transmission reach constraint is often regarded as the basic optimization model of the PLI-aware resource allocation. Here, besides the (1) routing constraint and (2) spectrum assignment constraint, we present the additional constraints of RMSA problem:

- (3) Bit-rate constraint: The transmission capacity of each lightpath, determined by the bandwidth and transmission mode, should be no smaller than the required bit-rate. A suitable bandwidth and a suitable transmission mode should be chosen for the lightpath so that the transmission capacity can satisfy the bit-rate requirement. Generally, the spectral efficiency of BPSK, QPSK, 8QAM, 16QAM is assumed with $1,2,3$, and $4 \mathrm{bps} / \mathrm{Hz}$, respectively. In addition, the adopted MF will be constrained by the following transmission reach constraints;
- (4) Transmission reach constraint: The length of each lightpath should not exceed the maximum achievable transmission reach to guarantee the QoT, which is directly given by the equipment vendor or indirectly calculated through experiment. For example, $9,600,4,800,2,400$, and $1,200 \mathrm{~km}$ is respectively adopted for different MFs (BPSK, QPSK, 8QAM, and 16QAM)[67].

The optimization techniques for RSA can be also applied to RMSA seamlessly, where the transmission reach should also be considered for different MFs. Several techniques are also proposed to solve the RMSA in an effort to improve the spectrum efficiency. In [32], they proposed the ILP formulation and a decomposition method that includes (i) routing and MF assignment, and (ii) spectrum allocation (RMA+SA). In [153], they developed a genetic algorithm. Other heuristics that choose the MF first, and then select the candidate route and spectrum can refer to [37].

The transition from RSA to RMSA enables us to select the parameter with higher spectral efficiency. However, the spectral efficiency and transmission reach of each MF are discrete. The coarse granularity of different MFs will lead to stranded capacity. With the advance of spectrum-efficient MFs (such as FEC, probabilistic shaping, and TDHM), it becomes possible to select such an MF that approaches the almost maximum spectral efficiency according to the lightpath's length rather than several predetermined given transmission reaches. Thus, exploiting the advantage of higher spectral efficiency is one of the main motivations of our thesis.

It is worth noting the limitation of (4) transmission reach constraint, which is a rigid PLI constraint. Such constraints avoid the complex calculation of the interference between lightpaths, by merely restricting the length. To ensure uninterrupted communication with a satisfied QoT, we must tolerate the maximum impairments, including the maximum noise and interference. A typical approach to calculate the transmission reach is assuming the static worst-case of fully occupied network resources. However, the overestimation of PLI will conservatively restrict the actual tolerable reach or the actual achievable spectral efficiency, and consequentially leads to stranded transmission capacity. More expensive optical transceivers may be required to achieve the same transmission rates[33]. Therefore, it is urgent to incorporate the PLI-aware calculation and resource allocation together, in an effort to better utilize the MFs and other advanced MFs. This will be accomplished by the first study in Chapter 3, in which we
exploit the adaptive MFs and multiple FECs. In addition, besides the NLI on fibers, the lightpath also experiences the PLI at nodes. As indicated in [46], the node crosstalk between lightpaths depends on the factors of filters, such as passband widths, isolation magnitude, isolation shape, and center frequency detuning. Recent studies consider the node crosstalk by assuming a constant penalty on the impairments[13, 14, 132, 155]. Similar to the overestimation of NLI on fibers, the overestimation of node crosstalk also causes inefficient physical layer performance or spectrum usage [13]. In light of this, we will present a more accurate PLI model that incorporates both the PLI on links and at nodes in Chapter 2, so that the PLIs could be precisely estimated rather than using a constant worst-case value.

Furthermore, the PLI among lightpaths depends on several factors, such as PSD, bandwidth, channel spacing, and channel order. These factors have not been mentioned in the conventional RMSA problem. Through the first study, we find that the best channel spacing is distributed unevenly. This corresponds to one of the mentioned factors, channel spacing. However, existing studies only employ and compare the strategy of the candidate or fixed channel spacing[88, $88,90,92,136,144]$. These studies were unable to investigate the performance gain when using the channel spacing optimization without candidates. In order to achieve the maximum physical layer performance gain by optimizing channel spacing, we will present a novel optimization strategy without candidate channel spacing strategies in Chapter 4 . This optimization strategy is implemented in a low-complexity way that can be applied to a large number of lightpaths for mesh and ring networks.

Finally, in presence of a high traffic load, not all incoming traffic can be satisfied at all time. Luckily, several kinds of services, such as videos, can be accepted at a lower bit-rate. From a network operator's view, degrading the bit-rate of some requests enables us to release the spectrum resources, which thus in turn permits us to maintain a higher revenue although weakly impairing the QoS. This characteristic can be used to enhance network reliability and maintain higher network revenue. We observe that the current studies mainly investigate the $\mathbf{1 0 0 \%}$ bit-rate provisioning strategy for each request. Therefore, it is required to investigate the service provisioning with elastic bit-rate provisioning. This will be investigated in the third study in Chapter 5. In this study, we propose an MILP as well as a decomposition method, which permit us to provision the lightpath for elastic requests. Meanwhile, an auto-degrading simulation scheme is also proposed to trigger the network reconfiguration for the existing lightpaths to maximize the total network revenue in presence of a high traffic load.

### 1.4 Literature review

Different from RWA, the utilization of spectrum resources in RSA has evolved from a single wavelength to the contiguous FS s. Besides, the parameter selection of transceivers also evolves from several line rates to multidimensional parameters' selection, including MF, FEC, and baud-rate. These parameter selections will add additional degrees of freedom to resource allocation.

Meanwhile, the calculation of complex PLIs and the associated resource allocation will make the studied problem more complex, because the impact of bandwidth, spectrum order, and channel spacing has been neglected in non-PLI-aware design. These factors should be carefully designed in PLI-aware resource allocation.

In what follows, we review the recent works from two views: flexibility and PLIaware network design. These related studies are summarized in Tables 1.1 and 1.2.

### 1.4.1 Flexibility design in FONs

In [32], Christodoulopoulos et al. first incorporated the flexibility of MF for network design in FONs. Both the joint optimization and decomposition methods of RMSA were presented. The joint optimization method simultaneously determines three parameters (a proper starting frequency, a proper route from the pre-calculated route, and a proper MF that satisfies the transmission reach constraint) for each request. The decomposition method sequentially solves the routing and MF assignment problem, and the spectrum assignment problem. Also, a heuristic algorithm was proposed to assign the request one-by-one by finding the route first and spectrum second. In addition, they demonstrated that the RMSA is NP-complete by using the multiprocessor scheduling problem.

In [37], Costa et al. proposed a heuristic algorithm for solving RMSA, which chooses the MF first, and consequentially finds a proper route with enough spectrum resources. They showed that their algorithm could encourage more usage of high-order MF than the conventional method.

With the requirement of higher spectral efficiency, the rate-adaptive coding was firstly introduced in long-haul WDM networks in [50], which quantifies the achievable bit-rates and distance using different FECs. The hardware implementations for the serially concatenated FEC to implement the variable code rate were also presented. Then, in [87], Mello et al. mainly investigated the benefit of variable FECs in terms of cost, capacity, and survivability. They also evaluated the impact of the number of realizable code rates, denoted by $N$. Simulation results validate the cost-saving performance of using the variable code-rate transceiver is more significant when $N$ increases.

In [111], Sambo et al. developed a resource allocation strategy that can adaptively choose MF and FEC. Generally, the physical layer performance of different MFs and FEC can be determined through either analytical models or experiments. They evaluated the maximal reach using the latter one. Given a required bit rate, they proposed a heuristic algorithm to find a proper route, choose a proper available code with a satisfied QoT, determine the required spectrum resources with that code rate, and finally perform the spectrum assignment by FF policy. However, due to the experiment limit, they only provided the transmission performance for a small number of parameters.

Different from the previous works investigating the min-RSA, the following studies investigated the max-RSA. In [39], Dai et al. investigated the maximal capacity of a network by utilizing the adaptive bit-rates scheme in WDM networks. Specifically, they adopted the scheme of TDHM to enable the continuous bit-rate and transparent reach
Table 1.1: Related studies on the resource allocation incorporated with different flexibilities of FON. ${ }^{1}$

| Paper | Resource allocation strategy |  |  | Flexiblitly (Transceiver's Degree) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ILP | Heuristic(Decomposition) | Objective | PSD | MF | $\begin{gathered} \text { FEC } \\ \text { (TDHMF) } \end{gathered}$ | Spectrum |  |  |
|  |  |  |  |  |  |  | Bandwidth (Baud-rate) | Channel spacing (Center frequency) | Channel order |
| [32] | yes | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ |  | yes |  | yes | Flex grid |  |
| [124] | yes | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ |  | yes | FEC | yes | Fixed vs. Flex grid |  |
| [111] |  | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ |  |  | FEC | yes | Flex grid |  |
| [37] |  | yes(MF <br> first) | min- RSA |  | yes |  |  | Flex grid |  |
| [39] | yes | yes | $\begin{aligned} & \max - \\ & \text { RWA } \end{aligned}$ |  | yes | TDHMF |  | Fixed grid |  |

The routing in these studies is unicast.
rather than the discrete coarse granularity of MF. Like the combination of MF and FEC, the scheme of TDHM also enables the continuous adaptation of spectral efficiency and transmission reach. Thus, the achievable capacity of each lightpath is determined by the interpolated value of different MFs, which has a finer granularity. An ILP model that maximizes the acceptable transmission capacity and a fast heuristic algorithm were proposed to investigate the benefit of TDHM. Through simulations, the increasing capacity and accepted demands are validated. However, it is uncertain whether their method is suitable for FONs with heterogeneous bandwidths and flexible grids. Moreover, it cannot directly solve the PLI-aware routing and resource allocation problem in FONs due to the lack of NLI calculation for each lightpath.

In [23], Cantono et al. proposed a statistical approach to evaluate the throughput of an optical network. The approach unloads all requests initially, then progressively loads the traffic from a given demand set. When the network reaches saturation or at a particular state, several desired metrics are evaluated based on Monte Carlo simulation, including blocking probability, average bit-rate per lightpath, link saturation status, and network throughput. Through simulations in a network with 49 nodes and 68 bidirectional links, they showed that the average bit-rate per lightpath follows the Gaussian distribution.

Similar to the study in [23], Ives et al. in [63] also used a sequential loading algorithm to investigate the maximal throughput with adaptive MF and adaptive FEC. Through the simulations in UK 20+2 network with small diameters, they obtained some interesting observations from an economic view. Given the same network throughput, (1) the price of adaptive MF must cost more than $20 \%$ than fixed MF transceiver with the only PM-16QAM. (2) Adaptive FEC must cost no more than $6 \%$ FEC to the price of adaptive MFs. The results in their study could be further improved and demonstrated in FON with heterogeneous bandwidths rather than a DWDM network.

The above studies show that the utilization of adaptive MFs outperforms the fixed MF. The performance gain will increase when using advanced MF (FEC in[110] and TDHMF in $[23,39])$. Besides, as the number of available options increases, the performance gain also rises ([87]). Due to these benefits, the heterogeneous applications in virtual network $[77,124]$ and inter datacenter networks are regarding the FON as an important infrastructure[80]. The potential capability of FON motivates us to think about how to utilize the various flexibilities to maximize the overall network performance. In addition, there also exists a scalability issue.

### 1.4.2 PLI-aware flexibility design

In [149], Zhao et al. investigated the routing, spectrum assignment incorporating the flexibility of MF. The objective is to minimize the spectrum resources by solving the routing, MF, and spectrum assignment problem while considering the NLI. They developed an ILP model and several heuristic algorithms that dealt with the ordered demands one by one. Simulation results showed that spectrum saving is $22 \%$ in the high bit-rate scenario, while it is $31 \%$ in the low bit-rate scenario. In addition, the optimal PSD will increase with the network diameter and the bit-rates. However, due to the
Table 1.2: Related studies on PLI-aware resource allocation in FON

| Paper | Resource allocation strategy |  |  | Flexibility (Transceiver's Degree) |  |  |  |  |  | PLIs |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ILP | Heuristic | Objective | PSD | MF | $\begin{gathered} \text { FEC } \\ \text { (TDHMF) } \end{gathered}$ | Spectrum |  |  | NLI | Node crosstalk |
|  |  |  |  |  |  |  | Bandwidth (Baud-rate) | Channel spacing <br> (Center frequency) | Channel order |  |  |
| [149] | yes | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ | yes | yes |  | yes | Flex grid |  | yes |  |
| [52] | yes | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ | yes | yes |  | yes | yes | yes | yes |  |
| $\begin{aligned} & {[139,} \\ & 140] \end{aligned}$ | yes | yes | min- <br> RSA | optimized | yes |  | yes | yes | yes, empirically | yes |  |
| [133] | yes | yes | $\begin{aligned} & \text { min- } \\ & \text { RSA } \end{aligned}$ | yes | yes |  | yes |  |  | yes |  |
| $\begin{aligned} & {[13,} \\ & 14] \end{aligned}$ | yes | yes | $\begin{aligned} & \min - \\ & \text { RSA } \end{aligned}$ | yes | yes |  | yes | Fixed guard band |  | yes | slotbased |
| $\begin{aligned} & {[62,} \\ & 63] \end{aligned}$ | yes | yes | max- <br> RWA | optimized | yes | FEC |  | Fixed grid | Random selection | yes |  |
| [23] |  | yes | max- <br> RWA | yes | yes | TDHMF |  |  |  | yes |  |
| Study | yes | yes | $\begin{aligned} & \text { max- } \\ & \text { RSA } \end{aligned}$ | yes | yes | FEC | yes | yes | yes | yes | channelbased |
| Study | yes | yes | $\begin{aligned} & \max - \\ & \text { RSA } \end{aligned}$ | yes | yes | FEC | yes | Optimized (low-complexity) |  | yes |  |
| $\begin{aligned} & \text { Study } \\ & 3 \end{aligned}$ | yes | yes | $\begin{aligned} & \max - \\ & \text { RSA } \end{aligned}$ | yes | yes | FEC | yes |  |  | yes |  |

complexity of that problem, processing one request may cost about 10 min . Thus, the algorithm may only suit the static network design with limited requests.

In [133], Wang et al. investigated the lightpath provisioning for the incremental loads. The complex NLI calculation is simplified by a simple NLI estimation model that can roughly estimate the complex NLI according to the current network loads. Another study that focuses on the estimation of NLI can refer to [137]. A lightpath provisioning with a higher spectrum efficiency can be realized with a PLI model with enough accuracy. Through the simulations, Wang et al. in [133] validated that the blocking performance of the hybrid NLI model is lower than the benchmark of the worst-case assumption. This result is validated by their sequential loading algorithm and the reconfiguration module. Specifically, the new request is sequentially added to the network as usual. When the blocking occurs, three reconfiguration schemes are used in an effort to accommodate the pending request. The first scheme is based on a complex MILP model, the second scheme still uses the same MILP model while partitioning the pending requests into several groups, and the third one uses a heuristic algorithm to rescue the blocked requests. In addition, similar to the previous study in [149], they also found that the optimal PSD will increase as the network load increases.

In $[13,14]$, Behera et al. developed an MILP model incorporating the effect of ASE noise, NLI, and node crosstalk into resource allocation with MF. The lightpaths that pass through the same node will experience in-band node crosstalk. The amount of node crosstalk depends on their overlapping spectrum resource. The impact of node crosstalk on resource allocation is validated by comparing the blocking performance of different crosstalk levels. However, the crosstalk component is evaluated only through the slot, which still seems insufficient. For example, the node crosstalk on provisioned bandwidth of 12.5 GHz slot is larger than the actual value of the sub-channel bandwidth with $6.25 \mathrm{GHz}[85,118,125]$. To reduce the PLIs, one may use a guard band (e.g., at least 12.5 GHz ), but incurring inefficient usage of spectrum resources (real guard band could be larger than 12.5 GHz ). The model based on channel bandwidth ensures that the PLIs are suitably estimated. Therefore, the PLI model that we propose evaluates the node crosstalk by using the channel bandwidth.

In [140], Yan et al. investigated the relationship between spectrum usage and the transceiver's parameters, including MF, center frequency, and PSD. Using the proposed method (an ILP with a weighted objective of spectrum usage and other parameters), they obtained three observations: (1) the spectrum usage can be significantly reduced using the continuous channel spacing rather than the fixed-grid. The main reason is that the unnecessary guard band between channels can be removed without degrading the QoT. (2) Generally, the metric of spectrum usage could be sensitive to the channel order of the lightpaths, in which the solution space is the permutation of all lightpaths. However, they found that most of the orderings (over $90 \%$ ) can achieve near-to-optimal performance with an optimal gap of less than $6 \%$. (3) A great deal of time is required for the joint optimization of bandwidth, PSD, and center frequency, even in ring networks with fixed routes. In other words, the last observation also poses a question of whether this model can solve the optimization in a typical mesh network.

In [17], Bhar et al. investigated the problem of channel order assignment. For the lightpaths that share the same link, only the interference between the nearest channel is considered, while the other neighborhood interferences on the distant spectrum are neglected (the impact of this assumption is also discussed in their study). Thus, the interference between lightpaths is represented by a digraph, where each node denotes the lightpath and each directed link denotes the interference between two lightpaths. The weight on the link denotes the strength of the interference. The objective of the channel ordering assignment problem is to find the minimum interference for all involved lightpaths. Each channel order solution of this problem corresponds to a Hamiltonian path that only traversed each node at once while minimizing the maximum interference on each node. When solving the problem, they used a bottleneck traversing salesman algorithm that restricts the maximum interference per lightpath. Through simulations under different PSD settings, they observed that the channel order optimization outperforms the random order in the scenario of large PSD.

In [102], Rabbani et al. developed a PLI-aware resource allocation strategy for the joint optimization of wavelength and power. When a random demand comes, the algorithm will optimize the PSD for all existing lightpaths. In their algorithm, they used a gradient-based method to obtain a local convex optimization result. Compared to the optimization using ILP, the gradient-based method provides a fast solution. However, this study aims to improve the network physical layer performance (SNR margin and achievable information rate) rather than enhancing the potential network capacity.

Meanwhile, the max-RSA was also investigated in the study[62]. In [62], Ives et al. studied the maximum throughput through optimizing the physical layer parameters. Given a network with a determined network configuration, such as a set of given MFs and a given spectrum resources, they proposed a gradient descent procedure to optimize the PSD and an iterative algorithm to reduce the rest SNR margin of network. Through numerical simulations, the throughput improvement of adaptive MFs is demonstrated. Besides, after optimizing the launch PSD and adjusting the SNR margin in NSF network, they found that about 50\% throughput improvement can be achieved compared to the fixed PSD with fixed MF. However, it still remains a practical question that how much throughput can be obtained in the non-full-load scenario. Moreover, the impact of heterogeneous traffic demands in FONs has not been investigated.

### 1.5 Conclusion

In this chapter, we presented the trends of current Internet traffic and revenue. By describing the flexible transceivers, flexible optical switch, and flexible grid, we obtain an overview of the FONs. Then, we present the studied routing and resource allocation problem of this thesis, including the objectives and constraints. The related studies on the flexibility design and PLI-aware design are also presented, respectively.

Chapter 1. Background and Technological Context

## Chapter 2

## Physical-Layer-Impairment Model

## Contents

2.1 The PLI in optical transmission systems . . . . . . . . . . . . . . . . . 22
2.2 QoT metric based on SNR . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Model of ASE noise . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2 Model of NLI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Model of node crosstalk . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 The physical layer model in a network context . . . . . . . . . . . . . 28
2.3.1 QoT model for a lightpath . . . . . . . . . . . . . . . . . . . . . . 28
2.3.2 Transmission capacity of a transmission mode . . . . . . . . . . 30
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

This chapter will present the PLIs and the QoT metric. The PLIs are classified into linear and nonlinear impairments, which will be briefly discussed. Besides, a review of the modeling technique to calculate the QoT is also presented. As severe PLIs influences the QoT and the selection of different MFs, it could impair the transmission capacity of the lightpath. Thus, we associate the achievable bit-rate, and required QoT threshold of different MFs and different FECs for the network design.

The organization of this chapter is as follows.

- In Sec. 2.1, we briefly review the related PLIs of optical transmission systems;
- In Sec. 2.2, we describe the QoT metric in this thesis;
- In Sec. 2.3, we measure the maximum transmission capacity of a certain combination of MF and FEC as well as the required SNR threshold. By doing so, we can incorporate the physical layer parameters (PSD, MF, FEC, channel spacing, and bandwidth) into the network design.


### 2.1 The PLI in optical transmission systems

It is well understood that the PLIs come from the optical equipment. Fig 2.1 shows a typical optical transmission system that includes the basic components, such as transceivers that convert the data to optical signal, WSSs that multiplex / demultiplex the optical signals onto a single optical fibre, erbium-doped fibre amplifiers (EDFAs) that compensate the power loss, and the ROADMs that switch the optical signal to another route. Each optical signal will be degraded by the impairments of the Amplified Spontaneous Emission (ASE) noise of optical amplifiers as well as the linear and nonlinear signal distortions on these devices. For these devices, we use different colors to illustrate the different PLIs.


Figure 2.1: Different impairments along a lightpath[22].
We denote the linear impairments as those propagation effects that depend linearly on the signal power. Linear impairments at least include the following five factors[9]: (i) signal power loss, (ii) chromatic dispersion (CD), (iii) polarization mode dispersion (PMD), (iv) polarization-dependent loss (PDL), and (v) filtering effect and node crosstalk of ROADM at node[9]. The signal power loss is caused by the absorption of
the fiber optic cable itself. The CD is caused by different velocities of the signal on different frequencies. The PMD is caused by asymmetric fiber, which leads to different velocities at two different polarizations. The PDL leads to different power losses at two polarizations. The filtering effect is caused by the non-ideal rectangular shape of the filters inside the ROADM and WSS mux. The node crosstalk leads to signal leakage from one output port to another output port due to the imperfect isolation. As part of the impairments (CD, PMD, and PDL) can be mitigated by using efficient DSP algorithms at the receiver $[81,113,116,127]$, we neglect them for the PLI model.

The nonlinear impairments are those propagation effects that are not linear to the signal power, which can be caused by the Kerr effect and scattering phenomenon[4]. Due to the Kerr effect, the signal phase is distorted by the refractive index that depends on the intensity of the incident optical signal. Then, the phase distortion will be converted to amplitude distortion due to the fibre dispersion[4]. Except for the Kerr effect, the stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS) are other two nonlinear effects that impair the signal quality. When the incident signal power exceeds a certain level, the scattering effect of the fiber can amplify the signal at another frequency[4].

When evaluating the QoT, this thesis chooses one typical PLI from the link and node, respectively, including ASE noise, the nonlinear effect on links, and node crosstalk at optical switches. Thus, we can numerically evaluate the PLIs as the lightpath configuration changes, which cannot be easily completed by the previous studies that set a constant penalty value[136]. Next, we will present how to evaluate the QoT.

### 2.2 QoT metric based on SNR

For a long time, there are several typical metrics to measure the QoT of an optical signal[47], including optical signal-to-noise ratio (OSNR), Q-factor, error vector magnitude. One of the widely used metrics is based on Q-factor[ $5,47,95$ ], which has been used in the past few decades $[9,47,103]$. In this method, the key parameter, $Q$, is measured by observing the eye diagram. For example, with the On-Off Key (OOK) signal, $Q$ is related to the eye amplitude level of the symbols 0 and 1 , as well as the sum of their standard derivations[47]. Thus, the ultimate QoT performance, namely bit-error-ratio (BER), is obtained by the following equation,

$$
\begin{equation*}
B E R=\frac{1}{2} \operatorname{erfc}\left(\frac{Q}{\sqrt{2}}\right) \tag{2.1}
\end{equation*}
$$

With the advance of flexible transceivers, the QoT metric based on Q-factor is not convenient anymore, which needs to analyze both the in-phase signal and quadrature signal of a high-order MF. Moreover, the eye diagram lacks the consideration of FEC that is implemented in the digital domain. Consequently, the QoT metric based on the numerical calculation of SNR is suggested in the studies[66, 129]. In addition, the performance of different QoT is expressed by a ratio of SNR to SNR threshold, namely SNR margin [62, 100].

Different from the Q-factor, the QoT based on SNR needs to quantitatively evaluate various physical layer impairments. As stated before, these impairments include the ASE noise, NLI, node crosstalk, filtering effect, transceiver's back-to-back penalty, etc. The classical evaluation metric, optical SNR (OSNR, or OSNR ${ }^{\text {ASE }}$ ), merely denotes one of the components, ASE[53, 129]. Recently, a more general metric, generalized SNR (GSNR) is proposed to include other line-related impairments, e.g. the NLI and node crosstalk[45, 143]. In the definition of GSNR, the impairments (NLI and node crosstalk) are assumed as additive noise[53, 54]. For NLI, this hypothesis has been validated using the GN model both theoretically and experimentally[96, 99, 129]. While for node crosstalk, we assume it is additive too[13], so that we can combine the two impairments easily,

$$
\begin{equation*}
\frac{1}{G S N R_{i}}=\frac{P_{i}^{N L I}}{P_{i}^{\text {sig }}}+\frac{P_{i}^{A D}}{P_{i}^{s i g}}+\frac{1}{O_{S N R}^{i}} \tag{2.2}
\end{equation*}
$$

where $O S N R_{i}^{A S E}$ is the optical signal to ASE noise ratio measured before the receiver, $P_{i}^{N L I}$ is NLI power, and $P_{i}^{A D}$ is AD node crosstalk power. Depending on the reference bandwidth $B_{r e f}$, the OSNR could be scaled with a factor $R / B_{r e f}$, where $R$ is the baudrate. A typical assumption is to use $B_{r e f}=0.1 \mathrm{~nm}(\approx 12.5 \mathrm{GHz}$ at 1550 nm ). In this thesis, we consider the reference bandwidth $B_{r e f}$ equal to the baud-rate in order to remove the dependency of reference bandwidth, i.e. a constant scaling factor of 1.

Finally, combining the GSNR and transceiver's penalty, we can evaluate the total received SNR $\left(S N R_{i}^{\text {tot }}\right)[53,129]$,

$$
\begin{equation*}
\frac{1}{S N R_{i}^{\text {tot }}}=\frac{1}{G S N R_{i}}+K_{T R X} \tag{2.3}
\end{equation*}
$$

where $K_{T R X}$ is a fixed constant depending on the particular implementation of the transceivers[48]. The SNR metric in this thesis is only evaluated by the ASE, NLI, and node crosstalk, i.e. ideal case with zero penalty on transceivers ( $K_{T R X}=0$ ). In other words, we adopt GSNR to denote the signal quality, which is expressed as follows[45],

$$
\begin{equation*}
S N R_{i}=\frac{G_{i}}{G_{i}^{\mathrm{ASE}}+G_{i}^{\mathrm{NLI}}+G_{i}^{\mathrm{AD}}} \tag{2.4}
\end{equation*}
$$

where $G_{i}^{A S E}$ is the PSD of ASE noise from optical amplifiers, $G_{i}^{N L I}$ is the PSD of NLI, and $G_{i}^{A D}$ is the PSD of node crosstalk. Next, we will explain in detail the computation of various impairments. Table 2.1 shows the PLI related parameters that will be used in the following.

### 2.2.1 Model of ASE noise

ASE noise is a white noise, whose intensity is proportional to the number of optical amplifiers and channel bandwidth. We use the ASE PSD $G_{i}^{A S E}$ to denote the strength, which is expressed by

$$
\begin{equation*}
G_{i}^{\text {ASE }}=N_{\text {span }}\left(10^{\alpha L_{\text {span }}}-1\right) n_{\text {sp }} \cdot h \cdot v \tag{2.5}
\end{equation*}
$$

where $N_{\text {span }}$ is the number of optical amplifiers and $L_{\text {span }}$ (unit: km ) is the distance between two optical amplifiers[62].

Table 2.1: Parameters for PLIs

| Parameters and description |  |
| :--- | :--- |
| $\alpha$ | Power attenuation ratio of fiber, $0.2 \mathrm{~dB} / \mathrm{km}$. |
| $\beta_{2}$ | Second order dispersion of 1550 nm wavelength, $-21.7 \mathrm{ps}^{2} / \mathrm{km}$. |
| $\gamma$ | Non-linear coefficient, $1.3(\mathrm{~W} \cdot \mathrm{Km})^{-1}$. |
| $h$ | Planck's constant. |
| $\nu$ | Frequency of optical signal, 192.5 THz. |
| $\mu$ | $\frac{3 \gamma^{2}}{2 \pi \alpha \beta_{2}}$. |
| $\rho$ | $\pi^{2} \beta_{2} / \alpha$. |
| $\epsilon_{\mathrm{X}}$ | Port leakage ratio of WSS and OXC, -25 dB. |
| $n_{\mathrm{sp}}$ | Noise factor of optical amplifier, 7 dB. |
| $G_{i}$ | Launch PSD of request $i$. |
| $G_{i}^{\mathrm{ASE}}$ | PSD of ASE. |
| $G_{i}^{\mathrm{SCI}}$ | PSD of SCI. |
| $G_{i}^{\mathrm{XCI}}$ | PSD of XCI. |
| $G_{i j v}^{\mathrm{AD}}$ | PSD of AD node crosstalk from $j$ to $i$ at node $v$. |
| $G_{i}^{\mathrm{AD}}$ | PSD of AD, $G_{i}^{\mathrm{AD}}=\sum_{j v} G_{i j v}^{\mathrm{AD} .}$ |
| $L_{\mathrm{span}}$ | Span length, 100 km $/ \mathrm{span}$. |

### 2.2.2 Model of NLI

This thesis considers the GN model in [66], which assumes that the NLI maintains a simple and linear relationship to the number of spans. In particular, the NLI PSD on a single span is expressed as follows,

$$
\begin{equation*}
G_{\text {span }}^{N L I}(f)=\iint \frac{3 \gamma^{2} G(v) G\left(v^{\prime}\right) G\left(v+v^{\prime}-f\right)}{\alpha^{2}+16 \pi^{4} \beta_{2}^{2}(v-f)^{2}\left(v^{\prime}-f\right)^{2}} d v d v^{\prime} \tag{2.6}
\end{equation*}
$$

where $G(v)$ is the signal PSD. An example that illustrates the signal PSD $G(f)$ and NLI PSD $G^{N L I}(f)$ in Eq. (2.6) can refer to Fig. 2.2, where we have assumed that these three Nyquist WDM channels are with the following parameters: a bandwidth of 28 GHz , a roll factor of 0.2 , and power of $20 \mathrm{~mW}(\mathrm{PSD}=0.714 \mathrm{~mW} / \mathrm{GHz})$.

We see that the calculation of NLI needs the complex numerical integration, which makes it difficult for network designer. To tackle this challenge, a common approach is to separate the NLI by self-channel interference (SCI) and cross-channel interference (XCI) separately[62, 66, 96, 122, 139] and neglects other weak residual NLI (e.g., multichannel interference). The studies in [122, Table 2.1] and [60, Chapter 4] also summarized and compared the existing approaches to calculate SCI and XCI. Considering the ease of use, in this thesis, we continue to adopt the dilog method in [66, Eq. (11)] to calculate the NLI, even though it is conservative.


Figure 2.2: An example NLI PSD for three channels based on [66, Eq. (3)].

$$
\begin{align*}
G_{s p a n}^{N L I} & =G_{\text {span }}^{S C I}+G_{\text {span }}^{X C I}  \tag{2.7}\\
& =\eta_{c h}^{S C I} \cdot G_{c h}^{3}+G_{c h} \cdot \sum_{c h^{\prime}} \eta_{c h, c h^{\prime}}^{X C I} \cdot G_{c h^{\prime}}{ }^{2}  \tag{2.8}\\
G_{i}^{N L I} & =N_{s p a n, i} \cdot \eta_{c h}^{S C I} \cdot G_{c h}{ }^{3}+G_{c h} \cdot \sum_{c h^{\prime}} \eta_{c h, c h^{\prime}}^{X C I} \cdot N_{s p a n, i, j} \cdot G_{c h^{\prime}}{ }^{2} \tag{2.9}
\end{align*}
$$

where $G_{s p a n}^{N L I}$ represents the NLI PSD of one channel, $c h$ and $c h^{\prime}$ are the occupied channels of lightpaths $i$ and $j, N_{\text {span }, i, j}$ is the number of common spans for lightpath $i$ and $j, \eta_{c h}^{S C I}$ and $\eta_{c h, c h^{\prime}}^{X C I}$ are the SCI efficiency and XCI efficiency of a single span, respectively. Here, we provide an expression to calculate the NLI when signal bandwidth $R_{i} \geq 28 G H z[66,139]$.

$$
\begin{align*}
G_{i}^{\mathrm{SCI}} & =N_{\text {span }} \mu G_{i}^{3} \operatorname{arcsinh}\left(\rho R_{i}^{2}\right)  \tag{2.10}\\
G_{i}^{\mathrm{XCI}} & =\sum_{j} N_{\text {span }, i j} \mu G_{i} G_{j}^{2} \ln \left(\frac{\left|f_{i}-f_{j}\right|+R_{j} / 2}{\left|f_{i}-f_{j}\right|-R_{j} / 2}\right) \tag{2.11}
\end{align*}
$$

where $f_{i}$ is the relative carrier centre frequency to 192.5 THz (unit: GHz ).

### 2.2.3 Model of node crosstalk

Impairments at OXCs come from filtering effects and node crosstalk. Only in-band crosstalk is considered in this thesis, i.e., the lightpath experiences node crosstalk if it is exposed to the other lightpaths with the overlapping bandwidth. As an example, we use 9-node network in Fig. 2.3(a) to illustrate the different node crosstalk components. The primary signal P1 is added at node C1, passes through node C2, and is dropped at node C3. Other three crosstalk signals I1, I2, and I3, are also depicted. At each of


Figure 2.3: (a) A 9-node network for illustrating different forms of AD node crosstalk, (b) Illustration of node crosstalk at node C2 considering a BES architecture[145]. PS: power splitter.
its nodes(C1, C2 and C3), P1 will experience all forms of crosstalk, i.e., adding, passing through, and dropping.

To analyze the node crosstalk, we assume a broadcast-and-select (B\&S) OXC architecture for intermediate node C2[145], as illustrated in Fig. 2.3(b). It consists of passive optical splitters (PSs) with $1 \times \mathrm{N}$ ports that broadcast signal copies to the common port at local add/drop side, and wavelength selective switches (WSSs) facing different output ports and collecting the signals from add ports. A node crosstalk from signal I1 to P1 arises on WSS-C3 because the broadcast signal I1 is leaked into WSS-C3. We can also observe that the crosstalk signal I3 can leak into P1 on WSS-C3 due to the broadcast function of PS-D1. In addition, we also observe other forms of interference at nodes C1 and C3, which are not shown in Fig. 2.3(b). When primary signal P1 is added at node C1, it experiences the dropping crosstalk of I2 and the passing-through crosstalk of I3. When the primary signal is dropped at node C3, there is no crosstalk, because P1 is dropped locally. In short, the add and drop (AD) node crosstalk exists if the two conditions are satisfied: (i) primary signal is added at or passing through the node, and (ii) crosstalk signal is passing through or dropped at that node.

Different from the approach of [13] that only supports the node crosstalk by fixed FS, we propose to improve it by adopting the channel bandwidth, which supports arbitrary channel bandwidth. Thus, assuming the overlapping bandwidth between the primary signal $R_{i}$ and the interfering signal $R_{j}$ is $R_{i j}$, we give the amount of node crosstalk as follows,

$$
\begin{equation*}
G_{i j v}^{\mathrm{AD}}=\epsilon_{X} R_{i j} G_{j} \tag{2.12}
\end{equation*}
$$

where $G_{j}$ is the PSD of other interfering signal ( $j=\mathrm{I} 1$ in the example), $v$ is the node (C2 in the example), and $R_{i j}=\left|\frac{R_{i}+R_{j}}{2}-\left|f_{i}-f_{j}\right|\right|$. All node crosstalks are linearly summed together when considering the AD node crosstalk of one lightpath.

### 2.3 The physical layer model in a network context

With the considered PLIs including ASE noise, NLI, and AD node crosstalk, we can evaluate the QoT of each ligthpath. According to this metric, we can select an efficient MF to satisfy the required bi-rate of each request. Meanwhile, the chosen MF should satisfy the physical layer constraint, i.e., SNR is no smaller than the SNR threshold.

This part will describe the QoT model for the lightpaths in a network as well as their available transmission rates. We denote an FON by a graph $\mathrm{G}(V, E)$. Each node $v \in V$ represents an OXC. A link $e \in E$ represents two fibers $u v$ and $v u(u, v \in V)$ that carry traffic in opposite directions. Each request $i$ is characterized by its source node $s_{i}$, destination node $d_{i}$, required bit-rate $r_{i}(\mathrm{Gbps})$, $\operatorname{PSD} G_{i}\left(G_{i}=G\right)$. The consumed spectrum resource $\Delta f_{i}\left(=R_{i}\right)$ should guarantee that $\Delta f_{i} \cdot \mathrm{SE}\left(c_{i}\right) \geq r_{i}$, where $\operatorname{SE}\left(c_{i}\right)$ is the spectral efficiency of MF $c_{i}$ and $\Delta f_{i}$ is the subcarrier bandwidth.

### 2.3.1 QoT model for a lightpath

We denote by $c_{i}$ the MF of lightpath $i, S N R_{c_{i}}^{\text {th }}$ the SNR threshold of $c_{i}$. A lightpath $i$ can be served if it satisfies the QoT constraint as depicted in Eq. (2.13).

$$
\begin{equation*}
S N R_{i}=\frac{G_{i}}{G_{i}^{\mathrm{ASE}}+G_{i}^{\mathrm{NLI}}+G_{i}^{\mathrm{AD}}} \geq S N R_{c_{i}}^{\mathrm{th}} \tag{2.13}
\end{equation*}
$$

For ease of the MILP modeling, we express Eq. (2.13) in its reciprocal form,

$$
\left\{\begin{align*}
\frac{1}{\mathrm{SNR}_{i}} & =t_{i}^{\mathrm{ASE}}+t_{i}^{\mathrm{NLI}}+t_{i}^{\mathrm{AD}} \leq \frac{1}{\mathrm{SNR}_{c_{i}}^{\mathrm{th}}}  \tag{2.14}\\
t_{i}^{\mathrm{ASE}} & =G_{i}^{\mathrm{ASE}} / G_{i} \\
t_{i}^{\mathrm{NLI}} & =G_{i}^{\mathrm{NLI}} / G_{i}=\left(G_{i}^{\mathrm{SCI}}+G_{i}^{\mathrm{XCI}}\right) / G_{i} \\
t_{i}^{\mathrm{AD}} & =G_{i}^{\mathrm{AD}} / G_{i}
\end{align*}\right.
$$

where NLI is decomposed into SCI and XCI, $t_{i}^{\mathrm{ASE}}, t_{i}^{\mathrm{SCI}}, t_{i}^{\mathrm{XCI}}$, and $t_{i}^{\mathrm{AD}}$ are the noise to signal ratios of ASE, SCI, XCI, and AD node crosstalk, respectively.

The parameters to be optimized can include center frequency, PSD, and bandwidth. However, from a network designer's view, the nonlinear relationship between NLI and these physical parameters will greatly increase the problem complexity of the network design, as shown in Eqs. (2.10) and (2.11). In order to accelerate the calculation of NLI and make it suitable for linear programming, we precalculate the XCI efficiency, and fit the specified related physical parameters using the piecewise linear fitting tool.

Taking the channel spacing ( $f_{i}-f_{j}$, center frequency difference) as an example, the expression of piecewise-linear fitting function in Eq. (2.9) is written as follows,

$$
\begin{equation*}
\eta^{X C I}(f) \approx \bar{\eta}^{X C I}(f)=\max _{1 \leq q \leq Q P W L}\left(a_{q} f+b_{q}\right) \tag{2.15}
\end{equation*}
$$

where $Q_{P W L}$ is the number of segments for piecewise linear fitting, $a_{q}$ and $b_{q}$ are the coefficients calculated by piece-wise nonlinear fitting term[83, 139]. For a specific value $f$, only one of these linear segments that yields the maximal value $\bar{\eta}^{\mathrm{XCI}}$ is satisfied. The remaining segments will be deactivated. That is to say, Eq. (2.15) guarantees a linear relationship between $\bar{\eta}^{\text {XCI }}$ and $f$. A simple version of the algorithm that calculates the fitting parameters is shown in the Appendix A. As an example, we show the fitting results in Fig. 2.4 when center frequency distance $\left|f_{i}-f_{j}\right|$ varies. The data in Fig. 2.4 is obtained by repeating different channels in Eq. (2.15), i.e., ( $R_{i}=16$ GBaud, $R_{j}=16$ GBaud), ( $R_{i}=16$ GBaud, $R_{j}=32$ GBaud), and ( $R_{i}=16$ GBaud, $R_{j}=64$ GBaud). The maximum fitting error is less than $2 \%$ when $Q=20$, which exhibits modest performance.


Figure 2.4: XCI efficiency $\eta^{X C I}$ versus channel spacing [66, Eq. (11)]. The channel under test uses the transceiver with bandwidth of 16 GHz . We also mark the XCI efficiency of fixed channel spacing of 25 GHz and 50 GHz , which will be used in the Chapter 3.

Note that the PLIs of XCI and AD depend on the lightpaths that have a common
link or a common node. Taking the network in Fig. 2.5 as an example, we illustrate the interference by using a graph. Three requests R1, R2, and R3 are labeled with source, destination, bit-rate, and revenue, which are shown on the right part of Fig. 2.5(a). Besides, we fix their routes on 0-1-3, 0-1-3-4, and 3-4. Their spectrum usages are illustrated in Fig. 2.5(b).


Figure 2.5: A 6-node network and the link status.
The Fig. 2.6 uses an interference graph to illustrate the NLI and AD node crosstalk between R1, R2, and R3. Each node represents a lightpath. The directed arc connecting two nodes represents that the interference is from the source to the sink. For example, R2 will generate NLI to R3, because they traverse a common link 3-4, and vice versa. As the crosstalk signal of R2 will leak to R3 on node 3, there is an AD node crosstalk from R2 to R3. However, R2 will not receive the node crosstalk from R3, because R2 has dropped at node 4 and there is no adding interference from node 3. Through this example, we find that the interference graph of NLI and node crosstalk is generally not the same, which poses a challenge to the network design.

(a) NLI

(b) AD node crosstalk

Figure 2.6: Interference graph PLIs for three requests.

### 2.3.2 Transmission capacity of a transmission mode

After obtaining the $S N R$, each lightpath will choose the MF as high as possible while satisfying QoT constraints. Today's flexible transceivers can use the standard polarizationmultiplexed MFs, e.g., PM-BPSK, PM-QPSK, PM-8QAM, and PM-16QAM. However, there are two drawbacks for the current MFs[18]: (i) a gap to Shannon limit, and (ii) a coarse granularity of spectral efficiency. For example, the ideal spectral efficiency of
these MFs are assumed to be $2,4,6$, and $8 \mathrm{bps} / \mathrm{Hz}$, respectively $[68,139]$. To overcome such drawbacks, variable DSP techniques have been proposed $[6,21,51,69]$ to increase the bit-rates of a given SNR. In this thesis, we incorporate the standard MFs with different FECs. Such a combination is named as a transmission mode in this thesis. It is anticipated that larger capacity can be realized by more flexible transmission modes. Next, we calculate the provisioned bit-rates by reviewing the basic communication theory. Finally, a list is presented that determines the bit-rate and the required SNR threshold for each transmission mode.

Assuming an obtained $S N R$ from Eq. 2.13, its bit-error-ratio (BER) with PM-mQAM can be calculated by using the analytical expressions of [28, Eq. (23)],

$$
\begin{equation*}
P_{B E R} \approx \frac{1}{\log _{2}(I \cdot J)}\left[\frac{I-1}{I} \operatorname{erfc}\left(\sqrt{\frac{3 \log _{2}(I \cdot J) \cdot \gamma}{I^{2}+J^{2}-2}}\right)+\frac{J-1}{J} \operatorname{erfc}\left(\sqrt{\frac{3 \log _{2}(I \cdot J) \cdot \gamma}{I^{2}+J^{2}-2}}\right)\right] \tag{2.16}
\end{equation*}
$$

where $I \times J$ is the rectangular constellation diagram of $m$ QAM, $\gamma=S N R / \log _{2}(m)$ denotes the SNR per bit (not per symbol). Assuming we use the simple hard-decision and binary symmetrical channel for optical channel, the required maximum code rate $r_{c}$ to recover the original signal is given as follows[42, 115],

$$
\begin{equation*}
r_{c}=1+P_{B E R} \cdot \log _{2}\left(P_{B E R}\right)+\left(1-P_{B E R}\right) \cdot \log _{2}\left(1-P_{B E R}\right) \tag{2.17}
\end{equation*}
$$

Thus, the required overhead $(\mathrm{OH})$ as well as the spectral efficiency are stated as follows[63],

$$
\begin{align*}
\text { OH } & =\left(1 / r_{c}-1\right) \times 100 \%  \tag{2.18}\\
S E & =2 \cdot r_{c} \cdot r_{\text {OTU }} \cdot \log _{2}(m)  \tag{2.19}\\
& =2 \cdot \frac{1}{1+\text { OH }} \cdot r_{\text {OTU }} \cdot \log _{2}(m) \tag{2.20}
\end{align*}
$$

where $r_{\text {OTU }}$ is a fixed ratio of the data and other necessary information in one optical transponder unit (OTU) frame, e.g., typically $5 \%$ or $7 \%$ as indicated in $[1,63]$. Therefore, the maximum bit-rate of that transmission mode is $S E \cdot \Delta f_{i}$, where $\Delta f_{i}$ is the signal bandwidth (or the baud rate).

As a summary, we show the network parameters of different transmission modes in Table 2.2 and Fig. $2.7^{1}$. Table 2.2 shows the required MFs, the corresponding SNR threshold, and the code rate, for a bit-rate step of $25 \mathrm{Gbps}^{2}$. Also, the maximum trans-

[^1]mission reach is illustrated, which has assumed the worst-case scenario that total available spectrum of $4,000 \mathrm{GHz}$ is fully occupied. Figure 2.7 illustrates the corresponding SNR and spectral efficiency.

Table 2.2: Bit-rates and SNR thresholds of different transmission modes [63, Table I]

| Transmission <br> mode | MF | FEC code <br> rate | Bit-rate <br> $(\mathrm{Gbps})$ | SNR thresh- <br> old $(\mathrm{dB})$ | Reach $^{\dagger}$ <br> $(\times 100 \mathrm{~km})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| QPSK1 | PM-QPSK | 0.41 | 50 | 0.59 | 158 |
| QPSK2 | PM-QPSK | 0.62 | 75 | 3.16 | 87 |
| QPSK3 | PM-QPSK | 0.82 | 100 | 5.69 | 49 |
| 16QAM1 | PM-16QAM | 0.49 | 125 | 7.63 | 31 |
| 16QAM2 | PM-16QAM | 0.62 | 150 | 9.14 | 22 |
| 16QAM3 | PM-16QAM | 0.72 | 175 | 10.58 | 15 |
| 16QAM4 | PM-16QAM | 0.82 | 200 | 12.08 | 11 |
| 16QAM5 | PM-16QAM | 0.92 | 225 | $13.99^{*}$ | 7 |
| 64QAM1 | PM-64QAM | 0.68 | 250 | 15.45 | 5 |
| 64QAM2 | PM-64QAM | 0.75 | 275 | 16.57 | 4 |
| 64QAM3 | PM-64QAM | 0.82 | 300 | 17.73 | 3 |
| 64QAM4 | PM-64QAM | 0.89 | 325 | 19.07 | 2 |
| 64QAM5 | PM-64QAM | 0.96 | 350 | 20.85 | 1 |

${ }^{*}$ We have revised the small difference in the reference.
${ }^{\dagger}$ When calculating the PLIs and evaluating the QoT, we have assumed the worstcase scenario that total spectrum resources are fully occupied and also neglect the node crosstalk.

In addition, we use Table 2.3, to show the bit-rate, signal bandwidth, occupied FSs, as well as net spectral efficiency when the reference channel bandwidth is larger than the signal bandwidth. This table also compares the spectral efficiency of BVT and SBVT. For the conventional sliceable multi-flow transceiver, the bit-rate of each subflow is proportional to the number of slices. Unlike that, the bit-rate of BVT depends on the exact baud-rate rather than merely the used spectrum resource[56], i.e., FSs. This is because the wasted spectrum resources between the subflows have been used for transmission by BVTs. The benefits of a high baud rate transceiver will be discussed in Chapter 4.

Table 2.3: Bandwidths and bit-rates of six transceivers (three single baud-rate transceivers and three sliceable transceivers)

| Transceiver type (Baud) | Channel bandwidth $R_{t}(\mathrm{GHz})$ | FS $B_{t}(\mathrm{GHz})$ | Bit-rate (Gbps) ${ }^{\text {§ }}$ | Net spectral efficiency (bps/Hz) |
| :---: | :---: | :---: | :---: | :---: |
| 16G | 17.6 | 25 (= 2 slots) | 50 | 2 |
| 32G | 35 | 50 ( $=4$ slots) | 100 | 2 |
| 64G | 70 | 75 ( $=6$ slots) | 200 | 2.67 |
| 16G, 1 slice | 17.6 | 25 ( $=2 \times 1$ slots) | $50 \times 1$ | 2 |
| 16G, 2 slices | - | 50 ( $=2 \times 2$ slots) | $50 \times 2$ | 2 |
| 16G, 3 slices | - | 75 ( $=2 \times 3$ slots) | $50 \times 3$ | 2 |

[^2]

Figure 2.7: SE vs. SNR. Each point is separately by a unit step of spectral efficiency of $0.78 \mathrm{bps} / \mathrm{Hz}[63]$.

### 2.4 Conclusion

In this part, we have briefly presented the PLIs in the optical transmission system. Among the PLIs, we choose ASE noise, NLI, and node crosstalk for QoT evaluation. Finally, we present the QoT of a lightpath in FONs as well as the transmission modes that can obtain a larger bit-rate than existing standard MFs. Through the physical layer modeling, we can associate the different physical layer parameters with the network design.

Chapter 2. Physical-Layer-Impairment Model
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### 3.1 Introduction

According to recent traffic reports, network traffic (fueled by successful network services like video on demand, file sharing, online gaming, and video conferencing) is still growing exponentially in today's Internet[36]. This constant traffic growth can be accommodated by novel FONs which can support large transmission capacity. As busy hour traffic peaks are expected to increase almost 5 times between 2017 and 2022 (average Internet traffic will increase only 3.7 times), the problem of coping with sudden resource crunches will become even more a matter of concern in next years, especially during peak usage periods[36, 75, 79, 150]. During resource crunch, given the limited spectrum resources in FONs, not all traffic requests can be fully satisfied, and some traffic must be blocked. As carried traffic brings revenue to operators, resource crunch events can lead to significant revenue losses for operators. Hence, efficient provisioning strategies in optical networks are required to reduce blocking and maximize operators' revenue.

In FONs, an adequate amount of spectrum resources to establish a lightpath is required for each request. Since FONs can support variable routes, bandwidth, and MFs, the routing and wavelength assignment problem has evolved into the routing and spectrum assignment[71, 84, 108, 139]. However, since the spectral efficiency granularity of $m \mathrm{QAM}$ is coarse, the conventional resource provisioning cannot give full play to its advantages in collecting the services' revenue. Hence, to achieve even higher resource-allocation flexibility that granted by multiple MFs, tunability of FEC has been introduced to adjust the spectral efficiency[7, 18, 69, 111]. It can be typically observed that overhead ratios range values from $7 \%$ to $20 \%$. The combination of MF and FEC, referred to as transmission mode in this study, can provide more candidate choices in terms of spectral efficiency and transmission reach. Compared to the traditional approaches aiming at revenue improvement, such as using backup lightpaths for living traffic [131] or upgrading to multi-core fibers[74], using MF and FEC is more efficient and faster. The traffic provisioning with multiple MFs and FECs maps into a problem of RMFSA[124]. Although some researchers have proposed heuristic algorithms[69, 84, 111], like congestion-aware sequential loading algorithm[114], and adaptive FEC selection[76], there is no complete mathematical model for the lightpath provisioning in FONs with both MF and FEC, which also accounts for PLIs modeling. While the optimal combination of MF and FEC has been investigated at the transmission layer in, e.g., [73], in this study we investigate how the combination of MF and FEC can be used to maximize revenues through appropriate traffic provisioning strategies.

To support multiple MFs and FECs in FONs, traffic provisioning strategies must be cross-layer[29], i.e., they must be capable of taking in account physical layer aspects, to achieve efficient spectrum usage. The PLIs of a lightpath are influenced by the bandwidth, by PSDs, by the route length, and by the number of crossed nodes. Due to the impact of all the parameters just mentioned, the QoT (expressed by lightpath's SNR) may degrade and fall below acceptable threshold for correct signal reception after a long distance. Recent studies on the node crosstalk have considered the wavelength-related and FS-related crosstalk component[13, 30]. However, current
studies overestimate the PLIs with the assumption of full wavelength or full consecutive FSs for each lightpath. For example, the node crosstalk on provisioned bandwidth of 12.5 GHz slot is larger than the actual value of the sub-channel bandwidth with $6.25 \mathrm{GHz}[85,118,125]$. To reduce the PLIs, a guard band (e.g, 12.5 GHz ) may be used, but incurring in inefficient usage of spectrum resources. Therefore, the PLI model that we propose is based on channel bandwidth, which means that the impairments of node crosstalk and fiber nonlinear interference are evaluated by the bandwidth rather than a wavelength or slot, which ensures that the PLIs are properly estimated and spectrum resource is effectively utilized.

The main novelty and contributions of this study can be summarized as follows:

1. We devise novel traffic provisioning strategies to maximize the total revenue using different MF and FEC configurations. The lightpaths can adopt transmission mode with either higher spectral efficiency or longer transmission reach to guarantee the bit-rate under resource crunch. Compared to single MF or single FEC, the combination can provide just-enough spectral efficiency and transmission reach thus improve the traffic provisioning. By using a piece-wise linear fitting function to model the nonlinear interference and calculating the crosstalk of intermediate nodes, we linearize the PLIs then model the studied problem as a MILP. Our MILP model is based on flow rather than pre-calculated route. Without using the candidate route, our method can get the optimal solution irrespective of the number of routes.
2. We propose a novel lightpath's PLI evaluation model based on the channel bandwidth that incorporates the impact of different PSDs, FECs, and MFs. By tracing the relationship between the PSD and SNR, we observe that using MFs enables to increase revenues with high SNR, while using multiple FECs is preferred for the scenarios of low SNR. Besides, compared to the wavelength-related or FSrelated method, the bandwidth-related method evaluates the PLIs by using channel bandwidth. To this end, the spectrum resources of fiber are assumed to be continuous rather than discrete FS.
3. A fast and near-optimal heuristic algorithm is also proposed to solve the revenue maximization problem.

The rest of this study is organized as follows. We describe our proposed PLI model in Sec. 3.2. The problem of traffic provisioning with adaptive MFs and multiple FECs is stated in Sec. 3.3. To solve it, we present an MILP model in Sec. 3.4 and a heuristic algorithm in Sec. 3.5. Illustrative numerical results are presented in Sec. 3.6. Finally, Sec. 3.7 concludes this study.

### 3.2 Physical Layer Model

In this section, we discuss our proposed PLI evaluation model. We also include a brief description of the signal impairments and of the optical transmission.

### 3.2.1 MF and FEC

We denote as transmission mode $\mathcal{C}$ the combination set of MF and FEC, $\mathcal{C}=(\mathcal{M}, \mathcal{F})$. For an arbitrary transmission mode $c \in \mathcal{C}$, its spectral efficiency is

$$
\begin{equation*}
S E(c)=S E(m, f)=m /\left(1+O H_{f}\right) \tag{3.1}
\end{equation*}
$$

where $m$ is the theoretically maximum spectral efficiency of the MF, and $O H_{f}$ is the FEC overhead $(\times 100 \%)[7,73]$. The spectral efficiency and SNR threshold of several transmission modes are shown in Fig. 3.1. In particular, we assume four available polarization-multiplexing MFs (PM-BPSK, PM-QPSK, PM-8QAM, and PM-16QAM) and six $\mathrm{FEC} \mathrm{OHs}(1 \%, 7 \%, 10 \%, 20 \%, 30 \%$, and $50 \%$ ). For example, the spectral efficiency of PM-16QAM with FEC OHs $10 \%$ is $4 /(1+10 \%)=3.63 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$, while the SNR threshold is 15.7 dB . To satisfy QoT, the SNR should be over the threshold for each transmission mode. Next, we present the PLI model that impacts SNR.


Figure 3.1: The maximum achievable spectral efficiency of different transmission modes with different SNRs $[7,142]$. With a target pre-FEC BER of $10^{-4}$, the SNR threshold for each marker is illustrated in the table below.

### 3.2.2 PLIs model

When an optical signal propagates, it suffers diverse forms of PLIs, including white Gaussian noise ASE, SCI, and XCI [66, 96, 139]. Both SCI and XCI interference are caused by the Kerr effect of fiber, which can be estimated as additive white Gaussian
noise by the GN model[96]. When a signal traverses an OXC, the node crosstalk from signal AD at node must be also considered[13, 29].

The PLI related parameters are given in Table 3.1. We note $c_{i}$ as the transmission mode used by request $i$. $\mathrm{SNR}_{i}$ denotes its received SNR, and $\mathrm{SNR}_{c_{i}}^{\mathrm{th}}$ is the SNR threshold for $c_{i}$. By summing up all noise contributions due to PLIs, a request $i$ can be served if it satisfies the QoT constraint as in Eq. (3.2).

$$
\begin{equation*}
\mathrm{SNR}_{i}=\frac{G_{i}}{G_{i}^{\mathrm{ASE}}+G_{i}^{\mathrm{SCI}}+G_{i}^{\mathrm{XCI}}+G_{i}^{\mathrm{AD}}} \geq \mathrm{SNR}_{c_{i}}^{\mathrm{th}} \tag{3.2}
\end{equation*}
$$

For ease of the MILP modeling, we can also express Eq. (3.2) in its reciprocal form,

$$
\left\{\begin{align*}
\frac{1}{\mathrm{SNR}_{i}} & =t_{i}^{\mathrm{ASE}}+t_{i}^{\mathrm{SCI}}+t_{i}^{\mathrm{XCI}}+t_{i}^{\mathrm{AD}} \leq \frac{1}{\mathrm{SNR}_{c_{i}}^{\mathrm{th}}}  \tag{3.3}\\
t_{i}^{\mathrm{ASE}} & =G_{i}^{\mathrm{ASE}} / G_{i} \\
t_{i}^{\mathrm{SCI}} & =G_{i}^{\mathrm{SCI}} / G_{i} \\
t_{i}^{\mathrm{XCI}} & =G_{i}^{\mathrm{XCI}} / G_{i} \\
t_{i}^{\mathrm{AD}} & =G_{i}^{\mathrm{AD}} / G_{i}
\end{align*}\right.
$$

where $t_{i}^{\mathrm{ASE}}, t_{i}^{\mathrm{SCI}}, t_{i}^{\mathrm{XCI}}$, and $t_{i}^{\mathrm{AD}}$ are the noise to signal ratios of ASE, SCI, XCI, and AD node crosstalk, respectively. The noise to signal ratios can be regarded as the amount of PLIs of ASE, SCI, XCI, and node crosstalk. In the following, we will explain in detail the computation of various impairments.

Table 3.1: Parameters for PLIs

> Parameters and description

[^3]
## Impairments along fibers (ASE, SCI, and XCI)

ASE noise is a white noise, whose intensity is proportional to the number of fiber spans and channel bandwidth. Its PSD can be expressed by

$$
\begin{equation*}
G_{i}^{\mathrm{ASE}}=N_{\mathrm{span}}\left(e^{\alpha L_{\mathrm{span}}}-1\right) n_{\mathrm{sp}} h v \tag{3.4}
\end{equation*}
$$

where $N_{\text {span }}$ is the number of spans (see Table 3.1 for the other parameters).
In GN model[96], both SCI and XCI are regarded as white noise, whose PSD is related to the light power, bandwidth and center frequency. Eqs. (3.5) and (3.6) can be used to calculate the PSD of SCI and $\operatorname{XCI}[66,98]$ (note that the calculation has been validated for bandwidth $\Delta f_{i}$ bigger than $28 \mathrm{GHz}[66]$.

$$
\begin{align*}
G_{i}^{\mathrm{SCI}} & =N_{\mathrm{span}} \mu G_{i}^{3} \operatorname{arcsinh}\left(\rho \Delta f_{i}^{2}\right)  \tag{3.5}\\
G_{i}^{\mathrm{XCI}} & =\sum_{j} N_{\mathrm{span}, i j} \mu G_{i} G_{j}^{2} \ln \left(\frac{\left|f_{i}-f_{j}\right|+\Delta f_{j} / 2}{\left|f_{i}-f_{j}\right|-\Delta f_{j} / 2}\right) \tag{3.6}
\end{align*}
$$

where $\Delta f_{i}$ is the bandwidth of request $i$ (unit: GHz ), and $f_{i}$ is the relative carrier center frequency (unit: GHz).

## Impairments at nodes

Impairments at nodes come from filtering effects and node crosstalk. In-band crosstalk is considered in this study, i.e., the lightpath experiences node crosstalk if it is exposed to the other lightpaths with the overlapping bandwidth. As an example, we use 9node network in Fig. 3.2(a) to illustrate the different node crosstalk components. The primary signal P1 is added at node C1, passes through node C2, and is dropped at node C3. Other three crosstalk signals I1, I2, and I3, are also depicted. At each of its nodes(C1, C2 and C3), P1 will experience all forms of crosstalk, the primary signal will experience all forms of crosstalk, i.e., adding, passing through, and dropping.

To analyze the node crosstalk, we assume a broadcast-and-select (B\&S) OXC architecture for intermediate node C2[145], as illustrated in Fig. 3.2(b). It consists of passive optical splitters (PSs) with $1 \times \mathrm{N}$ ports that broadcast signal copies to the common port at local add/drop side and wavelength selective switches (WSSs) facing different output ports and collecting the signals from add ports. A node crosstalk from signal I1 to P1 arises on WSS-C3 because the broadcast signal I1 is leaked into WSS-C3. We can also observe that the crosstalk signal I3 can leak into P1 on WSS-C3 due to the broadcast function of PS-D1. In addition, we also observe other forms of interference at nodes C1 and C3, which are not shown in Fig. 3.2(b). When primary signal P1 is added at node C1, it experiences the dropping crosstalk of I2 and the passing-through crosstalk of I3. When the primary signal is dropped at node C3, there is no crosstalk, because P1 is dropped locally. In short, the AD node crosstalk exists if primary signal is added at or passing through the node, and crosstalk signal is passing through or dropped at that node.


Figure 3.2: (a) The 9-node network used to illustrate different forms of $A D$ node crosstalk, (b) Illustration of node crosstalk at node C2 considering a BES architecture[145]. PS: power splitter (PS).

Different from the approach of [13] that only supports the node crosstalk by fixed FS, we propose to improve it by adopting the channel bandwidth, which supports arbitrary bandwidth. Thus, assuming the overlapping bandwidth between the primary signal $\Delta f_{i}$ and the interfering signal $\Delta f_{j}$ is $\Delta f_{i j}$, we give the amount of node crosstalk as follows,

$$
\begin{equation*}
G_{i j v}^{\mathrm{AD}}=\epsilon_{\mathrm{X}} \Delta f_{i j} G_{j} \tag{3.7}
\end{equation*}
$$

where $G_{j}$ is the PSD of other interfering signal ( $j=\mathrm{I} 1$ in the example), $v$ is the node C 2 , and $\Delta f_{i j}=\left|\frac{\Delta f_{i}+\Delta f_{j}}{2}-\left|f_{i}-f_{j}\right|\right|$. In addition, P 1 also experiences the crosstalk of I 2 at node C1 and the crosstalk of I3 at node C2.

### 3.3 Problem statement

We denote a FON by a graph $G(V, E)$. Each node $v \in V$ represents an OXC. A link $e \in E$ represents two fibers $u v$ and $v u(u, v \in V)$ that carry traffic in opposite direc-
tions. Each request $i$ is characterized by its source node $s_{i}$, destination node $d_{i}$, bit-rate $r_{i}$ (Gbps), $\operatorname{PSD} G_{i}\left(G_{i}=G\right)$, and revenue level $\eta_{i}$. The consumed spectrum bandwidth counts $\Delta f_{i}=r_{i} / \mathrm{SE}\left(c_{i}\right)$, where $\mathrm{SE}\left(c_{i}\right)$ is the spectral efficiency of transmission mode $c_{i}$. Normally, the revenue $\eta_{i}$ is determined by the operator's preference or the importance, such as (i) time of day, (ii) duration, (iii) location, (iv) distance, (v) connection speed, and (vi) service type [79]. A random service type parameter is adopted in this study. Assuming a set of requests in demand $D$, the total network revenue is the sum of accepted requests' revenue. Available spectrum resource of each fiber is limited to $F\left(F \in \mathbb{R}^{+}\right)$.

To serve a request, a lightpath should be established on a continuous and contiguous spectrum interval. We indicate the continuous spectrum interval as $\left[b_{i}, e_{i}\right]$, where $b_{i}$ and $e_{i}$ are the beginning and end of the spectrum interval of request $i$, respectively. To satisfy the spectrum continuity and contiguity constraints, the spectrum interval $\left[b_{i}, e_{i}\right]$ must be the same on all traversed links, and can not overlap with other lightpath. Due to limited spectrum resources, not all lightpaths can be provisioned. Therefore, our objective is to maximize the total revenue by optimizing spectrum resource allocation. We use variable $B_{i}$ to indicate whether request $i$ is served ( $B_{i}=1$ if it is accepted, 0 otherwise), then the objective function can be expressed by

$$
\begin{equation*}
\sum_{i \in D} \eta_{i} B_{i} \tag{3.8}
\end{equation*}
$$

We give an example of revenue difference for different traffic provisioning using transmission mode configurations, i.e., single-FEC and multiple-FEC in Fig. 3.3. Each link has limited spectrum of 100 GHz . The number near each link denotes the length. Three requests R1, R2, and R3 are labeled with source, destination, bit-rate, and revenue. The PSDs for all lightpaths are $-11 \mathrm{dBm} / \mathrm{GHz}$.


| Request | Single-FEC | Multiple-FEC |
| :--- | :--- | :--- |
| R1: 0-1-3 | blocked | QPSK $_{20 \%}$ |
| R2: 0-1-3-4 | BPSK $_{7 \%}$ | QPSK $_{20 \%}$ |
| R3: 3-4 | QPSK $_{7 \%}$ | QPSK $_{20 \%}$ |
| Revenue | 2.5 | 3.7 |

${ }^{i}$ Single-FEC $\mathcal{C}:\left\{\right.$ BPSK $_{7 \%}$, QPSK $\left._{7 \%}\right\}$
${ }^{i i}$ Multiple-FEC C : $\left\{\right.$ QPSK $_{7 \%}$, QPSK $\left._{20 \%}\right\}$

Figure 3.3: Traffic provisioning example with single-FEC and multiple-FEC configurations in 6node network.

In single-FEC configuration, FEC OH is fixed at 7\%, hence R 2 uses $\mathrm{BPSK}_{7 \%}$ on the channel [46.5, 100], and R3 uses QPSK ${ }_{7 \%}$ on channel [0, 26.7]. However, the remaining spectrum $\left[0,46.5\right.$ ] on link $0-1$ is not enough to support R 1 with $\mathrm{BPSK}_{7 \%}$. Otherwise, if QPSK $_{7 \%}$ had been chosen, the QoT of R1 would not have been satisfied because of the fiber nonlinear interference from R2 to R1. Therefore, only two requests can be accepted with single-FEC configuration, leading to a revenue of 2.5 .

In multiple-FEC configuration, two FEC OHs can be used. The requests R1, R2, and R3 are served with QPSK $_{20 \%}$, as the SNRs with QPSK $20 \%$ are $6.0 \mathrm{~dB}, 4.78 \mathrm{~dB}$, and 10.8 dB , respectively, according to Eqs. (3.2), (3.4), (3.5), and (3.6), which are all over the threshold 4.58 dB . Hence, for multiple-FEC configuration, the revenue is 3.7 .

From the example, we see that the revenues can be improved by using multiple-FEC configuration. The traffic provisioning is composed by routing, MF, FEC, and spectrum assignment.

### 3.4 MILP formulation

In this section, we formulate the revenue maximization problem as a MILP, named as RMAX. The parameters and variables of the MILP are summarized in Table 3.2.

To provision the lightpaths, both network flow constraints and spectrum assignment constraints must be taken into account. Besides, SNR constraints are also considered to ensure lightpaths' QoT. Thus, the problem is modeled as follows,

$$
\max \sum_{i \in D}\left(\eta_{i} B_{i}-\epsilon_{1} t_{i}^{\mathrm{PLI}}\right) \quad(\mathbf{R M A X})
$$

s.t. Constraints (3.9)-(3.11).

The main objective of this MILP is to maximize the total revenue and the second objective is to minimize the total PLIs for all requests. The second objective can reduce the PLIs and improve the SNR margin of network, which is regarded as an indirect way that can be used to guarantee the revenue performance[100]. The weighted factor $\epsilon_{1}$ is used to balance the importance between revenue and PLIs. For the sake of readability, we use $\forall i, \forall v, \forall u v, \forall c$ to denote $\forall i \in D, \forall v \in V, \forall u v \in E, \forall c \in \mathcal{C}$ in the following text.

## Network flow constraints

$$
\begin{array}{ll}
q_{v}^{i}=\sum_{u \in N(v)} x_{u v}^{i} & \forall i, \forall v \\
p_{v}^{i}=\sum_{u \in N(v)} x_{v u}^{i} & \forall i, \forall v \\
p_{v}^{i}-q_{v}^{i}= \begin{cases}B_{i}, & v=s_{i} \\
-B_{i}, & v=d_{i} \\
0, & \text { others. }\end{cases} & \forall i, \forall v \tag{3.9c}
\end{array}
$$

Table 3.2: Parameters And Variables in RMAX

| Network Sets and Parameters |  |
| :---: | :---: |
| $V, E$ | Node set and link set of the FON G. |
| $u v \in E$ | A link from node $u$ to $v$. |
| $s_{i}, d_{i} \in V$ | Source and destination node of request $i$. |
| $L_{u v}$ | Number of spans on link $u v$. |
| $F \in \mathbb{R}_{\geq 0}$ | Available spectrum resources of an optical fiber. |
| $N(v)$ | Adjacent node set of $v$ in G. |
| D | Traffic demand matrix. |
| $i, j \in D$ | Any two requests $i$ and $j$ in traffic demand matrix $D$. |
| $r_{i}$ | Required bit-rate (Gbps) of request $i$. |
| $\eta_{i}$ | Revenue of request $i$. |
| $c \in \mathcal{C}$ | Transmission mode in candidate transmission mode set $\mathcal{C}$. |
| $\theta$ | A large constant. |
| $\epsilon_{1}$ | A factor balancing the importance between revenue and PLIs. |
| $o_{k}^{1}, o_{k}^{0}$ | Coefficients of piece-wise linear fitting function for fitting the $\mathrm{XCI}, k \in\{1,2, \ldots, Q\}$, where $Q$ is the number of segments. |
| Variables in RMAX |  |
| $B_{i} \in\{0,1\}$ | Equals 1 if request $i$ is accepted, 0 otherwise. |
| $q_{v}^{i} \in\{0,1\}$ | Equals 1 if request $i$ goes into node $v, 0$ otherwise. |
| $p_{v}^{i} \in\{0,1\}$ | Equals 1 if request $i$ goes out of node $v, 0$ otherwise. |
| $x_{u v}^{i} \in\{0,1\}$ | Equals 1 if request $i$ uses link $u v, 0$ otherwise. |
| $x_{u v, c}^{i} \in\{0,1\}$ | Equals 1 if request $i$ uses link $u v$ and transmission mode $c, 0$ otherwise. |
| $m_{c}^{i} \in\{0,1\}$ | Equals 1 if request $i$ uses transmission mode $c, 0$ otherwise. |
| $f_{i} \in[0, F]$ | Center frequency of request $i$. |
| $f_{i j} \in[0, F]$ | Center frequency difference between requests $i$ and $j$. |
| $\Delta f_{i} \in[0, F]$ | Bandwidth of request $i$. |
| $\Delta f_{i j} \in[0, F]$ | Overlapping bandwidth between $i$ and $j$. |
| $f_{i j}^{X} \in[0, F]$ | Auxiliary variable of overlapping bandwidth $\Delta f_{i j}$. |
| $w_{i j} \in\{0,1\}$ | Equals 1 if $f_{i}$ is greater than $f_{j}, 0$ otherwise. |
| $t_{i}^{\mathrm{ASE}} \in \mathbb{R}_{\geq 0}$ | PLI of ASE noise of request $i, G_{i}^{\text {ASE }} / G_{i}$. |
| $t_{i}^{\text {SCI }} \in \mathbb{R}_{\geq 0}$ | PLI of SCI of request $i, G_{i}^{\text {SCI }} / G_{i}$. |
| $t_{i j, u}^{\mathrm{XCI}} \in \mathbb{R}_{\geq 0}$ | Accumulated PLI of XCI of request $i$ from source node $s_{i}$ to $u$ that is generated by request $j$. |
| $t_{i j, v}^{\mathrm{AD}} \in \mathbb{R}_{\geq 0}$ | Accumulated PLI of AD node crosstalk of request $i$ from source node $s_{i}$ to node $v$ that is generated by request $j$. |
| $h_{c}^{i j}$ | Piece-wise linear fitting term for XCI from $j$ to $i$ if $j$ takes transmission mode $c$. |
| $t_{i}^{\text {PLI }} \in \mathbb{R}_{\geq 0}$ | Total PLIs of request $i$. |

Constraints (3.9a) and (3.9b) determine the incoming and outgoing flow of request $i$ at node $v$. For any request $i$, the incoming degree $q_{v}^{i}$ counts 1 if request $i$ passes through or drops at node $v$. Also, for any request $i$, the outgoing degree $p_{v}^{i}$ counts 1 if request $i$ is added at or passes through node $v$. We will see that, with the help of $q_{v}^{i}$ and $p_{v}^{i}$, we can calculate the node crosstalk and other PLIs node-by-node. Constraints (3.9c) are the flow conservation constraints. If a request $i$ gets accepted $\left(B_{i}=1\right)$, there exists a lightpath from the source node $s_{i}$ to the destination node $d_{i}$.

## Spectrum assignment constraints

$$
\begin{align*}
& \sum_{c \in \mathcal{C}} m_{c}^{i}=B_{i} \quad \forall i  \tag{3.10a}\\
& \Delta f_{i} \geq \sum_{c \in \mathcal{C}} \frac{r_{i}}{\mathrm{SE}(c)} m_{c}^{i} \quad \forall i  \tag{3.10b}\\
& w_{i j}+w_{j i}=1 \quad \forall i<j  \tag{3.10c}\\
& \left.\begin{array}{l}
f_{i}+\Delta f_{i} / 2 \leq F \\
0 \leq f_{i}-\Delta f_{i} / 2
\end{array}\right\} \quad \forall i  \tag{3.10d}\\
& \left.0 \leq f_{i}-\Delta f_{i} / 2\right\} \\
& \left.\begin{array}{l}
f_{i j} \leq f_{i}-f_{j}+2 F\left(1-w_{i j}\right) \\
f_{i}-f_{j} \leq f_{i j}
\end{array}\right\} \quad \forall i<j  \tag{3.10e}\\
& \Delta f_{i j} \geq \min \left(\Delta f_{i}, \Delta f_{j}, f_{i j}^{X}\right) \quad \forall i<j  \tag{3.10f}\\
& \Delta f_{i j} \leq F\left(2-x_{u v}^{i}-x_{u v}^{j}\right) \quad \forall u v, \forall i<j  \tag{3.10~g}\\
& \left.\begin{array}{l}
\Delta f_{i j}=\Delta f_{j i} \\
f_{i j}=f_{j i}
\end{array}\right\}  \tag{3.10h}\\
& \forall i<j
\end{align*}
$$

Constraints (3.10a) select one transmission mode for non-blocked request $i$ (if $B_{i}=$ 1). Constraints (3.10b) define the bandwidth of request $i$ by its bit-rate and the adopted transmission mode. Constraints (3.10c) assure that either $w_{i j}$ or $w_{j i}$ should be equal to 1. Constraints (3.10d) limit the fiber spectrum within $[0, F]$. Constraints (3.10e) calculate the frequency difference $f_{i j}$ between $i$ and $j$. Constraints (3.10f) calculate the overlapping bandwidth $\Delta f_{i j}$. As it is not linear, we replace it by the following equations,

$$
\begin{aligned}
& \Delta f_{i j} \geq \min \left(\Delta f_{i}, \Delta f_{j}, f_{i j}^{X}\right) \\
& \Leftarrow\left\{\begin{array}{l}
\Delta f_{i}-F a_{i j}^{1} \leq \Delta f_{i j} \\
\Delta f_{j}-F a_{i j}^{2} \leq \Delta f_{i j} \\
f_{i j}^{X}-F a_{i j}^{3} \leq \Delta f_{i j} \\
0 \leq f_{i j}^{X} \\
\Delta f_{i}+\Delta f_{j} \\
2
\end{array} f_{i j} \leq f_{i j}^{X}\right. \\
& f_{i j}^{X}=f_{j i}^{X} \\
& a_{i j}^{1}+a_{i j}^{2}+a_{i j}^{3}=2 \\
& a_{i j}^{1}, a_{i j}^{2}, a_{i j}^{3} \in\{0,1\}
\end{aligned} \quad \forall i<j
$$

Constraints $(3.10 \mathrm{~g})$ are spectrum non-overlapping constraints, indicating that when $i$ and $j$ share a common link, the overlapping bandwidth $\Delta f_{i j}$ on that link must be 0. Constraints $(3.10 \mathrm{~h})$ guarantee that both variables $\Delta f_{i j}$ and $f_{i j}$ are symmetric.

## SNR constraints

$$
\begin{align*}
& t_{i}^{\mathrm{ASE}}=\sum_{u v} \frac{G_{i}^{\mathrm{ASE}}}{G_{i}} L_{u v} x_{u v}^{i}  \tag{3.11a}\\
& t_{i}^{\mathrm{SCI}}=\sum_{u v} \sum_{c} \mu G_{i}^{2} L_{u v} \operatorname{arcsinh}\left(\rho\left(\frac{r_{i}}{\operatorname{SE}(c)}\right)^{2}\right) x_{u v, c}^{i} \quad \forall i  \tag{3.11b}\\
& x_{u v, c}^{i}+1 \geq x_{u v}^{i}+m_{c}^{i} \quad \forall i, \forall c, \forall u v  \tag{3.11c}\\
& t_{i j, v}^{\mathrm{XCI}}-t_{i j, u}^{\mathrm{XCI}}+\theta\left(2-x_{u v}^{i}-x_{u v, c}^{j}\right) \geq \mu G_{j}^{2} h_{c}^{i j} L_{u v} \quad \forall u v, \forall i \neq j, \forall c  \tag{3.11d}\\
& t_{i j, v}^{\mathrm{XCI}}-t_{i j, u}^{\mathrm{XCI}}+\theta\left(1-x_{u v}^{i}\right) \geq 0 \quad \forall u v, \forall i \neq j  \tag{3.11e}\\
& t_{i j, v}^{\mathrm{AD}}+\theta\left(3-p_{v}^{i}-q_{v}^{j}-m_{c}^{j}\right) \geq \epsilon_{\mathrm{X}}\left(\Delta f_{i j} G_{j}\right) /\left(r_{i} / \operatorname{SE}(c) G_{i}\right) \quad \forall c, \forall i \neq j, \forall v  \tag{3.11f}\\
& t_{i}^{\mathrm{PLI}} \geq t_{i}^{\mathrm{ASE}}+t_{i}^{\mathrm{SCI}}+\sum_{j \neq i} t_{i j, d_{i}}^{\mathrm{CCI}}+\sum_{j \neq i} t_{i j, d_{i}}^{\mathrm{AD}} \quad \forall i  \tag{3.11~g}\\
& t_{i}^{\mathrm{PLI}} \leq \sum_{c \in \mathcal{C}} \frac{m_{c}^{i}}{\mathrm{SNR}_{c}^{\mathrm{th}},} \tag{3.11h}
\end{align*} \quad \forall i . \quad . \quad .
$$

Constraints (3.11a) calculate PLI of ASE noise on the lightpath. Also, it is applied on the SCI calculation in constraints (3.11b). Whether request $i$ uses link $u v$ and transmission mode $c$ is assured by the constraints (3.11c).

Since XCI is caused by two lightpaths, it will increase along with their sharing links, and non-decrease along with the other links. The nonlinear interference XCI , here, is the interaction between two lightpaths. The multi-channel interference (MCI, sometimes called as Four-wave Mixing or FWM) caused by multiple lightpaths is neglected for its minor impact on NLI (less than 1\% reported in [66,96]) but additional difficulty in modelling. Therefore, we only consider the XCI and exclude the MCI here. Constraints (3.11d) and (3.11e) implement the XCI calculation, respectively. But the nonlinear expression between XCI and $f_{i}$ in Eq. (3.6) makes a nonlinear calculation term $h_{c}^{i j}$. To address this issue, we replace the nonlinear term $h_{c}^{i j}$ by the following linear approximation $\hat{h}_{c}^{i j}$,

$$
\begin{align*}
& h_{c}^{i j}\left(2 \frac{\left|f_{i}-f_{j}\right|}{\Delta f_{j}}\right) \geq \ln \left(\frac{2\left|f_{i}-f_{j}\right| / \Delta f_{j}+1}{2\left|f_{i}-f_{j}\right| / \Delta f_{j}-1}\right)  \tag{3.12}\\
\Leftarrow & \hat{h}_{c}^{i j}(x) \geq \max _{1 \leq k \leq Q}\left(o_{1}^{1} x+o_{1}^{0}, \cdots, o_{k}^{1} x+o_{k}^{0}, \cdots, o_{Q}^{1} x+o_{Q}^{0}\right) \\
\Leftarrow & \hat{h}_{c}^{i j} \geq o_{k}^{1}\left(2 \operatorname{SE}(c) f_{i j} / r_{j}\right)+o_{k}^{0} \quad \forall i \neq j, \forall c, 1 \leq k \leq Q
\end{align*}
$$

where $o_{k}^{1}$ and $o_{k}^{0}$ are the coefficients solved by piece-wise linear fitting (see Appendix A). We use the least-square algorithm in [83] to fit the convex function $\ln \left(\frac{x+1}{x-1}\right)$ in the domain $x \in\left[x_{1}, x_{2}\right]$, where we set $x_{1}=1.001, x_{2}=200$, and $Q=20$. The fitting error $\left(\hat{h}_{c}^{i j}-\right.$ $\left.h_{c}^{i j}\right) / h_{c}^{i j}$ can be minimized by increasing the number of segments $Q$. As shown in Fig. 3.4 , the maximum fitting error is less than $5 \%$.


Figure 3.4: Illustration for the piece-wise linear fitting performance, $\left(\hat{h}_{c}^{i j}-h_{c}^{i j}\right) / h_{c}^{i j}$ versus $2 \mid f_{i}-$ $f_{j} \mid / \Delta f_{j}, Q=20$.

Constraints (3.11f) calculate the node crosstalk along the lightpath, which is implemented by emphasizing the incoming degree $q_{v}^{j}$ of crosstalk signal $j$ and the outgoing degree $p_{v}^{i}$ of primary signal $i$. Constraints $(3.11 \mathrm{~g})$ calculate the total PLIs of all traversed links and nodes. Constraints (3.11h) represent the QoT formulation. The MILP is NP hard and time-consuming[30]. Considering the scalability limitations of MILP, we also design a heuristic algorithm to solve the revenue maximization problem with lower complexity.

### 3.5 Heuristic algorithm

In this section, we design a decomposition algorithm (DEC-ALG) to solve (a) the problem of routing, MF, and FEC assignment, and (b) the problem of spectrum assignment, separately. In addition, we also present a heuristic as benchmark, which is adapted from existing literature.

### 3.5.1 DEC-ALG

DEC-ALG algorithm consists of two phases: (a) Routing and transmission mode assignment (RTMA); (b) Spectrum assignment (SA). The related parameters and variables are explained in Table 3.3.

Table 3.3: Parameters $\mathcal{E}$ Variables in algorithm DEC-ALG

| Network sets \& Parameters |  |
| :---: | :---: |
| $\phi \in[0,1]$ | A ratio on SNR threshold considering ASE+SCI. $1-\phi$ represents the part considering $X C I+A D$. |
| $P_{i}$ | Route and transmission mode pairs set $(\xi, c)$ of request $i$. |
| $P_{i e}$ | Route and transmission mode pairs set $(\xi, c)$ of request $i$ that traverses link $e$. |
| $V_{i \xi}{ }^{\xi}$ | Node set on the $\xi$-th route of request $i$. |
| $\epsilon_{2}$ | Factors adjusting the weight of rest SNR margin. |
| $b_{i}, e_{i}$ | Spectrum beginning and end of request $i$. |
| $\phi_{i \xi}{ }_{c} \in \mathbb{R}$ | SNR margin of request $\xi$ using transmission mode $c$ and $\xi$-th route after RTMA. |
| $\Delta f_{i c}$ | Bandwidth of request $i$ using transmission mode $c$. |
| $N_{\text {RTMA }}$ | Number of RTMA ${ }_{\text {opt }}$ solutions. |
| $N_{\text {round }}$ | Number of attempts in the spectrum assignment. |
| Variables |  |
| $B_{i} \in\{0,1\}$ | Equals 1 if request $i$ is accepted, 0 otherwise. |
| $g_{i \xi c} \in\{0,1\}$ | Equals 1 if request $i$ uses the $\xi$-th route and transmission mode $c$, 0 otherwise. |
| $\phi_{\text {avg }}$ | Average SNR margin of all requests. |

## Step 1: Pre-calculation process

We pre-calculate route and transmission mode pairs for each request. Candidate routes are obtained by the $K$ shortest path algorithm[141], while transmission modes are from $\mathcal{C}$.

For any request $i$, the tuple $\left(\xi_{i}, c_{i}\right)$ denotes a route and transmission mode pair. The ASE and SCI are the known impairments for a given $\left(\xi_{i}, c_{i}\right)$, which are obtained by Eqs. (3.4) and (3.5). However, the node crosstalk and XCI can not be determined because they are related with the exact spectrum channel of all lightpaths. Thus, some route and transmission mode pairs may experience strong PLIs, thus the QoT cannot be satisfied in the subsequent process. Therefore, we choose the route and transmission mode pair $(\xi, c)$ based on the residual SNR margin $\phi_{i \xi c}$ as follows,

$$
\begin{equation*}
\phi_{i \xi c}=\frac{\phi}{\mathrm{SNR}_{c}^{\mathrm{th}}}-t_{i}^{\mathrm{ASE}}-t_{i}^{\mathrm{SCI}}-\epsilon_{\mathrm{X}} \sum_{v \in V_{i \xi}} \frac{N(v)+1}{2} \tag{3.13}
\end{equation*}
$$

where $\phi$ is an estimated ratio considering the ASE and SCI.

## Step 2: RTMA

In RTMA, each request can choose one route and transmission mode pair $(\xi, c)$. For all requests, one assignment of the route and transmission mode pair, named as $\mathrm{RTMA}_{\text {opt }}$,
is solved by the following RTMA model,

$$
\begin{equation*}
\max \sum_{i \in D} \eta_{i} B_{i}+\epsilon_{2} \phi_{\mathrm{avg}} \tag{RTMA}
\end{equation*}
$$

$$
\begin{array}{lr}
\text { s.t. } \sum_{(\xi, c) \in P_{i}} g_{i \xi c}=B_{i} & \forall i \\
\sum_{i \in D} \sum_{(\xi, c) \in P_{i e}} \Delta f_{i c} g_{i \xi \bar{j} c} \leq F & \forall e \\
0 \leq \sum_{(\xi, c) \in P_{i}} g_{i \xi \bar{c} c} \phi_{i \xi} c c & \forall i \\
\phi_{\text {avg }}=\frac{1}{|D|} \sum_{i \in D} \sum_{(\xi, c) \in P_{i}} g_{i \xi \bar{c} c} \phi_{i \xi \bar{c} c} & \tag{3.14d}
\end{array}
$$

The main objective of RTMA is to maximize the accepted revenue and the second one is to maximize average SNR margin. The multi-objective function can be adjusted by a weighting factor $\epsilon_{2}$. Constraints (3.14a) make sure that a route and transmission mode pair $(\xi, c)$ is chosen for request $i$ if $B_{i}=1$. Constraints (3.14b) restrict the spectrum usage of each link. Bandwidth requirement of $i$ with the transmission mode $c$ has been pre-calculated and denoted by $\Delta f_{i c}$. Constraints (3.14c) make sure that the minimum SNR margin is non-negative. Constraint (3.14d) defines the average SNR margin of all requests.

In RTMA, only one RTMA $_{\text {opt }}$ solution is obtained. However, this solution may not bring the maximum revenue after spectrum assignment. To this end, we intend to generate $N_{R T M A}$ solutions. The $n$-th solution is generated by adding constraints (3.15) to RTMA, which is used for excluding the previous RTMA opt. . In constraints (3.15), both $B_{i}^{n-1}$ and $g_{i \xi \bar{c} c}^{n-1}$ are the results from $(n-1)$-th solution.

$$
\begin{align*}
& \sum_{\substack{i \in D \\
B_{i}^{n-1}=1}} \sum_{\substack{(\xi, c, c) \in P_{i} \\
\mathcal{S}_{i \xi c}^{n-1}=1}} g_{i \tilde{c} c}+\frac{1}{K *|\mathcal{C}|} \sum_{\substack{i \in D \\
B_{i}^{n-1}=0}} \sum_{\substack{(\xi, c, c) \in P_{i} \\
\delta_{i \xi c}^{n-1}=0}}\left(1-g_{i \xi \bar{c} c}\right)  \tag{3.15}\\
& \leq|D|-\frac{1}{K *|\mathcal{C}|}, n \in\left\{1,2,3, \cdots, N_{R T M A}\right\}
\end{align*}
$$

Explanation of excluding constraints (3.15) : In the $n$-th loop, we suppose that $\forall i,(\xi, c)$, the variable $g_{i \xi c}=g_{i \xi c c}^{n-1}$, then the value of the left side in constraints (3.15) becomes $|D|$, which is larger than the right. Therefore, we can say that constraints (3.15) hold if $\exists i,(\xi, c), g_{i \xi \bar{c} c} \neq g_{i \xi \bar{c} c}^{n-1}$. Let us focus on the request $i$ that satisfies $g_{i \tilde{c} c} \neq g_{i \xi \bar{c} c}^{n-1}$. Since constraints (3.14a) require $\sum_{(\xi, c)} g_{i \xi c}^{n-1}=B_{i}^{n-1} \leq 1$, we discuss the case $B_{i}^{n-1}=1$ and $B_{i}^{n-1}=0$, respectively.

- If $B_{i}^{n-1}=\sum_{(\xi, c)} g_{i \xi \bar{c}}^{n-1}=1$ holds,

$$
\left.\begin{array}{r}
B_{i}^{n-1}=\sum_{(\xi, c)} g_{i \xi c}^{n-1}=1  \tag{3.16}\\
\exists(\xi, c), g_{i \xi c} \neq g_{i \xi \bar{\xi} c}^{n-1} \\
\sum_{(\xi, c)} g_{i \xi \bar{c} c} \leq 1
\end{array}\right\} \Rightarrow \sum_{\substack{(\xi, c) \in P_{i} \\
s_{i \xi \bar{\xi} c}^{n-1}=1}} g_{i \xi c}=0
$$

- Otherwise $B_{i}^{n-1}=\sum_{(\xi, c)} g_{i \xi \mathcal{c}}^{n-1}=0$ holds, then we can get the result $\frac{1}{K *|\mathcal{C}|} \sum_{\substack{(\xi, c) \in P_{i} \\ s_{i \xi c}=0}}(1-$ $\left.g_{i \xi c}\right)=\frac{K *|\mathcal{C}|-1}{K *|\mathcal{C}|}<1$ with the following proof,

In addition, for the request $i$ that satisfies $\forall(\xi, c), g_{i \xi c}=g_{i \xi c c}^{n-1}$, the first item of left sides still equals 1 . The number is denoted by $n_{1}, n_{1} \leq|D|-1$. Thus, we can get 0 $n_{(3.16)}+1 \cdot n_{1}+(1-1 / K /|\mathcal{C}|) \cdot n_{(3.17)} \leq|D|-1 / K /|\mathcal{C}|$, where $n_{(3.16)}$ and $n_{(3.17)}$ are the number of requests satisfying (3.16) and (3.17), respectively, and $n_{(3.16)}+n_{1}+n_{(3.17)}=$ $|D|$. Therefore, the left side of constraints (3.15) must be no bigger than $|D|-\frac{1}{K \cdot|\mathcal{C}|}$.

The pseudocode in Algorithm 3.1 illustrates the procedure of generating $N_{R T M A}$ solutions by RTMA. In line 1 , the model is initialized with the constraints (3.14) and the input parameters $G(V, E), D, N_{R T M A}$, and $\mathcal{C}$. In line $2, \mathrm{RTMA}_{\text {opt }}$ solution with $g_{i \overline{\mathcal{L}},}=0$ is initialized. Then, from lines 3 to 5 , the RTMA model is repeated to get $N_{R T M A}$ solutions.

## Step 3: SA

Once the RTMA problem is solved, from the solution RTMA $_{\text {opt }}$, we can obtain the pair index of route and transmission mode used for each request $i, i . e .,\left(\bar{\xi}_{i}, \bar{c}_{i}\right)=\left\{(\xi, c) \mid g_{i \bar{\xi} c}=\right.$ $1, i \in D\}$.

When assigning the spectrum interval on the determined route for each request, SA needs to take into account both spectrum continuity and spectrum contiguity constraints. To reduce the impact of XCI, we also set a guard band $\Delta=12.5 \mathrm{GHz}$. If the request is accepted, a specific lightpath with its spectrum interval will be allocated. Otherwise, it will move the spectrum interval when necessary until it is out of the fiber

```
Algorithm 3.1: RTMA: generating \(N_{R T M A}\) solutions
    Input : \(\mathrm{G}(\mathrm{V}, \mathrm{E}), D, N_{\text {RTMA }}, \mathcal{C}\)
    Output: \(g^{N_{\text {RTmA }}}\)
    Create the RTMA model with the constraints in (3.14) and the input parameters
        \(G(V, E), D, N\), and \(\mathcal{C}\);
    \(g_{i \xi c}^{0} \leftarrow 0, \forall i,(\xi, c) / / g_{i \xi c}^{0} \in \boldsymbol{g}^{0}\)
    for \(n \in\left\{1,2, \ldots, N_{R T M A}\right\}\) do
        Update the RTMA model with excluding constraints (3.15) and previous
        solution \(g^{n-1}\);
        Get the RTMA \({ }_{\text {opt }}\) solution \(\boldsymbol{g}^{n}\) by solving RTMA model;
    end
```

spectrum. An new incoming request can be blocked if it affects the QoT of other requests. To ensure the blocked requests can be accepted again, we repeat the assignment process $N_{\text {round }}$ times. For the request in each round, the SNR threshold is designed to decrease gradually, and equals to the SNR threshold of transmission mode $c$ in the final round.

The SA procedure is illustrated in Algorithm 3.2. In line 1, we sort the requests in $D$ by function ARRANGE, which will be explained later. Then, in lines 5 and 6 , the required spectrum bandwidth and route can be both found from the RTMA result RTMA $_{\text {opt }}$. In line 7 , we merge the available spectrum of the $\xi$-th route and assign it to $M E R G E D_{\text {space, }}$, where both spectrum continuity and spectrum contiguity constraint are satisfied. Then, from lines 8 to 16, the algorithm SA tries to search a spectrum interval $\left[b_{i}, b_{i}+\Delta f_{i}\right]$ from $M E R G E D_{\text {space }}$ that satisfies the QoT.

In the ARRANGE function of Algorithm 3.2, we sort the requests in $D$ by four different assignment polices, random order $\Delta f_{i}(\mathrm{SA})$, descending order of bandwidth $\Delta f_{i}$ (SA-B), revenиe $\eta_{i}$ (SA-R), and revenue to bandwidth ratio $\eta_{i} / \Delta f_{i}$ (SA-RA), respectively. The performances of these four arrangement policies are compared in simulations.

## Summaries: DEC-ALG

It is worth mentioning that the size of RTMA $_{\text {opt }}$ solution space can reach $(K \cdot|\mathcal{C}|+1)^{|D|}$. With small $N_{\text {RTMA }}$, i.e., $N_{R T M A} \ll(K \cdot|\mathcal{C}|+1)^{|D|}$, the potential RTMA ${ }_{\text {opt }}$ solution that provides the maximum revenue may not be included. In addition, the solution space of RTMA is determined by the number of routes $K$, the size of candidate transmission mode $\mathcal{C}$ and demand $D$. It may happen that we get the identical result even with different configurations $\mathcal{C}^{\prime}$ or different demand matrix $D^{\prime}$.

To solve the problem caused by different transmission mode configurations $\mathcal{C}$, we use a perturbation strategy to extend RTMA $_{\text {opt }}$ solutions by its subset, $\mathcal{C}_{l}^{\text {sub }}, 1 \leq l \leq|\mathcal{C}|$. Each subset takes $l$ elements from $\mathcal{C}$. For the $l$-th subset $\mathcal{C}_{l}^{\text {sub }}$, the $l$-th transmission mode of $\mathcal{C}$ is added compared to the previous $l-1$ subsets. Constraints (3.18) are used to generate RTMA opt for the subset $\mathcal{C}_{l}^{\text {sub }}$ that forces the use of transmission mode $c^{l}$ but

```
Algorithm 3.2: SA : Spectrum Assignment
    Input : \(g\)
    Output: alloc
    \(D_{\text {arr }} \leftarrow\) ARRANGE \((D)\);
    alloc \(\leftarrow \mathbf{0} / /\) alloc \(_{i} \in\) alloc;
    for \(n_{\text {round }} \in\left[0,1, \ldots, N_{\text {ROUND }}\right]\) do
        for \(i \in D_{\text {arr }} \mathcal{E}\) alloc \(c_{i}==0\) do
            \(\left(\overline{\tilde{\xi}}_{i}, \bar{c}_{i}\right) \leftarrow\left\{(\xi, c) \mid g_{i \bar{\zeta} c}=1\right\} / / g_{i \xi} c \in g ;\)
            \(\Delta f_{i} \leftarrow r_{i} / \mathrm{SE}\left(\bar{c}_{i}\right) ;\)
            MERGED \(_{\text {space }} \leftarrow\) available spectrum space on \(\bar{\zeta}_{i}\)-th route;
            for the spectrum beginning \(b_{i}: 0 \rightarrow F\), with step \(\Delta=12.5 \mathrm{GHz} \mathcal{E}\) alloc \(c_{i}==0\) do
                if \(\left[b_{i}, b_{i}+\Delta f_{i}\right] \in\) MERGED \(_{\text {space }}\) then
                    try :
                    Assign \(\left[b_{i}, b_{i}+\Delta f_{i}\right]\) on \(\bar{\zeta}_{i}\)-th route;
                    Check QoT of assigned requests by Eq. (3.3);
                    Check QoT of current request \(i\) by Eq. (3.3);
                    alloc \(_{i} \leftarrow 1\);
                    catch Check failed:
                    alloc \(_{i} \leftarrow 0\);
                    end
                end
            end
        end
    end
```

excludes the use of the other transmission modes $c^{r}$.

$$
\begin{align*}
& \sum_{i \in D, 1 \leq \xi \leq K} g_{i \xi^{l} c^{l}} \geq 1  \tag{3.18a}\\
& \sum_{i \in D, 1 \leq \xi \leq K} g_{i \xi c^{r}}=0, \forall c^{r} \in \mathcal{C} \backslash \mathcal{C}_{l}^{s u b} \tag{3.18b}
\end{align*}
$$

We give the pseudocode of DEC-ALG as illustrated in Algorithm 3.3. In line 2, we initialize the candidate transmission sets $\mathcal{C}_{l}^{s u b}$. From lines 3 to 7 , we conduct the algorithm RTMA and SA to obtain the optimal result. Finally, the maximum revenue MAXOBJ is saved.

### 3.5.2 Benchmark algorithm

To efficiently utilize the spectrum resource of fiber, a large number of algorithms on traffic provisioning have been proposed $[139,149]$. To make a fair comparison, we take the algorithm in [139] that also adopts the continuous spectrum allocation. The benchmark algorithm, called as REF-A in this study, is implemented by using the same objective function of RTMA in Eq. (3.14) and restricting the fiber spectrum resources. It should

```
Algorithm 3.3: DEC-ALG
    Input : \(\mathrm{G}(V, E), D, N_{R T M A}, \mathcal{C}\)
    Output: MAXOBJ
    MAXOBJ \(\leftarrow 0\);
    for \(c^{l} \in \mathcal{C}\) do
        Initialize the current transmission mode set \(\mathcal{C}_{l}^{\text {sub }}\);
        Use RTMA model to generate RTMA \(_{\text {opt }}\left(G, D, N_{R T M A}, \mathcal{C}\right)\) solutions, with
        constraints (3.18) emphasizing the lock transmission mode \(c^{l}\);
        for \(n \in\left\{0,1, \ldots, N_{R T M A}\right\}\) do
            alloc \(\leftarrow \mathrm{SA}\left(\boldsymbol{g}^{n}\right) / /\) alloc \(_{i} \in\) alloc
            \(\mathrm{Obj} \leftarrow \sum_{i} \operatorname{alloc}_{i}{ }^{*} \eta_{i} ;\)
            MAXOBJ \(\leftarrow \max (\mathrm{Obj}, \mathrm{MAXOBJ}) ;\)
        end
    end
```

be also noted that, the spectrum assignment of REF-A is implemented by passing the solution of RTMA to RMAX.

### 3.6 Illustrative numerical results

In this section, we present the numerical experiment results. First, we compare the efficiency of our proposed heuristic and the MILP model. Then, we investigate revenues in scenarios with different PSDs and different transmission modes. Finally, we consider the experiments for severe resource crunch, which is simulated by increasing bit-rate and number of requests.

The MILP, heuristic algorithm DEC-ALG, and REF-A run on an Intel Core PC with 4.0 GHz CPU and 16 GB RAM. Specifically, we solved the MILP model by CPLEX 12.6 and implemented the two heuristic algorithms using an ad-hoc code developed in C++. Maximum computing time for the MILP was fixed to one hour. All illustration results have been averaged over 10 independent simulation runs to guarantee statistical accuracy.

The 6-node network in Fig. 3.3, NSFNET (14 nodes, 44 links) [68], and US Backbone network ( 28 nodes, 90 links)[68] are used as case study topologies (note that, since the path length of NSF network and US Backbone network cannot support high-order MF, we divide the length of link by 6 in the simulations). The spectrum resource of each fiber $F$ is assumed with $1,000 \mathrm{GHz}$ to increase the simulation speed for large networks. The fiber parameters $\alpha, \beta_{2}$, and $\gamma$ are from Table 3.1. The algorithm parameter $\epsilon_{1}=0.01$ and $\epsilon_{2}=0.001$ are adjusted to be small to emphasize the revenue rather than the other parameters for simulation. The parameters $N_{\text {RTMA }}=40, N_{\text {round }}=2$, and $K=4$ are adjusted to guarantee stable good simulation results in a reasonable time. The bit-rates $r_{i}$ are randomly chosen from the set $\left\{250,500, \ldots, 250+n^{*} 250, \ldots .250+2 n^{*} 250\right\}$ Gbps. For
the lowest bit-rate, the channel can be guaranteed with bandwidth over than 28 GHz with PM-16QAM[139], which is acceptable for the GN model in [66]. The large bit-rate request is assumed by super-channel with large baud rates. The initial launch power PSD for all lightpaths is simplified with $-16 \mathrm{dBm} / \mathrm{GHz}$ by using the LOGON strategy [97] for one span with the heaviest spectral loads. The definition of revenue and other used notations for simulation are given as follows,

1. Revenue: $\eta_{i}=u_{i}$, where $u_{i}$ is the service type parameter. In this study, we consider the service type parameter $u_{i}$ follows the Zipf distribution $\operatorname{Zipf}(1,5)[152]$. The revenue of a network is sum of all accepted lightpaths' revenue.
2. Adaptive MFs : $\mathcal{C}=\left(\hat{\mathcal{M}}_{m}, \mathcal{F}_{f}\right)$. Notation $\mathcal{F}_{f}$ represents one $f$-th level FEC, and $\hat{\mathcal{M}}_{m}$ represents all the MFs not beyond the $m$-th order.
3. Multiple FECs: $\mathcal{C}=\left(\mathcal{M}_{m}, \hat{\mathcal{F}}_{f}\right)$. Notation $\mathcal{M}_{m}$ represents the $m$-th order MF, and $\hat{\mathcal{F}}_{f}$ represents the FEC OHs not beyond the $f$-th one.

### 3.6.1 Validation using MILP

We validate the MILP on the 6-node network. The bit-rate per request is fixed at $1,000 \mathrm{Gbps}$. Figure 3.5 illustrates the revenue and computational time of three algorithms as the number of request increases.

In Fig. 3.5, we can observe that the computational time of MILP reaches the preset maximum computing time one hour, when the number of requests increases to 33 . It means that MILP is intractable even in the case with either small networks or small number of requests. But the heuristic algorithm REF-A and DEC-ALG can solve it in a few minutes and a few seconds, respectively. Besides, we observe that both DEC-ALG and REF-A are able to obtain an approximate optimal value of MILP. Therefore, the proposed algorithm DEC-ALG is not only time-efficient but also near-optimal.


Figure 3.5: Comparison of revenue and computational time in 6-node network.
In the SA of DEC-ALG algorithm, we have mentioned four different sorting policies in the ARRANGE function. In order to find the best sorting policy, we compared their results in Fig. 3.6. The simulation is carried out in NSF network. As we see in Fig. 3.6, the revenue with different sorting policies increases with the number of requests. It can be also seen that SA-RA, which sorts the requests by the descending order of
revenue/bandwidth ratio, gets the largest revenue. Therefore, we confirm to use SARA for heuristic algorithm DEC-ALG.


Figure 3.6: Revenue comparison with four different sorting policies of ARRANGE function.

### 3.6.2 Impacts of PSD, MF and FEC

As we have seen in the example of Fig. 3.3, revenues can be influenced by SNR requirements of different transmission mode configurations. In Eqs. (3.3), (3.4) and (3.5), when PSD $G_{i}$ increases, the noise to signal ratio of ASE, $t_{i}^{\text {ASE }}$ will decrease inversely, while the $t_{i}^{\text {SCI }}$ and $t_{i}^{\mathrm{XCI}}$ will increase quadratically. The PSD of ASE noise, SCI, and XCI, as well as the SNR for a 250 Gbps request with $\mathrm{PM}^{2}$ QPSK $_{7 \%}$ in the middle of a fully occupied fiber span are illustrated in Fig. 3.7. According to the SNR and PSD, we briefly distinguish three different scenarios, namely scenario 1: low SNR with low PSD, scenario 2: high SNR with median PSD, and scenario 3: low SNR with high PSD. By adjusting PSDs, we can investigate the revenue impact of MF and FEC in different SNR scenarios.


Figure 3.7: $S N R$ vs. $P S D G_{i}$.
First, we fix FEC OH at 7\% and compare different MFs as PSD varies. The simulation results of NSF network using 100 requests and 1,000 Gbps per request are illustrated in Fig. 3.8. It is observed in Fig. 3.8.(a) that the revenue of different MFs increases as PSD changes from scenario 1 to 2, but then decreases from scenario 2 to 3 . Both adaptive MF $\hat{\mathcal{M}}_{3}$ and $\hat{\mathcal{M}}_{4}$ that contain MFs $\{$ BPSK, QPSK,8QAM $\}$ get the largest revenue in scenario

2 , with $118 \%$ improvement compared to $\hat{\mathcal{M}}_{1}$. It can be explained by the SNR threshold and spectral efficiency of different MFs. Only in the scenario with high SNR, high-order MFs can be adopted, which reduces the spectrum usage and spares more spectrum resources for other requests. However, in the scenario with low SNR, the adaptive method with four MFs has no difference with either one MF or two MFs, because the high-order MF cannot be adopted.


Figure 3.8: Impact of PSD.
Then, we fix MF at QPSK and compare multiple FECs. The results are illustrated in Fig. 3.8.(b), where we can see that, also in this case, as PSD changes from scenario 1 to 2 , the revenue of different FEC increases, while from scenario 2 to 3 , the revenue decreases. Different from the adaptive MF, having multiple FEC choices has a tiny impact on revenue difference on scenario 2, while a bigger difference is only observed for both scenarios 1 and 3, which is a different result with respect to adaptive MF. In low SNR scenario, most lightpaths with small FEC OHs are blocked, while the redundant FEC with large FEC OHs can lower the SNR requirement and provide more SNR margins to overcome the PLIs. But in high SNR scenario, many requests have adopted the transmission mode $f_{1}$ with the highest spectral efficiency. Therefore, no revenue improvement can be observed in this scenario.

Figures 3.8.(a) and 3.8.(b) indicate that adaptive MF brings more revenue in high SNR with median PSD, while multiple FECs configuration brings more revenue in low SNR scenarios. As we introduce more MFs and FEC, the high-order MF will mitigate the resource crunch and the low-spectral efficiency FEC with large OH can mitigate the PLIs.

Given suitable PSD scenario of multiple FECs and adaptive MF, we further investigate the impact of joint MF and FEC schemes in NSF and US Backbone network. The revenues of 100 requests with average bit-rate $1,000 \mathrm{Gbps}$ are illustrated in Fig. 3.9. In high SNR scenario with median PSD ( $G_{i}=-18 \mathrm{dBm} / \mathrm{GHz}$ ), we find that the adaptive MFs enable to improve the revenue, while the configuration of multiple FECs has weak impact on the revenue. In low SNR scenario with high PSD ( $G_{i}=-9 \mathrm{dBm} / \mathrm{GHz}$ ), both adaptive MFs and multiple FECs enable to improve the revenue, which means that the combination of MF and FEC is preferred in high PSD scenario rather than median PSD scenario. We also find that the revenue of adaptive MF configuration $\hat{\mathcal{M}}_{3}$ and multiple FEC configuration $\hat{\mathcal{F}}_{5}$ can reach the almost maximum value for both high and low SNR
scenarios. It means that the usage of MF with PM-16QAM and FEC OH with $50 \%$ can be saved.


Figure 3.9: Revenue impact of joint MF and FEC. (a) and (b) are in NSF network; (c) and (d) are in US Backbone network.

### 3.6.3 Different traffic loads

Let us now study the impact of different numbers of requests. The simulations assume all requests with identical $1,000 \mathrm{Gbps}[139]$. The PSD is either $-18 \mathrm{dBm} / \mathrm{GHz}$ or $-9 \mathrm{dBm} / \mathrm{GHz}$, such that we operate in scenarios that benefit of adaptive MFs and multiple FECs, respectively. The results of different adaptive MFs and different FECs are shown in Fig. 3.10(a) and 3.10(b). In Fig. 3.10(a), the four adaptive MFs obtain the same result with 20 requests, but, as the number of requests increases, the gain achieved by using four different adaptive MFs also increases. The maximum improvement of adaptive MFs $\left(186 \%\right.$ higher compared to $\left.\hat{\mathcal{M}}_{1}\right)$ is obtained with 200 requests. In Fig. 3.10(b), multiple FECs' revenue also increases with the number of requests. Configuration $\hat{\mathcal{F}}_{6}$ gets the largest revenue, which is 3.6 times higher than $\hat{\mathcal{F}}_{1}$.

We report the simulation results with different average bit-rates in Fig. 3.11. For a given average bit rate of $250+n^{*} 250$, each request can randomly chose the bit-rate from the set $\left\{250, \ldots, 250+2 n^{*} 250\right\}$. 160 requests are assumed in the simulation. The results of different MFs and FECs are shown in Figs. 3.11(a) and 3.11(b). We observe that the revenue decreases with the average bit-rate. The larger the bit-rate, the more spectral resources' consumption of fiber, which leads to blocked requests. For the case with more transmission modes, such as $\hat{\mathcal{M}}_{4}$ or $\hat{\mathcal{F}}_{6}$, it can also gain more revenue compared to the other configuration with fewer transmission modes, $\hat{\mathcal{M}}_{1}$ or $\hat{\mathcal{F}}_{1}$. When the average
bit-rate increases to $1,500 \mathrm{Gbps}$, the revenue improvement ratio of $\hat{\mathcal{M}}_{4}$ and $\hat{\mathcal{F}}_{6}$ reaches about $98 \%$ and $362 \%$ compared to $\hat{\mathcal{M}}_{1}$ and $\hat{\mathcal{F}}_{1}$, respectively.


Figure 3.10: Revenue impact with the number of requests in NSF network. Bit rate per request is 1,000 Gbps.


Figure 3.11: Revenue impact with different traffic rates in NSF network. The simulations use 160 requests.

### 3.7 Conclusion

In this chapter, we studied the problem of using adaptive MFs and multiple FECs to improve the traffic provisioning in FONs. The objective is to maximize the total network revenue. To this end, we develop a MILP model and a fast two-phase heuristic algorithm, which is shown to be near-optimal for revenue maximization. Although the revenue loss is inevitable under different resource crunch scenarios, it can be improved by properly choosing the transmission mode configurations and physical parameters.

Through simulations, we demonstrate that using adaptive MF enables to increase the revenue more than $100 \%$ in the scenario of high SNR while using adaptive FEC is profitable for scenarios with low SNR. While guaranteeing the revenue performance, the usage of adaptive MF configuration with PM-16QAM and multiple FEC configuration with $\mathrm{OH} 50 \%$ can be saved. We also carry out experiments to demonstrate the case of severe resource crunch, which is simulated by increasing bit-rate and number of requests. It shows that for the case of high traffic load (large number of requests or big average bit-rate), adaptive MF takes more advantage than single MF with PM-BPSK, because it can offer more spectrum-efficient transmission modes.
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Chapter 4. Throughput Maximization Leveraging Just-enough SNR Margin and Channel Spacing Optimization

### 4.1 Introduction

According to recent traffic reports, network traffic (fueled by network services like video on demand, file sharing, online gaming, video conferencing, etc.) are still growing exponentially in today's Internet[36]. The constant traffic growth relies on optical networks. In optical networks, the resource allocation consists of finding a proper lightpath with adequate spectrum resources. Traditionally, each channel in WDM networks has to follow a rigid fixed-sized grid, e.g., 50 GHz . Recently, in the new paradigm of FONs, each channel can choose multiple contiguous FSs with the size of 12.5 GHz , and freely adjust the center frequency. More recently, with the advance of coherent detection technology and commercially available DACs, a large number of transceiver's parameters are possible to be optimized to further improve the spectral efficiency, such as baud-rate, MF, FEC, probabilistic shaping, etc[18, 123]. The development of optical networks enables us to reduce the spectrum resource waste, increase spectral efficiency, and obtain a higher cost-effective capacity. However, it is not easy to jointly optimize these parameters.

In addition, the selection of these flexible parameters must satisfy the QoT requirement. Each lightpath experiences not only the ASE noise of optical amplifiers, but also the NLI from the lightpaths that share a common fiber link. To avoid the complex calculation of the physical layer while guaranteeing uninterrupted communication, the selection criteria are generally constrained by a high SNR margin in the physical layer, i.e., assuming that each lightpath experiences the most interference under resource underprovisioning scenario. This potentially decreases the capacity or restricts the transmission reach. To this end, PLI-aware resource allocation techniques have been proposed to reduce the overestimation of NLI in order to exploit the stranded capacity[16, 133, 138, 139, 149]. This mode is also named as low margin network [33, 100, 117] or just-enough SNR margin in this study. Nevertheless, the transmission capacity of the lightpath in these studies mostly depends on the occupied FSs instead of the baud-rate, thus only needs to solve the RMSA. Limited by the frequency grid, single or the combinational baud-rates can be both used for the same channel once the allocated spectrum resource is sufficient[56]. These transceivers will also experience different filter penalties[24, 88]. Thus, the problem of routing, MF, baud-rate, and spectrum assignment was investigated in $[107,124]$. As far as we know, there are no studies on the optimization of route, MF, FEC, baud-rate, spectrum assignment (RMFBSA) while considering the NLI. As the joint optimization of these parameters is already complex, it becomes more complex when introducing the NLI.

Optimizing the physical layer parameter is also important to mitigate the NLI and improve network capacity[8, 92, 117]. According to the description of the GN model on the Nyquist WDM channel[66, 96], the NLI between channels relates to the signal bandwidth, power, and channel spacing. We have seen a large number of studies on the power optimization $[17,62,106,139]$ and the channel order optimization (the different relative orders of channels) [17, 140]. The last factor-channel spacing-is generally implemented by setting a guard band. Throughout this study, we use the terms "guard band" and "channel spacing" interchangeably. Fixed and candidate guard band meth-
ods are the widely used strategies for determining the proper channel spacing. The former one has the lowest complexity but easily causes spectrum resource waste, while the latter one increases the robustness but also incurs a large number of combinations and consequently increases the complexity. To overcome the complexity of the existing methods, the study in [140] proposed to reduce the NLI by individually optimizing the center frequency using an MILP model. The nonlinearity was then solved by using a piecewise linear fitting method [139]. However, the issue of complexity still exists when facing a large number of lightpaths in mesh optical networks. Another issue in the current studies $[133,139,149]$ is the evaluation metric, minimizing the maximum spectral usage, which potentially encourages the use of narrow channel spacing and neglects the benefit of large channel spacing on mitigating the filter narrowing effect and NLI. Thus, an efficient channel spacing optimization strategy and a proper metric for evaluating its advantage are still required.

Motivated by the above, we aim at maximizing the network throughput in a static FON by leveraging just-enough SNR margin and channel spacing optimization. As shown in Fig. 4.1, only the lowest and fixed transmission capacity can be used for the lightpath between $(s, d)$ when considering the excessive SNR margin and fixed channel spacing, namely 100 Gbps in the traditional operation mode. The transmission capacity can increase up to 150 Gbps or larger when leveraging the just-enough SNR margin provisioning and channel spacing optimization. To implement this function in large networks, we propose an iterative feedback tuning algorithm to provide a just-enough SNR margin for each lightpath. Specifically, our algorithm is implemented in three steps. First, starting from a high SNR margin, we establish an ILP model and a heuristic algorithm that maximizes the network throughput. Unlike the existing lightpath provisioning that only addresses routing and spectrum assignment, the transceivers' parameters are also optimized, including MF, FEC, and baud-rate. Second, we provide a low-complexity channel spacing optimization model to mitigate the NLI, which is implemented by using the nearest neighbor channel. This model also extends the application case from a ring network into a mesh network compared to our previous study[27]. Finally, we iteratively reduce the SNR margin of each lightpath to the justenough level to increase the throughput. The main contributions are summarized as follows,

- We propose to maximize the throughput by leveraging just-enough SNR margin and channel spacing optimization. Different from the conventional lightpath provisioning constrained by the stringent QoT through preserving an excessive SNR margin, leveraging the just-enough SNR margin permits to increase the network throughput by using the stranded transmission capacity of flexible transceivers. Through analyzing and evaluating the impact of different lightpath's parameters, we determine the value of just-enough SNR margin accordingly. As far as we know, this is the first time that the flexible parameters (route, MF, FEC, baud-rate, spectrum assignment) are jointly optimized while considering the NLI.
- We introduce a nearest neighbor channel method in optimizing the channel spacing, resulting in a low-complexity method that applies to a large number of lightpaths in both ring and mesh optical networks. The performance improvement


Figure 4.1: Illustration of two operation modes in FON.
(SNR performance and the throughput) is validated by comparing with the widely used channel spacing strategies (fixed and candidate channel spacing).

- Next, for a given resource over-provisioning scenario, we devise an iterative feedback tuning algorithm that can efficiently solve the throughput maximization leveraging just-enough SNR margin and channel spacing optimization problem. Specifically, we reduce the SNR margin by adjusting a slack parameter iteratively so that we can obtain the just-enough SNR margin.
- Finally, through extensive simulations in different network topologies and with different baud-rates, we confirm the throughput improvement with the help of the just-enough SNR margin and channel spacing optimization. Specifically, we observe that the relative throughput gain ratio (no smaller than $20 \%$ in our case) is more evident in resource over-provisioning scenarios, while the absolute throughput gain is more evident when network traffic load is medium.

The rest of this study is organized as follows. In Sec. 4.2, we present the preliminary information of the lightpath provisioning in FONs and the throughput maximization leveraging just-enough SNR margin and the channel spacing optimization problem. Next, we propose an iterative feedback tuning algorithm to solve this problem in Sec. 4.3. To reduce the complexity of the lightpath provisioning, we also present an efficient heuristic in Sec. 4.4. Illustrative numerical results are presented in Sec. 4.5. Finally, Sec. 4.6 concludes this study.

### 4.2 Problem statement

In this section, we present the studied throughput maximization leveraging just-enough SNR margin and channel spacing optimization problem. First, we provide the necessary information about the lightpath provisioning of FONs and explain how we calculate the

SNR. Then, we describe the throughput maximization problem and present a benchmark method that utilizes the fixed baud-rate. Next, we present the key problem to be solved in this study. Finally, a case study is used to illustrate the throughput improvement with the help of channel spacing optimization and just-enough SNR margin.

### 4.2.1 Network model

We use $G=(V, E)$ to denote an FON, where $V$ and $E$ are the node and link set, respectively. A link $l \in E$ represents a fiber $u v(u, v \in V)$. On that fiber, the available spectrum resource is $F$ (unit: GHz), while the number of available FSs is $W$ ( $F=f_{\text {grid }} \cdot W$, $f_{\text {grid }}$ is 12.5 GHz bandwidth). A bit-mask $b[1 \ldots W]$ of size $W$ is introduced to represent the occupied FS status of a fiber link, where $b[w]=1$ means the $w$-th FS is occupied. We also use $b_{*}[w]$ to represent whether the entity ${ }^{\prime * \prime}$ uses $w$-th FS, where ${ }^{\prime * \prime}$ could be either a lightpath $p$, or a link $l$, or a channel $c h$.

We assume that each lightpath $p$ connecting a node pair $(s, d)$ can adopt a transceiver $t$ operating at a baud-rate $R_{t}$, which needs to occupy a certain number of FSs denoted by $B_{t}$ (refer to [104, Table 3]). The adopted transceiver is assumed with the rectangular Nyquist spectrum and has a unique channel $c h$. Note that the different baud-rates $R_{t}$ could use the same amount of $\mathrm{FS}(\mathrm{s}) B_{t}$ or the same baud-rate could use the different amount of FS(s) only if $B_{t} \cdot f_{g r i d} \geq R_{t}[56]$, we determine the available bit-rate by using baud-rate rather than occupied $B_{t}$. Also, the bit-rate depends on the spectral efficiency of adopted MF and FEC (an example table that shows the SNR threshold and bit-rate of transceiver at 32 Gbaud can refer to [63]). For ease of expression, we introduce the term transmission mode to refer to a combination of MF and FEC. Such a transmission mode can be adopted by the lightpath if the SNR is no less than SNR threshold of joint MF and FEC, i.e., QoT is satisfied. Next, we describe how we calculate the SNR of each lightpath.

For each lightpath, the SNR will be degraded by the ASE noise and NLI. Supposing the transceiver of lightpath $p$ uses a launch PSD $G_{p}$, its SNR is stated as follows[63, 66],

$$
\begin{align*}
S N R_{p} & =\frac{R_{t} \cdot G_{p}}{f_{g r i d} \cdot B_{t} \cdot\left(G_{p}^{A S E}+G_{p}^{N L I}\right)}  \tag{4.1a}\\
& =\frac{R_{t} \cdot G_{p}}{f_{g r i d} \cdot B_{t} \cdot G_{p}^{A S E}} \cdot \frac{1}{1+\frac{G_{p}^{N L I}}{G_{p}^{\text {AE }}}}  \tag{4.1b}\\
& =S N R_{p}^{\text {best }} \cdot \frac{1}{1+\frac{G_{p}^{N L I}}{G_{p}^{A S E}}}=\operatorname{SNR}_{p}^{\text {best }} \frac{1}{\mathcal{X}_{p}} \tag{4.1c}
\end{align*}
$$

where $G_{p}^{A S E}$ is the accumulated PSD of ASE noise in optical amplifiers, $G_{p}^{N L I}$ is the accumulated PSD of NLI on fibers, $S N R_{p}^{\text {best }}=\frac{R_{t} \cdot G_{p}}{f_{g r i d} \cdot B_{t} \cdot G_{p}^{A S E}}$ is the received best-case

SNR without NLI, $\mathcal{X}_{p}=1+\frac{G_{p}^{N L I}}{G_{p}^{A S E}}$ is the strength of NLI. By assuming a coherent receiver with adaptive DSP and a matched receiver filter, the noise equivalent bandwidth $f_{g r i d} \cdot B_{t}$ is equal to the baud-rate $R_{t}$. Thus, we can ignore the impact of bandwidth and baud-rate on the SNR evaluation in the following. We also assume a uniform launch PSD for all transceivers.

The factor $\mathcal{X}_{p}$ in Eq. (4.1c) depends on the occupied channels of lightpath. For ease of discussion, we present the log form of SNR as follows,

$$
\begin{equation*}
S N R_{p,[\mathrm{~dB}]}=S N R_{p,[\mathrm{~dB}]}^{b e s t}-\mathcal{X}_{p,[\mathrm{~dB}]} \tag{4.2}
\end{equation*}
$$

where $\mathcal{X}_{p,[\mathrm{~dB}]}=10 \log _{10}\left(1+\frac{G_{p}^{N L I}}{G_{p}^{A S E}}\right)$. Next, we explain the calculation of ASE noise and NLI.

- ASE. We use the following equation to calculate the ASE noise of optical amplifiers,

$$
\begin{equation*}
G_{p}^{A S E}=N_{p}\left(10^{\alpha L_{\text {span }}}-1\right) n_{s p} h v \tag{4.3}
\end{equation*}
$$

where $N_{p}$ is the number of spans, $L_{\text {span }}$ (unit: km ) is the length of one span between two optical amplifiers, $\alpha$ is the fiber attenuation factor, $n_{s p}$ is the noise figure of optical amplifiers, $h$ is the Planck constant, and $v$ is the absolute frequency of optical signal at $1,550 \mathrm{~nm}$.

- NLI. We adopt the dilog method of [66, Eq. (11)] that calculates the NLI based on channel,

$$
\begin{equation*}
G_{p}^{N L I}=N_{p} \eta_{c h}^{S C I} G_{p}{ }^{3}+G_{p} \sum_{c h^{\prime}} \eta_{c h, c h^{\prime}}^{X C I}\left(f_{c h, c h^{\prime}}\right) N_{p, p^{\prime}} G_{p^{\prime}}{ }^{2} \tag{4.4}
\end{equation*}
$$

where $c h$ and $c h^{\prime}$ are the occupied channel of lightpath $p$ and $p^{\prime}$ respectively, $N_{p, p^{\prime}}$ is the number of common spans of lightpath $p$ and $p^{\prime}, \eta_{c h}^{S C I}$ and $\eta_{c h, c h^{\prime}}^{\mathrm{XCI}}$ are the SCI efficiency and XCI efficiency respectively, $f_{c h, c h^{\prime}}$ is the channel spacing of the center frequency of two lightpaths. An example curve of the XCI efficiency at different channel spacing can refer to [61, Fig. 1]. Meanwhile, we ignore the impact of SCI, as it can be compensated by digital back propagation [58] and has a weak impact on the parameter of channel spacing[66].

### 4.2.2 Throughput maximization problem

Let us now look at the throughput of an FON. We first define a traffic demand matrix $\boldsymbol{D}$, where each item $D_{s, d}$ denotes the bit-rate demand between each node pair $(s, d)$. We also define another network provisioning capacity matrix $\boldsymbol{T}$, where each item $T_{s, d}$ is the transmission capacity of the lightpaths between node pair $(s, d)$. To ensure that the traffic demand could be fully accommodated, the bit-rate demand should be no greater
than the transmission capacity, i.e., $D_{s, d} \leq T_{s, d}$. The network throughput TH in this study is the sum of all bit-rate demands, i.e., $T H=\sum_{(s, d)} D_{s, d}$.

As this study considers a static lightpath provisioning, we begin by assuming a constant traffic distribution, namely the normalized traffic demand matrix $\hat{\boldsymbol{D}}$ is constant, where $\hat{D}_{s, d}=\frac{D_{s, d}}{\sum_{(s, d)} D_{s, d}}$. Thus, we have TH $\cdot \hat{D}_{s, d}=D_{s, d} \leq T_{s, d}$.

Given a normalized traffic demand matrix $\hat{\boldsymbol{D}}$ and a transmission mode set $\mathcal{M}$, the objective function is expressed as follows,

$$
\begin{equation*}
\max \left\{\sum_{(s, d)} D_{s, d}\right\} \tag{4.5}
\end{equation*}
$$

In this problem, we need to individually design the number of lightpaths to implement the network provisioning capacity $T_{s, d}$ for each node pair. Besides, we also need to optimize the parameters of each lightpath, such as route, MF, FEC, baud-rate, and spectrum position. Meanwhile, the following constraints should be satisfied for two arbitrary lightpaths $p$ and $p^{\prime}$ in an FON.

- C1-QoT constraint: Each lightpath should guarantee that the QoT is satisfied. The QoT constraint can be expressed by using the QoT metric $\mathcal{Q}_{p}=\frac{S N R_{p}}{S N R_{p}^{\text {threshold }}} \geq$ 1, or the log form by using Eq. (4.2),

$$
\begin{equation*}
S N R_{p,[\mathrm{~dB}]}^{\text {best }}-\mathcal{X}_{p,[\mathrm{~dB}]}-S N R_{m,[\mathrm{~dB}]}^{\text {threshold }} \geq 0, \tag{4.6}
\end{equation*}
$$

where $S N R_{m}^{\text {threshold }}$ is the SNR threshold of the adopted transmission mode $m$. Recall that the second term $\mathcal{X}_{p}$ in Eq. (4.6) depends on the route and spectrum positioning of other undetermined lightpaths, which could dramatically increase the difficulty of lightpath provisioning. A simple way to eliminate $\mathcal{X}_{p}$ in Eq. (4.6) is using a high SNR margin $M_{p}$. Such a margin needs to compensate all possible NLI for lightpath $p$. Thus, we give another alternative constraint, SNR margin requirement.

## - C1 $^{*}$ - SNR margin requirement:

$$
\begin{equation*}
S N R_{p,[\mathrm{~dB}]}^{\text {best }}-M_{p,[\mathrm{~dB}]}-S N R_{m,[\mathrm{~d}]}^{\text {threld }} \geq 0, \tag{4.7}
\end{equation*}
$$

where $M_{p}$ is the SNR margin used for compensating the unknown NLI. Generally, the SNR margin $M_{p} \geq \mathcal{X}_{p}^{\text {worst }}$, where $\mathcal{X}_{p}^{\text {worst }}$ is calculated by the worst-case assumption under which other spectrum resources of the links along lightpath are fully occupied by different channels. With the SNR margin requirement constraint, we can neglect the complex physical layer calculation in QoT constraint and focus on the lightpath provisioning.

- C2 - one baud-rate and one transmission mode constraint: Each lightpath can adopt one and only one baud-rate and one transmission mode.
- C3 - spectrum contiguity constraint: For each used baud-rate $R_{t}$, we need to allocate $B_{t}$ contiguous FSs, namely $b_{c h}[1 \ldots W]=[\underbrace{0 \cdots 0 \overbrace{11 \cdots 11}^{B_{t}} 0 \cdots 0}_{W}]$. It needs to ensure the size of spectrum allocated is sufficient, that is $f_{g r i d} \cdot B_{t} \geq R_{t}$.
- C4 - spectrum continuity constraint: The occupied FSs of the channel for a lightpath should be identical on each link.
- C5 - spectrum non-overlapping constraint: The occupied FSs of two lightpaths should not overlap. Alternatively, each FS of a link can be used at most once.

Let us discuss the constraints ( $\mathbf{C 1}$ ) and ( $\mathbf{C 1} \mathbf{1}^{*}$ ). Traditional method takes constraint $(\mathbf{C 1 *})$ rather than (C1). The benefit is that lightpath provisioning can be greatly simplified by splitting the physical layer calculation and lightpath provisioning when the SNR margin is enough for compensating the NLI. The limitation is that the improper SNR margin $M_{p}$ requires each lightpath to adopt the low order transmission mode with a low SNR threshold. As a result, the transmission bit-rate or transmission reach of each lightpath is strictly constrained, especially under the resource over-provisioning scenario where the actual NLI may be far less than the worst-case NLI.

Here, to make it clear, we present a benchmark method that preserves excessive SNR margin[62]. It mainly includes two parts, a lightpath precalculation based on constraint ( $\mathbf{C 1}^{*}$ ) and an ILP model based on constraints (C2)-(C5). The ILP model uses the pre-calculated lightpaths and obtains the maximal throughput by solving the routing, transmission mode, and spectrum assignment problem. Except for the above five constraints, we also introduce another constraint to define the mentioned scenario of resource over-provisioning where the actual NLI is much lower than the preserved SNR margin. This constraint limits the current maximum FS index of ILP model by $W_{\text {cur }}, W_{\text {cur }} \leq W$. It should be noted that this benchmark method only allows the fixed baud-rate.

## Lightpath precalculation

This part calculates and stores all possible lightpaths that satisfy ( $\mathbf{C 1}^{*}$ ) for each node pair. We use the link length as the metric to generate the $K$-shortest routes[141]. We also initialize the channel index set of different contiguous FSs[130] that records both the bandwidth $B_{t}$ and spectrum position. The lightpaths that satisfy Eq. (4.7) are stored into the lightpath set $\mathcal{P}$, where $M_{p}=\mathcal{X}_{p}^{\text {woorst }}$. Since one baud-rate is assumed in this method, the bit-rate of each lightpath only depends on the transmission mode.

## Maximize throughput

This part maximizes the network throughput based on (C2)-(C5).

## Parameters

- $\hat{D}_{s, d}$, normalized traffic demand ratio of node pair $(s, d)$.
- ch $\in C H$, channel index of different contiguous FSs. For example, for the transceiver using two contiguous FS s, $\mathrm{CH}=\{[110 \cdots],[0110 \cdots], \cdots,[\cdots 011]\}$.
- $b_{c h}[w]$, equals 1 if the channel $c h$ uses the $w$-th FS, 0 otherwise.
- $p_{s, d, k}^{c h, m} \in \mathcal{P}$, lightpath ID of the $k$-th route of $(s, d)$ if it uses channel $c h$ and transmission mode $m$.
- $C_{s, d, k}^{c h, m}$, transmission bit-rate of the lightpath $p_{s, d, k}^{c h, m}$ if it satisfies Eq. (4.7), 0 otherwise.
- $\beta_{s, d, k, l}$ equals 1 if the $k$-th route of node pair $(s, d)$ uses link $l, 0$ otherwise.


## Variables

- $D_{s, d}$, bit-rate demand of node pair $(s, d)$.
- $T_{s, d}$, provisioning capacity of node pair $(s, d)$.
- $\delta_{s, d, k}^{c h, m}$, equals 1 if the lightpath $p_{s, d, k}^{c h, m}$ is adopted, 0 otherwise.
- TH, network throughput.


## Objective

$$
\begin{align*}
& \max _{\substack{c \\
\delta_{s, d, k}^{c h}, T H}} \text { TH (Max TH) } \\
& \text { s.t. } D_{s, d}=T H \cdot \hat{D}_{s, d}, \quad \forall s, d \neq s  \tag{4.8a}\\
& T_{s, d}=\sum_{k, c h, m} \delta_{s, d, k}^{c h, m} \cdot C_{s, d, k}^{c h, m} \quad \forall s, d \neq s  \tag{4.8b}\\
& D_{s, d} \leq T_{s, d}, \quad \forall s, d \neq s  \tag{4.8c}\\
& \sum_{s, d \neq s, k, c h, m} \delta_{s, d, k}^{c h, m} \cdot \beta_{s, d, k, l} \cdot b_{c h}[w] \leq 1, \quad \forall l, w  \tag{4.8d}\\
& \delta_{s, d, k}^{c h, m} \cdot b_{c h}[w]=0 . \quad \forall s, d, k, c h, W_{c u r}<w \leq W, m \tag{4.8e}
\end{align*}
$$

The objective is to maximize the network throughput. Constraints (4.8a) ensure that the bit-rate demand follows the distribution of the given normalized traffic demand matrix $\hat{\boldsymbol{D}}$ for each node pair. Constraints (4.8b) obtains the transmission capacity between $(s, d)$. Constraints (4.8c) ensure that the traffic demand could be fully accommodated by the network provisioning capacity. Constraints (4.8d) ensure that each FS of a link can be used at most once, which also guarantees only one transmission mode. Constraints (4.8e) are used to simulate the resource over-provisioning scenario by the FS index $W_{\text {cur }}$. In addition, we see that the benchmark method has ignored the constraints (C3) and (C4) because we use utilize the pre-calculated lightpaths.

### 4.2.3 Throughput maximization leveraging just-enough SNR margin provisioning and channel spacing optimization

As we see in the benchmark method, only one fixed baud-rate is permitted for each lightpath. The low baud-rate transceiver with fine-grained bandwidth can reduce the blocking probability[114], but probably result in a low spectral efficiency for the large
frequency grid. The high baud-rate transceiver is promising to reduce the spectrum resource waste and consequently increase the net spectral efficiency[56]. Future FONs are considering the coexistence of flexible baud-rate transceivers[94]. Thus, the benchmark with only fixed baud-rate allocation is insufficient to adapt to future needs. The first question is that i) how to efficiently use the flexible baud-rate transceiver for lightpath provisioning?

In addition, the ILP model in the benchmark method may inevitably generate redundant lightpaths. For example, the lightpath between some node pair $(s, d)$ with a short distance has a high capacity, easily satisfies the bit-rate demand, and probably leaves idle spectrum resources on the connected links. It is inevitable to generate additional lightpaths that still connect the same node pair using these idle spectrum resources. Nevertheless, the capacity improvement of several node pairs may not improve the scaling factor TH. Meanwhile, these lightpaths will however introduce extra network cost and NLI. Thus, the second question is that ii) how to remove these lightpaths while guaranteeing the maximal network throughput?

Through Eq. (4.6), we see that the lower NLI allows the lightpath to choose a higherorder transmission mode, which further improves the network throughput. Optimizing the channel spacing can reduce the interference by using the large number of idle spectrum resources in the resource over-provisioning scenario. Therefore, the third question is that iii) how to minimize the NLI to allow each lightpath to adopt a higher-order transmission mode?

Furthermore, as stated before, setting the high and excessive SNR margin $M_{p}$ restricts the transmission mode of each lightpath in the lightpath precalculation part. We find that each lightpath is permitted to adopt the high-order transmission mode with a high SNR threshold by reducing the high preserved SNR margin in Eq. (4.7). Now, the fourth question is that iv) how to find a proper preserved SNR margin to allow each lightpath to adopt a higher-order transmission mode? Meanwhile, the QoT constraint should be also satisfied.

Question i) is solved by incorporating the baud-rate into the lightpath pre-calculation. Question ii) is solved by adding a posterior optimization similar to Max TH but using a modified objective function that minimizes the total lightpaths. The exact technique for these two questions will be presented in Sec. 4.3. Different from the previous two questions, questions iii) and iv) involve the physical layer optimization. Note that it is not easy to simultaneously optimize the channel spacing and implement and just-enough provisioning. Here, we present the two problems sequentially.

## Channel spacing optimization

Given a lightpath set $\mathcal{P}_{\text {adopt }}$ with determined route, determined baud-rate, and determined transmission mode, we want to enhance the SNR by minimizing the NLI for each lightpath. The QoT metric $\mathcal{Q}_{p}$ of different lightpaths is considered while minimizing the NLI. Thus, we leverage the left terms in Eq. (4.6) as the objective. With these three terms, the objective function that minimizes the NLI is expressed as follows,

$$
\min _{f_{c h}}\left\{\max _{p \in \mathcal{P}_{\text {adopt }}}\left\{\mathcal{X}_{p,[\mathrm{~dB}]}+S N R_{m,[\mathrm{~dB}]}^{\text {threshold }}-S N R_{p,[\mathrm{~dB}]}^{\text {best }}\right\}\right\}
$$

s.t. (C1), (C5)

## Just-enough SNR margin provisioning

Given a normalized traffic demand matrix, an available transmission mode set $\mathcal{M}$, and an available baud-rate set $\mathcal{T}$, the objective function is expressed as follows,

$$
\max _{\delta_{s, d, k}^{c h, m, R}, f_{c h}, M_{p}} T H
$$

$$
\text { s.t. }(\mathrm{C} 1),(\mathrm{C} 2)-(\mathrm{C} 5)
$$

Our aim is to improve the network throughput by determining a proper SNR mar$\operatorname{gin} M_{p}$ for each lightpath compared to the benchmark. Besides, the route $(s, d, k)$, channel $c h$, transmission mode $m$, and baud-rate $R$, as well as a proper channel location $f_{c h}$ for each lightpath are to be optimized.

## A small instance

We illustrate how to optimize the throughput for provisioning 30 lightpaths in a point-to-point network with available spectrum resources of $4,000 \mathrm{GHz}(F=4,000 \mathrm{GHz}, \mathrm{W}=$ 320 FSs). In Fig. 4.2, we plot the SNR distribution of 30 lightpaths provisioned by using three different techniques: traditional provisioning with an excessive SNR margin, provisioning with channel spacing optimization, and provisioning with just-enough SNR margin. Each red circle denotes a lightpath that uses two contiguous FSs at 16 Gbaud, where $x$-axis is the spectrum position and $y$-axis is the lightpath's actual SNR. They can adopt either the transmission mode (16QAM, $\mathrm{FEC}=0.92$ ) or ( $64 \mathrm{QAM}, \mathrm{FEC}=0.68$ )[63] without any SNR penalty. The bit-rates are set with 112.5 and 125 Gbps to match the 16 Gbaud transceiver in our assumption[63]. Other detailed parameters (fiber type, EDFA noise figure, and span length) can refer to Sec. 4.5. The PSD $G_{o p t}(15.03 \mu \mathrm{~W} / \mathrm{GHz})$ is calculated by using the LOGON strategy[97, Eq. (6)] among 4,000 GHz.

In Fig. 4.2(a), 30 lightpaths all adopt 16QAM and provide the bit-rate of 112.5 Gbps . The QoT is satisfied because all SNRs are over the SNR threshold. Next, if we apply the channel spacing optimization, as shown in Fig. 4.2(b), the SNRs of these lightpaths rise because of the less NLI. In Fig. 4.2(c), by using a lower SNR margin, we can upgrade the transmission mode to 64QAM which provides a larger bit-rate of 125 Gbps while guaranteeing the QoT for all lightpaths. Therefore, we can increase the network throughput from $30 \times 112.5 \mathrm{Gbps}$ in Fig. 4.2(a) to $30 \times 125 \mathrm{Gbps}$ in Fig. 4.2(c).

It should be also mentioned that the maximum SNR margin improvement of the traditional fixed channel spacing is achieved by 125 GHz in this case, which obtains

(a)

(b)

(c)


Figure 4.2: An example of lightpath provisioning leveraging just-enough SNR margin and channel spacing optimization in a point-to-point network with 600 km ( $W_{\text {cur }}=60$ FSs, W=320 FSs, $P S D=15 \mu \mathrm{~W} / G H z$ in this example). The lightpaths need to satisfy the QoT, i.e., Eq. (4.6) holds. (a) Traditional provisioning through preserving an excessive SNR margin (throughput is $30 \times 112.5$ Gbps); (b) Provisioning with channel spacing optimization; (c) Provisioning with justenough SNR margin (throughput is $30 \times 125 \mathrm{Gbps}$ ).
only 0.02 dB QoT metric $\left(\min \mathcal{Q}_{p}\right)$ in Fig. 4.2(c) (not shown in the figure for the sake of clarity). This is still less than the 0.04 dB of flexible channel spacing. It shows the advantage of flexible channel spacing compared to the fixed channel spacing in terms of mitigating the NLI and improving the SNR performance.

Through the example in Fig. 4.2, we can upgrade the transmission mode and increase the bit-rate by properly setting the channel spacing and carefully adjusting the SNR margin. However, it is not easy to simutanesouly adjust the channel spacing and SNR margin, especially for a large number of lightpaths. To tackle this challenge, we design an iterative feedback tuning algorithm to gradually and sequentially adjust these parameters until the just-enough SNR margin is found.

### 4.3 Iterative feedback tuning algorithm

In this section, we present the algorithm that solves the throughput maximization leveraging just-enough SNR margin and channel spacing optimization problem. The flowchart is illustrated in Fig. 4.3. The first two phases mainly follow the benchmark method in Sec. 4.2.2. The difference lies in that the flexible baud-rates are incorporated. Then, we use the Phase 3 to remove the redundant lightpaths of Phase 2. Next, in Phase 4, we optimize the channel spacing through an LP model. Motivated by [62], we try to determine the just-enough SNR margin $M_{p}$ with a unit gradient step of $\Delta_{M}$. Compared to last iteration, the higher-order transmission mode is permitted for each lightpath, which can provide a larger bit-rate. By doing so, we can take the lightpaths with upgraded higher-order transmission mode to increase the network throughput in Phase 2. Finally, the algorithm terminates once a lightpath violates the QoT constraint.

### 4.3.1 Lightpath precalculation with flexible baud-rate

- Input: topology $G(V, E)$, maximal FS index $W_{\text {cur }}$, transceiver set $\mathcal{T}$, transmission mode set $\mathcal{M}$, SNR margin $M_{p}$ (initialized by $\mathcal{X}_{p}^{\text {worst }}$ ).
- Output: lightpath set $p_{s, d, k}^{c h, m, R} \in \mathcal{P}$, capacity set $\mathcal{C}_{s, d, k}^{c h, m, R} \in \mathcal{C}$, boolean indicator $\beta_{s, d, k, l}$.
- Process: it stores the lightpath $p$ that satisfies the SNR margin requirement in Eq. (4.7), where $M_{p}$ acts as a slack variable for each iteration. The results are stored into the candidate lightpath set $\mathcal{P}$ and the capacity set $\mathcal{C}$. Different from the lightpath precalculation in Sec. 4.2.2, here, we use $p_{s, d, k}^{c h, m, R}$ to denote the lightpath ID rather than $p_{s, l, l, k}^{c h, m}$. Besides, the channel index set $C H$ is also extended considering the occupied FS of different baud-rates.


### 4.3.2 Throughput maximization with flexible baud-rate

Phase 2

- Input: candidate lightpath set $\mathcal{P}$, capacity set $\mathcal{C}$, boolean indicator $\beta_{s, d, k, l}$, normalized traffic demand matrix $\hat{D}$.
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Figure 4.3: Flowchart of our iterative feedback tuning algorithm.

- Output: network throughput $T H_{\text {max }}$.
- Process: this phase calculates the maximal network throughput through the following model,

$$
\begin{array}{ll} 
& \max _{\delta_{s, d, k, k}, T H} \\
\text { s.t. } & \text { TH } \quad \text { (Max TH with FB) } \\
& D_{s, d}=T H \cdot \hat{D}_{s, d}, \quad \forall s, d \neq s \\
T_{s, d}=\sum_{k, c h, m, R} \delta_{s, d, k}^{c h, m, R} \cdot C_{s, d, k}^{c h, m, R}, \quad \forall s, d \neq s \\
& D_{s, d} \leq T_{s, d} \quad \forall s, d \neq s \\
& \sum_{s, d \neq s, k, c h, m, R} \delta_{s, d, k}^{c h, m, R} \cdot \beta_{s, d, k, l} \cdot b_{c h}[w] \leq 1, \quad \forall l, w  \tag{4.10e}\\
& \delta_{s, d, m, k}^{c h} \cdot b_{c h}[w]=0 . \quad \forall s, d, k, c h, R, W_{c u r}<w \leq W, m
\end{array}
$$

The description of these constraints can refer to the benchmark method in Sec. 4.2.2. Different from that, we have replaced the variable $\delta_{s, d, k}^{c h, m}$ with $\delta_{s, l, k}^{c h, m, R}$ in order to optimize the baud-rate. Thus, the route $(s, d, k)$, spectrum position $c h$, transmission mode $m$, and baud-rate $R$ in Max TH with FB are jointly optimized.

## Phase 3

- Input: candidate lightpath set $\mathcal{P}$, capacity set $\mathcal{C}$, boolean indicator $\beta_{s, d, k, l}$, normalized traffic demand matrix $\hat{\boldsymbol{D}}$, network throughput $T H_{\text {max }}$.
- Output: adopted lightpath set $\mathcal{P}_{\text {adopt }}$.
- Process: this phase removes the redundant lightpaths of previous model. Based on the model Max TH with FB, we minimize the total number of lightpaths. The network throughput is also maintained in this model.

$$
\begin{array}{ll} 
& \min _{\delta_{s, l, m, k}(c, d \neq s, k, c h, m, R} \sum_{s, d, k}^{c h, m, R} \quad \text { (Remove Redundant) } \\
\text { s.t. } & (4.10 a)-(4.10 e) \\
& T H \geq T H_{\max } \tag{4.11a}
\end{array}
$$

The objective is to minimize the total number of lightpaths in the network. Constraint (4.11a) maintains the throughput $T H_{\max }$ that is obtained from previous model. The redundant lightpaths can be removed through this model.

### 4.3.3 Channel spacing optimization

- Input: adopted lightpath set $\mathcal{P}_{\text {adopt }}$.
- Output: optimal center frequency $f_{p}$.
- Process: $\min _{f_{p}}\left\{\max _{p \in \mathcal{P}_{\text {adopt }}}\left(\mathcal{X}_{p}+S N R_{m,[\mathrm{CB}]}^{\text {threshold }}-S N R_{p,[\mathrm{dB]}]}^{\text {best }}\right)\right\}$.

The linear form of this objective function is $\min \left\{\max \left\{\frac{S N R_{m}^{\text {threshold }}}{S N R_{p}^{\text {best }}} \mathcal{X}_{p}\right\}\right\}$. We take the center frequency as a continuous variable among the available spectrum resources $[0, F]$. Thus, the center frequency of each lightpath can be individually optimized by an LP model. Meanwhile, we have to resolve the issue that the relationship between XCI efficiency and channel spacing in Eq. (4.4) is nonlinear. To this end, we use a piecewiselinear fitting function[139]. Finally, the continuous variable $f_{p}$ is rounded to fit the frequency grid of $f_{\text {grid }}$ (unit: GHz ). The frequency mapping process in the final step is decomposed into two-step to accelerate the optimization.

The linear approximation function for fitting the XCI efficiency is expressed as follows [139],

$$
\begin{equation*}
\bar{\eta}_{B_{p}, B_{p^{\prime}}}^{X C I}\left(f_{c h, c h^{\prime}}\right)=\max _{1 \leq q \leq Q}\left(a_{q}^{B_{p}, B_{p^{\prime}}} f_{c h, c h^{\prime}}+b_{q}^{B_{p}, B_{p^{\prime}}}\right) \tag{4.12}
\end{equation*}
$$

where $Q$ is the number of fitting segments $(Q=5), a_{q}^{B_{p}, B_{p^{\prime}}}$ and $b_{q}^{B_{p}, B_{p^{\prime}}}$ are the coefficients calculated by the algorithm in [83] based on the XCI efficiency of the channels from $p^{\prime}$ to $p$.

## Parameters

- $f_{\text {grid, }}$, bandwidth of an FS ( 12.5 GHz ).
- $x_{p, l}$, equals 1 if lightpath $p$ uses link $l, 0$ otherwise.
- $y_{p, p^{\prime}}$, equals 1 if lightpath $p$ and $p^{\prime}$ share a common fiber link, 0 otherwise.
- $\gamma_{p}$, spectrum position of a lightpath $p$. Here, we take the starting FS index.
- $u_{p, p^{\prime}}$, equals 1 if $\gamma_{p}$ is bigger than $\gamma_{p^{\prime}, 0} 0$ otherwise.
- $B_{p}$, number of occupied FSs of a lightpath $p$.
- $m_{p}$, transmission mode of $p$.
- $a_{q}^{B_{p}, B_{p^{\prime}}}, b_{q}^{B_{p}, B_{p^{\prime}}}$, coefficients of piecewise linear fitting function.
- $G_{\text {span }}^{A S E}$, PSD of ASE between two optical amplifiers, i.e., per one span.


## Variables

- $f_{p}$, center frequency of lightpath $p$ that is relative to the optical signal frequency $v$.
- $\bar{\eta}_{p, p^{\prime}}^{X C I}$, linear approximation of the XCI efficiency from lightpath $p^{\prime}$ to $p$.
- $\mathcal{X}_{p, l}$, the strength of NLI of lightpath $p$ on link $l$.
- $\mathcal{X}^{\text {network }}$, the maximum NLI strength in a network considering the QoT metric.


## Objective function

$$
\begin{align*}
& \min _{\eta^{X C I}} \mathcal{X}^{\text {network }} \text { (Phase 4) } \\
& \text { s.t. } \frac{S N R_{m_{p}}^{\text {threshold }}}{S N R_{p}^{\text {best }}} \cdot \sum_{l} \mathcal{X}_{p, l} \leq \mathcal{X}^{\text {network }}, \quad \forall p  \tag{4.13a}\\
& x_{p, l}\left\{1+\frac{\sum_{p^{\prime} \neq p} x_{p^{\prime}, l} \cdot G_{p}{ }^{3} \cdot \bar{\eta}_{p, p^{l^{\prime}}}^{X C I}}{G_{s p a n}^{A S E}}\right\} \leq \mathcal{X}_{p, l}, \forall p, l  \tag{4.13b}\\
& y_{p, p^{\prime}}\left\{\begin{array}{c}
{\left[a_{q}^{B_{p}, B_{p^{\prime}}}\left(f_{p}-f_{p^{\prime}}\right)+b_{q}^{B_{p}, B_{p^{\prime}}}\right]} \\
\cdot u_{p, p^{\prime}}-\bar{\eta}_{p, p^{\prime}}^{X C I}
\end{array}\right\} \leq 0, \quad \forall p, p^{\prime} \neq p, q  \tag{4.13c}\\
& y_{p, p^{\prime}}\left\{\begin{array}{c}
{\left[a_{q}^{B_{p}, B_{p^{\prime}}}\left(f_{p^{\prime}}-f_{p}\right)+b_{q}^{B_{p}, B_{p^{\prime}}}\right]} \\
\cdot\left(1-u_{p, p^{\prime}}\right)-\bar{\eta}_{p, p^{\prime}}^{X C I}
\end{array}\right\} \leq 0, \quad \forall p, p^{\prime} \neq p, q  \tag{4.13d}\\
& 0 \leq\left[\left(\frac{f_{p}}{f_{g r i d}}-\frac{B_{p}}{2}\right)-\left(\frac{f_{p^{\prime}}}{f_{g r i d}}+\frac{B_{p^{\prime}}}{2}\right)\right] y_{p, p^{\prime}} \cdot u_{p, p^{\prime}}, \forall p, p^{\prime} \neq p  \tag{4.13e}\\
& \frac{f_{p}}{f_{\text {grid }}}+\frac{B_{p}}{2} \leq W, 0 \leq \frac{f_{p}}{f_{g r i d}}-\frac{B_{p}}{2} . \quad \forall p \tag{4.13f}
\end{align*}
$$

The objective is to minimize the maximum fair ratio of NLI strength for all lightpaths. Such a ratio, denoted by $\mathcal{X}^{\text {network }}$, is calculated by constraints (4.13a). Constraints (4.13b) calculate the NLI strength for the lightpath $p$ on link $l$. Constraints (4.13c) and (4.13d) calculate the XCI efficiency $\bar{\eta}_{p, p^{\prime}}^{X C I}$ between lightpath $p$ and $p^{\prime}$ using $\left|f_{p}-f_{p^{\prime}}\right|$. Constraints (4.13e) guarantee that the occupied spectrum resources of two lightpaths are non-overlapping if they use a common link. Constraints (4.13f) restrict the spectrum resources among the spectrum interval $[0, F]$. Note that the QoT constraint in (C1) can be independently split while minimizing the NLI. Thus, we donot add this constraint in the model, which will take effect in the final step in Sec. 4.3.4. The main variables to be optimized in Phase 4 are the center frequencies $f_{p}$ and $\eta_{p, p^{\prime}}^{\mathrm{XCI}}$.

The complexity of the above model mainly depends on the constraints (4.13c) and (4.13d)). The number of constraints could be $\mathcal{O}\left(Q \cdot\left|\mathcal{P}_{\text {adopt }}\right|^{2}\right)$ if assuming a point-topoint link. The square relationship restricts the application case of channel spacing optimization to a small number of lightpaths. Note that the XCI efficiency could decrease dramatically with the channel spacing and it may be negligible when the channel spacing equals two baud-rates [20, Fig. 4]. That is to say, only the nearest neighbor channel counts the most in terms of XCI efficiency and SNR.

Motivated by the above observation, we propose a low-complexity method to evaluate the NLI using the nearest neighbor channels. The starting FS index $\gamma_{i}$ is used to denote the spectrum position of the channel of lightpath $p$. The nearest channel of lightpath $p$ is described as these channels that have the minimal difference of spectrum position. The second-nearest channel of lightpath $p$ is described as these channels that have the nearest channel related to the "nearest" channel of lightpath $p$. We use $y_{p, p^{\prime}}^{(1)}$
and $y_{p, p^{\prime}}^{(2)}$ to denote whether the nearest and second-nearest channel of lightpath $p$ is $p^{\prime}$, respectively, which are obtained by the following algorithms Algorithm 4.1 and 4.2. In Algorithm 4.1, from lines 3 to 5, we determine the minimal FS difference (left side) $F S_{p}^{<l e f t>}$ of lightpath $p$. From lines 6 to 8 , we determine the nearest channels. From 12 to 18, we use the same process for the right nearest channel. In Algorithm 4.2, we determine the second-nearest channel $p^{\prime}$ if there exists a third channel $p^{\prime \prime}$ that is not only near to $p$ but also near to $p^{\prime}$. Finally, with the obtained $y_{p, p^{\prime}}^{(1)}+y_{p, p^{\prime}}^{(2)}$, we replace the parameter $y_{p, p^{\prime}}$ in Eqs. (4.13c) and (4.13d). By doing so, we can conservatively assume the nearest and second-nearest neighbor channels when optimizing the center frequency rather than all lightpaths sharing a common link, so as to lower the complexity from $\mathcal{O}\left(Q \cdot\left|\mathcal{P}_{\text {adopt }}\right|^{2}\right)$ to $\mathcal{O}\left(Q \cdot\left|\mathcal{P}_{\text {adopt }}\right| * 4\right)$ (in the case of a point-to-point link).

```
Algorithm 4.1: The nearest neighbor channel
    Input : \(\mathcal{P}_{\text {adopt }} \boldsymbol{y}\)
    Output: \(\boldsymbol{y}^{(1)}\)
    Intialize \(\boldsymbol{y}^{(1)} \Leftarrow \mathbf{0}\);
    \% Determine the left closest channel of lightpath \(p\);
    for \(p \in \mathcal{P}_{\text {adopt }}\) do
        \(\mathcal{P}_{\text {adopt }}^{p,<\text { left }>} \Leftarrow\left\{p^{\prime} \in \mathcal{P}_{\text {adopt }} \mid u_{p, p^{\prime}}=1, y_{p, p^{\prime}}=1\right\} ;\)
        \(F S_{p}^{<l e f t>} \Leftarrow \min _{p^{\prime} \in \mathcal{P}_{\text {adopt }}^{\text {ald }} \text {, lef }}\left\{\gamma_{p}-\gamma_{p^{\prime}}\right\} ;\)
        for \(p \in \mathcal{P}_{\text {adopt }}, p^{\prime} \in \mathcal{P}_{\text {adopt }} /\{p\}\) do
            if \(y_{p, p^{\prime}}=1\) and \(\gamma_{p}-\gamma_{p^{\prime}}=F S_{p}^{\langle l e f t\rangle}\) then
                \(y_{p, p^{\prime}}^{(1)} \Leftarrow 1\);
            end
        end
        \% Determine the right closest channel of lightpath \(p\);
        for \(p \in \mathcal{P}_{\text {adopt }}\) do
            \(\mathcal{P}_{\text {adopt }}^{p,<\text { right }>} \Leftarrow\left\{p^{\prime} \in \mathcal{P}_{\text {adopt }} \mid u_{p, p^{\prime}}=0, y_{p, p^{\prime}}=1\right\} ;\)
            \(F S_{p}^{\langle r i g h t>} \Leftarrow \min _{p^{\prime} \in \mathcal{P}_{\text {adopet }}^{p, \text { righ }\rangle}}\left\{\gamma_{p^{\prime}}-\gamma_{p}\right\} ;\)
        end
        for \(p \in \mathcal{P}_{\text {adopt }}, p^{\prime} \in \mathcal{P}_{\text {adopt }} /\{p\}\) do
            if \(y_{p, p^{\prime}}=1\) and \(\gamma_{p^{\prime}}-\gamma_{p}=F S_{p}^{<\text {right }>}\) then
                \(y_{p, p^{\prime}}^{(1)} \Leftarrow 1\);
            end
        end
    end
```

Besides the channel spacing optimization model, we present methods to implement the traditional fixed channel spacing strategy and candidate channel spacing strategy,

```
Algorithm 4.2: The second-nearest neighbor channel
    Input : \(\boldsymbol{y}^{(1)}, \mathcal{P}_{\text {adopt }}, \boldsymbol{y}\)
    Output: \(\boldsymbol{y}^{(2)}\)
    Initialize \(\boldsymbol{y}^{(2)} \Leftarrow \mathbf{0}\);
    for \(p \in \mathcal{P}_{\text {adopt }}, p^{\prime} \in \mathcal{P}_{\text {adopt }} /\{p\}\) do
        if \(y_{p, p^{\prime}}=1\) then
            if \(\exists p^{\prime \prime} \in \mathcal{P}_{\text {adopt }} /\left\{p, p^{\prime}\right\}\) that satisfies \(y_{p, p^{\prime \prime}}^{(1)}=1\) and \(y_{p^{\prime}, p^{\prime \prime}}^{(1)}=1\) then
                \(y_{p, p^{\prime}}^{(2)} \Leftarrow 1 ;\)
            end
        end
    end
```

which are implemented by adding the following constraints into (Phase 4). The candidate channel spacing set is denoted as $\mathcal{H}$. Here, we call CSO as the optimization of the LP model, FIX as fixed channel spacing strategy, CAN as the candidate channel spacing strategy. In addition, CAN(optimized) uses the same objective function of CSO, while CAN(random) and FIX use no objective function.

- FIX: Each channel follows a fixed channel spacing $h, h \in \mathcal{H}_{\text {FIX }}\left(\left|\mathcal{H}_{\text {FIX }}\right|=1\right)$. For the networks that support lightpath using different FSs, we force the small bandwidth channel to follow an integer times of the channel spacing $h$ to keep a paradigm similar to WDM. Thus, for any $p \in \mathcal{P}_{\text {adopt }} p^{\prime} \in \mathcal{P}_{\text {adopt }} /\{p\}$,

$$
\begin{align*}
& 0 \leq\left(f_{p}-f_{p^{\prime}}-h\right) u_{p, p^{\prime}} \cdot y_{p, p^{\prime}}^{(1)} \leq\left(n_{p, p^{\prime}}-1\right) \cdot h .  \tag{4.14}\\
& 1 \leq n_{p, p^{\prime}} \leq\left|\mathcal{T}_{B}\right|, \quad n_{p, p^{\prime}} \in \mathbb{N}^{+} . \tag{4.15}
\end{align*}
$$

Here, $\left|\mathcal{T}_{B}\right|$ is the number of bandwidth type $B_{t}$ of transceiver set $\mathcal{T}$.

- CAN(opt): We allow the channel spacing $f_{p}-f_{p^{\prime}}$ to vary among the interval $[\inf (\mathcal{H}), \sup (\mathcal{H})]$ if the channel of $p^{\prime}$ is the nearest neigbor channel of $p$. Thus, for any $p \in \mathcal{P}_{\text {adopt }}, p^{\prime} \in \mathcal{P}_{\text {adopt }} /\{p\}$,

$$
\begin{equation*}
0 \leq\left(f_{p}-f_{p^{\prime}}-\inf (\mathcal{H})\right) u_{p, p^{\prime}} \cdot y_{p, p^{\prime}}^{(1)} \leq \sup (\mathcal{H})-\inf (\mathcal{H}) \tag{4.16}
\end{equation*}
$$

- CAN(random): Similar to CAN(optimized), we allow the channel spacing $f_{p}-f_{p^{\prime}}$ to vary among the set $\left[h_{p}, \sup (\mathcal{H})\right]$ if the channel of $p^{\prime}$ is the nearest neigbor channel of $p$, where $h_{p}$ is a random value in the set $\mathcal{H}$. Thus, for any $p \in \mathcal{P}_{\text {adopt }}, p^{\prime} \in$ $\mathcal{P}_{\text {adopt }} /\{p\}$,

$$
\begin{equation*}
0 \leq\left(f_{p}-f_{p^{\prime}}-h_{p}\right) u_{p, p^{\prime}} \cdot y_{p, p^{\prime}}^{(1)} \leq \sup (\mathcal{H})-h_{p} \tag{4.17}
\end{equation*}
$$

### 4.3.4 Tuning SNR margin

Finally, we deal with the excessive SNR margin. We create a control loop and decrease the preserved SNR margin $M_{p}$ such that SNR margin requirement (C1*) still holds
when generating the candidate lightpath but with the slack parameter $M_{p}, p \in \mathcal{P}$. With such a slack parameter $M_{p}$, all lightpaths will be reoptimized, namely the network starts a new provisioning from Phase 1 to Phase 4. By using the slack parameter $M_{p}$ rather than $\mathcal{X}_{p}^{\text {woorst }}$, we can iteratively decrease the overestimation of SNR margin to the just-enough level. In case there is a lightpath after Phase 4 that cannot satisfy the QoT in Eq. (4.6), this loop will stop and the algorithm terminates. For simplicity, we set a gradient step of 0.5 dB . Normally, at most six iterations are observed in our simulations.

### 4.4 Heuristic for throughput maximization problem

In this section, we devise a sequential loading algorithm to efficiently solve the throughput maximization problem in Sec. 4.2.2. The baud-rate optimization is also incorporated.

According to the common sense, we can increase the provisioning capacity between $(s, d)$ by using the following options, i) upgrade the transmission mode of the working lightpath, ii) adjust the baud-rate or the route of the working lightpath, iii) establish a new lightpath directly. We denote by $\Delta_{T H}^{m o d}, \Delta_{T H}^{\text {trans }}$, and $\Delta_{T H}^{\text {new }}$ the bit-rate gain of these three options, respectively. According to the adopted GN model in [66], option i) increases the bit-rate without incurring additional NLI to other lightpaths, which is regarded as the first choice. Options ii) and iii) both degrade the QoT of other existing lightpaths. To reduce the extra interference from the new lightpath, we give priority to option ii) and then choose option iii).

Based on the aforementioned discussion, we explain the lightpath provisioning algorithm in Algorithm 4.3. The main idea is to sequentially increase the bit-rate demand until the provisioning capacity cannot satisfy it. Specifically, in line 1 , we manually set the throughput increment $\Delta_{T H}$ ( 25 Gbps is used). From lines 3 to 14 , we try to increase the provisioning capacity to satisfy the bit-rate demand of node pair $(s, d)$ by sequentially using options i), ii), and iii). Specifically, in line 5, we use option i) to increase the provisioning traffic. Then, either option ii) or iii) is adopted if the provisioning capacity is smaller than the bit-rate demand, as shown from lines 6 to 9 . Finally, the algorithm terminates if the maximum provisioning capacity is smaller than the bitrate demand, as shown in line 11. It should be noted that the different network traffic loads are implemented by restricting the available channel indexes $c h$ when establishing a new lightpath or adjusting the channel position.

### 4.5 Simulation results

In this section, we use numerical simulations to verify the throughput improvement by optimizing channel spacing and using just-enough SNR margin. First, we compare the throughput difference between just-enough SNR margin and excessive SNR margin in single baud-rate networks. The comparison of channel spacing strategies FIX, CAN(opt), CAN(random), and the proposed CSO is also made in terms of throughput. Next, we investigate the throughput difference in flexible baud-rate networks lever-

```
Algorithm 4.3: Sequential loading algorithm for throughput maximization
    Input : \(\mathrm{G}(V, E), \hat{D}, \mathcal{T}, \mathcal{M}, W_{\text {cur }}, W, \mathcal{P}, \mathcal{C}, \beta_{s, d, k, l}\)
    Output: TH, \(\mathcal{P}_{\text {adopt }}\)
    TH \(\Leftarrow 0, \Delta_{T H} \Leftarrow 25 \mathrm{Gbps}\), Terminate \(\Leftarrow\) false;
    while !Terminate do
        for Node pair \((s, d)\) do
            Calculate current provisioning capacity \(T_{s, d}\);
            Option i): upgrade transmission mode \(m\) for existing lightpaths to
            obtain \(\Delta_{T H}^{\text {mod }}\);
            if \(T_{s, d}+\Delta_{T H}^{\text {mod }}<\left(T H+\Delta_{T H}\right) \cdot \hat{D}_{s, d}\) then
                    Try either one of the following:
                    Option ii): adjust route \(k\), baud-rate \(R\), or move the channel \(c h\) to gain
                    \(\Delta_{T H}^{\text {trans }}\);
                Option iii): establish a new lightpath to gain \(\Delta_{T H}^{\text {new }}\);
                if \(T_{s, d}+\Delta_{T H}^{\text {mod }}+\max \left(\Delta_{T H}^{\text {new }}, \Delta_{T H}^{\text {trans }}\right)<\left(T H+\Delta_{T H}\right) \cdot \hat{D}_{s, d}\) then
                    Go to line 20 to terminate the algorithm;
                end
                else
                    Upgrade the lightpaths of options ii) and iii) into lightpath set
                        \(\mathcal{P}_{\text {adopt }} ;\)
                end
            end
        end
        \(T H=T H+\Delta_{T H} ;\)
    end
    Output TH and the lightpath set \(\mathcal{P}_{\text {adopt }}\);
```

aging just-enough SNR margin provisioning and CSO. Finally, we investigate the impact of power setting for different channel spacing strategies in terms of the network throughput.

### 4.5.1 Simulation setup

The simulations use three network topologies, including 4-node ring ( 400 km per link), Cost239 network (11 nodes, 52 links)[68], and NSF network (14 nodes, 44 links)[68]. It should be noted that the NSF network are scaled with a factor of 0.5 to guarantee the node pair with the longest shortest path can be transmitted. To guarantee that the ILP models in Phase 2 and Phase 3 are solvable within a reasonable time, we assume that the available spectrum resource per link of 4-node ring is $F=750 \mathrm{GHz}$ ( $W=60 \mathrm{FSs}$ ). While in the mesh network, we assume the available spectrum resource is $F=3,000 \mathrm{GHz}(W=240 \mathrm{FSs})$. Other network parameters are stated as follows. The network traffic load is varied with the available spectrum resources, $W_{\text {cur }}$ from $20 \% \times W$ to $100 \% \times W$. The number of candidate routes $K$ equals 10 . Similar to the prior
studies[62, 139, 149], we adopt the widely used assumption of uniform traffic for the normalized demand matrix, i.e., $\hat{D}_{s, d}=\frac{1}{n \cdot(n-1)}$.

Our simulations run on an Intel Core PC with 3.6 GHz CPU and 64 GB RAM. Specifically, the LP/ILP models and heuristic algorithm are solved with Gurobi 9.0 and MATLAB 2017a. For each LP/ILP model, we set the optimality gap of $5 \%$ to guarantee the computational efficiency. The typical single-mode fiber is assumed for physical layer calculation, i.e., fiber attenuation ratio $\alpha=0.2 \mathrm{~dB} / \mathrm{km}$, second order dispersion coefficient $\left|\beta_{2}\right|=21.7 \mathrm{ps}^{2} / \mathrm{km}$, frequency of optical signal $v=192.5 \mathrm{THz}$, and fiber nonlinear coefficient $\gamma=1.3(\mathrm{~W} \cdot \mathrm{Km})^{-1}$. For the optical amplifiers, the noise figure $n_{s p}=5 \mathrm{~dB}$ and $L_{\text {span }}=100 \mathrm{~km}$. The PSD for all transceivers is assumed with a constant $25 \mu \mathrm{~W} / \mathrm{GHz}$, which is slightly larger than the power calculated by the LOGON strategy ( $15.3 \mu \mathrm{~W} / \mathrm{GHz}$ among $3,000 \mathrm{GHz}$ ). The impact of different PSD settings will be illustrated in the simulations. In this study, we have adopted four different MFs (PM-QPSK, PM-16QAM, and PM-64QAM, PM-256QAM) and at most five FECs overhead for each MF so that we can obtain the bit-rate from 50 to 375 Gbps with a step of $25 \mathrm{Gbps}[63]$. Besides, the SNR threshold of each transmission mode has been individually superimposed with a small and fixed margin of 2 dB compared to the data in [63] in order to avoid the unexpected electrical noise that has not been considered. Three baud-rates are also assumed[104, Table 3]: 16, 32, and 64 Gbaud. The SNR threshold is assumed to be the same for different baud-rates.

For ease of illustration, we use JP and EP to denote the just-enough SNR margin provisioning and traditional excessive SNR margin provisioning.

### 4.5.2 JP vs. traditional EP in single baud-rate networks

First, we compare the throughput difference between JP and EP for networks adopting single baud-rate ( 16 Gbaud ). The latter is implemented by breaking the iterative loop of Fig. 4.3. The results from different lightpath provisioning algorithms are compared in order to validate the performance of JP, including the heuristic in Algorithm 4.3, and the ILP models in Phase 2 and Phase 3.

## JP(CSO) vs. traditional EP(CSO) in small network

Figures 4.4 illustrates the throughput, counts the number of adopted transmission modes, and shows the margin as well as the channel spacing when network traffic load increases. JP outperforms the EP under the resource over-provisioning scenarios in terms of the throughput (network traffic load between $20 \%$ and $80 \%$ in Fig. 4.4(a)). The observed increase in throughput could be attributed to the more usage of high-order transmission modes with high spectral efficiency (H-16QAM) (Fig. 4.4(b)). Another observation in Fig. 4.4(a) is that the relative throughput gain of JP decreases with the network traffic load. This phenomena could be explained using the conclusion of [117, Sec. 5 and 6] that the fraction ratio of achievable capacity is approximately linearly with the overestimation of network SNR margin. As network traffic load increases, less SNR margin overestimation (Fig. 4.4(c)) between resource over-provisoning and


Figure 4.4: Comparison of JP and EP with CSO for 4-node ring. (a) Throughput vs. network traffic load. The relative gain ratio between JP and EP is also plotted on right y-axis. (b) Adopted transmission modes vs. network traffic load. L-16QAM includes 16QAM with FEC 0.62 and 0.72, while H-16QAM includes 16QAM with FEC 0.82 and 0.92 . The spectral efficiency of H-16QAM is higher than L-16QAM; (c) Minimum QoT metric vs. network traffic load; (d) Channel spacing statistics of CSO.
resource under-provisoning means less throughput gain (Fig. 4.4(a)). It should be also mentioned that the higher throughput of JP is achieved by using the high spectral efficiency transmission mode without increasing the number of lightpaths (Fig. 4.4(b)). However, it cannot be ruled out that in some special cases, the heuristic algorithm may generate extra lightpaths even under the same network traffic load to obtain the higer throughput. We will point out the cost-effective performance ratio in Sec. 4.5.2. In Fig. 4.4(d), we find that the channel spacing statistics value (minimum channel spacing, average channel spacing, and maximum channel spacing) varies with the different network traffic loads. Moreover, the traditional channel spacing with one guard band cannot adopt the large channel spacing over than 37.5 GHz , which is a suggested value of CSO. The throughput difference between different channel spacing strategies will be presented in the following.

## JP(FIX, CAN, CSO) vs. traditional EP(CSO) in large networks

Next, we investigate the throughput of different channel spacing strategies. $\mathcal{H}=$ $\{37.5\} \mathrm{GHz}$ for FIX, $\mathcal{H}=\{25,37.5,50\} \mathrm{GHz}$ for CAN(opt) and CAN(random).

In Fig. 4.5(a), the largest throughput gain ratio among the existing channel spacing strategies (FIX, CAN, CSO) is obtained by CSO, $50 \%$ at the network traffic load of $20 \%$.


Figure 4.5: Throughput with different channel spacing strategies.

This is expected because CSO uses no artificial constraint of channel spacing and allows the transceiver to use the idle spectrum resources to enhance the physical layer performance and consequently upgrade the high-order transmission mode. To gain more insight, we plot the number of adopted channel spacing statistics in Fig. 4.5(b) as well as the link statistics on each FS in Fig. 4.5(c). We see that the suggested channel spacing of $\geq 50 \mathrm{GHz}$ should be over than $50 \%$, which is out of the scope of the other strategies (FIX and CAN). The above findings can be also observed in the Cost239 network.

In addition, we analyze the cost-effective factor of the feedback tuning algorithm. Taken Cost239 network as an example, the relative increase of lightpaths and throughput from EP to JP are shown in Fig. 4.6. The cost ratio varies from $-1 \%$ to $5 \%$, while the throughput gain ratio varies from $7 \%$ to $27 \%$. However, the throughput gain ratio is always higher than the cost ratio, which reveals that the JP is more cost-effective.

### 4.5.3 JP vs. traditional EP in multiple baud-rates networks

Next, we study the throughput of different baud-rates and compare the baud-rate selection policies (Fig. 4.7). The comparison of different channel spacing strategies is also made (Table 4.1).

## Different single baud-rates

The network throughput of three different single baud-rate are illustrated in Fig. 4.7(a). While a larger throughput ( 295 Tbps ) can be achieved by the 64 Gbaud at $100 \%$ load, the


Figure 4.6: Cost-effective ratio of JP-CSO and EP in Cost239 network.
same throughput ( 210 Tbps ) is observed for the 16 and 32 Gbaud . It is expected because the spectral efficiency of 64 Gbaud transceiver is $2.7 \mathrm{bps} / \mathrm{Hz}$, while it is $2.0 \mathrm{bps} / \mathrm{Hz}$ for both 16 and 32 Gbaud ( 50 Gbps for 16 Gbaud on $25 \mathrm{GHz}, 100 \mathrm{Gbps}$ for 32 Gbaud on $50 \mathrm{GHz}, 200 \mathrm{Gbps}$ for 64 Gbaud on 75 GHz [63, 104].). An interesting observation in Fig. $4.7(\mathrm{~b})$ is that the maximal absolute gain $(33 / 22 / 19.5 \mathrm{Tbps})$ is achieved in the medium network traffic load for these single baud-rate networks. It can be explained by using the previous finding on throughput gain ratio in Figs. 4.4 and 4.5. On one hand, the available spectrum resources increase with the network traffic load. On the other hand, the relative throughput gain ratio (or relative net spectral efficiency gain ratio) decreases (see Figs. 4.5(a) and (d)). Therefore, their product, namely absolute throughput gain, could achieve the maximum when the network traffic load is medium.

## Baud-rate selection strategies (low baud-rate first, high baud-rate first, vs. random baud-rate)

Figure 4.7(c) shows the network throughput using different baud-rate selection policies. The utilization of prioritizing the higher baud-rate (higher baud-rate means higher spectral efficiency in this case) has a larger throughput performance. Such a result gives a guideline for the efficient utilization of the flexible baud-rates to achieve the higher throughput.

## JP(FIX, CAN, CSO) vs. traditional EP(CSO)

We compare the throughput of different channel spacing strategies in networks supporting flexible baud-rates. Table 4.1 illustrates the relative throughput gain ratio of different channel spacing strategies. The performance of CAN (opt) is closer to the proposed CSO if the size of candidate channel spacing set increases. Moreover, the FIX and CAN (random) can be applied to increase the network throughput only under the scenarios of low network traffic load. These results show the advantage of CSO with a larger throughput gain ratio and with more network traffic load scenarios.
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Figure 4.7: Throughput in Cost239 network with different baud-rate configurations. (a) Different single baud-rates (SB16: only single 16 Gbaud); (b) Absolute throughput gain of JP with single baud-rate; (c) Different selection strategies of flexible baud-rates (LB: low baud-rate first. RB: random baud-rate. HB: high baud-rate first); (d) Absolute throughput gain of JP with different selection policies.

Table 4.1: Relative throughput gain ratio in Cost239 network with single baud-rate (above) and with flexible baud-rates (below)

| Single baud-rate (32 Gbaud) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Load | $\begin{array}{r} \text { F } \\ \{50\} \end{array}$ | $\{100\}$ | $\{12.5,$ | andom) $\{12.5, \ldots, 100\}$ |  | $\begin{aligned} & \mathrm{J}(\mathrm{opt}) \\ & \{12.5, \ldots, 100\} \end{aligned}$ | CSO |
| 20\% | 17\% | 17\% | 17\% | 17\% | 17\% | 17\% | 33\% |
| 40\% | 0\% | 21\% | 0\% | 10\% | 0\% | 21\% | 24\% |
| 60\% | 0\% | - | 0\% | - | 0\% | 13\% | 13\% |
| 80\% | 0\% | - | 0\% | - | 0\% | 7\% | 7\% |
| 100\% | 0\% | - | 0\% | - | 0\% | 0\% | 0\% |
| Flexible baud-rates (16, 32, and 64 Gbaud) |  |  |  |  |  |  |  |
| Load | $\{75\} \quad\{150\}$ |  | CAN(random) <br> $\{12.5, . ., 75\}\{12.5, . ., 150\}$ |  | CAN(opt) <br> $\{12.5, . ., 75\}\{12.5, . ., 150\}$ |  | CSO |
| 20\% | 24\% | 32\% | 24\% | 24\% | 20\% | 28\% | 36\% |
| 40\% | 10\% | - | - | - | 1\% | 14\% | 14\% |
| 60\% | - | - | - | - | 6\% | 14\% | 14\% |
| 80\% | - | - | - | - | 0\% | 0\% | 4\% |
| 100\% | - | - | - | - | 0\% | 0\% | 0\% |

It signifies the channel spacing strategy is infeasible due to the limited spectrum resources.

### 4.5.4 Impact of physical layer parameters

This section discusses the impact of different initial PSDs on channel spacing optimization. In Fig. (4.8), we see that the the throughput increases with the initial PSD in the linear regime where the PSD is lower than $15 \mu \mathrm{~W} / \mathrm{GHz}$, and decreases in the nonlinear regime where the PSD exceeds $15 \mu \mathrm{~W} / \mathrm{GHz}$. The higher throughput can be maintained if we adopt the CSO. Such results imply that the channel spacing optimization can tolerate a higher PSD where the NLI increases.


Figure 4.8: Throughput vs. different initial PSDs under 20\% network loads in Cost239 network ( $P S D=25 \mu \mathrm{~W} / \mathrm{GHz}$ is adopted in the simulations). "Ideal case" means no NLI in the networks.

### 4.6 Conclusion

In this chapter, we studied the problem of throughput maximization leveraging just-enough SNR margin provisioning and channel spacing optimization. Based on the analysis of the lightpath's parameters, we developed an iterative feedback tuning algorithm to provide a just-enough SNR margin. We also established an ILP model and a heuristic algorithm to maximize the network throughput with using flexible baud-rate. Furthermore, we devised an LP model that enables to optimize the channel spacing for each lightpath.

Through the simulations, we verify the throughput improvement of just-enough SNR margin provisioning compared to the conventional excessive SNR margin provisioning. The relative gain reaches the maximum (over 20\%) under low network traffic load, while the absolute gain reaches the maximum under medium network traffic load. These observations highlight that the importance of just-enough SNR margin provisioning under low and medium network traffic load. Compared to the existing channel spacing strategies (fixed, random, candidate), our channel spacing optimization also demonstrates a clear advantage on two aspects: (1) it can be applied with more resource over-provisioning scenarios; (2) it has a larger relative throughput gain ratio. We also find that the higher baud-rate with larger spectral efficiency should be prioritized to gain a larger throughput when implementing the lightpath provisioning. Taken together, our findings highlight an important role for just-enough SNR margin
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provisioning and channel spacing optimization in FONs with flexible baud-rates.

## Chapter 5

## Revenue Maximization Leveraging Elastic Service Provisioning
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### 5.1 Introduction

According to recent traffic reports, network traffic (fueled by network services like video on demand, file sharing, online gaming, and video conferencing) is growing exponentially on today's Internet[36]. A solution to accommodate the tremendous traffic growth is using the FON[49]. Network traffic in FONs is transported from the source node to the destination node along a selected lightpath. An adequate amount of spectrum resources should be also allocated to establish a lightpath, e.g., multiple continuous FSs. With the advance of the commercially available ADCs and DACs, advanced MFs (e.g., traditional MF, FEC, probabilistic shaping, and TDHMF) are also available for these channels to reach the theoretical maximum spectral efficiency defined by Shannon theory[18]. The opportunity offered by the flexibilities of routing, on-demand FS allocation, and advanced MF, allows the network to reach the maximum capacity. However, the capacity crunch problem will probably occur in the near future[12], or when optical equipment is temporarily unavailable[112]. We are expected to use the current network infrastructure for a while before the new optical fibers (e.g., multi-core, multi-mode), new transmission bands (e.g., O, E, S, C, and L band), and new optical equipment (e.g., the supported amplifiers, and tunable lasers) are deployed[12, 135]. With such limited resources, the network will become heavily loaded and fail to satisfy all requests, which potentially limits the revenue of a network.

The services in today's networks have different requirements (e.g., latency tolerance, and bandwidth) and characteristics (revenue or importance). Luckily, some services are sensitive to the bandwidth and latency, while others services are elastic and operational when degrading the bit-rate[109, 112, 119], e.g., a lower resolution video or a longer file transfer time. In addition, the video services still dominate the majority of network traffic (about $82 \%$ predicted by [86]). We use the metric of revenue to denote the QoS parameter when the service is degraded throughout this study. Thus, using the elastic services can release a small portion of spectrum resources, and consequently accommodating more requests, thus improving the overall network revenue. The management of such elastic services will become a key for network operators to maintain the high network revenue in case of capacity crunch. However, such a resource allocation problem becomes more difficult when incorporating the lightpath provisioning problem in FON, which is already NP-hard.

One of the greatest benefits of elastic services is to spare the spectrum resources. Such resources are especially important in a high load scenario, in which the revenue will be lost if the network fails to provision a lightpath for the coming requests. The process of releasing spectrum resources requires network operators to reconfigure the existing lightpaths with different techniques, such as rerouting and spectrum retuning. The two techniques differ in cost, speed, service quality, and hardware implementation [25]. For example, traffic interruption is a well-known issue for rerouting, while it can be avoided by spectrum retuning, such as make-before-break, hop-tuning, and push-andpull [25]. In order to make full play of the network reconfiguration, an intuitive method is to simultaneously use these two techniques. However, it is time-consuming, costly, and difficult for network operators. The first question arises that 1) how to reconfigure the
network to maintain a high revenue when part of these reconfiguration techniques is available, e.g., the spectrum retuning technique that ensures uninterrupted communication. In addition, network reconfiguration seems only desired for revenue improvement in a high traffic load scenario, while it is too complex to operate in a low network load scenario for the frequent reconfiguration and little revenue improvement. Thus, another question arises, 2) when to reconfigure the existing lightpaths in order to avoid the frequent network reconfiguration. Recently, the statistical approach acts as a new paradigm to investigate the physical layer resources[38]. It assumes an unloaded network initially, and progressively loads the traffic, which is regarded as a reliable and powerful approach to obtain the progressive network load and statistically evaluate the various load-dependent metrics (network throughput, link status, and network blocking probability). Therefore, the progressive network loads offered by this approach are also promising to evaluate the load-dependent revenue performance of elastic requests. However, as far as we know, the current studies using the progressive network load have never incorporated the network reconfiguration. To fill this gap, we will propose an auto-degrading scheme and investigate how to use a progressive load to statistically assess the network performance and address the above two questions, namely how to and when to reconfigure the existing lightpaths.

In short, this chapter will investigate how to manage the elastic services in order to maximize the network revenue of FON with various flexibilities. Both the scenarios of static and progressive network load are to be explored. The main contributions of this chapter are summarized as follows:

- First, in a static FON that supports the variable MF, FEC, and baud-rate, we formulate the lightpath provisioning problem for the elastic services. The objective is to maximize the total revenue of a network by leveraging elastic services. Then, we design an ILP model. An efficient decomposition method is also proposed.
- Next, we propose an auto-degrading provisioning scheme to determine the progressive network load and incorporate different network reconfiguration strategies in an effort to maximize the revenue[38, 63, 115], thus addressing the issue of when and how to reconfigure the network. This algorithm consists of a normal operation to progressively load the lightpath, as well as a reconfiguration operation to automatically reconfigure the network. Additionally, several quantitative metrics (network revenue and total accepted requests) are provided to evaluate how much performance gain can be achieved by different network reconfiguration strategies.
- Last, through numerical simulations, we validate the revenue improvement of elastic services. Besides, in our example network, we make the following observation: the spectrum retuning is more beneficial than rerouting when choosing the reconfiguration strategies.

The rest of this chapter is organized as follows. In Sec. 5.2, we present the problem of lightpath provisioning of revenue maximization leveraging elastic service, and formulate it as a mathematical model. A decomposition method is also proposed. Then, we propose an auto-degrading provisioning scheme to automatically trigger the net-
work reconfiguration in Sec. 5.3. Illustrative numerical results are presented in Sec. 5.4. Finally, Sec. 5.5 concludes this chapter.

### 5.2 Problem Statement

In this section, we present the lightpath provisioning problem of revenue maximization leveraging elastic service. Different flexibilities can be adopted by the lightpath in FONs, including MF, FEC, baud-rate, as well as the elastic service level requirement. Next, we present the ILP model with the objective of revenue maximization. Additionally, the decomposition method is presented.

### 5.2.1 Problem statement

An FON is denoted by a graph $G(V, E)$. Each node $v \in V$ represents an optical cross connects (OXC). Each link $e \in E$ represents two optical fibers $v u$ and $v u(u, v \in V)$ that carry traffic in opposite directions. The spectrum resource of each fiber is denoted as $F$ FSs with a bandwidth of 12.5 GHz per $\mathrm{FS}, F \in \mathbb{N}^{+}$.

In the FON, a request $i$ needs a lightpath from the source node $s_{i}$ to the destination node $d_{i}$, and uses several contiguous FSs $B_{i}$ along that lightpath[26]. To service this request, the provisioned capacity $C_{i}$ of such lightpath should be no smaller than the required bit-rate $R_{i}$, i.e., $C_{i} \geq R_{i}$. The provisioned capacity depends on the baud-rate, MF, and FEC. The combination of MF and FEC is named as transmission mode in this study. Each transmission mode has the maximum transmission reach $D_{m}$ for the lightpath. Once the request $i$ is served, its revenue $\eta_{i}$ will be collected by network operators. When network congestion occurs, blocking and revenue loss could be caused due to insufficient spectrum resources.

To alleviate this issue, we introduce the elastic request. The difference between elastic request and conventional request lies in that the former can select a degraded bit-rate from a given set $\mathcal{R}_{i}\left(\left|\mathcal{R}_{i}\right| \geq 2\right.$, e.g., $\left.\mathcal{R}_{i}=\left\{R_{i}, 0.8 R_{i}, 0.5 R_{i}\right\}\right)$, while the latter can only select one rigid bit-rate $R_{i}\left(\left|\mathcal{R}_{i}\right|=1\right)$. If the elastic request is serviced by a bit-rate lower than $R_{i}$, we call the request is degraded or the QoS decreases. Throughout this study, we use the terms "service level" and "QoS level" interchangeably. All degraded service levels are stored in the service level set $\mathcal{L}_{i}\left(\left|\mathcal{L}_{i}\right|=\left|\mathcal{R}_{i}\right|\right)$, which are all operational for request $i$. Recall that the revenue could decrease when the request is degraded, thus we introduce the service level-dependent revenue $\eta_{i, l}\left(\eta_{i, l} \leq \eta_{i}, l \in \mathcal{L}_{i}\right)$, which mainly depends on the final serviced bit-rate $R_{i, l}\left(R_{i, l} \leq R_{i}, l \in \mathcal{L}_{i}\right)$.

The objective of this problem is to maximize the total revenue of all requests. Here, we see that this problem consists of service level, routing, transmission mode, baud-rate and spectrum assignment (SL-RMBSA).

### 5.2.2 ILP model

Given a set of elastic requests $I$, we aim to maximizing the total revenue of these requests. The objective is written as follows,

$$
\max \sum_{i \in I} \eta_{i} \quad(\mathrm{SL}-\mathrm{RMBSA})
$$

$$
\text { s.t. }(5.1)-(5.6)
$$

where $\eta_{i}$ is the revenue of elastic request $i$. For the sake of readability, we use $\forall i, \forall u v$, $\forall m, \forall b, \forall l$ to denote $\forall i \in I, \forall u v \in E, \forall m \in \mathcal{M}, \forall b \in \mathcal{B}, \forall l \in \mathcal{L}_{i}$.

## Parameters

- $G(V, E)$ : optical network with node sets $V$ and link set $E$.
- $\mathcal{N}(v)$ : neighbor set of node $v$.
- $u v$ and $v u \in E$ : two opposite optical fibers that connect node $v$ and $u$. $u \in \mathcal{N}(v)$.
- $D_{u v}$ : span length of link $u v(\times 100 \mathrm{~km} /$ span).
- $s_{i} \in V, d_{i} \in V /\left\{s_{i}\right\}$ : source node and destination node of request $i$.
- $\mathcal{L}_{i}$ : service level set of elastic request $i, l \in \mathcal{L}_{i}$.
- $\mathcal{R}_{i}$ : bit-rate set of elastic request $i, R_{i, l} \in \mathcal{R}_{i}$.
- $\eta_{i, l}$ : revenue of elastic request $i$ at service level $l$.
- $\mathcal{M}$ : transmission mode set, $m \in \mathcal{M}$.
- $D_{m}$ : transmission reach of transmission mode $m$.
- $\mathcal{B}$ : baud-rate set, $b \in \mathcal{B}$.
- $B_{b}$ : number of required FSs of a certain baud-rate $b$.
- $C_{m, b}$ : capacity of the lightpath at the baud-rate $b$ and transmission mode $m$.


## Variables

- $\delta_{i, l}$ : equals 1 if the request $i$ the chooses $l$-th service level, 0 otherwise.
- $\beta_{i, m, b}$ : equals 1 if the (lightpath of) request $i$ chooses transmission mode $m$ and baud-rate $b, 0$ otherwise.
- $x_{u v}^{i}$ : equals 1 if the request $i$ uses the fiber link $u v, 0$ otherwise.
- $\gamma_{i}$ : starting FS index of request $i$;
- $u_{i, j}$ : equals 1 if the starting FS index of request $i$ is lower than request $j, 0$ otherwise.
- $y_{i, j}$ : equals 1 if requests $i$ and $j$ share a common link, 0 otherwise.
- $B_{i}$ : number of allocated FSs of request $i$.
- $C_{i}$ : provisioned capacity of request $i$.
- $\eta_{i}$ : revenue of request $i$.


## Constraints

- Network flow constraint: Here, we assign the route for each request by using the flow-based approach rather than path-based approach[10]. The flow-based approach ensures all possible routes can be generated for the lightpath. The flow of each request $i$ comes from the source node $s_{i}$ and ends at destination node $d_{i}$. While on the rest nodes, the incoming flow equals the outgoing flow.

$$
\sum_{v \in \mathcal{N}(u)} x_{u v}^{i}-\sum_{v \in \mathcal{N}(u)} x_{v u}^{i}=\left\{\begin{array}{cc}
1, & u=s_{i}  \tag{5.1}\\
-1, & u=d_{i} \\
0, & u \in V /\left\{s_{i}, d_{i}\right\} .
\end{array}, \forall i\right.
$$

- One baud-rate and one transmission mode constraint: Each lightpath can flexibly choose a baud-rate and transmission mode. We use Eq. (5.2a) to guarantee only one transmission mode and one baud-rate is used by the lightpath. Eq. (5.2b) obtains the occupied FSs of each lightpath, while (5.2c) obtains its provisioned bit-rate.

$$
\begin{align*}
1 & =\sum_{m \in \mathcal{M}, b \in \mathcal{B}} \beta_{i, m, b} & \forall i  \tag{5.2a}\\
B_{i} & =\sum_{m \in \mathcal{M}, b \in \mathcal{B}} B_{b} \beta_{i, m, b}, & \forall i  \tag{5.2b}\\
C_{i} & =\sum_{m \in \mathcal{M}, b \in \mathcal{B}} C_{m, b} \beta_{i, m, b}, & \forall i \tag{5.2c}
\end{align*}
$$

- Spectrum non-overlapping constraint: Eq. (5.3a) determines whether the requests $i$ and $j$ share a common link. Eq. (5.3b) determines the relative spectrum order of the requests $i$ and $j$, i.e., either $i$ is on the left or $j$ is on the left. Eq. (5.3c) guarantees the requests are spectrum non-overlapping if they share a common link.

$$
\begin{align*}
x_{u v}^{i}+x_{u v}^{j}-1 & \leq y_{i, j,} & & \forall u v, \forall i \neq j  \tag{5.3a}\\
u_{i, j}+u_{j, i} & =1, & & \forall i<j  \tag{5.3b}\\
\gamma_{i}+B_{i}+\left(y_{i, j}+u_{i, j}-2\right) \cdot F & \leq \gamma_{j}, & & \forall i, \forall j \tag{5.3c}
\end{align*}
$$

- Resource limit constraint: Eq. (5.4) guarantees the spectrum of each lightpath is within the available spectrum resources.

$$
\begin{equation*}
\gamma_{i}+B_{i}-1 \leq F, \quad \forall i \tag{5.4}
\end{equation*}
$$

- Transmission reach constraint: Eq. (5.5) requires the length of the chosen lightpath is shorter than the maximum reach of the adopted transmission mode.

$$
\begin{equation*}
\sum_{u v \in E} x_{u v}^{i} D_{u v} \leq \sum_{m \in \mathcal{M}, b \in \mathcal{B}} D_{m} \beta_{i, m, b} \quad \forall i \tag{5.5}
\end{equation*}
$$

- QoS level requirement: Eq. (5.6a) guarantees that each request needs to adopt one and only one service level. Its revenue is calculated by Eq. (5.6b). Eq. (5.6c) guarantees the transmission capacity of the lightpath should satisfy the required bitrate. Eq. (5.6d) restricts that the serviced bit-rate is monotonically decreasing for the requests on the same node pair. By specifying a service-level order for elastic requests, we can reduce the solution space and accelerate the solution. The requirement is that these requests should be sorted according to their service levels in advance.

$$
\begin{align*}
1 & =\sum_{l \in \mathcal{L}_{i}} \delta_{i, l}, & & \forall i  \tag{5.6a}\\
\eta_{i} & =\sum_{l \in \mathcal{L}_{i}} \delta_{i, l} \eta_{i, l}, & & \forall i  \tag{5.6b}\\
C_{i} & \geq \sum_{l \in \mathcal{L}_{i}} \delta_{i, l} R_{i, l}, & & \forall i  \tag{5.6c}\\
\sum_{l \in \mathcal{L}_{i}} \delta_{i, l} R_{i, l} & \geq \sum_{l \in \mathcal{L}_{j}} \delta_{j, l} R_{j, l} . & & \forall\left(s_{i}, d_{i}\right)=\left(s_{j}, d_{j}\right), i<j \tag{5.6d}
\end{align*}
$$

Complexity analysis: We analyze the number of variables and constraints of the above ILP model. There are mainly three types of variables, including route-related variables $x_{u v}^{i}$, spectrum-related variables ( $\gamma_{i}, u_{i, j}$, and $y_{i, j}$ ), and the flexibility-related variables ( $\delta_{i, l}$ and $\beta_{i, m, b}$ ). Thus, the total number of these variables, $|I| \cdot(|E|+1+|\mathcal{M}|$. $|\mathcal{B}|+2|I|)+\sum_{i}\left|\mathcal{L}_{i}\right|$, will increase with the network scale and the number of requests. In addition, the number of constraints from (5.1) to (5.6) is $\mathcal{O}(|I| \cdot(|I|+|E|))$.

### 5.2.3 Decomposition method

To reduce the complexity of the SL-RMBSA, we divide it into two subproblems, i.e., $S L-R M B$ and SA. Specifically, the first subproblem solves the route, transmission mode, baud-rate, and service level assignment with the objective of maximizing the revenue. Using the obtained results, the second subproblem solves the remaining problem, i.e., spectrum assignment. Here, we present the techniques to solve the two subproblems.

## SL-RMB

Before solving this subproblem, we use Yen's algorithm to pre-calculate $K$ candidate routes for the lightpath between node pair $(s, d)$ in order to increase the computation efficiency[141].

## Parameters

- $\sigma_{u v} \in \mathbb{N}$ : a small constant to restrict the available FSs of link $u v$ in SL-RMB, $0 \leq$ $\sigma_{u v} \leq F$.
- $\alpha_{i, k, u v}$ : equals 1 if the $k$-th route of node pair $\left(s_{i}, d_{i}\right)$ uses link $u v, 0$ otherwise.


## Variables

- $\beta_{i, k, m, b, l}$ : equals 1 if the $k$-th route of request $i$ chooses transmission mode $m$, baudrate $b$, and service level $l$.


## Constraints

- One route, one baud rate, and one service level constraint: It combines the multiple constraints into one, including network flow constraints in Eq. (5.1), one baudrate, one transmission constraint in Eq. (5.2a), and one service level constraint in Eq. (5.6a).

$$
\begin{equation*}
\sum_{k, m, b, l} \beta_{i, k, m, b, l}=1 \tag{5.7}
\end{equation*}
$$

- Resource limit constraint: This constraint plays the same role as Eq. (5.4) that restrict the spectrum usage on each link among $F$. Note that the exact spectrum location for each request has not been determined yet in this problem. Thus, the spectrum continuity and contiguous constraint are temporarily neglected when we use the following constraints. It should be noted that the parameter $\sigma_{u v}$ in Eq. (5.8) is used to spare a small portion of redundant spectrum resources. This is used to increase the possibility of the successful spectrum assignment when considering the spectrum continuity and contiguous constraints in the next subproblem.

$$
\begin{equation*}
\sum_{i, k, m, b, l} B_{b} \alpha_{i, k, u v} \beta_{i, k, m, b, l} \leq F-\sigma_{u v}, \forall u v \tag{5.8}
\end{equation*}
$$

- Transmission reach constraint: This constraint plays the same role as Eq. (5.5) to limit the length of each lightpath.

$$
\begin{equation*}
\sum_{k, m, b, l, u v} D_{u v} \alpha_{i, k, u v} \beta_{i, k, m, b, l} \leq \sum_{k, m, b, l} \beta_{i, k, m, b, l} D_{m}, \forall i \tag{5.9}
\end{equation*}
$$

- QoS level constraint: This plays the same role as Eq. (5.6c), in which the provisioned capacity of each lightpath needs to satisfy its chosen service level. The servicelevel order in Eq. (5.6d) is also maintained by using Eq. (5.11).

$$
\begin{align*}
& \sum_{k, m, b, l} \beta_{i, k, m, b, l} C_{m, b} \geq \sum_{k, m, b, l} \beta_{i, k, m, b, l} R_{i, l}, \quad \forall i  \tag{5.10}\\
& \sum_{k, m, b, l} \beta_{i, k, m, b, l} R_{i, l} \geq \sum_{k, m, b, l} \beta_{j, k, m, b, l} R_{j, l}, \quad \forall\left(s_{i}, d_{i}\right)=\left(s_{j}, d_{j}\right) \tag{5.11}
\end{align*}
$$

## Objective

$$
\max \sum_{i \in I} \eta_{i} \quad(\mathrm{SL}-\mathrm{RMB})
$$

$$
\text { s.t. } \quad(5.7)-(5.11)
$$

where $\eta_{i}=\sum_{k, m, b, l} \eta_{i, l} \beta_{i, k, m, b, l}$.

## SA

This subproblem assigns the exact spectrum position for the above lightpaths. The obtained results in SL-RMB are passed to the ILP model of SL-RMBSA. The required variables $x_{u v}^{i}, \delta_{i, l}$, and $\beta_{i, m, b}$ in SL-RMBSA are extracted by using the variables $\beta_{i, k, m, b, l}$. Finally, through the ILP model of SL-RMBSA, the value of the variables $\gamma_{i}, y_{i, j}$, and $u_{i, j}$ are found.

Complexity analysis: We analyze the number of variables in the decomposition method. The number of variables in the first subproblem, which mainly depends on $\beta_{i, k, m, b, l}$, is $\sum_{i \in I}\left|\mathcal{L}_{i}\right| \cdot K \cdot|\mathcal{M}| \cdot|\mathcal{B}|$. Meanwhile, the number of variables in the second subproblem, which mainly depends on $\gamma_{i}$ and $u_{i j}$, is $\mathcal{O}\left(|I|+|I|^{2}\right)$.

### 5.3 Auto-degrading provisioning scheme for revenue maximization

The previous section has formulated an ILP model as well as the two-step decomposition method for the SL-RMBSA problem. They have the advantage of providing a global optimal result. However, these models seem only suitable for the static lightpath provisioning with a given set of requests, because they may easily cause heavy tasks of network reconfiguration when a new request comes or leaves. This section focuses on the lightpath provisioning and network reconfiguration of a progressive traffic load, in which the network only reconfigure the lightpath when a request is unable to find the satisfied spectrum resources. Besides, the advantage of the ILP model (global resource optimization) is also considered when reconfiguring the existing lightpaths.

The proposed provisioning scheme is shown in Fig. 5.1. The main idea of this framework is to sequentially add the requests. Each request can be individually treated and accepted by either the "normal operation" using a classical heuristic algorithm, or the "reconfiguration operation" using the ILP model. The sequential adding process will not terminate until a request is blocked. The request blocking occurs only when the network reconfiguration fails to provision a suitable lightpath. The aim of such reconfiguration operation is to spare the current network spectrum resources to accommodate the current request. Different algorithms in the normal operation and the reconfiguration operation will be presented in the following, respectively. Note that the operation without reconfiguration is similar to the proposed simulation framework in the existing studies $[23,63]$. A minor difference consists in that our study focuses on supporting elastic request rather than the transmission capacity[63], and the process of sequential loading terminates once a request is blocked[23].

For readability, we call normal operation (NO) and reconfiguration operation (RO). Next, we present the algorithms proposed for NO and RO, respectively.


Figure 5.1: Flowchart of the auto-degrading provisioning scheme.

### 5.3.1 Algorithms in auto-degrading provisioning scheme

NO
The NO configures the current request $i$ using the classical heuristic algorithm, such as kSP-FF or FF-kSP[26, 148]. The former priorities the shortest route and search available FSs on that route, while the latter priorities to search a given contiguous FSs on different routes.

Besides route and spectrum assignment, SL-RMBSA problem also includes the decisionmaking of some other parameters including service level, transmission mode, and baudrate. This study assumes that both kSP-FF and FF-kSP select these parameters using the following order: service level from high to low, baud-rate from low to high, transmission mode from high to low. The performance comparison of different selection orders can refer to $[26,37,132]$.

## RO

The RO is triggered only if NO fails to provision a lightpath for the current request. This process will adjust the parameters of already provisioned or established lightpaths
$j(j<i)$ in an effort to release the spectrum resources to accommodate the current request $i$. Thus, the parameters of route, baud-rate, transmission mode, and spectrum are to be adjusted. According to the network reconfiguration capability of rerouting and spectrum retuning, our study uses the following four network reconfiguration strategies,

- FixRFixS: The route, spectrum ${ }^{1}$, and baud-rate of the existing lightpaths are all fixed. This strategy differs with the no reconfiguration in the algorithm employed to the current request $i$. For example, FixRFixS can find more routes for request $i$ with the ILP model SL-RMBSA, while the kSP-FF and FF-kSP cannot.
- VarRFixS: Only the route of the existing lightpaths will be adjusted, while the spectrum and baud-rate are still fixed.
- FixRVarS: Both the spectrum and baud-rate of the existing lightpaths will be adjusted, while the route is fixed.
- VarRVarS: All the parameters: route, baud-rate, and spectrum could be all adjusted.
For the previous two strategies, we directly use the ILP model to maximize the revenue, while for the last two strategies, we apply the decomposition version. The reason why we adopt the decomposition method for the latter two strategies is that the computation time of SL-RMBSA on spectrum retuning is found to increase exponentially with the number of requests (observed from the simulations). In addition, it is worth noted that the reconfiguration algorithms in the existing studies[148] is completed by a heuristic algorithm, which may fail to globally optimize spectrum resources with respect to the maximal metrics of revenue.


### 5.3.2 Evaluation metrics

Similar to the existing study in $[38,63]$, these metrics are mainly based on statistical. The requests will be sequentially added to the network until a request is blocked. For the serviced request $i$, we record the cumulative network revenue $\eta_{i}^{C}$, cumulative accepted requests $A b N_{i}^{C}$ and $A b R_{i}^{C}$ (accepted requests by normal operation and accepted requests by reconfiguration operation, $A_{i}^{C}=A b N_{i}^{C}+A b R_{i}^{C}$ ), and cumulative blocking requests $B_{i}^{C}\left(B_{i}^{C}+A_{i}^{C} \equiv i\right)$. These metrics are averaged by independent simulations of $N^{\text {rep }}$ times.

### 5.4 Illustrative Simulation Results

In this part, we use numerical simulations to illustrate the revenue performance of elastic request and network reconfiguration strategies in both static networks and networks with a progressive traffic load. First, we validate the performance in a static network. Both the ILP model SL-RMBSA and decomposition method SL-RMB+SA are compared in terms of computational efficiency and total revenue. Also, the difference between

[^4]the elastic requests and the conventional requests is compared. Second, we compare the performance difference under a progressive network load. The difference between the elastic request and conventional request, between different network reconfiguration strategies, are both illustrated.

### 5.4.1 Simulation setup

To guarantee that the ILP models are solvable within a reasonable time, we assume that a 6-node mesh network [151, Fig. 1] and the available spectrum resources in each optical fiber are 50 FSs. All simulations are carried out by Gurobi 9.0 and MATLAB 2017a on an Intel Core PC with 2.3 GHz CPU and 8 GB RAM. In order to guarantee computational efficiency, the maximum limitation time of the ILP model is 120 seconds, while the optimal gap is $1 \%$. The parameter $\sigma_{u v}=6 \mathrm{FS}$. The results of auto-degrading scheme are averaged with 10 independent simulations, $N^{r e p}=10$. The requests are uniformly distributed.

For each request, we provide three baud-rates for the baud-rate set $\mathcal{B}: 16,32$, and 64 Gbaud, which needs 2, 4, and 6 FSs, respectively [104, Table 3]. 5 routes can be used for each request, i.e., $1 \leq k \leq 5$. The transmission mode set $\mathcal{M}$ in this study is adopted from [63], which assumes a transceiver at 32 Gbaud[63]. Specifically, we use four different MFs (PM-QPSK, PM-16QAM, and PM-64QAM) and at most five FECs overhead for each MF, so that the bit-rate varies from 50 to 300 Gbps with a step of 25 Gbps . The transmission reach (unit:span, one span $=100 \mathrm{~km}$ ) is $158,87,49,31,22$, $15,11,7,5,4$, and 3 , respectively. These parameters are calculated with the GN model using the worst-case assumption[66]. Next, the candidate bit-rate for elastic request $\mathcal{L}_{\text {elastic }}$ is $\mathcal{R}=\{50,100,150\} \mathrm{Gbps}$, while the candidate bit-rate for conventional request $\mathcal{L}_{f i x}$ is $\mathcal{R}=\{150\}$ Gbps. Here, all requests are assumed to use the same service level set in a network, i.e., either adopt $\mathcal{L}_{\text {fix }}$ or adopt $\mathcal{L}_{\text {elastic }}$. The study of the mixed service levels will be made in the future work. Then, the resulting revenue of each accepted service is obtained by the power law [154],

$$
\begin{equation*}
\eta_{l}=\eta_{0} R_{l}{ }^{\alpha} \tag{5.12}
\end{equation*}
$$

where $\eta_{0}$ is a constant value, $\alpha$ is a quantity number ( $\alpha<1$ ), and $R_{l}$ is the required bit-rate of a service level $l$. We also neglect the impact of distance in [154]. Note that the price parameters should be specified by a specified pricing model. For simplicity, here, we assign the following value, $\alpha=0.4, \eta_{0}=1.27$. Thus, $\eta_{l} \in\{6.07,8.01,9.42\}$ for $\mathcal{L}_{\text {elastic }}$.

### 5.4.2 Elastic requests in static network

Computational efficiency of ILP model and decomposition method
First, we compare the computational efficiency of the ILP model SL-RMBSA and decomposition method SL-RMB+ SA on the 6 -node network. Figure 5.2 illustrates the revenue and computational time of two methods as the number of requests increases. The lower
computation time and the higher revenue of the two-step SL-RMB + SA confirms the efficiency of the decomposition method. Therefore, the proposed decomposition method is more time-efficient than ILP model.


Figure 5.2: Comparison of revenue and computational time in 6-node network.

## Elastic request vs. conventional request $\left(\mathcal{L}_{\text {elastic }}\right.$ vs. $\left.\mathcal{L}_{f i x}\right)$

Here, we evaluate the performance improvement through supporting elastic service provisioning. The improvement of revenue and total accepted requests in Fig. 5.3 confirms the advantage of elastic request. Besides, the improvement of total accepted requests increases from $0 \%$ to $46 \%$ when the number of requests increases from 50 to 500 , while the total revenue increases from $0 \%$ to $64 \%$.

### 5.4.3 Elastic requests in progressive network load

Next, we compare the performance of elastic requests under progressive network load. No network reconfiguration has been assumed in the existing studies[38]. Thus, in order to make a fair comparison, we present the simulation results without network reconfiguration firstly, and with network reconfiguration in the following.


Figure 5.3: Elastic vs. conventional request in terms of revenue and total accepted requests in static network.

## Without network reconfiguration ( $\mathcal{L}_{\text {elastic }}$ vs. $\mathcal{L}_{\text {fix }}$ )

The improvement of $\mathcal{L}_{\text {elastic }}$ of the total revenue ( $9.6 \%$ in Fig. 5.4(a)) and total accepted requests ( $10 \%$ in Fig. $5.4(\mathrm{~b})$ ) shows the advantage of using elastic requests under progressive network load.

With network reconfiguration ( $\mathcal{L}_{\text {elastic }}$ vs. $\mathcal{L}_{\text {fix }}$ )
Performance improvement of network reconfiguration is achieved for both $\mathcal{L}_{\text {elastic }}$ and $\mathcal{L}_{\text {fix }}$, as shown in Fig. 5.4. Besides, a higher improvement of the maximum revenue ( $80 \%$ in Fig. 5.4(a)) and the maximum accepted requests (104\% in Fig. 5.4(b)) is observed when compared to the previous results of $9.6 \%$ and $10 \%$ without network reconfiguration. Such results imply the larger benefit when using network reconfiguration for $\mathcal{L}_{\text {elastic }}$. However, it will be expensive and complex for network operators to implement the network reconfiguration with both rerouting and spectrum retuning. Thus, we compare the performance with different network reconfiguration strategies in the following.


Figure 5.4: Performance comparison under a progressive network load ( $N O=k S P-F F$, $R O=\operatorname{Var} R V a r S)$.

## With different network reconfiguration strategies (FixRFixS, FixRVarS, VarRFixS, VarRVarS, vs. no-RO)

In Fig. 5.5, for the normal operation of kSP-FF algorithm, the improvement of the maximum revenue of four ROs follows this order, no-RO(0\%) $<$ FixRFixS $(3.7 \%) \leq$ VarRFixS(4.0\%) < FixRVarS(32.0\%) < VarRVarS(72.0\%). While for FF-kSP algorithm, the improvement of the maximum revenue follows this order, no-RO(0\%) < FixRFixS(0.7\%) $\leq \operatorname{VarRFixS}(0.7 \%)<\operatorname{FixRVarS}(28.0 \%)<\operatorname{VarRVarS}(64.9 \%)$. In addition, the improvement of spectrum retuning could be mainly attributed to the released spectrum resources of the lightpath of the existing elastic requests. Such results imply that the network reconfiguration of spectrum retuning outperforms the rerouting.


Figure 5.5: Performance comparison of different $R$ Os for $\mathcal{L}_{\text {elastic }}$ under a progressive network load.

### 5.5 Conclusions

In this chapter, we studied the problem of revenue maximization leveraging QoS-aware elastic services. This problem is formulated as an ILP model that simultaneously combines the selection of service level, route, baud-rate, MF, FEC, as well as the spectrum assignment. A time-efficient decomposition method is also proposed to address this problem. Through simulations, we validate the benefit of supporting elastic requests in both scenarios, namely static FON and FON with a progressive network load. In static network load, compared to the conventional requests, the number of total accepted requests of elastic requests can increase to up to $46 \%$, while the total revenue can increase up to $64 \%$. This result shows that the benefit of elastic requests in terms of accommodating more requests. While for a progressive network load, a similar improvement of these two metrics is also observed. Specifically, the improvement of total accepted requests is $10 \%$. This number increases up to $104 \%$ if the network reconfiguration strategies are considered. In addition, by comparing four different network reconfiguration strategies (FixRFixS, FixRVarS, VarRFixS, and VarRVarS) through employing the proposed auto-degrading scheme in our example network, we find that the FixRVarS with spectrum retuning outperforms the VarRFixS with rerouting.
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## Chapter 6

## Conclusions and Perspectives

### 6.1 Conclusions

This thesis has investigated how the network parameter flexibility can be used to enhance the overall network performance. Specially, we investigate MF, FEC, channel spacing, and baud rate in physical layer, and the elastic service in network layer. When employing these flexibilities for the lightpath provisioning, we consider the impact of actual PLI rather than the worst-case PLI.

Before conducting the studies, we establish a PLI model to evaluate the PLIs of lightpath. These PLIs influence the QoT of each lightpath and determine the available parameters. Both the NLI of fibers and the crosstalk at OXCs are incorporated for the SNR evaluation, in order to obtain an accurate result. When evaluating the NLI on fibers, the recent widely adopted GN model is used.

The first study investigated the flexibility of MF and FEC. An MILP model is proposed to incorporate the PLI calculation and resource allocation. With this model, the impact of MF, FEC, and PSD were investigated. Simulation results in two typical large networks (NSF and Cost239) validate the revenue improvement by optimizing the selection of MF and FEC. Besides, the results also show that the adaptive MF can obtain more revenue in high SNR scenario, while FEC can obtain more revenue in low SNR scenario. These observations emphasize that the multiple FECs can obtain much tolerance in different PSD settings, while adaptive MFs obtain higher revenue performance.

The second study investigated the optimization of channel spacing and baud-rate. An iterative feedback tuning algorithm was proposed to combine the baud-rate selection and channel spacing optimization. With this algorithm, the excess SNR margin can be iteratively tuned to the just-enough level, thus improve the network throughput. Simulation results validate the throughput improvement of the proposed algorithms. The results also reveal that the channel spacing optimization has two advantages compared to the existing fixed and candidate channel spacing strategy: (1) it can be applied with more resource over-provisioning scenarios; (2) it has a larger relative throughput gain ratio. As for baud-rate optimization, the simulation results advised to prioritize
the higher baud-rate with larger spectral efficiency to gain a larger throughput when implementing the lightpath provisioning. These findings highlight an important role of just-enough SNR margin provisioning and channel spacing optimization in FONs with flexible baud-rates.

Different from the previous studies that assume 100\% bit-rate provisioning for each request, the third study focus on the elastic service provisioning with degraded bit-rate. This problem is formulated as an ILP model that simultaneously optimizes the selection of service level, route, baud-rate, MF, FEC, as well as the spectrum assignment. A timeefficient decomposition method is also proposed to address this problem. The benefit of supporting elastic requests are validated in both scenarios, static FON and FON with an incremental load. Besides, we find that the network reconfiguration of spectrum retuning outperforms the network reconfiguration of rerouting.

### 6.2 Future works

Many issues need further investigations for better utilization of the flexibility as well as the physical layer resources.

## Scalable algorithm to handle various flexibilities

This thesis aims at the different flexibility of FONs. Due to the limit of hardware, only a set of discrete MFs and discrete FECs can be chosen. Let us denote the number of these flexibilities by $N_{M F}$, and $N_{F E C}$. It can be expected that the performance of these flexibilities will increase with $N_{M F}$ and $N_{F E C}[7,87]$. Meanwhile, a problem will arise that the size of solution space could increase exponentially, thus leads to insufficient solution speed of current algorithms. Thus, a large-scale algorithm is required to deal with the issue of scalability, such as meta-heuristic algorithm, fast greedy algorithms, and column generation[10, 11, 70, 72].

## Performance comparison for different reconfiguration strategies in a high traffic load

In the third study, further works should be implemented to compare the existing reconfiguration strategy of hop-tuning, make-before-break, and push-and-pull. These three techniques have different hardware requirement [25]. For example, the hoptuning technique requires an arrayed waveguide grating (AWG) to track the wavelength changes, make-before-break requires an additional redundant transceiver at the source node to finish the new established lightpath, and the spectrum tuning requires the transceivers with capability of fast frequency sweeping to move the center frequency. For a specified FON, it may adopt only one of these techniques considering the equipment cost.

## Energy-efficiency aware re-provisioning

Energy saving is still an important issue in optical networks. We have considered the flexibility of MFs and FECs in this thesis. According to the study in [69, 89, 93], the
energy consumption of these different parameters may vary with their hardware implementations, including encoder, Fourier transform component, as well as other DSP modules. Therefore, the power consumption of different flexibilities varies with the chosen parameter for each transceiver. However, the power consumption model in these studies only provides the data with one or a few MFs, or several baud-rates, which can be insufficient to character the future transceiver with flexible parameters. Thus, a proper energy consumption model for different flexibility is still required when allocating the spectrum resources with different lightpaths.

With the obtained power consumption model, we are allowed to achieve the energy efficiency designed optical networks. According to the data in [67, 93], the power consumption of a transceiver will increase with the order of MF, while the unit power consumption per bit-rate seems to decrease. This observation can be used to find a balance between energy consumption and network throughput. For example, in the high network load scenario, the transceiver tends to use the high-order MF to compress the bandwidth, leading to a higher power consumption. The low-order MF could be adopted to reduce the power consumption when the network load becomes low. Therefore, we can obtain the desired high bit-rate transmission for low network load, as well as the desired low power consumption in low network load.
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## Appendix A

## Piece-wise linear fitting algorithm

We linearize the NLI by taking the least square algorithm from [83].
First, we collect $m$ samples $(1 \leq i \leq m)$ by using 2.9 with frequency step of 1 GHz on $[0, F][66$, Eq. (11)]. These samples are partially described by $K$ lines, $1 \leq j \leq K$, whose slope and interception are $\left(a_{j}, b_{j}\right)$. Thus, the approximate $\operatorname{NLI} \tilde{G}^{N L I}(f)$ is expressed as,

$$
\begin{equation*}
G^{N L I}(f) \approx \tilde{G}^{N L I}(f)=\max _{1 \leq j \leq K}\left(a_{j} f+b_{j}\right) \tag{A.1}
\end{equation*}
$$

The objective of piece-wise linear fitting is to minimize the error sum $e_{i}$ by adjusting parameters $\left(a_{j}, b_{j}\right)$, where $e_{i}=\left(G^{N L I}\left(f_{i}\right)-\tilde{G}^{N L I}\left(f_{i}\right)\right)^{2}$,

$$
\begin{equation*}
\min e=\sum_{i=1}^{m}\left(G^{N L I}\left(f_{i}\right)-\max _{1 \leq j \leq K}\left(a_{j} f_{i}+b_{j}\right)\right)^{2} \tag{A.2}
\end{equation*}
$$

The heuristic algorithm to solve the parameters $\left(a_{j}, b_{j}\right)$ is based on the least-square method. Next, we explain the algorithm step by step.

First, we denote by $P_{j}^{(l)}$ the set of sample indices that are uniquely controlled by the $j$-th line at $l$ iteration. We have $\cup_{j=1}^{j=K} P_{j}^{(l)}=\{1,2, \ldots, m\}$ and $P_{j}^{(l)} \cap P_{i}^{(l)}=\varnothing$.

Then, the partition set of $P_{j}^{(0)}$ is initialized randomly by using the Voronoi set. Specifically, for each $P_{j}^{(0)}$, the point $f_{i}$ belongs to the set $P_{j}$ if it is closest to the point $p_{j}$, where the frequency points $p_{1}, \ldots, p_{K}$ are randomly generated. The initial set $P_{j}^{(0)}$ is expressed as follows,

$$
\begin{equation*}
P_{j}^{(0)}=\left\{i| | f_{i}-p_{j}\left|<\left|f_{i}-p_{s}\right|, \forall s \neq j\right\}, j=1, \ldots, K .\right. \tag{A.3}
\end{equation*}
$$

When obtaining the initial partition set, we start the iteration. To guarantee that the error of each partition set $P_{j}^{(l)}$ is locally minimized, namely,

$$
\begin{equation*}
\min \sum_{i \in P_{j}^{(l)}}\left(a f_{i}+b-G^{N L I}\left(f_{i}\right)\right)^{2} \tag{A.4}
\end{equation*}
$$

we can use the least square fitting to calculate the parameter $\left(a_{j}^{(l+1)}, b_{j}^{(l+1)}\right)$,

$$
\binom{a_{j}^{(l+1)}}{b_{j}^{(l+1)}}=\left(\begin{array}{cc}
\sum_{i} f_{i}^{2} & \sum_{i} f_{i}  \tag{A.5}\\
\sum_{i} f_{i}^{T} & \left|P_{j}^{(l)}\right|
\end{array}\right)^{-1} \cdot\binom{\sum_{i} G^{N L I}\left(f_{i}\right) f_{i}}{\sum_{i} G^{N L I}\left(f_{i}\right)}
$$

If the matrix to be inverted in Eq. (A.5) is singular, we set the parameters $\left(a_{j}^{(l+1)}, b_{j}^{(l+1)}\right)$ with a constant slope, i.e. $a_{j}^{(l+1)}=a_{j}^{(l)}, b_{j}^{(l+1)}=G^{N L I}\left(f_{i}\right)-a_{j}^{(l)} \cdot f_{i}$.

At the end of each iteration, we update the partition $P_{j}^{(l+1)}$ by trying to assign sample indice $i$ to $P_{s}^{(l+1)}$, if the equation holds,

$$
\begin{equation*}
a_{s}^{(l+1)} f_{i}+b_{s}^{(l+1)}=\max _{j=1, \ldots, K}\left(a_{j}^{(l+1)} f_{i}+b_{j}^{(l+1)}\right) \tag{A.6}
\end{equation*}
$$

The above equation means that only the affine function $a_{s}^{(l+1)} f_{i}+b_{s}^{(l+1)}$ is active at point $f_{i}$.

Finally, we repeat the calculation of the parameters $\left(a_{j}^{(l)}, b_{j}^{(l)}\right)$ by using Eq. (A.5) and Eq. (A.6), until the maximum number of iteration is achieved, or the partitions sets $P_{j}^{(l+1)}$ of the current iteration are all identical to the partition set $P_{j}^{(l)}$ of the last iteration.

The following figures illustrate the iteration step of PWL for two iterations. Each point is uniquely controlled by the line that has the same color.


Figure A.1: Illustration for PWL fitting algorithms.
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## Appendix B

## Network topologies



Figure B.1: Cost239 with 11 nodes and 52 directed links.


Figure B.2: NSF with 14 nodes and 42 directed links. The number associated with each link denotes its length in kilometers.


Figure B.3: German network with 14 nodes and 46 links.

## Acronyms

| AD | Add and Drop |
| :--- | :--- |
| ADC/DAC | Analog-to-Digital Converter/Digital-to-Analog Converter |
| ASE | Amplified Spontaneous Emission |
| ARPU | Average Revenue Per User |
| BER | Bit Error Ratio |
| BPSK | Binary Phase Shift Keying |
| BVT | Bandwidth-Variable Transceiver |
| BV-OXC | Bandwidth-Variable Optial Cross-Connect |
| BV-WSS | Bandwidth-Variable Wavelength-Selective Switches |
| CAN | CANdidate channel spacing strategy |
| CD | Chromatic Dispersion |
| CSO | Channel Spacing Optimization strategy without candidates |
| CWDM | Coarse Wavelength Division-Multiplexing |
| DEC-ALG | Decompostion Algorithm |
| DSP | Digital Signal Processing |
| DWDM | Dense Wavelength Division-Multiplexing |
| EDFA | Erbium-Doped Fiber Amplifier |
| FEC | Forward Error Correction |
| FF-kSP | First Fit and K Shortest Path algorithm |
| FIX | FIX channel spacing strategy |
| FON | Flexible Optical Network |
| FS | Frequency Slot |
| GN | Gaussian Noise |


| GSNR | Generalized SNR |
| :---: | :---: |
| ILP | Integer Linear Programming |
| kSP-FF | K Shortest Path and First Fit algorithm |
| MF | Modulation Format |
| MILP | Mixed Integer Linear Programming |
| m-QAM | m-ary Quadrature Amplitude Modulation |
| NLI | Non-Linear Interference |
| OFDM | Orthogonal Frequency-Division Multiplexing |
| OH | Overhead |
| OSNR | Optical Signal to Noise Ratio |
| OTU | Optical Transport Unit |
| PDL | Polarization Dependent Loss |
| PLI | Physical Layer Impariment |
| PMD | Polarization Mode Dispersion |
| PS | Power Splitter |
| PSD | Power Spectral Density |
| QAM | Quadrature Amplitude Modulation |
| QoS | Quality of Service |
| QoT | Quality of Transmission |
| QPSK | Quadrature Phase Shift Keying |
| RSA | Routing and Spectrum Assignment |
| RMFSA | Routing, Modulation format, FEC, and Spectrum Assignment |
| RMSA | Routing, Modulation format, and Spectrum Assignment |
| RTMA | Routing and Transmission Mode Assignment |
| ROADM | Reconfigurable Optical Add Drop Multiplexer |
| RWA | Routing and Wavelength Assignment |
| SA | Spectrum Assignment |
| S-BVT | Sliceable Bandwidth-Variable-Transceiver |
| SCI | Self Channel Inteference |
| SNR | Signal-to-Noise-Ratio |


| TDHM | Time-domain Hybrid Modulation format |
| :--- | :--- |
| TFP | Time and Frequency Packing |
| WDM | Wavelength Division-Multiplexing |
| XCI | Cross Channel Inteference |
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[^0]:    ${ }^{1}$ https:/ /youtu.be/sLprVF6d7Ug

[^1]:    ${ }^{1}$ To keep up with the reference in [63], we assume that the fixed overhead for the OTU is $5 \%$, i.e., $r_{\text {OTU }}=1 /(1+0.05)$ and the signal bandwidth is 32 GHz (or 32 Gbaud).
    ${ }^{2}$ The data in this table is calculated in the following way, step 1: precalculate the spectral efficiency, bit-rate, and code rate for all MFs under a given SNR range, step 2: given a bit-rate, we find the MF that requires the minimum SNR among the candidate MFs, then the corresponding code rate is determined by the minimum SNR with Eqs. (2.16) and (2.17); step 3: the reach is determined by finding the maximum $N$ that satisfies the equation $S N R_{1}-\log _{10}(N) \geq S N R^{\text {threshold }}$, where $S N R_{1}$ is the SNR after one span assuming that the total spectrum resources is fully occupied.

[^2]:    Data source: https://www.oiforum.com/wp-content/uploads/2019/01/0IF-Tech-Options-400G01.0.pdf
    ${ }^{\S}$ Assume PM-QPSK with FEC code rate 0.82 .

[^3]:    $\alpha \quad$ Power attenuation ratio of fiber, $0.2 \mathrm{~dB} / \mathrm{km}$.
    $\beta_{2}$ Second order dispersion of 1550 nm wavelength, $-21.7 \mathrm{ps}^{2} / \mathrm{km}$.
    $\gamma \quad$ Non-linear coefficient, $1.3(\mathrm{~W} \cdot \mathrm{Km})^{-1}$.
    $h \quad$ Planck's constant.
    $v \quad$ Frequency of optical signal, 192.5 THz.
    $\mu \quad \frac{3 \gamma^{2}}{2 \pi \alpha \beta_{2}}$.
    $\rho \quad \pi^{2} \beta_{2} / \alpha$.
    $\epsilon_{\mathrm{X}} \quad$ OXC port leakage ratio, -25 dB .
    $n_{\text {sp }} \quad$ Noise factor of optical ampilier, 7 dB .
    $G_{i} \quad$ Launch PSD of request $i$.
    $G_{i}^{\mathrm{ASE}} \quad$ PSD of ASE.
    $G_{i}^{\text {SCI }}$ PSD of SCI.
    $G_{i}^{\text {XCI }} \quad$ PSD of XCI.
    $G_{i j v}^{\mathrm{AD}} \quad$ PSD of AD node crosstalk from $j$ to $i$ at node $v$.
    $G_{i}^{\mathrm{AD}} \quad \mathrm{PSD}$ of $\mathrm{AD}, G_{i}^{\mathrm{AD}}=\sum_{j v} G_{i j v}^{\mathrm{AD}}$.
    $\mathrm{SNR}_{c}^{\text {th }} \quad$ SNR threshold of transmission mode $c$.
    $L_{\text {span }} \quad$ Span length, $100 \mathrm{~km} /$ span.

[^4]:    ${ }^{1}$ The fixed spectrum signifies that the starting FS index $\gamma_{i}$ is fixed.

