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Abstract

Current theoretical frameworks suggest that human behaviors are based on strong and com-
plex interactions between cognitive processes such as those underlying language and declar-
ative memory that are supported by the interaction between underlying cortical networks.
Patients with temporal lobe epilepsy (TLE) present a model for studying the interaction be-
tween language and memory since they frequently show difficulties in both domains. The aim
of this thesis was twofold. On one side, it aimed at describing language-memory interaction
from the fundamental cognitive neuroscience perspective. On the other, it focused on the
clinical application of this interactive perspective.

In the present work, we first demonstrate how language and memory can be mapped inter-
actively using a novel fMRI protocol. Using this protocol in healthy individuals, we show
that this interaction is based on an extensive fronto-temporo-parietal language and mem-
ory network (LMN) including subcortical structures that corresponds well with the network
which could be expected based on the existing models. We subsequently explored the reor-
ganization of LMN in left TLE patients using the same protocol. Our results indicated that
these patients employ similar LMN, but demonstrate widespread inter- and intra-hemispheric
reorganization. They showed reduced activity of regions engaged in the integration and the
coordination of the LMN.

Following these results, we explored the functional dynamics of this interactive network. We
showed that LMN is dynamic and reconfigures according to task demands and neurological
status. By exploring the differences between state-dependent LMN configurations, we identi-
fied the key language and declarative memory subprocesses the network is trying to support
with its adaptation. On the other hand, studying the reorganization of this reconfiguration
in TLE patients allowed us to understand the supplementary processes language-memory
interaction needs when the standard interface is not functional.

We conclude our work by proposing a neurocognitive model of language-memory interaction
based on the integration of our findings. Moreover, we discuss the importance of exploring
this interaction within presurgical evaluation for TLE patients, especially individually. In
addition, we present as perspectives of this work the multimodal prediction of postsurgical
cognitive outcome in TLE patients.Our work supports the perspective that complex and
interactive cognitive functions, such as language and declarative memory, should be investi-
gated dynamically, considering the interaction between cognitive and cortical networks.

Key words: Language, Memory, Epilepsy, fMRI, Connectivity, Preoperative assessment
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Résumé

Les cadres théoriques actuels suggerent que les comportements humains sont basés sur des
interactions fortes et complexes entre les processus cognitifs, tels que ceux qui sous-tendent le
langage et la mémoire déclarative, et qui reposent sur ’interaction entre les réseaux corticaux
sous-jacents. Les patients atteints d’épilepsie du lobe temporal (TLE) constituent un modele
pour I’étude de l'interaction entre le langage et la mémoire puisqu’ils présentent fréquemment
des difficultés dans ces deux domaines. L’objectif de cette these était double. D’une part, elle
visait a décrire l'interaction langage-mémoire du point de vue des neurosciences cognitives
fondamentales. D’autre part, elle s’est concentrée sur I’application clinique de cette perspec-
tive interactive.

Dans le présent travail, nous démontrons d’abord comment le langage et la mémoire peuvent
étre cartographiés de maniére interactive en utilisant un nouveau protocole d’IRMf (Imagerie
par Résonnance Magnétique fonctionnelle). En utilisant ce protocole chez des individus sains,
nous montrons que cette interaction est basée sur un vaste réseau fronto-temporo-pariétal du
langage et de la mémoire (LMN) qui inclut des structures sous-corticales, et qui correspond
bien au réseau auquel on pourrait s’attendre sur la base des modeéles existants.

Nous avons ensuite exploré la réorganisation du LMN chez des patients TLE gauche en util-
isant le méme protocole. Nos résultats indiquent que ces patients utilisent un LMN similaire,
mais démontrent une réorganisation inter- et intra-hémisphérique étendue. Ils ont présenté
une activité réduite des régions engagées dans 'intégration et la coordination du LMN. Suite
a ces résultats, nous avons exploré la dynamique fonctionnelle de ce réseau interactif. Nous
avons montré que le LMN est dynamique et se reconfigure en fonction des exigences de la
tache et de ’état neurologique. En explorant les différences entre les configurations du LMN
dépendant de I’état, nous avons identifié les sous-processus clés du langage et de la mémoire
déclarative que le réseau tente de soutenir par son adaptation. D’autre part, I’étude de cette
reconfiguration chez les patients TLE nous a permis de comprendre les processus supplé-
mentaires dont l'interaction langage-mémoire a besoin lorsque 'interface standard n’est pas
fonctionnelle.

Nous concluons notre travail en proposant un modele neurocognitif de 'interaction langage-
mémoire basé sur l'intégration de nos résultats. De plus, nous discutons de l'importance
d’explorer cette interaction dans le cadre de I’évaluation pré-chirurgicale des patients TLE,
en particulier au niveau individuel. En outre, nous présentons comme perspectives de ce
travail la prédiction multimodale des résultats cognitifs post-chirurgicaux chez les patients
TLE. Notre travail soutient la perspective selon laquelle les fonctions cognitives complexes
et interactives, telles que le langage et la mémoire déclarative, devraient étre étudiées de
manieére dynamique, en tenant compte de I'interaction entre les réseaux cognitifs et corticaux.

Mot clés: Langage, Mémoire, Epilepsie, fMRI, Connectivité, Evaluation préopératoire



iii

Acknowledgements

Without substantial intellectual, technical, and emotional support, one cannot finish a thesis.
I was fortunate to find these different types of support in my colleagues, friends, family, and
the LPNC laboratory during my years working on this thesis.

I am grateful to Agnes Trébuchon-Da Fonseca and Guillaume Herbet for accepting the role
of reporters and evaluating this thesis. Your comments helped me further ameliorate the
manuscript. I want to thank Melissa Duff, Laurent Vercueil, and Pascal Hot for being jury
members. My sincere gratitude to all jury members for encouraging a very stimulative,
challenging, and inspiring scientific discussion on the defense day.

Being part of a team makes thesis work much more pleasant, and I was very fortunate to be
a part of the REORG team.

First, I would like to thank my thesis supervisor Monica Baciu. I will forever be grateful to
you, Monica, for introducing me to the field of neuroscience and all that you taught me, your
generosity with your time, and your continuous support. I appreciate all the opportunities
you have given me during my Ph.D. Your motivation and work devotion will always be
inspirational for me.

My profound gratitude also goes to Emilie Cousin, who taught me how to “read” fMRI.
Thank you, Emily, for all your enthusiasm and support that helped me during the most
challenging times during the thesis.

I would also like to thank Cédric Pichat, who made image processing more understandable.
Thank you, Cédric, for your patience and explaining to me image pre-processing, sometimes
multiple times. Laurent Torlay, thank you for all your help with machine learning analyses.
You were always willing to find an algorithm or approach that would suit our questions.
Many thanks to Félix Renard for his help with manifold analyses. I would also like to thank
Fabricio Dutra for all his support regarding cortical thickness. Special gratitude goes to Elise
Roger. Thank you, Elise, for all your help, suggestions, and fruitful discussions. I learned a
lot from you, and you will always be an inspiration.

I want to express my sincere appreciation to the CHU team — Philippe Kahane, Lorella
Minotti, and Chrystele Mosca, whose precious support in working with patients helped the
clinical aspect of this work. Similarly, I would like to thank the IRMaGe team, Alexandre
Krainik, Laurent Lamalle, and Johan Pietras, for their support for fMRI acquisitions. I offer
my sincere gratitude to Hélene Loevenbruck and Marcela Perrone-Bertolotti. They were with
me from the master and continued to help me during the Ph.D. through all their useful
questions, valuable comments, and challenging discussions.

I thank Carole Peyrin and Olivier David, members of my CSI, for reading my reports, listening
to my presentations, and ensuring that I was on the right track.

Working on the thesis has a special social dimension. Despite the COVID epidemics, the
LPNC Ph.D. students made this dimension even more special by always being there for me
(in the present or via various platforms). We shared laughter, coffees, sweets, frustrations,
notes, and codes. Thank you, Olivier, Sam, Ali, Merrick, Méline, Léa, Elie, Lucréce, Audrey,



iv

Laura, Cynthia, and Maglle. Special thanks to Célise and her precious help in learning French
archaisms.

I want to offer my sincere gratitude to Sonja Proti¢, Smiljana Josi¢, Ivana Jaksi¢, Sophie
Lecan, and Mado Molines for helping me to make this manuscript readable and accessible
and to Alessandro Tangatini for the support with the presentation.

There is, unfortunately, not enough of a place to mention all my friends who were there for
me, giving me support no matter which country or content they were. I know that they will
recognize themselves in these lines.

I am grateful to my mother Violeta, father Momcilo, brother Vladimir and sister Annie for
their understanding and always being there for me.

Bratislav, no “thank you” (in any language) will ever be enough for everything you have done
for me and have given me, so I will continue looking for the appropriate way to express my
gratitude. It could take some time. Stay tuned ...



Preface

This thesis was conducted within the Laboratory of Psychology and Neurocognition (LPNC),
University Grenoble Alpes. It was financed and performed within the project REORG (Neu-
rocognitive Reorganization of Language and Memory in patients with temporal lobe epilepsy.
An integrative and multidisciplinary approach, ANR-~17-CE28-0015-01), and it was also fi-
nanced by Neurocog (ANR-15-IDEX-02). This project is run by Monica Baciu (PU-PH,
MD). The work presented in this thesis was supported by the other members of the REORG
project. Specifically, the MRI acquisitions performed at the Platform IRM 3t IRMaGe of
CHU Grenoble-Alpes were supported by Emilie Cousin (IR, Ph.D., LPNC, IRMaGe), Cédric
Pichat (IE, LPNC), Johan Pietras (IRMaGe, CHU), Alexander Krainik (PU-PH, MD, IR-
MaGe, CHU), Laurent Lamalle (Ph.D., IRMaGe, CHU) and Iréne Tropes (IRMaGe, CHU).
Cédric Pichat provided support for the pretreatment and Emilie Cousin, Monica Baciu, and
Elise Roger (Ph.D., LPNC) for the statistical analyses of the fMRI data. Graph theory
analyses were done in consultation with Elise Roger and Cédric Pichat. Anatomical vol-
ume analyses were performed by Fabricio Dutra (Ph.D. candatate, LPNC) and Félix Renard
(Ph.D.). The hierarchical clustering and the ongoing work regarding the multimodal predic-
tion of surgery outcomes are performed by Laurent Torlay (IE, LPNC). Work with temporal
lobe epilepsy patients was supported by Philippe Kahane (PU-PH, MD, CHU) and Lorella
Minotti (MD, CHU), and Chrystéle Mosca (Neuropsychologist, CHU) performed the neu-
ropsychological assessment of temporal lobe epilepsy patients.

Patients and healthy participants provided written informed consent for the study that the
local ethics committee approved (CPP: N° Id RCB: 2017-A00384-49, local CHUGA number:
38RC17.018; N° Id RCB: 2009-A00362-55, local CHUGA number: 09-CHUG-14). Healthy
participants received financial compensation for their participation. Patients were diagnosed
with drug-resistant temporal epilepsy and were candidates for curative surgery, and the fMRI
evaluations were performed as a part of their presurgical assessment.

This thesis manuscript is composed of five chapters. Chapter 1 presents a theoretical intro-
duction for this work and provides thesis objectives. The following chapters (2, 3, and 4)
present the empirical work and are based on the papers which resulted from this thesis. These
chapters are generally in the form of articles, although the introduction and discussion sec-
tions are extended. The supplementary materials are presented in the respective Appendix.
Finally, Chapter 5 presents the general discussion of the presented work and provides per-
spectives. The main perspectives are illustrated by the preliminary results of the ongoing
research work.

Each chapter contains orange boxes summarizing principal conclusions, results, and open
questions after each introduction, results, and discussion section. These boxes are intended
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- Are you experiencing any problems in your everyday life?
- Yes... I am having problems with my memory.

- What type of problems?

- When I want to say something, I can’t find the word...

(extract from a conversation with a
temporal lobe epilepsy patient before fMRI acquisition)
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Chapter 1. Theoretical introduction 2

1.1 Knowledge development through interaction

The primary method of reductionism, the dominant approach to science since the 1600s,
was to divide a given research problem into as many parts as possible, beginning with
the smallest object gradually ascending to the most complex. However, twentieth-
century science witnessed limitations of scientific reductionism in explaining complex
phenomena (Mitchell, 2009). It became evident that a single discipline cannot fully
address complex phenomena that needed an interdisciplinary understanding. One of
those integrative fields was cognitive neuroscience, sometimes termed "insalata mista'
(“mixed salad”) due to its foundation in various disciplines, but primarily representing
a result of a “marriage” between fields of psychology and neuroscience (Gazziniga et al.,
2014). On the one hand, cognitive psychology is focused on exploring and describing
cognitive functions or processes. On the other, the most significant advances in cogni-
tive neuroscience have come from neuroimaging techniques that provided measurement
of physiological changes in the human brain during different cognitive processes. The
most crucial challenge in this field is reaching a global understanding of the functional
organization of the brain (Varoquaux et al., 2018). Just as the field itself was cre-
ated through the interplay of various fields, today’s research within this area tends to
explain complex neurocognitive phenomena through interaction.

1.1.1 The interactivity of cognitive processes

First, even though cognitive processes are defined and delimited for the sake of ex-
ploration, everyday behaviors (such as reading this text) engage multiple intertwined
processes (Fuster, 2000; Sternberg & Sternberg, 2012). The underlying hypothesis in
traditional neuroimaging studies is that it is possible to identify the neural correlates of
a specific cognitive process (Poldrack & Yarkoni, 2016). This is usually done using sub-
traction logic by contrasting the experimental and control conditions that are designed
to vary only with respect to the process of interest. However, it is largely acknowledged
that this logic is "fragile" when facing real-world psychological tasks. Even standard
experimental tasks may recruit processes incidental to task demands. For that reason,
it can be hard to specify all cognitive components of a task (Poldrack & Yarkoni, 2016;
Price & Friston, 2005; Varoquaux et al., 2018)". Similarly, from a clinical point of
view, it is poorly 1nf0rmat1ve to consider a patient’s performance on a test in isolation.
A cognitive profile can be adequately assessed and comprehended if the entirety of a
patient’s performance on cognitive tests is considered (Tosi et al., 2020). Moreover,
performances on neuropsychological tests are mutually positively correlated since the
performance on each test requires a contribution of many processes and can be influ-
enced by other cognitive capacities (Agehnk van Rentergem et al., 2020; Holdnack &
Drozdick, 2010; Van Der Maas et al., 2006). During development, skllls and progress

Price and Friston (2005) give an example of the traditional cognitive model for tool picture
naming that includes visual processes, object perception, semantic processing, phonological retrieval,
and articulation. However, these authors show that the same task can also implicitly activate "hand
movement motor processing" when a picture of a tool is seen.

2For instance, performance on verbal working memory tests is influenced by language compre-
hension and vice versa (Baddeley, 2003), or auditory memory scores can be influenced by language
impairments (Holdnack & Drozdick, 2010).
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in one domain influence progress in the other domain (Hayne & Simcock, 2008; Houwen
et al., 2016; Sundqvist et al., 2016). Therefore, neurocognitive functions do not exist
and act in isolation, but in the context of other neurocognitive functions (Boyer, 2010).

/ A. Localisationist paradigm of brain functional organization \

mumljliﬁauuum :
4

E] Agraphia

E Motor aphasia
Word deafness/sensory aphasia
[:] Word blindness
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Figure 1.1: The transition from localisationist to a network-based view of brain organization. (A)
Historical examples of localisationist paradigm of brain functional organization. (Al) Detailed map
based on symptom-lesion studies of brain-damaged soldiers during WWI proposed by Kleist, figure
adapted from Rutten (2017). (A2) Charcot’s proposal of localization of aphasias and language centers
localization, figure adapted from Rutten (2017). (B) Examples of network paradigm of brain functional
organization. (B1) Large-scale cerebral networks proposed by Yeo et al. (2011). (B2) Language
network for vocabulary comprehension obtained by Tomasi and Volkow (2020). (B3) Presentation
of language-relevant white matter tracts presented by Monroy-Sosa et al. (2021). (B4) Schematic
representation of sets of brain regions that are often considered as language network, figure adapted
from Fedorenko and Thompson-Schill (2014).

1.1.2 The interactivity of cortical systems

Second, decades of neuroimaging research clarified that the brain does not operate in
a "one-to-one' fashion (one function - one region). "Single" cognitive process has a
distributed activation pattern across different brain regions and the same set of regions
can be activated by tasks involving different cognitive processes (Fuster, 2000; Price &
Friston, 2005). Also, even when a cognitive function is successfully defined, classified,
and experimentally manipulated, it does not imply a separate neural structure. As
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we saw, cognitive functions are interdependent and, hence, their neural foundations
(Fuster, 2000). Historically, we can separate two schools of thought (see Figure 1.1):
(1) anatomical reductionism focusing on the regional localization of cognitive functions
(Panel A) and (2) cortical network paradigm (Panel B), proposing that cognitive func-
tions are based on widely distributed cortical systems of interconnected subsystems
(Fuster, 2003).

The first perspective is based on the idea that since different cortical areas have different
structures, they perform different cognitive functions. This localisationist perspective
followed the works of Bouillaud and Broca®, among others (Middlebrooks et al., 2017;
Rutten, 2017). These findings led to the notion of "eloquent" regions in the context
of neurosurgery. Damage or surgery of these eloquent areas highly specialized for a
specific function was thought to result in permanent impairments of that function
(Duffau, 2018). This localisationist paradigm of inflexible brain functional organiza-
tion is under question due to methodological drawbacks of the lesional method and
the inability to explain functional improvement after resection of "eloquent" regions
(Bressler & Menon, 2010; Duffau, 2018). Nevertheless, it should be pointed out that
the behavioral-structural lesion method, on which the localisationist paradigm was
based, has undergone important progressive changes with the development of imaging
techniques and statistical procedures (e.g., Ivanova et al., 2021). Lesion methods have
an essential role in cognitive and clinical neurosciences as they provide data distinct
from those of other methods and are valuable for causal interferences (Vaidya et al.,

2019). Therefore, their advancement is going in the direction of the integration of the
network-focused perspectives (Herbet & Duffau, 2020), such as, for instance, "lesion-
network- mapping' (Sutterer & Tranel, 2017) and, in general, assimilation with other
methods (Vaidya et al., 2019).

The second perspective postulates the existence of specialized areas or modules that
are interrelated. Since a collection of specialized brain regions cannot provide a co-
herent experience, this perspective highlights communication and interaction between
and within the modules (Zamora-Loépez et al., 2011). Put differently, higher cognitive
functions are based on the interaction of neuronal circuits and brain regions that are
supporting various subcomponents of that function (Hagoort, 2016). This holistic con-
cept also mirrors the Gestalt principle - the perception of the entire object emerges
from the binding of the parts (Fuster, 2003; Sternberg & Sternberg, 2012). Hence, the
organization or the relations between the components are vital for the entity.

3Two points need to be made here. First, modern neuroscience usually connects the beginning of the
cerebral localization theories with 1861 and the observations made by Broca. However, in the opening
of the 1861 paper, Broca states that his work supports Bouillaud’s ideas and work on locating the
lesions associated with speech deficits in the frontal lobes (Rutten, 2017). According to Rutten (2017),
the beginning of cerebral localization theories is associated with Broca and not Bouillaud because in
1861, localisationist ideas were more widely accepted than in 1825 (in which Bouillaud published that
speech loss corresponds to anterior lobes lesion). Second, even though modern literature still associates
Wernicke with localisationist models (e.g., Middlebrooks et al., 2017), he was, in fact, among the first
connectionists. Wernicke suggested that the information is distributed across several language centers
and that orchestrating multiple areas is necessary for a specific function. His theory on concept
acquisition and representation is similar to the contemporary perspective that argues the distribution
of the object "knowledge" across brain areas (Gage & Hickok, 2005). This is also supported by the
fact that Wernicke never gave a precise anatomical localization of the sensory language areas (Rutten,
2017).
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1.1.3 Towards cortical and cognitive networks

This network paradigm in cognitive neuroscience emphasized the conjoint function-
ing of brain regions through the concept of large-scale networks (Panel B, Figure 1.1,
Bressler & Menon, 2010). It should be noted that historically network paradigm is
rooted in the works of Meynert and Wernicke, among others, who studied the structure
and function of the connecting fiber systems (Bressler & Menon, 2010; Monroy-Sosa
et al., 2021; Rutten, 2017; Tremblay & Dick, 2016). Moreover, Wernicke proposed
a theory on the cortical basis of conceptual knowledge formation and retrieval. He
proposed that concepts are widely distributed across the cortex and that transcorti-
cal fiver pathways allow linking and binding of these representations (Gage & Hickok,
2005). This network paradigm is also deeply rooted in the work of Mesulam (1990,
1998, 2000), who proposed that neural representation of human behavior is both local-
ized and distributed through multifocal neural systems. These systems can be local,
confined to a single cytoarchitectonic field or large-scale networks, composed of widely
distributed and interconnected local networks. Mesulam (1990, 2000) proposed that
transmodal areas (such as the “Broca’s” and “Wernicke’s” areas for the language net-
work) act as the neural epicenters of these large-scale distributed networks. These
multifocal networks have an internal structure that allows complex computations such
as parallel distributed processing. Mesulam (1998, 2000) also suggested that cortical
areas can dynamically shift affiliation from one network to another according to the
task goal. Significant contributions to the development of the network paradigm have
also been made by Goldman-Rakic, Bressler, McIntosh, Menon, Fuster, and Sporns,
among others. Nevertheless, the comprehensive historical review of the development
of this paradigm would surpass the scope of this work (Bressler & Menon, 2010). We
will be addressed notion of networks in more detail in Chapter 4.

Notably, the idea of cortical networks from neuroscience echoed in cognitive psychology,
firstly through artificial intelligence which gave rise to the idea of parallel distributed
processing. The concept of network idea recently gained new interest in the neu-
ropsychological community through the graph theory (see Chapter 4). An increasing
number of studies assess dynamic interaction between different cognitive domains using
complex neuropsychological assessment in healthy individuals and those with various
neurological disorders (Garcia-Ramos et al., 2016; Garcia-Ramos et al., 2021; Keller-
mann et al., 2016; Tosi et al., 2020). Figure 1.2 illustrates the transition from modular
and localisationist towards network perspectives. Cognitive development was similarly
proposed to be seen as a web (a concept closely related to the notion of a network) dif-

ferent skills are interacting and integrating, giving rise to complex behaviors (Vallotton
& Fischer, 2018).
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Figure 1.2: The transition from an isolated to a network-based view of cognitive functions. (A)
Example of observing cognitive domains (via neurocognitive tests) as isolated and not mutually con-
nected, figure adapted from Sachdev et al. (2014). (B) Examples of exploring interconnections between
neurocognitive tests and hence cognitive domains from network perspective, figure B1 adapted from
Kellermann et al. (2016), figure B2 adapted from Tomasi and Volkow (2020).

Decades of research are going in the direction of showing that the most plausi-
ble cortical and cognitive models have a network structure (Fuster, 2003). The goal
of cognitive neuroscience should be to map cognitive networks onto cortical networks
since cortical operations occur within and between cortical networks. Beam et al.
(2014) performed an interesting semantic analysis of neuroimaging studies revealing
the prevalence of single-brain-region terms. These authors predicted that system-level
descriptions would gradually replace those terms. The future trend in cognitive neu-
roscience will be treating information processing as arising from sets of local networks
that jointly support complex cognition (Beam et al., 2014).

One of the main focuses of this work is language function and its cerebral representa-
tion. However, we saw we cannot explore one cognitive function in isolation. Indeed,
in a recent study, Kurashige et al. (2020) found significant evidence on the relationship
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between language and other functions. Namely, these authors found that "language",
"memory", "concept processing', "executive function", and "self and others" (quotation
marks added by the study authors) are intertwined, suggesting that the information
processing related to these functions is performed through close interactions between
them. Kurashige et al. (2020) also found a densely connected subnetwork mostly re-
lated to "concept processing', "action and expression", and "vision and attention" that
included perisylvian language networks and left prefrontal cortex structures. This find-
ing suggested an integrated cognitive function that relies on language processing but
also depends on functions beyond language processing.

The present work is carried out from the cognitive neuroscientific framework and ac-
cording to its contemporary network perspective. Therefore, this work will be following
two general principles presented in Box 1.1 that sum up previous sections.

The main interest of this study, basing on those grounds, is the interaction between
language and memory. Specifically how language relies on memory and how their in-
teraction is reorganized in patients with temporal lobe epilepsy. We will first start
by presenting the neurocognitive view of language. In line with the interactive nature
of the connection between cognitive functions (Box 1.1), we will point out the close
relationship language forms with declarative memory. Following this, we will provide
a short neurocognitive overview of memory before discussing the evidence supporting
language and declarative memory interaction. Finally, we will explain why patients
with temporal lobe epilepsy are the appropriate model for studying this interaction.
Figure 1.7 provided at the end of this chapter offers a map showing which chapter will
address which topic presented in this introduction.

1. Cognitive processes support everyday behaviors through their interaction
and integration.

2. Cerebral representation of cognitive processes is not organized in "one-to-
one" fashion, instead it is a distributed system of brain regions.

o Given these two principles, we can talk about and investigate cognitive
networks and cortical networks.
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1.2 Language

Language is classically defined as a natural, intrinsic and universal ability of human
beings to construct communication systems using codes and to combine these codes in
order to exchange information with the others around them (Sternberg & Sternberg,
2012). Language, as a system, has specific properties that are of importance for the
present work.

1.2.1 Language properties and cognitive organization

First, language is generative or productive in the sense that, within the limits of its
linguistic structure, its users can create a limitless number of new utterances (Hagoort,
2016; Kosti¢, 2006). Second, language allows us to dislocate from time and space
and talk about things or events that happened or that will occur in the future, and
about hypothetical or imagined events (Kosti¢, 2006; Sternberg & Sternberg, 2012).
Third, language is structured at multiple levels. Hence, for describing the cerebral
representation of language, the starting point for cognitive neuroscience is usually the
cognitive structure of language based on substantial linguistic and psychological knowl-
edge (Small & Hickok, 2015).

Linguistic mental processes can be described through representation levels of mapping
sound to meaning (Hickok & Poeppel, 2007). Phonemes, the smallest speech building
blocks that have acoustic interpretation are used to construct morphemes, the smallest
components that mediate representation of meaning, which are further combined into
syntactic constructions. These representations (especially phonemes and morphemes)
are in the service of lexical access (Hickok & Poeppel, 2007). Lexical access refers to the
process during which the output of perceptual or visual analysis activates word-form
representations in the mental lexicon. In addition to phonological, morphological, and
syntactic processing, there is also semantic processing that refers to the meaning of
words and their relationship. Importantly, here we refer to lexical semantics since the
general semantics represents an extensive system that extends into memory systems
and other cognitive functions, as we will later see (Binder & Desai, 2011; Hertrich
et al., 2020). It should be noted that words are combined via syntactic mechanisms
and grammar rules into hierarchical structures that influence their semantic interpre-
tation (Matchin & Wood, 2020). Each aspect of language is a research subject of
(psycho)linguistic fields (see Box 1.2). However, language researchers using the term
language often refer to various mental processes, and some even argue against sharp
boundaries between these linguistic levels (Fedorenko & Thompson-Schill, 2014). For
instance, the distinction between mental lexicon and grammar is dissolving. Contem-
porary linguistic frameworks postulate that the mental lexicon, a mental store of word
information, includes semantic information, word forms, and syntactic information (Fe-
dorenko et al., 2020; Gazziniga et al., 2014). Therefore, it should be noted that the
division of language processes presented in Box 1.2 is only conditional, and these pro-
cesses or levels of representation are, in fact, interacting (Kosti¢, 20006).
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Linguistic
description  (Psycho)linguistic domain  Level of representation
Speech Phoneme — the smallest distinctive
sounds Phonology/Phonemics acoustic unit

Morpheme — the smallest meaningful
Word form  Morphology unit of linguistic structure

Lexeme — a word created by a com-
Word bination of phonemes (or morphemes)
meaning Semantics that has a meaning

Sentence — a combination of words
Syntactical into larger entities that is governed by
structures  Syntax grammar rules

Meta-analyses on the neural architecture of presented language processes demon-
strated that they rely on an extensive network of distributed regions predominantly
set in the left hemisphere with right hemisphere contributions (Price, 2012; Vigneau
et al., 2011; Vigneau et al., 2006). However, as Fedorenko and Thompson-Schill (2014)
pointed out, to describe language network, one must define what is considered under
the term "language" or at least what the language process of interest is. When using
the term "language' in this work, we refer to the language used in a natural context.
We are particularly interested in the additional cognitive processes that join language
to provide everyday communication, especially (as we will later see) memory processes.
However, a typical conversation (for instance a chat with a friend) can probably engage
majority of cognitive processes and brain networks (Fedorenko & Thompson-Schill,
2014; Hertrich et al., 2020). Thus, we will focus on production rather than language
(sentence and narrative) comprehension, even though certain mentioning of language
comprehension are necessary. We will begin by describing the cerebral representation
of language. We will present the regions that share functional features as a network.
Therefore, the term "network" in this manuscript can also be understood as a functional
system (Fedorenko & Thompson-Schill, 2014), although we will discuss the structural
connections as well.

1.2.2 Language network

There are various approaches to describe the language network. We will first present
this network based on dual-stream models (for a historical evolution of these models,
see Monroy-Sosa et al., 2021) and then based on specific linguistic processes. The
two depictions are not mutually exclusive, and they were employed to provide a more
comprehensive overview of the neural basis for language.
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Language network through dual stream models

Contemporary language models tend to abandon the traditional modular and serial
views of language processing. Instead they propose an extensive language network for
semantic, phonological, and syntactic processing based on two pathways organized in
parallel and composed of interconnected large- scale cortico-subcortical sub-networks
(Middlebrooks et al., 2017; Monroy-Sosa et al., 21) Although some dual stream
models focus on audltory (e.g., Hickok & Poeppel, 2007) or visual input (e.g., Duffau
et al., 2014), they generally agree on the main functional characteristics of the path-
ways, as well as on the primary fibers they incorporate. The first, dorsal pathway
is mainly engaged in phonological-motor aspects of speech processing while the other,
ventral pathway, is involved in lexical-semantic processing (See Figure 1.3, Dick et
al., 2014; Duffau et al., 2014; Fridriksson et al., 2016; Herbet & Duffau, 2020; Hickok
& Poeppel, 2007).

The historical "Broca—Wernicke— Lichtheim—Geschwind" model was the first to propose
the dorsal stream but in a simplified way with arcuate fasciculus (AF) connecting
inferior frontal (“Broca’s”) and posterior temporal (“Wernicke’s”) region (Monroy-Sosa
et al., 2021; Tremblay & Dick, 2016). Later studies using modern techniques showed
that thls stream has a more complex structure. It includes AF and superior longitu-
dinal fasciculus (SLF), connecting regions in the frontal cortex to various regions in
the temporal and parietal cortex (Dick et al., 2014; Hertrich et al., 2020; Hickok &
Poeppel, 2007; Thiebaut de Schotten et al., 2012). The dorsal stream is sometimes
termed the "how" system since it maps perceptual representations of vocal sounds into
phonetic, articulatory, syntactic, and motor representations (Hickok & Poeppel, 2007;
Ries et al., 2019). This stream also supports the phonological loop or auditory-verbal
short-term memory and auditory feedback control during speech production (Hickok,
2012), and it also facilitates speech perception (Kemmerer, 2015).

The ventral stream includes uncinate fasciculus (UF) connecting frontotemporal re-
gions, and middle longitudinal fasciculus (mdLF) connecting the caudal and inferior
parietal lobule with the superior temporal lobe. It also includes inferior longitudinal
(ILF) and inferior frontal-occipital fascicles (IFOF) connecting the occipital lobe with
the anterior temporal and the frontal lobes, respectively (Dick et al., 2014; Duffau et
al., 2014; Monroy-Sosa et al., 2021). That way, the ventral pathway creates a link be-
tween the temporal lobe and various lexical-semantic representations with the inferior
frontal lobe regions. Interestingly, the left inferior gyrus was found to show a modular
structure corresponding to language processes we discussed, namely phonology, syntax,
and semantics. This is evidenced in its connectivity pattern with the temporal lobe for
these functions (Hertrich et al., 2020). The ventral stream is sometimes also called the
"what" stream since it is engaged in mapping the sound structure of words onto the
corresponding semantic representations and in forming the integrated meaning from
complex constructions such as phrases and sentences (Kemmerer, 2015).

There are also propositions and evidence that dorsal pathways are involved in organiz-
ing elements in sequences (important for sentence generation), while ventral pathways
get engaged in the processing of meaning dependencies (Ries et al., 2019). It should be
noted that the differences in functional roles of dorsal and ventral pathways are some-
times seen in terms of production vs. comprehension (Kemmerer, 2015), but some
authors propose to observe this difference instead in terms of form to articulation vs.
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form to meaning (Fridriksson et al., 2016). Indeed, dual stream models have been
focused on language perception (or picture naming in the case of Duffau et al., 2014),
but others also discussed language production within dual stream framework (e.g.,
Fridriksson et al., 2016; Hickok, 2012). Generally, these models argue that the dorsal
stream engages in speech repetition and auditory feedback control, while the ventral
stream is involved in conceptual-to-lexical mapping during production in a similar way
to speech perception. It should be noted that dual stream models address functional
connectivity between the regions through the notion of streams. However, the dorsal
and ventral streams should not be seen as distinct and separated. It is their inter-
connection that supports language production and comprehension through a variety of
linguistic operations (Hickok & Poeppel, 2007; Monroy-Sosa et al., 2021; Silbert et al.,
2014).

Figure 1.3: Dual stream model of language. (A) Dual stream model proposed by Hickok and
Poeppel (2007). The dorsal stream is presented in light blue, and it includes the articulatory network
(AN) and the sensorimotor interface (SI). The ventral stream is shown in dark blue, and it is composed
of the combinatorial network (CN) and the lexical interface (LI). The dorsal superior temporal gyrus in
red is engaged in spectrotemporal analysis (STA), while mid-post superior temporal sulcus in yellow is
a part of phonological network (PN). The figure is adapted from Monroy-Sosa et al. (2021). (B) White
matter within dual stream model. The dorsal stream (light blue) incorporates dorsal and ventral AF
(DAF, VAF), SFL, while the ventral stream (dark blue) includes IFOF, UF, ILF, and mdLF. The
motor stream consists of the frontal aslant tract (FAT). The figure is adapted from Monroy-Sosa et al.
(2021).

Language network through language processes

Another way of describing language network is through language processes (see Figure
1.4). In doing so, we will follow the previously presented conditional division of lan-
guage processes and representations (see Box 1.2).

The phonological subnetwork is composed of pars opercularis (pOp), supramarginal
gyrus (SMG), and mid-to-posterior superior temporal gyrus (STG) (see Figure 1.4,



Chapter 1. Theoretical introduction 12

Panel A, Middlebrooks et al., 2017; Price, 2012). Based on their meta-analysis re-
sults, Vigneau et al. (2006) propose that this network is organized in two compo-
nents: a frontal-temporal auditory-motor speech coordination network® and a frontal-
parietal loop for phonological working memory. The pSTG part of this auditory-
phonological network also engages in speech production by providing sound targets for
motor-phonological speech planning for sensorimotor network engaged in articulation
(Matchin & Hickok, 2020). Regions forming an articulation subnetwork are precen-
tral gyrus, specifically ventral premotor cortex (VPMC), ventral sensorimotor cortex
(vSMC), supplementary motor area (SMA), ventral part of SMG, and the posterior
end of the Sylvian fissure, Sylvian parietal-temporal junction, that engages in auditory-
motor integration (Matchin & Hickok, 2020; Middlebrooks et al., 2017; Price, 2012).
Therefore, phonological networks can be seen as asymmetrical regarding the process
in question since regions forming the sensory part of the network engage in perception
and production, while regions in the motor part of the network engage primarily in
speech production (Matchin & Hickok, 2020).

The semantic network is distributed across dorsolateral and dorsomedial prefrontal
cortex (dIPFC, dmPFC), specifically superior frontal gyrus (SFG), posterior middle
frontal gyrus ( MFC), dorsal premotor cortex (dPMC), pars orbitalis (pOrb), pars tri-
angularis (pTri), angular gyrus (AG), middle temporal gyrus (MTG), temporal pole
(TP), temporoparietal junction (TPJ), the inferior temporal gyrus (ITG), fusiform
and posterior cingulate gyrus (see Figure 1.4, especially Panel B, Binder & Desai,
2011; Binder et al., 2009; Cousin et al., 2007; Middlebrooks et al., 2017; Price, 2012;
Yvert et al., 2012). Modality-specific sensory, action, and emotion input is sent to
high-level convergence zones in temporal and inferior parietal regions, specifically in-
ferior parietal cortex, TPJ, middle and inferior temporal gyri, and the fusiform gyrus
(Binder & Desai, 2011). These zones bind representations from different modalities
and support abstract representations of entities or objects (anterior STS/MTG) and
events or thematic relation between them (AG) (Binder & Desai, 2011). It should be
noted that according to some researchers (Duffau et al., 2014; Patterson et al., 2007;
Ralph et al., 2017), the temporal pole is the center allowing multimodal integration®.
Other researchers (Binder & Desai, 2011) see it more as a region that enables emo-
tional and social concepts processing due to its connection with the ventral frontal
region and amygdala. Dorsolateral, dorsomedial, and inferior prefrontal cortices are
proposed to be engaged in top-down selection and activation of semantic representa-
tions by translating affective drive or task goals into a coordinated plan (Binder &
Desai, 2011).

4According to Vigneau et al. (2006) meta-analysis, this auditory-motor network is engaged in
sensory-motor control (frontal areas, upper motor area for mouth movement, and lower premotor
area in precentral gyrus for pharynx and tongue movement) and sensory-motor integration (Rolandic
operculum).

% Although in the hub-and-spoke models (Patterson et al., 2007; Ralph et al., 2017), the authors
refer to the anterior temporal lobe as the amodal hub for semantic generalization (that temporal pole
is just a part of). In the original version of this model (Patterson et al., 2007), anterior temporal was
seen as a hub engaged in semantic processing regardless of the input modality. In the updated version
of this model (Ralph et al., 2017), the authors propose that the anterior temporal lobe shows graded
functional specialization, which reflects the differences in the connectivity of the subregions of this
hub to the rest of the network.
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/ A. General language network models \

Figure 1.4: Language network and subnetworks models. This figure presents the regions engaged
in different language processes. However, what distinguishes them from the localisationist models
(presented in Panel A of Figure 1.1) is that they all propose (bidirectional) connections and communi-
cation between the presented regions through which the functioning is realized. The regions in all the
models are only presented schematically, and their position in the images does not fully correspond to
their precise anatomical location. (A) Comprehensive models of language network that include sev-
eral processes. (A1) Model proposed by Price (2012) based on a meta-analytic view. Blue = auditory
processing, dark green = articulation, light green = word retrieval, rose to pink = lexical-semantic
processes, dark purple = syntax, red = visual processes, and orange = general action. (A2) The
model of core language network and its margins proposed by Hertrich et al. (2020). Green = the au-
ditory cortex, yellow = the auditory word form area, blue = phonological processing, purple = syntax
processing, red = lexical-semantic processing, orange = the margins of language network involved in
motor activity, cognitive control, emotion processing, etc. (B, C) Example of models focusing on a
specific process. (B) The model of semantic processing proposed by Binder and Desai (2011). Yellow
= parts of modality-specific sensory, action, and emotion systems, red = high-level convergence zones,
blue = cognitive control by goal-directed activation and selection of the information, green = the
interface between semantic and hippocampal memory system. (C) The model of cortical organization
of syntax proposed by (Matchin & Hickok, 2020). Dark blue = phonological auditory processing, light
blue = phonological articulatory processing, green = lexical-syntactic processes, yellow = morpho-
syntactic processes, red = conceptual-semantic processing.
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It was proposed that pTri is one of the links between semantic and phonological net-
works since its anterior portion is more involved in semantic function while its posterior
portion borders with pOp engaged in phonologic processing (Middlebrooks et al., 2017;
Vigneau et al., 2006). Binder and Desai (2011) propose posterior cingulate gyrus and
precuneus’ as an interface between this semantic network and hippocampal memory
system that we will describe later on. Through this connection, events that are being
encoded in the long-term memory are given meaning.

Regarding syntactic processing, there is a growing body of evidence suggesting a
substantial integration between it and lexical-semantic processes and representations
(see Figure 1.4, especially Panel C, Fedorenko et al., 2020; Matchin & Hickok, 2020).
This integration can also be evidenced through their cerebral network overlap (Vigneau
et al., 2006). Some even argue against regional specialization in syntactic over lexico-
semantic processing (Fedorenko et al., 2020). Even though regions that are proposed
to support syntactic processing differ across studies (Haller et al., 2005; Pallier et al.,
2011; Segaert et al., 2012), the two primary candidates are posterior inferior frontal
gyrus (pOp and pTri) and posterior (medial) temporal gyrus. Indeed, the posterior
temporal lobe is engaged both in syntactic, but also lexico-semantic processing (Fe-
dorenko et al., 2020; Hickok & Poeppel, 2007), and in the latest proposal of syntactic
cortical organization, Matchin and Hickok (2020) acknowledge that mental lexicon and
syntactic rules pertain to the same representational system. Additionally, there is a
question of a joint syntactic neural basis for both sentence comprehension and pro-
duction. Whereas some authors argue in favor of the common implication of pIFG
and pMTG (Segaert et al., 2012; Takashima et al., 2020), increasing evidence suggests
functional dissociation between these regions. Some studies report that both left pIFG
and left pMTG engage in production, but that only pMTG gets involved in perception
(Matchin & Hickok, 2020; Matchin & Wood, 2020).

Presented language networks mainly focused on cerebral regions and underlying white
matter fibers; nevertheless, subcortical structures also support language functioning.
Addendum 1.1 provides more information about main subcortical contributions to lan-
guage.

Language network lateralization

We mentioned that language network is predominantly left-lateralized but that right
hemisphere is also be involved (Vigneau et al., 2011). The studies on hemispheric
lateralization have shown that multiple factors determine the unequal engagement of
the hemispheres in different cognitive functions and that lateralization is not homoge-
neous within the language network (Bradshaw, Bishop, et al., 2017; Josse & Tzourio-
Mazoyer, 2004). One of such factors is handedness. Namely, Mazoyer et al. (2014)
identified three lateralization types based on manual preference and language lateral-
ization during lexico-semantic and syntactic processing — typical with left hemisphere
(LH) dominance (there were 88% of right-handed and 78% of left-handed), ambilat-
eral with no dominant hemisphere (0, 12% of right-handed, 15% of left-handed) and

6In their 2009 meta-analysis, Binder et al. also include parahippocampal gyrus among these
semantic-episodic interface regions. However, Binder and Desai (2011) later omit this region when
presenting the neuroanatomical semantic processing model.
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strongly atypical with right hemisphere (RH) dominance (7% of left-handed).

The degree of hemispheric lateralization can also depend on the task (Bradshaw,
Bishop, et al., 2017; Tailby et al., 2017). The verbal fluency tasks are considered the
golden standard for measuring lateralization in fMRI studies. However, while phonemic
fluency and verb generation tasks elicit the strongest lateralization in frontal regions,
semantic fluency task has this effect in temporoparietal regions (Bradshaw, Thompson,
et al., 2017). Studies also suggest that lateralization conclusions should be based on
the regional level since regional heterogeneity or crossed dominance may lead to false
conclusions (Bradshaw, Bishop, et al., 2017; Tailby et al., 2017).

Moreover, lexico-semantic processing is proposed to be a bilateral process (Hickok &
Poeppel, 2007). Binder et al. 2009 meta-analysis of semantic system found that this
system is left-lateralized, although the representations in the AG and posterior cingu-
late gyrus are bilateral. Rice et al. (2015) focused on the anterior frontal lobes and
found that conceptual knowledge is represented bilaterally in these regions, although
the activations are more likely to be left-lateralized if the semantic concept is accessed
linguistically. Indeed, in a meta-analysis of language studies, Vigneau et al. (2011)
found limited right hemisphere involvement during processes demanding semantic rep-
resentations access. These authors also found that the right hemisphere engages less
in phonological representations while it is implicated in context processing. The right
frontal areas support executive functions (manipulations in working memory) that are
not language-specific.

This overview of language function showed us that the language system is highly
complex. However, according to contemporary perspectives and the first guiding prin-
ciple of this thesis (see Box 1.1), no matter how complex a system is, it interacts with
others. The other brain regions or pathways do not need to be specialized for language
(as are the regions within the core language network), but they are essential for effi-
cient language functioning (Hagoort, 2016; Hertrich et al., 2020). Indeed, some of the
presented language models incorporate points or pathways through which language
associates with working or long-term memory (Binder & Desai, 2011; Duffau et al.,
2014; Hertrich et al., 2020). In addition, a recent study examining the factor structure
of cognitive functioning in healthy individuals found that word fluency correlated the
most with long-term memory encoding and retrieval (more than working memory and
slightly more than acquired knowledge) (Agelink van Rentergem et al., 2020). Finally,
Tulving said that semantic memory, part of declarative memory, is "necessary for the
use of language" (Tulving, 1972, p. 386). Hence, there is a need to understand why
language is so intimately related to memory.
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Addendum 1.1 Subcortical contributions to language networks

Recent neurocognitive language models acknowledge engagement of subcortical struc-
tures in higher-order language processing (Duffau et al., 2011; Grandchamp et al.,
2019; Hertrich et al., 2020; Loevenbruck et al., 2018; Price, 2012) such as the basal
ganglia (Santi et al., 2015; Vinas-Guasch & Wu, 2017), the thalamus (Crosson, 2013)
and the cerebellum (Grandchamp et al., 2019; Loevenbruck et al., 2018). Research of
linguistic implication of basal ganglia suggests that this structure engages mainly in
complex discourse- or syntax-level computation, probably through sequencing (Her-
trich et al., 2020; Santi et al., 2015). The putamen is connecting the basal ganglia
with language regions. Specifically, its left anterior portion engages in semantic re-
trieval and comprehension, while the left posterior engages in grammatical and more
exhaustive semantic processing (Vinas-Guasch & Wu, 2017).

Thalamus is involved in language processing as a manager of language cortical ac-
tivities by directing sensory input signals to modality-specific task-relevant regions,
connecting basal ganglia and cerebellum with the rest of the cortex, and controlling
cortico-cortical connectivity for information flow (for a review of thalamic implication
in language processing, see Crosson, 2013; Klostermann et al., 2013). However, in ad-
dition to transferring information, the thalamus also has a more complex, integrative
role in shaping mental representations (Wolff & Vann, 2019).

The cerebellum plays a role in various language processes, beyond motor aspects of
language production (Marién et al., 20141), both in perceptive and expressive language
(Keren-Happuch et al., 2011). It was found to be engaged in phonetic timing oper-
ations, segregation of auditory signal, cross-modal binding, and sequencing in verbal
fluency (for a complete review, see Marién et al., 20141). A recent study even high-
lighted cerebellar implications in semantic integration (Gatti et al., 2020). Regions
of the cerebellum that get consistently activated across various language tasks are
lobules VI and VII together with Crus I and Crus II (Keren-Happuch et al., 2014;
Stoodley & Schmahmann, 2009, 2018). These language activation patterns are more
strongly right-lateralized due to the contralateral connection between the left cerebral
cortex and right cerebellum (Stoodley & Schmahmann, 20158). Nevertheless, language
activation in the level of lobule VI are found to be bilateral (Keren-Happuch et al.,
2014; Stoodley & Schmahmann, 2009).

1.3 Why would language require memory?

The first obvious answer would be that consistent to the communicative function of
language (Kostié¢, 2006; Sternberg & Sternberg, 2012). Given that language is used to
transfer a message, it needs content, which memory can provide. Indeed, researchers
like Corballis (2019) proposed that language evolved to allow us to share our mental
travels, or to transfer information about an absent action (Von Heiseler, 2014). In that
sense, mental time travel (accommodated by episodic memory) is seen as a precursor
of language. For some, the reason for this information transmission was a reproduc-
tive advantage for the narrator (Von Heiseler, 2014), while others see it in the context
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of cooperation (Tomasello, 2009, 2010). Specifically, Tomasello (2010) suggests that
communication, in general, represents biological adaptation for collaboration. Accord-
ing to him, arbitrary linguistic conventions develop through shared activities based on
joint goals, mutual knowledge, and shared beliefs (all for which long-term memory is
necessary). Furthermore, the evolutionary changes in human cognition are thought to
have happened as fast as they did, as we were able to transfer the existing knowledge
and skills to the members of our species (Tomasello, 2009, 2010).

On the other hand, everyday communication places high demands on language that it
cannot answer without other systems (Duff & Brown-Schmidt, 2012; Hertrich et al.,
2020). For instance, there is usually a rapid exchange of various messages formulated
in multi-modal contexts during a conversation. We are taking into account multiple
sources of information at the same time. Also, to understand the information we are
receiving and to formulate our message, we rely on our previous memories, knowledge,
and beliefs (Duff & Brown-Schmidt, 2012). In general, the key characteristics of lan-
guage such as being generative or combinatorial, and allowing to dislocate, require the
support of other systems, such as memory, among others.

Before presenting in more detail the evidence of interaction between language and
memory, we will provide a short overview of memory as a cognitive and neural system
and explain what will be considered under the term memory in this work. It should
be highlighted that we focus on the language function and how it interacts with other
functions, particularly memory. Our interest in memory is only in terms of its inter-
action with language. Hence, the forthcoming overview of the memory system will
not be as elaborated as the presentation of language. It should only provide sufficient
information to address our primary focus - how language interacts with memory.

1.3.1 A short neurocognitive overview of memory system

In addition to complex language system, humans are also marked by their ability to
travel to the past or future mentally. This is mainly achieved through memory pro-
cesses that store, maintain and retrieve our past experiences to use that information in
the present (Sternberg & Sternberg, 2012). This capacity helps us make sense of our
lives and create the story that we will communicate.

Memory can be classified as sensory, short-term, and long-term (See Box 1.3). Three
main memory processes are encoding, storage and retrieval. Retrieval of information
from the long-term memory can occur through the recall process during which a mem-
ory item is produced or through a recognition process that allows identifying an item
as being seen or heard before (Sternberg & Sternberg, 2012).

We are specifically interested in long-term memory. However, the relation between
language and long-term memory cannot be addressed without also considering the in-
formation processing performed by working memory. Namely, working memory keeps
and moves in and out of temporary memory storage the most recently activated in-
formation from long-term memory. The most prevailing model of working memory is
the one proposed by Baddeley (Baddeley, 2003; Repovs & Baddeley, 2006; Sternberg
& Sternberg, 2012) that is composed of the following elements (see Box 1.3): (1) vi-
suospatial sketchpad that briefly guards visual images; (2) the phonological loop that
briefly holds auditory information for verbal comprehension and acoustic rehearsal;



Chapter 1. Theoretical introduction 18

(3) the central executive that manages attentional resources; (4) supplementary “slave
systems” that perform other cognitive tasks; (5) the episodic buffer that binds informa-
tion from the visuospatial sketchpad and phonological loop together with information
from long-term memory into a representation. Its relationship with language is widely
acknowledged and studied (for overviews, see Baddeley, 2003; Ishkhanyan et al., 2019).
Long-term memory can be classified as implicit or non-declarative and explicit or
declarative (Squire, 2004). It allows the encoding of memories through relationships
between numerous entities and events. The flexibility of this memory supports the
adaptation of the performance to different goals. Moreover, declarative memory is rep-
resentational, and it also provides means to model the external world (Squire, 2004).
Ever since Endel Tulving’s work in 1972, declarative memory has been seen through
terms (or opposition) semantic-episodic memory, although their conceptualization and
the conceptualization of their relationship have changed since then (Renoult & Rugg,
2020).

Semantic memory refers to the repository of the general world and conceptual
knowledge. It is thought to encompass "encyclopedic" knowledge, schematized repre-
sentations of events, and personal semantics (i.e., individuals’ conceptual knowledge
about themselves) (Renoult et al., 2019). From a memory perspective, semantic mem-
ory is most closely related to semantics previously presented in the language system
overview (see section 1.2.1). Indeed, Tulving defined it as the memory necessary for
language usage. However, he later proposed that not all semantic knowledge is ac-
quired through language (Renoult & Rugg, 2020).

The episodic memory system is a dynamic system that engages in reconstructive and
combinational processes allowing recollection of past and simulation of future events
(Duff et al., 2020; Irish & Piguet, 2013). According to the constructive episodic simula-
tion hypothesis (Schacter & Addis, 2007), episodic memory supports the construction
of future or imaginative events through retrieval and flexible recombination of past
experiences into future scenarios. Tulving proposed that episodic memory permits
mental traveling through subjective time (either as re-experiencing an old episode or
"pre-experiencing" a future event) through the sense of self-knowing or "autonoetic
awareness' /"autonoesis" (Renoult et al., 2019; Tulving, 1972, 2005). Conversely, se-
mantic memory is associated with noetic awareness, or a state in which individuals
have an awareness of the known, but there is no connection to their own experience
with that thing (knowing) (Renoult & Rugg, 2020; Tulving, 2005). Finally, both sys-
tems share some key characteristics such as multimodal input, transmodal storage with
representational information, flexible access and symbolically expressed stored infor-
mation (Duff et al., 2020; Tulving, 2005).
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Note: This work focuses on declarative memory system (framed), although for discus-
sion of language and memory interaction we must necessarily include working memory
(marked with an asterisk). The table is adapted from Camina and Guell (2017),
Repovs and Baddeley (2006), and Squire (2004)

The semantic-episodic: distinction or unity?

One central (unresolved) question that is also of interest for language and memory
relation is whether semantic and episodic memories are two systems or is there one
declarative memory system (Baddeley, 2020; Duff et al., 2020; Fang et al., 2018; Re-
noult et al., 2019). In his original 1972 conception, Tulving suggested that these mem-
ory systems are not functionally distinct in a more profound sense. However, he later
acknowledged these systems’ functional distinction, proposing however that they are
closely interdependent, continuously interacting, and partially overlapping (Renoult &
Rugg, 2020; Tulving, 2005). Episodic memory requires the semantic memory system
but also goes beyond it since the ability to “mentally travel in space” (supported by se-
mantic memory) presents a precondition for mental time travel (supported by episodic
memory) (Tulving, 2005). The constructive episodic simulation hypothesis (Schacter
& Addis, 2007) also acknowledges semantic contributions to future thinking, while the
"'semantic scaffolding hypothesis" proposes that semantic knowledge acts like a frame-
work facilitating retrieval of past episodes or thinking about future (Irish & Piguet,
2013). Even some authors propose that episodic memories represent a sequence of
semantic representations, suggesting that episodes are retrieved through the semantic
system (Fang et al., 2018). Recently, Irish and Vatansever (2020) proposed resolving
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this semantic-episodic question by employing a gradient perspective. They argue that
episodic and semantic memories can be perceived as lying on a concrete-to-abstract
continuum within time, space and valence and a unitary neural memory system pro-
cesses them. Empirical studies corroborate this interaction by showing that episodic
memory processes can influence semantic memory retrieval (McKoon & Ratcliff, 1979;
Renoult et al., 2015) vice versa (Mace et al., 2019; Sheldon et al., 2020; Tompary &
Thompson-Schill, 2021).

The interaction between two systems and the constructive nature of the episodic mem-
ory system can be seen through the retrieval process. Namely, an episodic memory
retrieval happens when a retrieval cue activates a representation sufficiently to elicit
"pattern completion', bringing the representation to an active state (working memory).
This constructive process (termed "synergistic ecphory" by Tulving) uses elements both
from the episodic (stored memory traces) and semantic memory (the cue) and results
in the conscious experience of remembering. (Renoult & Rugg, 2020). Moreover, this
semantic-episodic interaction could be supported by the overlap between their neural
correlates (Burianova et al., 2010; Irish & Vatansever, 2020; Rajah & McIntosh, 2005;
Renoult et al., 2019), as we will see in the following section. To sum up, the most
recent studies argue against a hard semantic-episodic distinction (Irish & Vatansever,
2020). Therefore, throughout this work, when using the term “memory”, we will be
referring to the declarative memory system. When we want to characterize the type
of representations and or awareness, we will use the terms “semantic” or “episodic”
memory. Overall, we can perceive declarative memory as a cognitive system that sup-
ports binding the information from our experiences about the co-occurrence of people,
locations, objects together with their spatial and temporal relations (Warren et al.,
2018).

1.3.2 Memory network

Various descriptions of the neural representation of declarative memory system (re-
gardless of its conceptualization) considered the hippocampus as the vital part of the
network (Rugg & Vilberg, 2013). This structure plays a computational role support-
ing pattern separation/completion and operating with multidimensional information
within spatial, temporal, and situational contexts. Additionally, it provides an inter-
face between cortical networks coordinating and, hence the cognitive processes. It can
adapt its functional relationships flexibly to the current behavioral goal (Reagh & Ran-
ganath, 2018).

One of the neurocognitive models that proposes an interactive architecture of memory
systems is the PMAT model (Ranganath & Ritchey, 2012; Ritchey et al., 2015). This
model infers a posterior medial network (PM) and anterior-temporal network (AT).
The PM comprises the parahippocampal cortex, retrosplenial, posterior cingulate, me-
dial parietal, and ventrolateral parietal cortex. It encodes contextual associations that
are a base for generating representations of the spatial, temporal, and broader causal
relationships between elements of an event. On the other hand, the AT network com-
prises the perirhinal, ventral temporopolar, anterior fusiform, and lateral orbitofrontal
cortices, as well as the amygdala. This network is involved in encoding semantic
and perceptual information about the features and motivational significance of entities
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(such as objects and people) (Ranganath & Ritchey, 2012; Reagh & Ranganath, 2018).
The PMAT model also separates semantic domain into two qualitatively different and
cortically divisible forms - perceptual and semantic knowledge supported by the AT
network and relational semantic knowledge used for situation models supported by the
PM regions (Reagh & Ranganath, 2018).

The PM and the AT networks are not mutually independent. They interact through
bidirectional connections between the lateral and medial entorhinal cortex (Reagh &
Ranganath, 2018). That way, the PM system supports contextual scaffold (at different
levels — context, situation model, and schema), the AT system supports specific local
representation along with emotional and semantic information, while the hippocampus
integrates these elements as an event (Cooper & Ritchey, 2019; Reagh & Ranganath,
2018). Therefore, the hippocampus plays a unifying role by binding the features into a
coherent representation and supporting flexible cortical retrieval. Nonetheless, the in-
dividual quality or feature is supported by cortical representation (Cooper & Ritchey,
2019).

Notably, the PM and AT have overlapping representations for similar situations and
entities. Therefore, if the hippocampus fails to complete a pattern during episodic
retrieval, semantic information will be generated. Conversely, if the hippocampus suc-
ceeds, the PM and AT will provide a pattern of activity similar to the one associated
with the event (Reagh & Ranganath, 2018). Indeed, a reduced ability to retrieve
episodic information is followed by more semantic details in the narratives of indi-
viduals with amnestic mild cognitive impairment relative to controls, probably as a
compensatory mechanism (Seixas-Lima et al., 2020). The successful episodic retrieval
is associated with the increase in connection of medial temporal regions (hippocampus)
with left lateral frontal regions (IFG, dIPFC) and AG, posterior cingulate cortex, and
precuneus (Cooper & Ritchey, 2019; King et al., 2015; Palacio & Cardenas, 2019).
During memory encoding, PMAT systems act in a modular fashion, with the hippocam-
pus acting as a connector. However, during episodic retrieval, modularity decreases,
and inter-network connections increase. In addition, both PM and AT dynamically
increase their connectivity to the hippocampus as the episodic memory’s multidimen-
sionality increases (Cooper & Ritchey, 2019). Other researchers similarly suggested
that various “process-specific alliances" (PSAs) support cognitive processes such as
memory retrieval (Cabeza et al., 2018; Moscovitch et al., 2016). A PSA represents a
set of regions that quickly group to mediate a cognitive process and afterward take
part. Several PSAs support memory retrieval processes: semantic processing of the
retrieval cue - a PSA grouping left vIPFC and left temporal cortex; memory search - a
PSA between left dIPFC and dorsal parietal cortex; the reactivation of memory traces
- a PSA of the hippocampus and posterior sensory cortices; the autonoetic awareness
- a PSA comprising all these regions and ventral parietal cortex (Davis et al., 2017;
Moscovitch et al., 2016).
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Figure 1.5: PMAT framework for memory and cognition proposed by (Ranganath & Ritchey,
2012). Blue regions are parts of PM system: mPFC = medial prefrontal cortex, aThal = anterior
thalamus, pCing = posterior cingulate cortex, RSC = retrosplenial cortex, PHC = parahippocampal
cortex. Red regions are part of AT system: IOFC = lateral orbitofrontal cortex, avTC = anterior
ventral temporal cortex, PRC = perirhinal cortex, Amyg = amygdala. Regions in grey are possible
sites of integration: HC = hippocampus, vinPFC = ventral medial prefrontal cortex. The figure is
adapted from Ritchey et al. (2015). The regions are presented only schematically, and their position
in the image does not fully correspond to their precise anatomical location.

Cognitive control is one of the crucial aspects of memory retrieval (Irish & Vatan-
sever, 2020), and it was proposed that lateral PFC engages in the coordination of this
process. Specifically, vIPFC is involved in updating and maintaining the content of
working memory. Selection, manipulation, and monitoring of that information that
is already active in WM engage dIPFC. These regions need to interact efficiently to
achieve specific behavioral goals. Anterior PFC coordinates these processes (not the
information). Moreover, anterior PFC switches between dorsal and ventral PFC pro-
cesses to maximize performance and achieve behavioral objectives (Fletcher & Henson,
2001).

This anterior-posterior division of functioning within the memory system is also ap-
plicable to the functional specialization of the hippocampus along its long anterior-
posterior axis. There was some evidence that the anterior hippocampus is related to
encoding, while the posterior is related to retrieval (Spaniol et al., 2009). However,
other findings suggest that the anterior hippocampus does not contribute uniquely to
encoding and that encoding activity can be observed along the entire hippocampal
long axis (for the discussion, see Poppenk et al., 2013). The current evidence suggests
that the anterior part of the hippocampus supports more global, general information/
gist-based conceptual information, while its posterior part supports fine-grained spe-
cific details/spatial memory (Irish & Vatansever, 2020; Poppenk et al., 2013; Reagh
& Ranganath, 2018). Sheldon et al. (2016) also found differences in anterior-posterior
hippocampal implication during semantic retrieval tasks. In their study, autobiograph-
ical categories recruited more anterior, while spatial categories engaged more posterior
hippocampus. Nevertheless, the hippocampal functional specialization was recently
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proposed to be better described through gradient than parcel or dichotomous repre-
sentation (Przezdzik et al., 2019).

Lately, this gradient perspective has also been applied to the general memory system
(Irish & Vatansever, 2020). For instance, Bajada et al. (2017) proposed to comprehend
functional specialization of the temporal lobe relying on its structural connectivity.
These authors found two axis - medial to lateral and anteroventral to posterodorsal.
The medial to lateral transition corresponded to the shift from episodic/emotion/s-
patial navigation functions to linguistic/semantic/auditory/visual processes. The an-
teroventral to posterodorsal axis was predominantly present in the lateral surface, and
it mirrored the dorsal and ventral language pathways we previously described. These
authors proposed that in the left hemisphere, anteroventral-posterodorsal axis reflected
phonological-semantic processing, while in the right hemisphere, it reflected semantic-
spatial processing. Irish and Vatansever (2020) proposed the default mode network
(DMN) as the base for both memory systems based on the findings of Bajada et al.
(2017) and the blurred boundaries between semantic and episodic retrieval (a more
detailed description of large-scale networks will be in Chapter 4). The DMN was pro-
posed as the joint basis for the two memory systems since it is situated at the end of
unimodal to multimodal information cortical representation, supporting the integra-
tion of rich memory traces that can range from concrete to abstract features. That
way, based on the behavioral goal, the events are reconstructed in various degrees of
contextual richness and spatiotemporal specificity during retrieval (Irish & Vatansever,
2020; Seghier, 2013).

The subcortical level of the memory network is less defined than it is for language.
Nevertheless, there are certain pathways that are principal candidates for this net-
work, among them those forming hippocampal-diencephalic-cingulate networks (Bubb
et al., 2017). For instance, studies consistently show memory engagement of fornix,
directly connecting hippocampus and diencephalic structures (mammillary bodies, the
anterior thalamus, and the hypothalamus) (Catani et al., 2013; Metzler-Baddeley et al.,
2011). Its changes during aging are related to recollection and source retrieval perfor-
mance (Herbet & Duffau, 2020). There is some evidence suggesting that the cingulum,
the dorsal limbic pathway, connecting PM (specifically caudal cingulate gyrus with the
hippocampus, prefrontal areas, and the rostral cingulate gyrus, Ranganath & Ritchey,
2012; Schmahmann et al., 2007) also plays a role in both recent and remote episodic
memory (Irish et al., 2014; Wong et al., 2020). However, these results are inconsistent
across studies and are found principally in patients, while they are not consistently
replicated in neurologically healthy patients (Herbet & Duffau, 2020). Another limbic
tract, the UF, connecting AT (Ranganath & Ritchey, 2012), specifically anterior and
medial temporal lobes (temporal pole, entorhinal, perirhinal cortex, parahippocampal
gyrus, and amygdala) and the inferior lateral and polar frontal lobes (orbitofrontal
cortex and BA10) (Schmahmann et al., 2007), was previously associated with memory
functioning (for a review on function and development of the UF, see Olson et al.,
2015). However, it was found to be more implicated in associative learning than in
episodic memory (Metoki et al., 2017). The role of UF in semantic retrieval is also not
completely clear since some studies suggest that it has an unimportant role (Duffau
et al., 2009), while others show its implication in retrieving proper names (Metoki et
al., 2017). Therefore, the structural network underlying memory retrieval encompasses
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numerous pathways, although their exact roles still need to be explored (Irish et al.,
2014; Lockhart et al., 2012).

This overview provided us with the cognitive and neural map of memory and allowed
us to precise our interest in it. We will now come back to our main question and
present some evidence for language and memory interaction.

1.4 Examples of language and memory interaction

As we saw at the beginning of this chapter, cognitive processes were considered distinct
psychological constructs with disparate neural bases. Therefore, their research paths
were mainly parallel rather than crossed. Language and memory were not an excep-
tion (Covington & Duff, 2016). However, since language unfolds over time (Indefrey &
Levelt, 2004), researchers became primarily interested in its relationship with working
memory, especially during the execution of language processing (Baddeley, 2003; Duff
& Brown-Schmidt, 2012; Kurczek et al., 2013). The relation between language and
working memory has already been extensively researched and supported (Baddeley,
2003; Maatta et al., 2014; Vogelzang et al., 2017). At the same time, the relation
between language and declarative memory was not equally under the spotlight. The
traditional association of declarative memory to long-term storage instead of ongo-
ing information processing, and the apparent manifestation of hippocampal damage in
memory impairment, could explain this trend (Duff et al., 2020; Kurczek et al., 2013).
However, evidence about language and declarative (eplsodlc) memory started accu-
mulating. For instance, Loftus and Palmer (1974) famously showed how formulation
of questions and words could influence memory retrieval. Importantly, it showed the
constructive nature of memory retrieval since language can affect combining elements
into an episode during recall (Sternberg & Sternberg, 2012). Also, analyzing H.M.s
narratives on past events, MacKay et al. (1998) found that he showed less coherence
and focus than controls. Researchers started exploring relationships between specific
language processes and different memory types and proposing neurocognitive models of
these relationships (Ullman, 2001). We will now present some evidence that supports
and highlights some particularities of the interaction between language and memory
both on the cognitive and neural levels. Box 1.4 summarizes raised questions regarding
the language-memory relationship and the answers current literature provides.

1.4.1 Does memory only provide the content we express through
language?

As we have seen, the development of language and memory through evolution was
intertwined. It was suggested that language originated from the need to share one’s
inner world and knowledge (Corballis, 2019). But can the essence of their relationship
be just that?

Research in developmental psychology provides an exciting insight. Namely, if language
was only the expression of memories, then the pre-verbal memories should be easily
translated into words with the development of language. Nevertheless, the evidence
suggests that this is not such an easy transfer (Fivush & Nelson, 2004). For instance,
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when two- and three-year-olds were asked 6 and 12 months after being engaged in a
complex activity to recall it, they only used the words that were part of their productive
vocabulary during the initial activity (Simcock & Hayne, 2002). These results suggest
that the language skills during the original episode influenced encoding and subsequent
verbal recall. The concept of context-dependent memories implies that some incidental
elements of the event will also be encoded with the episode as a part of the memory
trace. This context can also be a linguistic one, as in the case of bilinguals (Schroeder &
Marian, 2014). Several studies showed that access to memories is better if subjects are
using the same language during memory formation and retrieval (Larsen et al., 2002;
Marian & Neisser, 2000), implying thus that language used in the time of encoding
becomes a part of a memory, subsequently influencing retrieval. So even if language
emerged from the need to express memories, it can also be a part of a memory trace.

1.4.2 Learning how to talk, learning how to remember, could
they be connected?

If the phylogenetic development of language and memory was intertwined, is it also
ontogenetic? The research on deferred imitation provides evidence on the way language
develops by relying on declarative memory. In infants and toddlers, deferred imitation
is considered a predecessor of declarative-like memory as it mirrors the child’s abil-
ity to form internal representations (Heimann et al., 2006; Jones & Herbert, 20006).
Previous studies found that deferred 1m1tat10n was related to language development
(Hayne & Simcock, 2008; Heimann et al., 2006; Kolling & Knopf, 2015). For instance,
Sundqvist et al. (2016) found that deferred imitation at nine months predicted pro-
ductive language at 16 months, while Heimann et al. (2006) showed that not only
deferred imitation but also visual recognition memory and social communication skills
relate to better communication skills at 14 months of age. To use words or gestures in
communication, children need to learn them from somebody else (caregivers) and store
their meaning in memory to use later in different situations (Heimann et al., 2000).
Therefore, it was proposed that lexical development before the second year relies at
least partially on the child’s ability to form a mental representation of the experienced
event and store it in long-term memory (Sundqvist et al., 2016).

On the other hand, there is also evidence that a child’s language ability can influence
memory performance. It was found that verbal cues provided by the adults facilitate
memory retrieval in preverbal and early-verbal children, keeping in mind that in early
language development, comprehension proceeds production (Hayne & Simcock, 2008).
During the events that caregivers and children experience together, the adult helps
focus the child’s attention and organize the event into a coherent event using linguistic
scaffolding. This linguistic support provided by the adult was associated with better
recall by children. In addition, the extent to which parents talk about past events to
their children and how elaborate their narration is related to the subsequent quality of
their child’s episodic narratives (Fivush & Nelson, 2004). Also, in preschool children,
Klemfuss (2015) showed that language ability predicts delayed memory performance
beyond age, initial encoding, and memory for a separate event, suggesting that lan-
guage helps create a structure that children use later when reporting their memories.
Finally, as we mentioned, episodic memory allows mental time travel, but how does
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one develop the idea of time across which one can travel”? Since the concept of time is
a social construction, children develop time concepts through communication or lan-
guage (Fivush & Nelson, 2004; Hudson & Mayhew, 2008; McCormack & Hoerl, 2017).
By engaging in conversations about past and future events in the context of recurring
events, children are exposed to “temporal language”. Consequently, children map the
conventional temporal terms on their long-term representations for sequences or recur-
ring events (Hudson & Mayhew, 2008). Also, parents and caregivers orient children to
take a temporal perspective for the events by talking with them about different time
points (McCormack & Hoerl, 2017). This way, children’s memory for recurring events
provides the base for developing temporal concepts that will be used to organize mem-
ories of past events, make predictions about future events, and make the difference
between past, present, and future (Hudson & Mayhew, 2008). These findings show
that language and memory develop through their interaction. In general, developmen-
tal research shows how language and memory functions lean on one another through
ontogenesis.

1.4.3 How do we talk about our past?

As we have seen, language is used to communicate our inner world to others, our past
episodes, or the future we imagine. While it is clear that declarative memory influences
the content, or what we will say (i.e., can we remember the episodes, or can we imagine
the future), can it also influence how we retell our story?

To produce a narrative, one needs to be coherent, organize information, coordinate a
plan with respect to communication goals. In doing so, one cannot rely only on lan-
guage but also engages memory capacities and executive functions (Seixas-Lima et al.,
2020). We can thus assume that impairment of one of these processes should manifest
in the individual’s narrative.

Indeed, patients with hippocampal damage and amnesia constructed narratives char-
acterized by poorer temporal organization, cohesion and coherence (Kurczek & Duff,
2011; Race et al., 2015; Seixas-Lima et al., 2020). There is also evidence for a direct
relationship between declarative (episodic) memory and word use. It was found that
event narratives of patients with hippocampal amnesia across time (both past and fu-
ture) had significantly fewer details, were less vivid (Hassabis et al., 2007; Race et al.,
2011), and had fewer imageable words than healthy or brain-damaged groups (Hilver-
man et al., 2017). However, a recent study (Race et al., 2021) found that these patients
can produce narratives using words as imaginative as those the controls used if there is
a specific spatiotemporal context. Since the hippocampus is engaged in spatiotemporal
coding, giving patients this type of cues might compel this structure, resulting in more
vivid imagery (Race et al., 2021).

Regarding narratives that rely on semantic information, such as fairy tales, patients
with medial temporal lesions use fewer details while guarding the main thematic line. In
contrast, patients whose lesions also extended into the lateral temporal cortex showed

"To have mental time travel, one also needs a concept of self and self-awareness. Unfortunately,
we will not discuss the development of “self” here since it would surpass the objective of this work.
For more on the subject of the development of memory, autonoetic consciousness, and “self”; see
Vandekerckhove (2009)
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problems with both detail generation and story-line (Verfaellie et al., 2014). Similarly,
the discourse of individuals with the amnestic mild cognitive deficit with episodic mem-
ory decline was associated with less coherence regarding episodic and semantic details,
again suggesting the inter-dependency between episodic and semantic systems (Seixas-
Lima et al., 2020). Overall, these studies show the linguistic influence of declarative
memory can be observed both on discourse-level and single-words level.

1.4.4 How do we communicate in everyday life?

The way an individual in a communicative context will formulate a message regarding
a specific topic (e.g., Covid vaccination) will differ depending on who they are talking
to (e.g., parent, friend, colleague). More precisely, it will depend on what the person
thinks his interlocutor thinks, knows, or believes about the given topic. In other words,
a prerequisite for meaningful conversation is maintaining the “common ground” with
the interlocutor (Clark & Marshall, 1981). That way, common ground, consisting of
each interlocutors’ knowledge about the other, provides a context within which an ut-
terance is formulated (Brown-Schmidt & Duff, 2016). The concept of common ground
is closely related to concepts of mentalization and theory of mind (Moreau et al., 2013;
Premack & Woodruff, 1978).

Common ground, and hence language, is supported by multiple memory systems, one
of which is declarative memory. It was initially considered that episodic memory is the
most pertinent for forming a common ground during a conversation (Brown-Schmidt &
Duff, 2016; Clark & Marshall, 1981). However, the idea that conscious representations
could be acquired as fast as necessary to have a fluid conversation was challenged.
Instead, a resonance-based theory proposes that working memory is also engaged in
this process (Horton & Gerring, 2005). According to it, during a conversation, cues in
working memory resonate in parallel with the information in long-term memory. If the
overlap between cue and memory traces is sufficient, memories become accessible (Hor-
ton & Gerrig, 2016; Horton & Gerring, 2005). The aforementioned is closely connected
to the notion of episodic buffer (Baddeley, 2000) and synergistic ecphory or even pat-
tern completion (Renoult & Rugg, 2020). The resonance based theory distinguishes
between two processes - commonality assessment referring to accessing information
pertinent for common ground and message formation about that information. Both of
these processes function by relying on declarative memory (Horton & Gerrig, 2016).
It was also proposed that this binding between multimodal input with representations
from long-term memory is achieved by episodic buffer (Rudner & Rénnberg, 2008).
Brown-Schmidt and Duff (2016) explored referential communication in amnesic pa-
tients. Based on their findings, these authors concluded that some forms of the common
ground could be supported by non-declarative mechanisms when evidence about it is
present in the proximate environment. Nevertheless, they discovered that declarative
memory is necessary for consistent referencing to shared information (Brown-Schmidt
& Duff, 2016).

Additionally, research shows that common ground is integrated effortlessly in the early
phases of speech planning, acting as a partial constraint (Vanlangendonck et al., 2016).
It is constantly updated during communication since we learn some information only
through conversation (Vanlangendonck et al., 2018). However, mentalizing network
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(that supports common ground) is not active every time we communicate with some-
body else. Instead, it only activates when there is a need to take common ground into

account so that the formulated message is efficient (Vanlangendonck et al., 2018).

Although not exhaustive, the presented review of studies (summarized in Box 1.4 testi-
fies to a complex relationship between language and declarative memory across various
domains. There are authors that tried to conceptually present this relation through

models.
Section Question Conclusions Supporting references
Fivush & Nelson, 2004
Is language just a means ¢ Language used at the time of Larsen et al., 2002
141 of expressing memory, encoding becomes a part of a Marian & Neisser, 2000
or is it also part of memory, subsequently influencing Schroeder & Marian, 2014
memory? the process of retrieval Simcock & Hayne, 2002
* Lexical development is associated
with declarative-like memory in Fivush & Nelson, 2004
children Hayne & Simcock, 2008
Are developmental * Linguistic scaffolding can help to  Heimann et al., 2006
e paths of language and organize an episode, encoding, Hudson & Mayhew, 2008
memory intersected or and recall Klemfuss, 2015
parallel? * The concept of time, necessary for Kolling & Knopf, 2015
mental time travel, develops McCormack & Hoerl, 2017
through communication and social Sundgqvist et al., 2016
interaction
Is the memory influence ¢ Declarative memory functioning Hassabis et al. 2007
143 on talking about the past can have a linguistic influence Hilvermanet al., 2017
limited to details we can both on discourse- and single- Kurczek & Duff,2011
remember? word levels Race et al., 2011; 2015
* A message within a
communicative context is
formulated based on shared
How memory helps us common ground conversational Brown-Schmidt & Duff, 2016
144 to formulate a message patterns Horton & Gerrig, 2016

when we communicate
with another person?

Episodic memory and its link to
working memory have an
essential role in formulating a
message for conversational

purposes

Rudner & Ronnberg, 2008
Vanlangendonck et al., 2018
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1.5 Modeling language-memory interaction

We will present two contemporary models that appeared to us as the most pertinent
for comprehending the language-memory relationship.

The first model that directly associates language and memory is the Declarative/pro-
cedural (DP) model proposed by Ullman (2001). Given that there is no definite evi-
dence of the neural basis implicated exclusively in language and not in other cognitive
functions, he postulates the co-optation hypothesis of language. According to this
hypothesis, language should substantially depend on already extant neural systems
regardless of whether they specialize for language during phylogenesis or ontogenesis
(Ullman, 2016). Since language is learned, memory is the system that supports lan-
guage learning, knowledge, and use. Specifically, Ullman proposes that declarative
memory substantially supports an individual’s linguistic knowledge, both at the level
of words and more complex forms. In contrast, procedural memory is suggested to
support sequences and rules in the language (grammar). Notably, he highlights that
relying on this perspective and scientific knowledge about memory, we can make pre-
dictions about language functioning, which would not be possible using only language
studies (Ullman, 2016).

The second model of interest is the MUC (Memory, Unification, Control) proposed
by Hagoort (2005). Although not relying explicitly on the declarative memory sys-
tem, this model provides a valuable framework for considering the language-memory
relationship. Hagoort’s model of language processing beyond single words is based
on three components. The Memory component depicts knowledge about the lexical
items (their phonological, morphological, and syntactic characteristics). The informa-
tion within this component is coded differently from other information (e.g., visual),
thus being language-specific. The Unification component accounts for the generative
or combinatorial nature of language. These operations create larger structures from
the elements retrieved from the first component. Hagoort distinguishes phonological,
semantic, and syntactic unification that each engages a different part of left IFG. The
Control component engages in attentional control and adapting the language to the
current conversational context.

Even though these two influential models provide a basis for an understanding language-
memory relationship, neither fully addresses language in a communicative context (Duff
& Brown-Schmidt, 2017). While Ullman focuses on language by concentrating on lexi-
con and grammar (Ullman, 2016), Hagoort indeed invites to explore language process-
ing “in its full glory” (p.1), suggesting to go beyond words (Hagoort, 2013). We agree
with Hargoot’s invite but believe that the full glory of language should also encompass
its communicative function (for the discussion on the broadness of communicative phe-
nomena, see Duff & Brown-Schmidt, 2017). Hagoort indeed talks about communicative
context within the Control component of his model Hagoort (2016). However, he does
not specify where the information for understanding this context comes from. Nev-
ertheless, the Ullman’s DP model provides essential “what” and “how” propositions
regarding language and declarative memory interaction, while the Hagoort’s MUC
model supports the vital framework for modeling the dynamics of this interaction. We
will discuss in more detail possible models of the language-memory relationship in the
final chapter of this manuscript.
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Considering that we are exploring this relationship from a cognitive neuroscientific
perspective, the question that naturally follows is the neural basis of this relationship.
Furthermore, can we talk about language and memory network?

1.6 Language and memory network?

First of all, comparing the neural maps of language and declarative memory, we can
distinguish certain regions where the two overlap. Figure 1.6 shows a possible com-
mon language and memory network (LMN) based on meta-analysis maps for terms
"language" and "memory" obtained via the Neurosynth database (Yarkoni et al., 2011,
http://neurosynth.org)®. We will only present this hypothetical network as the starting
point for our work for the time being (see Figure 1.7 for the thematic map of chapters).
The LMN is also supported on the structural level. As seen in the sections on language
(1.2.2) and memory (1.3.2) networks, certain frontotemporal fiber tracks are engaged
in both functions. Namely, the UF, connecting the anterior temporal and orbitofrontal
area, has primarily been found to supports episodic encoding and retrieval (Diehl et
al., 2008) but has also been recognized as a part of the naming network (Duffau et al.,
2014; McDonald, Ahmadi, et al., 2008). While the IFOF, known as a part of ventral
semantic stream (Duffau et al., 2014), is also associated with amodal semantic process-
ing, noetic, and subsequently autonoetic consciousness (Moritz-Gasser et al., 2013),
and verbal memory performances (McDonald, Ahmadi, et al., 2008).

Furthermore, there are other possible anatomical bases for this interaction. Namely, the
central regions of episodic memory, the hippocampus, and the entorhinal cortex have
connections with the structures that are engaged in the language. Specifically, a direct
inter-hippocampal pathway projects the inferior temporal cortex (BA 37) connected
with the inferior visual system to the hippocampus and transmits from the entorhinal
to the temporal association cortex, temporal pole, and prefrontal cortex. Also, there
is a polysynaptic pathway that projects the posterior parietal association cortex (BA
7) and the temporal cortices (BA 40, 39, 22) over the parahippocampal gyrus to the
entorhinal area and conducts the hippocampal outputs via anterior thalamic nucleus to
posterior and anterior cingulate and retrosplenial cortices (BA 29 and 30) (Duvernoy
et al., 2013; Tracy & Boswell, 2008).

Although we will not discuss LMN in detail in this chapter, there is a structure that
warrants more attention. Namely, we have already seen that patients with hippocam-
pal damage do not experience only memory difficulties but also specific language im-
pairments (see Section 1.4). Could it be that its function of binding elements into a
representation exceeds memory domain and supports the interaction between language
and memory?

8Neurosynth is a platform that provides automatic meta-analyses of fMRI data. It uses fMRI
studies and performs meta-analysis for a chosen psychological concept. It combines text mining,
meta-analysis, and machine learning.
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Language

Figure 1.6: Language and memory network (LMN) resulting from the Neurosynth database. A

search for terms language and memory in the Neurosynth database yielded 1101 and 2744 studies,

respectively. Maps were binarized and added up. Dark blue = regions engaged in language, light blue
= regions involved in memory, green = regions engaged in both functions.

Memory
Language and Memory

1.6.1 Engagement of the hippocampus in language

Although the hippocampus was previously viewed as a critical structure within the
episodic memory system (Rugg & Vilberg, 2013), studies suggest that the engagement
of this structure is much more comprehensive than the episodic memory domain (e.g.,
Hilverman et al., 2017; Kurczek & Duff, 2011; Verfaellie et al., 2014). Indeed, studies
report a hippocampal contribution to word retrieval during picture naming and word
fluency tasks (Bonelli et al., 2011; Hamamé et al., 2014). Additionally, the same hip-
pocampal theta oscillations that are vital for memory function were found for lexical-
semantic aspects of sentence processing (Piai et al., 2016; Pu et al., 2020), while there
are different results regarding their implication in syntactic integration (Meyer et al.,
2005; Pu et al., 2020). Hippocampal theta oscillations reflect a mechanism for creating
and retrieving "cognitive maps'. Solomon et al. (2019) found that this hippocampal
mechanism is also used for building the maps for semantic spaces based on representa-
tional distances between words. It is indeed proposed that the hippocampus engages
in other cognitive domains the same way it supports episodic memory, through binding
into flexible (re)constructions of relational representations or pattern completion (Cut-
ler et al., 2019; Olsen et al., 2012; Rubin et al., 2017). Furthermore, it is suggested
that the language-memory interaction might be associated with the role hippocampus
plays in semantic memory and its capacity of predicting and simulating future events



Chapter 1. Theoretical introduction 32

based on past experience by the binding mechanism in the base (Duff et al., 2020; Pu
et al., 2020). There is evidence that these hippocampal-dependent representatlons are
rapldly available to influence ongoing processing - for instance, retrieving old episodes,
creating new, and holding the representations online (Duff & Brown-Schmidt, 2017).
Rudner et al. (2007) proposed that hippocampus engagement during episodic buffer
processing reflects the binding of phonological representations in the working memory
with semantic representations in the long-term memory. It is suggested that semantic
impairments patients with hippocampal damage encounter reflect the inability to hold
multiple diverse semantic features simultaneously as a cue to probe semantic memory
effectively (Cutler et al., 2019). Nevertheless, Brown-Schmidt et al. (2021) recently
found that bilateral hippocampal damage did not affect the ability to generate lexical-
semantic mappings from spoken words (Brown-Schmidt et al., 2021). Instead of direct
and necessary hippocampal implication in lexical-semantic mappings, these authors in-
ferred that it contributes to semantic processing by maintaining the semantic network
integrity throughout life. They also suggested that production is more demanding for
the hippocampus than comprehension, in which it engages more when there is a need
to link elements across time or sentences (Brown-Schmidt et al., 2021).

The literature review we have presented so far supports our claim that language and
memory are closely connected. Specifically, it was shown that some parts of their cere-
bral networks overlap and share some structural pathways. A lot of this evidence came
from research with patients with hippocampal damage and amnesia. Indeed, additional
arguments on language and memory interaction come from studies on disorders where
lesions occur in language regions, but symptoms appear in the memory domain or
vice versa. This is a frequent scenario in several neurological, neuropsychological, and
psychiatric disorders, such as post-stroke aphasia (Schuchard and Thompson, 2014)
or conditions that cause auditory hallucinations (Cur¢ié¢-Blake et al., 2017). However,
temporal lobe epilepsy patients can also serve as a model for understanding language-
memory interaction (Tracy & Boswell, 2008).

1.7 Temporal lobe epilepsy as a model for language
and memory interaction

Epilepsy is a disorder characterized by recurrent seizures that manifest over a certain
period (Schoenberg et al., 2011), alter cognition and behavior (Barr, 2015). This dis-
order is highly prevalent. For instance, Fiest et al. (2017) reported a point prevalence
of 6.39 per 1000 persons and an annual cumulative incidence of 6.77 per 100000 peo-
ple based on their meta-analysis. Of particular interest for this work is temporal lobe
epilepsy (TLE). TLE represents 70-90% of epilepsy in adults, and it is characterized by
seizures induced by the epileptogenic network (EN) centered on medial temporal struc-
tures associated or not with hippocampal atrophy (Barr, 2015; Jaimes-Bautista et al.,
2015; Thom & Bertram, 2012). Furthermore, these patients show deficits in both nam-
ing (Bartha—Doermg & Trinka, 2014) and verbal and long-term memory (Bell et al.,
2011; Tramoni-Negre et al., 2017) deficits. These difficulties are even more pronounced
if the EN is located mesially (Alessio et al., 2006; Davies et al., 1998; Perrone-Bertolotti
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et al., 2012; Zalonis et al., 2017). These characteristics of TLE make it a good model
for exploring the language-memory relationship (see Box 1.5 for a summary). We will
present the characteristics of TLE patients and the reorganization of their LMN in
more detail in Chapters 3 and 4.

Available literature suggests at least four main reasons why patients with TLE
should participate in studies exploring the relationship between language and
memory functions and its neural basis:

1. Their epileptogenic network is centered on the temporal lobe that is essen-
tial in both language and memory;

2. TLE is often followed by hippocampal atrophy, and the hippocampus has
a distinctive role in language-memory interaction;

3. TLE patients show cognitive deficits both in language and declarative
memory domains, which allows exploring their relationship;

4. Due to high prevalence, TLE patients are more easily reachable than some
other patient groups that could be of interest for this topic.

By combining psychological and neuroimaging evidence, cognitive neuroscience can
provide a framework for unified cognition and brain functions models (Reagh & Ran-
ganath, 2018). These models can then be used to pose both behavioral and neural
predictions. Could our interactive and unified framework also have practical and clin-
ical implications?

1.8 Benefits of the unified approach

Almost 30% of TLE patients have drug-resistant seizures and thus need surgery (Borger,
Hamed, et al., 2021; Sherman et al., 2011). Standard surgical procedures (such as an-
terior temporal lobectomy) have shown to be generally efficient in terms of seizure
freedom (Mohan et al., 2018; Téllez-Zenteno et al., 2005). Nevertheless, TLE pa-
tients sometimes “pay a considerable cognitive price” after surgery, which can have
an impact on their life quality (Baxendale & Thompson, 2018; Helmstaedter, 2013).
Meta-analysis performed by Sherman et al. (2011) showed that 44% of left TLE (LTLE)
patients faced verbal memory and 34% naming decline. For that reason, a comprehen-
sive neuropsychological and neuroimaging assessment is performed before surgery (for
more details, see Chapters 3 and 5). The main goal of this evaluation is a cost-benefit
analysis that reveals the risks of cognitive decline versus the potential seizure freedom
(Massot-Tarrus et al., 2019).
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Given the frequent memory and naming difficulties TLE patients face, standard pre-
operative assessments inspect these functions as part of neuropsychological and neu-
roimaging assessment (Benjamin et al., 2017; Bonelli et al., 2010; Limotai et al., 2018;
Trimmel et al., 2019). However, the interaction of these functions is neglected and they
are considered separately. We have seen that cognition is not composed of isolated pro-
cesses but rather a complex network of interactive functions (Kellermann et al., 2016;
Tosi et al., 2020). We have also seen the complex relationship language and memory
have both on the cognitive and neural level. Therefore, there is a presurgical assess-
ment should focus on cognitive interaction. Additionally, as Kellermann et al. (2016)
pointed out, the interaction between cognitive domains could be used when design-
ing cognitive rehabilitation. For instance, bilingual older adults showed better memory
performance than their monolingual peers (Schroeder & Marian, 2012). Understanding
better how the language-memory interaction is achieved could lead to efficient rehabil-
itation plans. For instance, is it sufficient to work on executive functions to perform
better in both language and memory domains (Kellermann et al., 2016; Schroeder &
Marian, 2012), or could specific memory training contribute to language performance’
and vice versa? Importantly, this could also inform prehabilitation planning to find
and establish compensatory strategies before surgery to prepare for cognitive changes
after it (Baxendale, 2020).

1.9 Thesis objectives

We established that interaction between language and memory spreads through the cog-
nitive and neural domains, across phylogenesis and ontogenesis and that it is especially
important for patients with TLE. Progress in comprehension of language processes
and their neural bases was followed by progress in neurosurgical practice (Monroy-
Sosa et al., 2021). In return, neurosurgery also contributed to further understanding
of structural- functional relationships and the development of modern language models
(Duffau et al., 2014). And we have seen at the beginning of this chapter that integra-
tion brings new findings that could not be found from isolated research. Therefore,
exploring the interaction between language and memory could lead to progress both
fundamentally and practically.

Thereupon this thesis has two goals:

o Mapping language-memory interactive network in the general population for
reaching a more fundamental conclusion about neurocognitive functioning (Chap-
ter 2 and 4)

o Investigating the reorganization and functioning of the language-memory net-
work in TLE patients and whether it can have practical utility for presurgical
examination (Chapters 3, 4 and 5).

Figure 1.7 provides a map of the present manuscript. To be precise, we are not propos-
ing to reduce one function to another or a new function. Instead, much as contemporary

9e.g., memory enhancement techniques proposed by Ullman and Lovelett (2018) that should im-
prove learning of the second language based on Ullman’s DP model.



Chapter 1. Theoretical introduction 35

cognitive neuroscientific perspectives, we are interested in the interaction between lan-
guage and memory. How is it achieved at both cognitive and neural levels, how is it
reorganized, and whether this perspective is beneficial in predicting postsurgical out-
comes in patients with TLE?

Finally, several terms from the title of the thesis deserve further explanation. By inter-
active mapping, we wanted to highlight that tasks used in this work were designed
so that the language-memory interaction is necessary. This is in line with previously
presented and explained general principles of this work. Multimodal assessment
refers to the fact that we will be relying on different types of neuroimaging, behavioral,
and neuropsychological performance in this work. As neuroimaging data, we will be
using anatomical, task-based, and resting-state fMRI, even though the REORG project
within which this thesis was performed gathers other types of data (for instance, diffu-
sion tensor imaging, DTT). Using multimodal data is not a new concept. Indeed, in the
clinical setting, physicians (neurologists and neurosurgeons) consider data obtained by
different neuroimaging methods (fMRI, PET, EEG) and neuropsychological assessment
for every preoperative evaluation. Nevertheless, our objective was to highlight this as-
pect since leveraging the information obtained through different modalities may help
detect some patterns or weak effects that might not be found using only one modality
(Calhoun & Sui, 2016). In addition, the unimodal analysis might lead conclusions in
the wrong direction, and using two or more modalities could help reach a valid conclu-
sion. However, through our work, we will be using different approaches to data fusion,
from analyzing data types separately and overlaying them (data integration), through
using one set of data to constrain another (asymmetric data fusion) to using different
modalities equally (symmetric fusion) (Calhoun & Sui, 2016). In the case of patients,
it is of particular importance to correlate brain activity with behavioral and cognitive
performances to evaluate reorganization efficiency. Moreover, multimodal data sets
were found to be more helpful in predicting postsurgical outcomes in TLE patients
than unimodal ones (Memarian et al., 2015).

The next chapter will first address how language and memory can be interactively
mapped using an fMRI protocol.
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Ch 1. Theoretical introduction

Method: Literature review

Main conclusions:

Dynamic language-memory
interaction is supported by a joint
language and memory network -
LMN

TLE patients have reorganized LMN
since its key regions are affected by
this disease which results in
cognitive difficulties in these
domains

Exploring interaction of cognitive
functions could have both practical
clinical and fundamental
implications

Ch. 2 Mapping LMN in healthy individuals
Method: task-based fMRI + behavior data
Analysis: GLM + parametric statistics

Ch. 3 LMN reorganization in TLE patients
Method: task-based fMRI + behavior data +
neuropsychological tests

Analysis: GLM + nonparametric statistics

Ch. 4 LMN through the network prism

Method: task-based fMRI + resting-state fMRI +
VBM + neuropsychological tests

Analysis: Graph theory + nonparametric statistics

Ch. 5 General discussion

* proposal of the language-memory interaction model and application
for predicting postoperative cognitive outcome in TLE patients
Method: task-based fMRI + resting-state fMRI + behavior data +
neuropsychological tests + normalized volume

Analysis: GLM + Graph theory + hierarchical clustering

Figure 1.7: Thesis chapter overview. Colors indicate the conclusions reached upon in the intro-
duction based on the literature review. Colors next to the chapter’s title indicate which of them they
will explore empirically.
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This chapter is based on the paper Banjac, S., Roger, E., Cousin, E., Perrone-
Bertolotti, M., Haldin, C., Pichat, C., Lamalle, L., Minotti, L., Kahane, P.,
& Baciu, M. (2021). Interactive mapping of language and memory with the
GE2REC protocol. Brain Imaging and Behavior, 15(3), 1562-1579.

2.1 Introduction

In the previous chapter, we argued and demonstrated evidence showing that the base
of proper cognitive functioning is the dynamic interaction between different neuropsy-
chological domains (Kellermann et al., 2016). Specifically, growing evidence suggests
that memory and language influence each other more than previously thought (Duff &
Brown-Schmidt, 2017; Moscovitch et al., 2016; Vogelzang et al., 2017). In general, we
based our arguments for the language-memory interaction on several groups of findings
showing:

o that language influences the formation of memories and remembering, while mem-
ory functioning can manifest through language production

o there are brain systems commonalities and communication paths between these
functions

 lexical-semantic aspects of language are dependent on the declarative memory
system, which is proposed to be accomplished through the hippocampus

o there are disorders, such as TLE, in which "memory regions" are impaired, but
the symptoms also manifest in the language domain

This chapter presents the protocol developed within the REORG project (within
which this thesis was performed)’ for mapping the neural representations of the collab-
orative language-and-memory network (LMN). In the introductory part of this chapter,
we will explain the general points that need to be considered for designing a protocol
for mapping the interactive LMN. Even though in this chapter we will discuss the
LMN mapping in the global population, in considering protocol design, we will also
mention the constraints and necessities brought up by the clinical setting, since one
of the goals of this work is to explore LMN reorganization in TLE patients and use
these findings as part of the presurgical evaluation. Thus, the specific clinical demands
significantly shaped the design of this protocol. Some aspects of the protocol that may
be subject to criticism stem precisely from the fact that the protocol is designed to suit
two populations - general and clinical.

2.1.1 Why fMRI?

The most widely used neuroimaging technique at the moment is functional magnetic
resonance imaging (Silva et al., 2018). Addendum 2.1 provides an overview of the

IThe development of the GE2REC protocol within the REORG project surpasses the work per-
formed in this thesis. It is the result of the team members’ joint work.


https://doi.org/10.1007/s11682-020-00355-x

Chapter 2. Mapping LMN in healthy individuals 39

fMRI basic principles, while Addendum 2.2 presents the main experimental designs
and the underlying statistical analysis. We should highlight that these Addendums
only introduce the main terms and concepts and are not exhaustive (i.e., they do not
present the central physical principles underlying fMRI, nor all existing paradigms)?.
To illustrate the broad representation and use of this technique, we performed a quick
search of the PubMed database’. The results showed that among papers published
between 2000 and 2021, the most common technique was fMRI (526139 studies), fol-
lowed by Electroencephalography (EEG, 10989), Positron emission tomography (PET,
106715), Diffusion tensor imaging tractography (DTI, 12117) and Magnetoencephalog-
raphy (MEG, 8623)*. Also, in the preoperative assessment of TLE patients, fMRI is
regarded as an efficient tool (Szaflarski et al., 2017). There are several reasons for such
a broad application of this technique.

First of all, there are no known dangerous side-effects linked with exposure to the
magnetic field and radio waves employed by the MRI (S. Liu et al., 2015). Secondly,
it is characterized by high spatial resolution, signal reliability, and robustness (Soares
et al., 2016). Also, it allows mapping the whole brain and not just the areas exposed
by craniotomy, which allows identifying a possible reorganization (Silva et al., 2018).
However, this technique also faces several disadvantages such as substantial sensitivity
to movement, lower temporal resolution due to the nature of BOLD signal (see Adden-
dum Addendum 2.1). In addition, BOLD signal provides only an indirect measure of
neural activity, compared to direct electrostimulation mapping (DEM Duffau, 2005).
A patient’s comorbidities can influence the quality and quantity of the data. Although
most neurosurgical centers have a high field MRI at their disposal, there are practical
restrictions on scanner availability and time limitations (Silva et al., 2018). Still, the
presented disadvantages can be addressed using various statistical or technical aids.
Three main goals of fMRI mapping of a function are identifying the network of engaged
regions, lateralization (i.e., hemispheric predominance, see Chapter 3), and predicting
the postsurgical change for patients (Benjamin et al., 2017). So the main question of
this chapter is how should a paradigm be designed to map interactive LMN? How-
ever, to answer it, we must first see the guidelines and recommendations concerning
paradigm design that stemmed from the separate study of language and memory.

2These Addendums on fMRI are intended for readers unfamiliar with this technique so that they can
follow subsequent text more easily. For a more detailed explanation, see Buxton (2013), Deichmann
(2016), and Garavan and Murphy (2016).

3PubMed Central® (PMC) is an archive of biomedical and life sciences literature. It is maintained
by The United States National Library of Medicine (NLM) at the National Institutes of Health. The
search was performed on 11/09/2021.

4The presented finding is by no means an exhaustive literature search but just an illustration.
Proper systematic literature research should include several databases. Also, we did not perform a
subsequent screening of the papers to distinguish between studies that used the technique, meta-
analyses, methodological reports, etc.
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Addendum 2.1 Basic principles of fMRI

An increase in neuronal activity is associated with an increase in regional blood flow.
fMRI (functional Magnetic Resonance Imaging) does not provide a direct measure-
ment of this increase. Instead it is based on the concomitant functional changes in
the magnetic properties of the blood that are happening at the level of the capillaries
and the venous network, linked with the activated neurons. The fMRI is based on
blood oxygen level-dependent or BOLD contrast that relies on two principles (Baciu,
2011; Buxton, 2013).

First, oxygen is carried by hemoglobin, the protein molecule in red blood cells.
The magnetic properties of hemoglobin differ depending on oxygen concentration.
While oxyhemoglobin (oxygen-carrying hemoglobin, HbO3) is diamagnetic, deoxyhe-
moglobin (hemoglobin without oxygen, Hb) is paramagnetic (Baciu, 201 1; Deichmann,
2016).

The second principle is “decoupling” that manifests during neuronal activation be-
tween the relative increase in blood flow and oxygen consumption. After the stimulus,
active brain regions have higher metabolic demands and increased oxygen consump-
tion, hence increasing deoxyhemoglobin concentration (see figure below). This is seen
as an initial signal reduction or initial dip that lasts about 1-2s. After this, there
is an increase in the flow of oxygenated blood to these regions than the less active
ones (Amaro & Barker, 2006; Lindquist, 2008). Because more oxygen is supplied
than consumed, there is a higher oxy-/deoxy-hemoglobin ratio, and the MR signal
increases (Lindquist, 2008). Although a simultaneous increase in blood volume leads
to a higher concentration of deoxyhemoglobin, there is still a relatively higher con-
centration of oxyhemoglobin. Increased oxygen distribution allows higher glucose
metabolism, which gives more energy to a brain region used for task performance
(Gazziniga et al., 20141). After this positive response, the metabolic rate of oxygen
consumption and blood flow return to their baseline values. Since the relaxation of
the blood volume is slower, there is an increased deoxyhemoglobin concentration seen
as a post-stimulus signal undershoot.

Experimental stimulus

2
Neural activity — O2 consumption —  Inflow of — BOLD signal t
oxygenated
blood
HbO,
“ees - o‘oes - B e
e o..’. .o o:.': ‘.o‘:::

1 local concentration < local concentration

of Hb of Hb

Local changes in blood oxygenation occurring during brain activity. Figure adapted from
Arias et al. (2017)

This behavior is called the hemodynamic response function (HRF). It is used to
model BOLD signal: after initial dip (1-2s), the positive BOLD signal reaches its
peak after 5-6 s, which is followed by a return to the baseline 10-12s after the
stimulus, with a small undershoot before stabilizing again (25-30s after) (Deichmann,
2016; Lindquist, 2008; Soares et al., 2016).
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MRI signal is sensitive to the difference in magnetic susceptibility between the in-
travascular and extravascular spaces induced by the presence of deoxyhemoglobin in
the blood. The higher its concentration is, the greater the difference will be in mag-
netic susceptibility. When a population of neurons is activated, they will induce a
local decrease in the deoxyhemoglobin concentration, thus a decrease in the magnetic
susceptibility difference, which will increase MRI signal intensity (Baciu, 2011).

Hemodynamic response function
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The hemodynamic response function. Figure adapted from Woolrich et al. (2016).

2.1.2 What do we know about language mapping?

There are between 10 and 19 primary language paradigms (depending on categorization
Benjamin et al., 2018; Binder, 2016; Black et al., 2017). The choice of the language
paradigm significantly influences the strength and reliability of activity lateralization
and activation of regions of interest (Bradshaw, Thompson, et al., 2017). We will
present here only the main points regarding the fMRI paradigms for language map-
ping. However, this presentation does not aim to be an exhaustive overview of this
topic. Binder (2016) and Benjamin et al. (2020) provide more detailed representation
regarding this subject.

Language paradigms predominantly employ a block design, and the most often used
paradigm is verbal fluency (Benjamin et al., 2018), which was shown to be predictive
of language impairment (Bonelli et al., 2012). However, dominant temporal resec-
tion does not impair this function, and it can even show postoperative improvement,
while the most frequently observed cognitive deficit is naming decline (Sherman et al.,
2011). This suggests that preoperative fMRI protocol for TLE patients should in-
clude a naming task. On the other hand, reviewing different language paradigms, the
American Society of Functional Neuroradiology recommended using multiple tasks to
map language function since one task cannot activate all dimensions language encom-
passes simultaneously (Black et al., 2017). Nevertheless, the tasks that were first in the
proposed algorithms were Sentence Completion and Silent Word Generation. Indeed,
numerous studies demonstrate the advantages of employing syntax-level tasks for a
more robust characterization of language networks (Potczyniska et al., 2017), especially
within the temporal lobe (Barnett et al., 2014). In addition, sentence generation tasks
were found to elicit modest to high left-lateralization with good reproducibility on a
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group level (Bradshaw, Thompson, et al., 2017).

As we declared in the introduction, we are interested in natural language. In the
context of predicting patients’ postsurgical cognitive outcomes, we are interested in
patient’s ability to communicate and not a specific linguistic function. Using the tests
that access only lexical-semantic processes, the language complexity is not addressed
(Duff & Brown-Schmidt, 2017; Hagoort, 2013; Polczyniska et al., 2017). On the other
hand, we saw that the syntactic system rests upon and interfaces other linguistic sys-
tems (Matchin & Hickok, 2020). Therefore using syntax-level tasks should allow for a
complete embrace of language processes (Barnett et al., 2014).

2.1.3 What do we know about memory mapping?

This short overview merely highlights the main points regarding memory mapping and
is not exhaustive. See Agosta et al. (2016) and Buck and Sidhu (2020) for a more
detailed discussion regarding this topic.

Due to its nature, in neuroimaging, long-term memory is usually broken down into its
processes - encoding and retrieval (Pinango, 2006). That way, the cerebral network
can be explored separately during memory formation and its recovery. Retrieval can
occur either as a recollection or familiarity. The first refers to the recall of vivid and
detailed episodes. Familiarity is a sensation that given information was already en-
countered without any contextual details about the episode (Buck & Sidhu, 2020). It
was proposed that the hippocampus supports recollection, while the familiarity process
is supported by the adjacent cortex (Diana et al., 2007; Eichenbaum et al., 2007).
Many memory fMRI paradigms rely either on the block or event-related design. The
advantage of memory paradigms applying block design is that they detect the difference
between task and the control condition more efficiently. However, using this design,
one cannot use the information on response accuracy. On the other hand, although the
event-related design is less powerful to detect a difference between different conditions,
it allows exploring memory encoding or retrieval with respect to its success, and it
prevents habituation and item expectations (Haag & Bonelli, 2013; Schmidbauer &
Bonelli, 2020).

Material type (verbal vs. nonverbal) should be considered when designing the mem-
ory paradigm since it can affect activation lateralization. In general, verbal encoding
tasks identify more left-lateralized activations, visual (such as color images or pattern
encoding) more activation on the right side. In contrast, scene or face encoding elicits
symmetrical activation. For presurgical evaluation of TLE patients, it is recommended
to employ a paradigm eliciting bilateral activation of medial temporal structures in
healthy individuals (Limotai & Mirsattari, 2012).

One of the most frequently used paradigms to study encoding or retrieval is the
'Old/New” paradigm. Participants need to say if an item was previously experienced
(old) or not (new) within this paradigm. However, we cannot know if the retrieval
was based on familiarity or recollection in this type of task (Buck & Sidhu, 2020).
For that reason, authors sometimes employ the “Remember/Know” paradigm for dis-
sociating recollection and familiarity processes to find hippocampal activation (Diana
et al., 2007). However, it was shown that the hippocampal response is not necessarily
stronger for remembered than familiar items, and that it is associated with the amount
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of contextual or episodic information encoded or retrieved rather than the strength of
the memory signal (Rugg et al., 2012).

Another type is the recall-based memory paradigm that reflects more ecologically the
scenarios of everyday memory. A participant is given a part of the episode as a cue
for episode retrieval in these tasks. These paradigms often rely on covert responding
(Buck & Sidhu, 2020).

Finally, in a paper providing guidelines for designing a memory fMRI paradigm, Buck
and Sidhu (2020) recommend using both encoding and retrieval tasks to obtain a more
robust mapping of memory networks. Since strong hippocampal activation is challeng-
ing to acquire on an individual level, including both of these processes can increase the
sensitivity of a protocol.

Nevertheless, the requirements and recommendations specific for language and
memory functions mapping are not the only ones that should be addressed when con-
structing an LMN protocol. Considering that one of our goals is to map LMN in TLE
patients interactively, our protocol must also adhere to some specifics of the clinical
setting.

Addendum 2.2 Analysis and design of fMRI experiments

There are two types of fMRI data - task-evoked and resting-state. Task-evoked
fMRI explores brain activation for a specific cognitive function using a function-
appropriate task. Resting-state fMRI explores the random activation pattern without
an explicit task. The functional connectivity (i.e., co-activation of dispersed regions)
can be explored using both task-evoked and resting-state fMRI data (see Chapter 1).
Therefore, fMRI is essentially dynamic compared to lesion-based studies (Démonet et
al., 2005). As it is impossible to assign brain activity to the intensity value of an image
pixel, measurements obtained under different conditions need to be compared (Baciu,
2011). Hence, during task-based fMRI acquisition, participants perform several series
of tasks alternately. The repetition of the measurements allows for improving the
signal-to-noise ratio (Baciu, 2011).

The performed activities or tasks and the stimuli presented to a participant during
a study are called paradigms. An fMRI paradigm usually consists of an active task
eliciting a specific cognitive process (or processes) and a control task or rest that does
not engage this process of interest. Although, studies showed that rest should be cau-
tiously used since it is not free of neural activity (Binder, 2016; Garavan & Murphy,
2016). There are two main designs of task-evoked fMRI - block and event-related
design (see picture below). For block design, the alternation of conditions (task/-
control or task/rest) is used to convolve the hemodynamic response. This design does
not allow to isolate a cognitive event. Instead, it is averaged across a period.

In the event-related fMRI design, the hemodynamic response for every event is
acquired separately. This design allows a researcher to select specific trials (e.g., ex-
cluding error events). In addition, it prevents habituation and guessing of the stimulus
order, which cannot be prevented in the block-based design (Chen & Glover, 2015;
Garavan & Murphy, 2016; Poldrack et al., 2011).
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The task-based fMRI analysis aims to find the regions (or clusters of voxels) whose
change in signal (fMRI time series) corresponds the best to the experimental manipu-
lation. In this analysis, the stimulus timing function (i.e., experimental manipulation)
is convolved with the HRF. Typically, the General Linear Model (GLM) is used to
characterize the relationship between the experiment and the observed data using the
standard formula: y(t) = Bz (t) + o + (t). Where y(t) is the observed data (voxel
time function), x(t) is the experimental manipulation, [ is its scaling factor, « is
constant, and (t) is a random white-noise term. The parameters § and « are fit
by the linear regression method. § can be used as a measure of activation for each
voxel. Additional regressors can also be added to eliminate undesired trends in the
data, such as movements (Chen & Glover, 2015; Garavan & Murphy, 2016; Poldrack
et al., 2011). The matrix containing all the factors is called the “design matrix”. Each
column of this matrix corresponds to a specific experimental factor (e.g., condition)
or control variables “of non-interest” (e.g., movements). Inferences about the effect of
each factor are based on Student’s t or Fischer’s F statistics (Baciu, 2011).
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Schematic representations of fMRI designs. Figure adapted from Arco et al. (2018).

2.1.4 Clinical setting characteristics important for fMRI

The clinical setting we want our protocol to apply to is different from the standard
experimental environment in many ways. First of all, by “clinical setting” in this
manuscript, we refer to a hospital context where the primary purpose of neuroimaging
or fMRI mapping is diagnostic evaluation and rehabilitation. Hence, the most cru-
cial difference between that and the experimental setting is the participants. When
designing a clinical protocol, one should have in mind the patients. An important
aspect is a patient’s psychological and cognitive condition during the fMRI acquisi-
tion. The fMRI is based on the premise that participants perform the task. Thus
the quality of the result directly depends on the participant’s performance (Buck &
Sidhu, 2020; Petrovich Brennan, 2008). Neurosurgical patients usually have decreased
neurocognitive functions (TLE patients are no exception, see Chapter 3), limiting their
task comprehension and performance (Silva et al., 2018). Therefore the task must be
achievable for patients because otherwise, the resulting activation map can be chal-
lenging to interpret (Petrovich Brennan, 2008). It is, of course, expected for patients
to have poorer achievement than healthy participants, but the task should not be too
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difficult for patients. That is especially important for event-related analysis, for which
participants should have around 50% of correct responses for inter-subject performance
variability and avoiding floor and ceiling effects (Buck et al., 2020). In addition, pa-
tient performance can also be affected by the anxiety, fear, and pain related to their
pathology and neurosurgery possibility (Petrovich Brennan, 2008). If a task explores
a specific function that patients know they have problems with, their anxiety might
increase, affecting the MR signal (Benjamin et al., 2018). For this reason, implicit
tasks are helpful for a memory paradigm as they reduce subjective pressure allowing
for more favorable testing conditions (Caviezel et al., 2020).
Also, while the fMRI is familiar to an investigator, the procedures, sights, and sounds
are unfamiliar for a patient. Fatigue increases, and attention drops with time spent
in the scanner. Thus, when designing a protocol for clinical use, one should focus on
isolating the process of interest, minimizing acquisition time, maximizing patient par-
ticipation and cooperation while balancing the paradigm complexity (Buck & Sidhu,
2020; Silva et al., 2018). Therefore, to be appropriate for a clinical setting, a protocol
should be short, easy to perform, and also easy to analyze (Cabrera et al., 2018).
Another crucial aspect of presurgical evaluation is the level of interest. In the clinical
setting, an individual patient is the main interest, while studies on fMRI protocols usu-
ally report only group-level results (Aldenkamp et al., 2003; Buck et al., 2020; Deblaere
et al., 2002), although some do illustrate individual-level activation (e.g., Benjamin et
al., 2017; Binder et al., 2011). However, it was shown that group-level effects are
not always relevant or Vahd on the individual subject level (Seghier & Price, 2016).
Therefore, a presurgical protocol needs to demonstrate the ability to activate the main
network and critical regions on an individual level. That is especially important for
structures such as the hippocampus that is susceptible to geometric distortions, signal
loss, and low signal-to-noise ratio (Buck & Sidhu, 2020; Haag & Bonelli, 2013; Powell &
Duncan, 2005). Finally, the results of an fMRI protocol should be able to be 1ntegrated
within a wider set of presurgical evaluations, above all neuropsychological scores, in
order to interpret and comprehend a complex clinical image of a patient.

2.1.5 Is there an appropriate fMRI protocol for LMN map-
ping?
Following these short literature reviews, we believe that the answer to the posed ques-
tion is negative for several reasons. First, the existing fMRI protocols are usually
specially designed to elicit a specific process (e.g., phonological access or speech ar-
ticulation, Binder, 2016). Second, although the standard preoperative assessment of
TLE patients includes neuroimaging of language and memory functioning, the used
protocols mainly focus on either language (Benjamin et al., 2017; Binder et al., 2011;
Trimmel et al., 2019) or (episodic or verbal) memory processes (Bonelli et al., 2 )10;
Dupont et al., 2 )10; Limotai et al., 2018). Despite promising results in predicting a
postoperative dechne, these studles do not address cognitive functioning holistically.
Third, although the protocols that map both language and memory exist (Aldenkamp
et al., 2003; Buck et al., 2020; Deblaere et al., 2002), they examine these functions
separately, trying to segregate them rather than acknowledging their entanglement.
Fourth, in the attempt to segregate a specific process, fMRI protocols can become very
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distant from actual everyday behavior. However, for deciding on surgical treatment,
it is essential to know if the obtained data is significant for everyday functioning in
addition to its value for localization diagnostics (Helmstaedter et al., 1998).

The presented limitation of the existing protocols motivated the design of a new pro-
tocol within the REORG project. The main requirement for the new protocol is to
include tasks that would elicit the language-memory interaction. In doing so, it should
be acknowledged that language and declarative memory interaction is based on a widely
distributed network (Roger, Pichat, et al., 2020). Hence, the protocol should map a
network similar to the one we presented in the first chapter in Figure 1.6.

Moreover, this protocol would have to allow to map the structures that are of im-
portance for these functions, but also those that are of significance for TLE patients
— temporal lobe and hippocampus (Benjamin et al., 2017; Binder et al., 2011; Buck
& Sidhu, 2020; Szaflarski et al., 2017). For this diagnostic purpose, an fMRI protocol
should provide information regarding the dominant hemisphere, but also localization of
language-and-memory network concerning potential epileptogenic zone (Ghosh et al.,
2010). The summary of the introductory section is presented in Box 2.1. These points
were used as a guide for protocol designing. The rest of the chapter will present and
evaluate the GE2REC protocol originated from the REORG project. It consists of three
tasks that are interconnected and based on language-memory interaction. GE2REC
consists of a sentence generation with implicit encoding (GE) in the auditory modality
and two recollection (2REC) memory tasks: a recognition (RECO) performed in the
visual modality and a recall of sentences (RA). The objective of this study was to use
this protocol to describe the LMN in healthy individuals.

o Using fMRI provides whole-brain mapping, suitable for wide networks in-
cluding subcortical structures or identifying different reorganization pat-
terns.

« Syntax-level language tasks allow for broader coverage of language pro-
cesses and a more robust characterization of the language network.

« Using both encoding and retrieval memory tasks helps obtain a more robust
memory network map and increases the protocol’s sensitivity to hippocam-
pal activation.

o A protocol applicable in a clinical setting must be short and easy to perform
while mapping the crucial network and regions on an individual level.

2.2 Material and Methods

2.2.1 Participants

Twenty-one right-handed volunteers aged between 18 and 29 years (M = 21, SD = 3.3;
9 females) without neurological and psychiatric deficits were included in this study.
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All participants were French native speakers and had a normal or corrected-to-normal
vision. One participant was excluded from the fMRI analyses due to the high amount
of artifacts in the data.

2.2.2 fMRI assessment of language and memory

The experimental protocol was developed using E-prime software (Psychology Software
Tools, Pittsburgh, PA). Before entering into the magnet, the outline of the procedure
was explained to participants. Importantly, they only received a complete description of
the task in the GE run. For the 2REC runs, they were only informed about the general
outline of the tasks and how they should respond, while they remained uninformed
about the actual content of the tasks. A schematic illustration of all tasks is presented
in Figure 2.1.

GE stimuli and task

During the GE run, the participants heard words through a headset. Their task was
to covertly generate sentences after hearing a word related to the word they heard and
continue producing the sentences associated with it until they heard the next word.
The words were taken from the French standardized naming test D080 (Deloche &
Hannequin, 1997). During the GE run, participants did not perform the picture naming
task, but they produced the sentences in reference to the words they heard. The run
included 5 task conditions of sentence generation performed in the auditory modality (8
stimuli/condition, 40 words in total) and the inter-stimulus intervals (ISI) that lasted 5
s intended to provide enough time to generate a correct sentence. The run also included
five control periods (non-generation) to control for auditory activations during which
a pseudoword was played eight consecutive times, with 5 s ISI. The participants were
asked to listen to the pseudoword and not to talk covertly. The run also included five
rest blocks with a fixation cross displayed for 10 s, placed directly after the generation
blocks to allow the hemodynamic response to come down. Participants were required
to fixate the cross. The order of conditions was Task (Generation), Rest, and Control.
The total duration of the run was 7.3 min.

RECO stimuli and task

During the RECO run performed in the visual modality, the participants were shown
pictures on the screen, and their task was to respond whether they heard the names
of the objects in the images during the GE run. The event-related design was used,
including pictures of the words participants heard in the previous task, pictures of the
new objects, control images, and rest conditions. All presented images were real-life
equals of the pictures from the DO80 (Deloche & Hannequin, 1997). The run included
40 pictures of the words presented in the GE run (henceforth OLD). The participants
were instructed to press the “yes” button on their response box in their dominant
hand when they saw the image corresponding to one of the words they heard in the
previous run. Additionally, the run included 40 pictures of the words not presented
in the GE run (henceforth NEW). These NEW items (pictures) presented the words
that were also taken from the DOS80, and these words were matched with the words
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presented in OLD pictures in terms of lexical length and frequency. The participants
were required to press the “no” button on their response box when they saw the image
showing the object whose name they did not hear in the previous run. The run also
included 40 control images showing the button that needed to be pressed to control
the motor activations during button pressing. Furthermore, the run contained 45 null
events represented by a fixation cross. The ISI during the RECO task was 2.5 sec,
so all events were displayed during 2.5 sec, and conditions were presented in pseudo-
randomized order. The total duration of the run was 6.8 min. We employed the
event-related rather than block design since the former has been shown to identify the
effects of successful encoding well (Haag & Bonelli, 2013) and to avoid the prediction of
stimuli. Importantly, there is a modality change between GE (audio) and RECO tasks
(visual) to enhance the access to episodic memory and, accordingly, the activation of
hippocampal structures.

RA stimuli and task

During the RA run, the participants heard the words they heard previously in the
GE run through a headset. Their task was to recall and covertly repeat the sentences
they had generated for each word in the GE run and to continue repeating them until
hearing the next word. A block design was used, including task and rest conditions.
The run included 5 task conditions of recall performed in the auditory modality (8
stimuli/condition, 40 words in total) with 5 s ISI. The run also included five rest
blocks in the visual modality represented by a fixation cross displayed for 10 s, and
participants had to fixate the cross. The total duration of the run was 4.17 min.
Since fMRI is highly sensitive to motion (Powell & Duncan, 2005), we have chosen to
use covert production in GE and RA runs. This is a commonly used version of the
production task (Black et al., 2017) that has been proven to provide reliable activation
of language regions and lateralization (Benjamin et al., 2017; Haag & Bonelli, 2013).

2.2.3 MR Acquisition

Functional MRI was performed at 3T (Achieva 3.0T TX Philips Medical systems, NL)
at the IRMaGe MRI facility (Grenoble, France). The manufacturer-provided gradient-
echo/T2* weighted EPI method was used for the functional scans. Forty-two adjacent
axial slices parallel to the bicommissural plane were acquired in sequential mode (3mm
thickness, TR = 2.5 s, TE = 30ms, flip angle = 82°, in-plane voxel size = 3 x 3 mm;
field of view = 240 x 240 x 126 mm; data matrix = 80 x 80 pixels; reconstruction
matrix = 80 x 80 pixels). Additionally, for each participant, a T1-weighted high-
resolution three-dimensional anatomical volume was acquired by using a 3D T1TFE
(field of view = 256 x 256 x 160 mm; resolution: 1 x 1 x 1 mm; acquisition matrix:
256 x 256 pixels; reconstruction matrix: 256 x 256 pixels).
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2.2.4 Data processing
Behavioral analyses

We calculated behavioral performances during the recognition task (%CR RECO)
based on the responses during the RECO run. The encoding performance during
GE was indirectly determined via recognition (RECO). Based on of the %CR RECO
for old items, we identified those that were successfully encoded among all items pre-
sented during GE. Statistical analyses were performed using RStudio software version
1.1.456 (RStudio Team, 2016). All one-sample and paired t-tests were computed with
the "t.test” function in the “stats” R package version 3.5.1 (R Core Team, 2018).

Functional MRI analyses

The Analyses were performed using SPM12 (Welcome Department of Imaging Neuro-
science, London, UK) running under Matlab R2015b (Mathworks Inc., Sherborn, MA,
USA).

Preprocessing steps . Functional MRI volumes were first time-corrected with the
mean image as the reference slice to correct artifacts caused by the delay of time
acquisition between slices. After that, all time-corrected volumes were realigned to
correct the head motion. The T1-weighted anatomical volume was co-registered to
mean images obtained through the realignment procedure and normalized to MNI
(Montreal Neurological Institute) space. The anatomical normalization parameters
were subsequently used for the normalization of functional volumes. Each functional
volume was smoothed by an 8 mm FWHM (Full Width at Half Maximum) Gaussian
kernel. Noise and signal drift was removed by using a high-pass filter (1/128 Hz cutoff).
Preprocessed data were then statistically analyzed.
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Figure 2.1: Schematic illustration of the GE2REC protocol. Panel A: GE (Sentence generation
with implicit encoding) run with block-design. Items were presented in auditory modality during
Task (word to generate sentences) and Control (pseudo-word) and in visual modality during Rest
(central cross to fixate). Participants were required to generate sentences during Task covertly
and to do nothing during Control. They fixated the cross during Rest. Examples of French
items are shown (rasoir=razor; marteau=hammer; mistoudin is a pseudo-word). Panel B: RECO
(recognition) run with the event-related design. Items were presented in visual modality during
Task (images to recognize), Control (images to be repeated), and Null events (central cross
to fixate). Participants were required to recognize whether or not they had heard the object
presented in the image and reply by using the response box. They were asked to press the button
shown in the picture and fixate the cross during the Null event during the Control. Panel C: RA
(Recall) run with block-design. Items were presented in the auditory modality during Task (word
to recall sentences) and in the visual modality during Rest (central cross to fixate). Participants
were required to recall the sentences they generated in the GE run and to covertly repeat them.
They fixated the cross during Rest
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Functional MRI statistical analyses .We evaluated GE and RA runs by analyzing
them as a block design. In contrast, encoding during sentence generation (ENCO) was
analyzed using the GE run but as an event-related design by comparing those GE items
that were correctly recognized during the RECO run to those that were not correctly
recognized. In the same vein, the recognition was evaluated by analyzing the RECO
run as event-related, comparing the correctly recognized items with the ones that were
not correctly recognized, as well as comparing correct recognition of OLD and NEW
items. Statistical parametric maps were generated from linear contrasts between the
HREF parameter estimates for the different experimental conditions. The whole-brain
effects of interest were firstly evaluated at an individual level (first-level): (1) effect of
language by comparing sentence generation and control; (2) effect of memory encoding
during sentence generation by comparing the correctly and incorrectly encoded items;
(3) effects of memory recognition by comparing correctly with incorrectly recognized
items; (4) differences in recognition by comparing recognition of old and new items
and (5) effects of memory recall by comparing sentence repetition with the baseline.
Six movement parameters obtained by realignment corrections were included as noise
(regressors of non-interest).

For the second-level group analysis, individual contrasts were entered into a one-sample
t-test and activations were reported at a p < .05 significance level with the FWE
correction (Tgr > 6.5; Tpnco > 6.52; Trpco > 7.03; Tra > 6.54) for all effects.
These second-level group analyses were also repeated with a more permissive threshold
(p < .001 uncorrected) to test if the activation can be identified in regions expected to
be engaged in language and memory processing by previous studies and models. An
additional reason for threshold lowering is that one of the hub regions of the LMN, the
hippocampus, and mesial temporal structures in general, can be affected by geometric
distortions and signal loss (Buck & Sidhu, 2020; Haag & Bonelli, 2013; Powell &
Duncan, 2005).

2.3 Results

2.3.1 Behavioral results

During the RECO run participants correctly recognized on average 72.62% (SD = 10.2)
of old items and correctly rejected on average 87.87% (SD = 7.36) of new items. The
correct recognition of old items and the correct rejection of new items were both above
the chance level (£(20)orp = 10.16, p < .001; t(19)ypw = 23.02, p < .001). Paired
t-test demonstrated that the recognition of old items (Mrr orp = 0.97; SD = 0.07)
was faster (£(19) = -5.51, p < .001) than the rejection of the new ones (Mrr NEw =
1.1; SD = 0.07).

2.3.2 Functional MRI

Since the present chapter aims to validate the GE2REC protocol in healthy individuals,
we will present the second-level group results (see Figure 2.1 and Appendix A for the
lists of activated regions). However, as mentioned, a protocol applicable in a clinical
setting should also map the same network on an individual level. Therefore Figure 2.3
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Panel A: GE run (Sentence generation)
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/ Panel B: Encoding during Sentence generation

Panel C: RECO run (Recognition of items)
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Figure 2.2: Tllustrative overview representation of global activation obtained for sentence
generation (panel A), encoding (panel B), recognition of items (panel C), and the recall (panel D).
Activations for each task were obtained at a group level (N = 20 participants for all tasks except
recognition of items where N=19 were included due to a lack of responses of one participant).
Activations were projected onto the lateral left and right views of surface rendering and 2D
coronal and axial slices. The left (LH) and right (RH) hemispheres are indicated. The color
scale indicates the T value of the activation. The GE, RA, and ENCO results were depicted in a
more permissive threshold (p < .001 uncorrected) to illustrate activations that were obtained on
this significance level. The presented coronal slices for the encoding during sentence generation
were chosen so that they show anterior (y = -14 mm) and posterior (y = -30 mm) hippocampus
(Poppenk et al., 2013).
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illustrates such an analysis in one participant. The list of activations is presented in
Table A.1.

Panel A: Sentence generation Panel B: Encoding during sentence generation

/" Participant 12 \ /[ Participant 12

[ ]
Y I 8 6 4 2 0 J \ 5 6 4 2 0 ]
p < .001 uncorrected A N p < .001 uncorrected 4
Panel C: Recognition of items Panel D: Recall
/" Participant 12 N/ Participant 12 \“«.,

LH RH LH RH

[ - -
15 10 -] 0 / 108 6 4 2 0
p < .001 uncorrected S AN p < .001 uncorrected

Figure 2.3: TIllustration of the GE2REC individual-level results. The figure represents an
example of activations obtained in one participant for sentence generation (panel A), encoding
during sentence generation (panel B), recognition of items (panel C), and recall (panel D).

Sentence Generation (GE)

The GE task vs. control comparison is presented in Panel A of Figure 2.2 and Table A .2.
Overall, the results reveal bilateral but predominantly left activation of a vast fronto-
temporo-parietal network, including left prefrontal, inferior frontal, bilateral insula,
and right precuneus. The activation of left superior temporal and bilateral middle
temporal and superior temporal pole cortices was also observed together with right
cerebellum Crus 1 and VI

Encoding during the sentence generation (ENCO)

The correct encoding of the items during the generation of sentences activated expected
language regions such as the left inferior frontal and bilateral middle and superior
temporal cortices. Bilateral hippocampal activation was also detected with a lower
significance level (p < .001). These activations are presented in Panel B of Figure 2.2
and Table A.3.
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Recognition (RECO)

During the recognition task (task vs. control), the correct retrieval process activated
an extensive frontal-temporo-parietal network shown in Panel C of Figure 2.2 and Ta-
ble A.4. The identified network included bilateral fusiform gyri and occipital cortices,
left inferior and superior parietal cortices, left cingulum, medial prefrontal cortex, left
inferior and orbitofrontal gyrus, left insula and bilateral hippocampi. Bilateral parahip-
pocampal activation was also detected with a lower significance level (p < .001). Cor-
rect recognition also activated bilateral cerebellum IV-V and VI as well as left lobe
Crus 1.

Differences in recognition

Comparing two types of items showed that the recognition of old items engaged more
the left parietal cortex, notably precuneus, cuneus, AG, and bilateral middle cingulate
and middle temporal cortices. Conversely, correctly rejecting new items compared to
correctly recognizing old ones activated more bilateral fusiform and occipital regions.
The activations are presented in Table A.5.

Recall (RA)

The recall process (recall vs. baseline) activated a network presented in Figure 2.2,
Panel D, and Table A.6 consisting of left inferior frontal and bilateral predominantly
right-oriented prefrontal and medial frontal cortices and left insula. Bilateral activa-
tions in the temporal superior and middle cortices and the left temporal pole were also
identified. The activation of the parietal regions consisted of the left inferior parietal
and angular gyrus, while the activations of the cerebellum were limited to right Crus
1. Right hippocampal activation was also detected with a lower significance level (p
< .001). Although the RA task was designed to explore the interaction of language
and memory, to check if this task indeed engaged memory in addition to language pro-
cesses, a paired t-test was conducted testing for activation differences between RA and
GE tasks. This analysis indicated that the RA task engaged more bilateral lateral and
medial parietal regions and the right hippocampus when employing a lower significance
level (p < .001), as shown in Table A.7.
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Box 2.2 Summary of the main results

e Sentence generation with implicit encoding activated bilateral temporal,
left frontal regions, and bilateral hippocampi;

o Correct recognition of the items activated inferior bilateral occipitotempo-
ral left parietal, bilateral hippocampal, and parahippocampal regions, as
well as the left frontal inferior and SMA;

e Recall activated extensive fronto-temporo-parietal network with the right
hippocampus.

. Sentence generation
with encoding

RH . Recognition

. Recall

Mlustrative overview of the synthesis of results obtained with GE2REC protocol during
sentence generation with encoding (orange), recognition of items (violet), and recall (blue).
The activated regions are projected onto 2D anatomical slices presented in axial, coronal, and
sagittal orientations. The left (LH) and right (RH) hemispheres are indicated.

2.4 Discussion

T