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Initiation de la dépression corticale envahissante et hyperactivité pre-épileptique
dans un modèle mathématique multi-échelles des mutations de NaV1.1

Résumé
Les mutations "perte de fonction" de SCN1A, le gène codant pour le canal sodique voltage-
dépendant NaV1.1, provoquent différents types d’épilepsie, tandis que ses mutations "gain
de fonction" provoquent la migraine hémiplégique familiale de type 3 (MFH3). La manière
dont ces effets opposés induisent les activités pathologiques paroxystiques spécifiques de
l’épilepsie (crises épileptiques) ou de la migraine (dépolarisation corticale envahissante,
DCE) n’est pas encore claire. Dans cette thèse, nous étudions les mécanismes différentiels
conduisant à l’initiation de ces activités pathologiques. Nous utilisons une approche de
modélisation mathématique, en étroite collaboration avec des biologistes expérimentaux.

Nous avons développé et analysé un modèle à conductance de deux neurones (pyrami-
dal et GABAergique) interconnectés, avec des concentrations ioniques dynamiques. Nous
avons étudié les mutations MFH3 et épileptogènes dans ce même cadre, en modifiant seule-
ment deux paramètres pertinents. Les simulations de ce modèle et les expériences sur des
souris (activation pharmacologique de NaV1.1 ou induction de l’hyperactivité des neurones
GABAergiques par optogénétique) suggèrent que le facteur clé de l’initiation de la DCE
dans le cas de MFH3 est une accumulation du potassium extracellulaire due à l’activité
des neurones. Il est intéressant de noter que dans notre modèle, l’accumulation progressive
initiale de potassium extracellulaire qui déclenche la DCE ne nécessite pas une augmenta-
tion de la fréquence des potentiels d’action du neurone GABAergique. En ce qui concerne
les mutations épileptogènes de NaV1.1, dans notre modèle, la perte de fonction de ce canal
entraîne une vulnérabilité accrue du neurone GABAergique à la transition vers un bloc de
dépolarisation. Cette prédiction est confirmée expérimentalement par des enregistrements
sur des souris Scn1a+/- réalisés par nos collaborateurs. Sur cette base, nous proposons le
phénomène de bloc de dépolarisation des neurones GABAergiques comme un mécanisme
pro-épileptique impliqué dans le déclenchement des crises, car il provoque le dysfonction-
nement de l’inhibition des réseaux, ce qui constitue un contexte idéal pour la genèse des
crises épileptiques. Globalement, concernant les mécanismes pathologiques des mutations
de NaV1.1, nos résultats suggèrent l’implication de mécanismes d’hyperexcitabilité des
réseaux autres que la modification de la fréquence des potentiels d’actions des neurones
GABAergiques. Ceci est intéressant, car la modification de fréquence est l’une des princi-
pales caractéristiques étudiées en ce qui concerne les pathologies de l’excitabilité neuronale.

Pour étudier les scénarios de bifurcations dynamiques associés à la transition du régime
de potentiels d’action répétés vers la DCE ou l’hyperactivité épileptiforme, nous avons
construit un modèle plus simple, avec une séparation explicite des échelles de temps.
Cette version idéalisée conserve les principales caractéristiques du modèle biophysique
détaillé, tout en se prêtant mieux à une analyse théorique. Dans ce cadre, nous avons
reproduit les deux transitions pathologiques avec une variation minimale des paramètres.
Nous modélisons le potassium extracellulaire avec un système bistable lent-rapide, pour
capturer sa dynamique caractéristique telle qu’elle est enregistrée au site d’initiation de
la DCE. Dans le cas des mutations épileptogènes de NaV1.1, le principal ingrédient est
un déplacement de la position de la bifurcation responsable de la transition du régime de
potentiels d’actions répétés vers le bloc de dépolarisation.

Mots clés
Modèle à conductance, dynamique des concentrations ioniques, dynamiques lentes-rapides,
bloc de dépolarisation, dépression corticale envahissante, migraine hémiplégique familiale,
épilepsie, NaV1.1/SCN1A.
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Initiation of cortical spreading depolarization and pre-epileptic hyperactivity
in a multiscale mathematical model of NaV1.1 mutations

Abstract
Loss of function mutations of SCN1A, the gene coding for the voltage-gated sodium chan-
nel NaV1.1, cause different types of epilepsy, whereas gain of function mutations cause
familial hemiplegic migraine type 3 (FHM3). It is not clear yet how these opposite effects
can induce the paroxysmal pathological activities that are specific of epilepsy (seizures)
or migraine (cortical spreading depolarization, CSD). In this thesis, we investigate the
differential mechanisms leading to the initiation of these pathological activities. We use a
mathematical modeling approach, working in close collaboration with experimentalists.

We developed and analyzed a two-neuron conductance-based model of interconnected
GABAergic and pyramidal neurons, with dynamic ion concentrations. We studied both
FHM3 and epileptogenic mutations within the same framework, modifying only two rel-
evant parameters. Both simulations of this model and experiments on mice (acute phar-
macological activation of NaV1.1 or optogenetic-induced hyperactivity of GABAergic neu-
rons) suggest that the key factor for CSD initiation in the case of FHM3 is a spiking-
generated build-up of extracellular potassium. Interestingly, in our model the initial pro-
gressive accumulation of extracellular potassium which triggers CSD does not require an
increased firing frequency of the GABAergic neuron. Concerning NaV1.1 epileptogenic mu-
tations, in our model loss of function of this channel results in an enhanced susceptibility
of the GABAergic neuron to depolarization block. This prediction is confirmed experi-
mentally by recordings on Scn1a+/- mice performed by our collaborators. Based on this,
we propose depolarization block of GABAergic neurons as a pro-epileptic mechanism in-
volved in the triggering of seizures, because it causes the dysfunction of network inhibition,
which is an ideal background for the genesis of seizures. Overall, concerning the pathologi-
cal mechanisms of NaV1.1 mutations, our results suggest the involvement of mechanisms of
network hyperexcitability other than the modification of the firing frequency of GABAer-
gic neurons. This is noteworthy, because modifications of firing frequency is one of the
principal features investigated in pathologies of neuronal excitability.

To study the dynamic bifurcation scenarios associated with the transition from tonic
firing to CSD or epileptiform hyperactivity, we built a simpler model, with explicit timescale
separation. This idealized version retains the salient features of the detailed biophysical
model, while being more amenable to theoretical analysis. In this setting, we reproduced
both pathological transitions upon minimal parameter variation. We model extracellar
potassium with a bistable slow-fast system, to capture its characteristic dynamics as it is
recorded at the site of CSD initiation. In the case of NaV1.1 epileptogenic mutations, the
main ingredient is a shift in the position of the bifurcation responsible for the transition
from tonic firing to depolarization block.

Keywords
Conductance-based model, ion concentration dynamics, slow-fast dynamics, depolarization
block, cortical spreading depression, familial hemiplegic migraine, epilepsy, NaV1.1/SCN1A.



vii

Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 How can NaV1.1 gain of function cause migraine with aura? . . . . . 1
1.1.2 How does NaV1.1 loss of function lead to epileptic seizures? . . . . . 2

1.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Initiation of migraine-related CSD by hyperactivity of NaV1.1 channels 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Acute gain-of-function of NaV1.1 channels induces CSD selectively
in the neocortex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.2 Optogenetic hyperactivation of GABAergic neurons can initiate CSD
selectively in the neocortex . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Computational model of CSD initiation by overactivation of NaV1.1
channels and GABAergic neurons . . . . . . . . . . . . . . . . . . . . 10

2.2.4 Detailed mechanism of CSD initiation . . . . . . . . . . . . . . . . . 13
2.2.5 Overactivation of GABAergic neurons or NaV1.1 can initiate/facilitate

CSD in vivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4.1 Animal care and mouse lines . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Preparation of brain slices, electrophysiological recordings and imag-

ing in slices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Optogenetic illumination of brain slices . . . . . . . . . . . . . . . . 24
2.4.4 Induction of CSD by application of KCl in brain slices . . . . . . . . 24
2.4.5 Processing and analyses of IOS images . . . . . . . . . . . . . . . . . 25
2.4.6 Immunohistochemistry . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.7 In vivo experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.8 Patch-clamp recordings in cell-lines . . . . . . . . . . . . . . . . . . . 25
2.4.9 Pharmacological agents and chemicals . . . . . . . . . . . . . . . . . 25
2.4.10 Computational model . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.11 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.12 Study approval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Videos and supplementary material . . . . . . . . . . . . . . . . . . . . . . . 26

3 Modeling NaV1.1 epilepsy and migraine mutations with dynamic ion
concentrations 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 Ethics Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.2 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.2.1 Conserved quantities . . . . . . . . . . . . . . . . . . . . . 31



viii

3.2.2.2 Transmembrane ion currents . . . . . . . . . . . . . . . . . 34
3.2.2.3 Calcium concentration in the pyramidal neuron . . . . . . 36
3.2.2.4 Diffusion of extracellular potassium . . . . . . . . . . . . . 37
3.2.2.5 Gating variables dynamics . . . . . . . . . . . . . . . . . . 37
3.2.2.6 Mutations of NaV1.1 . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2.7 Evolution of the model since the version in Chapter 2 . . . 39

3.2.3 Mouse lines, preparation of brain slices and electrophysiological record-
ings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 NaV1.1 FHM3 mutations can lead to CSD initiation via extracellular

potassium build-up also when neuronal input-output features are not
modified . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1.1 Persistent sodium current (INa,P,i) in GABAergic neurons

amplifies spiking-induced modifications of extracellular ion
concentrations, even without modifications of their firing
frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1.2 Dynamics of neuronal firing at CSD initiation . . . . . . . 42
3.3.1.3 Persistent sodium current in GABAergic neurons reduces

the threshold for CSD initiation . . . . . . . . . . . . . . . 46
3.3.1.4 The accumulation of extracellular potassium is crucial for

CSD initiation . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 NaV1.1 epileptogenic mutations strongly decrease the inhibitory role

of GABAergic neurons . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2.1 Reduced sodium current in GABAergic neurons makes them

more susceptible to depolarization block . . . . . . . . . . . 48
3.3.2.2 Pyramidal neurons firing frequency suddenly increases when

GABAergic neurons enter depolarization block . . . . . . . 52
3.3.3 Comparison of migraine and epilepsy scenarios . . . . . . . . . . . . 52

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.1 FHM3 mutations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Epileptogenic mutations . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4 Idealized multiple-timescale model of CSD initiation and pre-epileptic
hyperactivity 59
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.1 Slow-fast structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 Neuronal dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.3 Inhibitory synapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.4 [K+]o dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.5 Potassium release . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.6 NaV1.1 mutations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.6.1 Migraine . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.6.2 Epilepsy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3 Slow block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Fast layer problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4.1 Migraine vs. wild-type condition . . . . . . . . . . . . . . . . . . . . 69
4.4.2 Epilepsy condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.5 Full system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5.1 The route to CSD initiation . . . . . . . . . . . . . . . . . . . . . . . 72



ix

4.5.2 The route to pre-epileptic hyperactivity . . . . . . . . . . . . . . . . 74
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Conclusion 81
5.1 NaV1.1 migraine mutations . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 NaV1.1 epileptogenic mutations . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Perspectives: accuracy vs. simplicity . . . . . . . . . . . . . . . . . . . . . . 82

5.3.1 Towards more realistic models . . . . . . . . . . . . . . . . . . . . . 83
5.3.2 Towards simpler models . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.3.2.1 Extracellular potassium dynamics . . . . . . . . . . . . . . 83
5.3.2.2 Neuronal dynamics . . . . . . . . . . . . . . . . . . . . . . 83

Bibliography 92





xi

Acronyms

ACSF artificial cerebrospinal fluid. 20, 21, 25, 40

AIS axon initial segment. 82

CSD cortical spreading depolarization. vii, viii, 1–8, 10–27, 30, 39, 41–50, 52, 53, 55,
57–60, 64, 72, 74–76, 81–84

DB depolarization block. 75–77, 82, 84

DC direct current. 6, 11, 12, 21, 25

DIC differential interference contrast. 40

FHM familial hemiplegic migraine. 1, 2, 6, 41

FHM1 FHM type 1. 2, 6, 22, 23, 81

FHM2 FHM type 2. 2, 6, 22, 23, 81

FHM3 FHM type 3. viii, 1–3, 6, 8, 13, 15, 20, 22, 23, 27–30, 38, 39, 41–44, 46–49, 54–56,
58, 81, 83

FHN FitzHugh–Nagumo. 64, 75

GEFS+ genetic epilepsy with febrile seizures plus. 2

HR Hindmarsh-Rose. 75

IOS intrinsic optical signal. vii, 6–8, 11, 19, 24, 25

LFP local field potential. 6–8, 10–12, 18–20

MUA multi-unit activity. 18, 19

PD period-doubling. 70

PV+ parvalbumin-positive. 82

SD spreading depolarization. 1, 2, 6, 21, 22, 64, 81

SNIC saddle-node on invariant circle. 63, 83, 84

SUDEP sudden unexpected death in epilepsy. 21

TTX tetrodotoxin. 16, 17, 22

VGAT vesicular GABA transporter. 7, 10–13, 15–18, 20–22, 24, 39, 40

WT wild type. 7, 12, 21





1

Chapter 1

Introduction

1.1 Motivation
NaV1.1 is a voltage-gated sodium channel, coded by the gene SCN1A, which is mainly
expressed in GABAergic neurons. It is a major target of human mutations implicated in
pathologies of neuronal excitability [1, 2]. Loss of function mutations of NaV1.1 have been
found in patients with epileptic disorders. On the other hand, gain of function mutations
have been linked to types of migraine in which cortical spreading depolarizations (CSDs)
are involved. It is not clear yet how these opposite effects lead to one or the other of two
different manifestations of neuronal hyperactivity: epileptic seizures and CSD.

1.1.1 How can NaV1.1 gain of function cause migraine with aura?

Familial hemiplegic migraine (FHM) is a rare but severe Mendelian type of migraine with
aura, which typically includes hemiparesis, i.e. weakness of one side of the body. Three
genes responsible for FHM are currently known. SCN1A was the last of them to be
identified [3], causing FHM type 3 (FHM3). Although one study initially reported loss of
function for two FHM3 NaV1.1 mutations studied in heterologous expression systems [4],
more recent works have instead established gain of function of the channel as the common
functional effect of FHM3 mutations [1, 2, 5–8].

CSD is a pathological mechanism of migraine with aura

CSD is a wave of transient intense neuronal firing followed by a sustained depolarization
block, which slowly propagates in the cortex [9]. It was first observed by Leão in 1944 [10].
This phenomenon is accompanied by a breakdown of transmembrane ion concentration
gradients, water influx and cell swelling [11–13].

Spreading depolarizations (SDs) generated in anoxic conditions are implicated in stroke,
traumatic brain injury, and subarachnoid hemorrhage [9, 13, 14]. On the contrary, CSD
generated in normoxic conditions is thought to be a pathological mechanism of migraine
with aura, based on numerous studies performed with experimental animals [9, 14]. Even
though clinical evidence linking CSD and migraine symptoms is limited, a recent report
has unequivocally demonstrated with electrophysiological recordings that SD-induced de-
pression of spontaneous cortical activity was linked to symptomatic migraine aura in a
patient [15]. In addition to the generation of the patient’s percept of migraine aura, it has
been proposed that in migraineurs SDs can stimulate trigeminal nociceptors innervating
the meninges, activating pain pathways and provoking the headache [9, 13, 16].

The link between FHM3 mutations and CSD initiation remains unclear

In vivo experiments on the knock-in Scn1aL263V/+ mouse model have shown increased
propensity to CSD in this model and suggest that FHM3 mutations predominantly affect
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CSD initiation, rather than its propagation. Indeed, no increase in CSD propagation
speed was observed in this model [17], unlike what was reported for the two other types
of FHM (FHM1 and FHM2) [18, 19]. However, even though SDs have been observed and
extensively studied for decades, the specific pathological mechanisms that lead to their
initiation are not well understood. In particular, it is not clear yet how gain of function
mutations in voltage-gated sodium channels of GABAergic neurons, which classically have
an inhibitory role, can lead to the network hyperexcitability characterizing CSD. Studying
this link can give a better understanding not only of FHM3 pathophysiology, but also of
CSD and migraine with aura in general, as well as other pathologies in which SDs are
involved.

1.1.2 How does NaV1.1 loss of function lead to epileptic seizures?

Numerous epileptogenic mutations of NaV1.1 have been identified. This is the case for
Dravet syndrome [20], a severe and pharmacoresistant developmental and epileptic en-
cephalopathy, and for genetic epilepsy with febrile seizures plus (GEFS+) [21], charac-
terized in general by milder phenotypes. Studies performed both in vitro and in mouse
models have shown that these mutations cause a loss of function of the channel [1, 2,
22–24]. Since NaV1.1 is particularly important for GABAergic neurons’ excitability [22],
the causal link between its loss of function and epileptiform activity is certainly more
intuitive than the one between its gain of function and CSD. Indeed, it is expected that
a failure of excitability in inhibitory neurons can promote hyperexcitability of neuronal
networks and seizures. However, here also there is no consensus when it comes to the
precise mechanisms of seizure generation involved.

1.2 Outline
In this thesis, we investigate the differential mechanisms by which gain or loss of function
of NaV1.1 sodium channels can induce the pathological neuronal hyperactivities which
are characteristic of either hemiplegic migraine (CSD) or epilepsy (seizure). We do not
aim to model a full blown CSD or a seizure. Instead, we are interested in the conditions
which can lead to their initiation. We use a mathematical modeling approach, working in
close collaboration with the neurophysiologist Massimo Mantegazza from the Institute of
Molecular and Cellular Pharmacology (IPMC) in Sophia Antipolis (France).

Chapter 2. Initiation of migraine-related cortical spreading depolariza-
tion by hyperactivity of GABAergic neurons and NaV1.1 channels

In Chapter 2, we present experimental results based on electrophysiological recordings per-
formed in vivo, in brain slices and in cell lines. They were carried out by the group of
Massimo Mantegazza at IPMC and by Paolo Scalmani at the Foundation IRCCS Neuro-
logical Institute Carlo Besta in Milan (Italy). Increased glutamatergic activity is thought
to be a key factor for generating CSD [9, 13]. However, we show here that acute pharmaco-
logical activation of NaV1.1 or optogenetic-induced hyperactivity of GABAergic neurons is
sufficient to ignite CSD in the neocortex. Neither GABAergic nor glutamatergic synaptic
transmission was required for CSD initiation. CSD was not generated in other brain areas,
suggesting that this is a neocortex-specific mechanism of CSD initiation.

We also build a two-neuron conductance-based model of interconnected GABAergic
and pyramidal neurons, in which we incorporated ionic concentration dynamics for both
neurons. In agreement with the experimental data, in this model NaV1.1 gain of function
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facilitates CSD initiation. Numerical simulations suggest that accumulation of extracel-
lular potassium induced by neuronal firing is the key factor. This prediction is confirmed
by an experiment where chelation of extracellular potassium blocks CSD initiation.

Overall, our results provide a mechanism linking NaV1.1 gain-of-function to CSD gen-
eration in FHM3: spiking-generated extracellular K+ build-up. This collaborative work re-
sulted in a publication in The Journal of Clinical Investigations, an important biomedicine
journal [25].

Chapter 3. Modeling NaV1.1 epilepsy and migraine mutations in a mi-
crocircuit with dynamic ion concentrations

In Chapter 3, we extend the model of Chapter 2 to also study NaV1.1 epileptogenic
mutations. We model FHM3 mutations by increasing the persistent sodium current in the
GABAergic neuron and epileptogenic mutations by decreasing the sodium conductance in
the GABAergic neuron. Therefore, we study both mutations within the same framework,
modifying only two parameters.

In our simulations, the key effect of FHM3 mutations is ion fluxes modification at
each action potential (in particular the larger activation of voltage-gated potassium chan-
nels), and the resulting CSD-triggering extracellular potassium accumulation, which is
not caused only by modifications of firing frequency. Epileptogenic mutations, on the
other hand, increase GABAergic neurons’ susceptibility to depolarization block, without
major modifications of firing frequency before it. Our modeling results connect qualita-
tively to experimental data: potassium accumulation in the case of FHM3 mutations and
facilitated depolarization block of the GABAergic neuron in the case of epileptogenic mu-
tations. Both these effects can lead to hyperexcitability of the pyramidal neuron, inducing
in the migraine condition depolarization block of both the GABAergic and the pyramidal
neuron.

Overall, our findings suggest different mechanisms of network hyperexcitability for
migraine and epileptogenic NaV1.1 mutations, and imply that modifications of firing fre-
quency may not be the only relevant pathological mechanism. This collaborative work is
published in PLOS Computational Biology [26].

Chapter 4. Idealized multiple-timescale model of CSD initiation and pre-
epileptic hyperactivity

The dynamics of the detailed biophysical model studied in Chapter 3 indicates the presence
of multiple implicit timescales, but its large dimension complicates their exploitation. In
Chapter 4, we develop a simpler version of the model, which is more amenable to theoretical
analysis while keeping its key elements.

The idealized model has three timescales: the dynamics of the two neurons is fast (four
variables), extracellular potassium is slow (one variable) and we introduced a super slow
variable which participates in generating the potassium dynamics. The explicit timescale
separation between those variables allows us to use the theory of slow-fast dynamical
systems, where slow variables can be treated as parameters in the fast singular limit. We
perform numerical continuation to retrieve the bifurcation structure with respect to those
parameters. We then study the transition between physiological and pathological firing
regimes as dynamic bifurcations of the full system.

To model NaV1.1 migraine mutations, based on the conclusions from the previous
chapters, we increase the spiking-induced release of potassium by the GABAergic neuron.
This facilitates the jump of the bistable potassium from a low state to a high state,
which causes the transition from tonic firing to depolarization block for both neurons.



4 Chapter 1. Introduction

The use of an additional super slow timescale to model potassium dynamics allows us
to reproduce the characteristic rise which is recorded at the site of CSD initiation by
our collaborators (see Fig. 4.1). Concerning NaV1.1 epileptogenic mutations, we model
the increased susceptibility of GABAergic neurons to depolarization block by shifting the
(dynamic) bifurcation responsible for the transition from tonic firing to depolarization
block to a lower input. The resulting drop of inhibition leads to a high firing frequency of
the pyramidal neuron, which we interpret as pre-epileptic hyperactivity.
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Chapter 2

Initiation of migraine-related
cortical spreading depolarization
by hyperactivity of GABAergic
neurons and NaV1.1 channels

The content of this chapter is published in [25]: O. Chever et al. “Initiation of Migraine-
Related Cortical Spreading Depolarization by Hyperactivity of GABAergic Neurons and
NaV1.1 Channels”. The Journal of Clinical Investigation (Sept. 7, 2021). My contribution
to this work was to design and implement the computation model, and to interpret the
simulations.

Graphical abstract.

2.1 Introduction
Familial hemiplegic migraine (FHM), has become a model disease for more common forms
of migraine with aura and has allowed the identification of some molecular/cellular patho-
logical mechanisms of human migraine and CSD [9, 16], which may be at least in part
shared by SDs involved in other diseases. FHM type 1 (FHM1) is caused by gain-of-
function mutations of the α1 subunit of the CaV2.1 P/Q type Ca2+ channel (the CACNA1A

http://dx.doi.org/10.1172/JCI142203
http://dx.doi.org/10.1172/JCI142203
http://dx.doi.org/10.1172/JCI142203
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gene) [27], FHM type 2 (FHM2) by loss-of-function mutations of the α2 subunit of the
glial Na+/K+ pump (the ATP1A2 gene) [28]. The experimental induction of CSD is
facilitated in both FHM1 and FHM2 genetic mouse models [18, 19], primarily because
of increased network excitability induced by excessive release or insufficient reuptake of
glutamate [29–31], consistent with a similar overall mechanism affecting the glutamatergic
system. These results have contributed to establish the current hypothesis that increased
glutamatergic activity is the most important factor for triggering CSD.

FHM type 3 (FHM3) is caused by mutations of the NaV1.1 (SCN1A) Na+ channel [3],
which is particularly important for GABAergic neurons’ excitability [22]. We and others
have provided evidence that, in contrast to epileptogenic mutations, FHM3 mutations
cause instead gain-of-function of the channel, often increasing persistent current, inducing
hyperexcitability of transfected GABAergic neurons in primary culture [1, 2, 5–8, 12,
32–34], which could be responsible for CSD initiation, as we have recently proposed in a
computational model [35]. Interestingly, a recent work showed that knock-in mice carrying
the FHM3 L263V NaV1.1 mutation experience spontaneous CSD events but not seizures,
although detailed mechanisms of CSD generation have not been studied [17]. These results
point to a counterintuitive mechanism in CSD caused by NaV1.1 gain-of-function, different
than in the case of FHM1 or FHM2. However, it is not clear yet whether and how CSD (and
possibly other SDs) could be generated by NaV1.1 gain-of-function/GABAergic neurons’
hyperactivity.

Here, we addressed this issue inducing acute NaV1.1 gain-of-function that mimics the
functional effect of FHM3 mutations and performing selective optogenetic stimulation of
GABAergic neurons, carrying out experiments in vivo, in brain slices and in cell lines.

2.2 Results

2.2.1 Acute gain-of-function of NaV1.1 channels induces CSD selectively
in the neocortex

To disclose the role of NaV1.1 channels’ gain-of-function in the generation of CSD, we used
the spider toxin Hm1a that has been reported as a specific NaV1.1 enhancer [36]. We con-
firmed, by performing whole-cell patch-clamp recordings of Na+ currents in cell lines, that
also in our conditions Hm1a selectively targets NaV1.1 over the two other NaV isoforms
expressed in the adult cortex, NaV1.2 and NaV1.6, although only at low concentration
(10 nM) (Fig. S1). Importantly, Hm1a induced a 12-fold increase of persistent current,
an effect that is comparable to that previously observed with FHM3 mutations [5–8, 34],
making it a good pharmacological tool for modeling the effect of these mutations.

We tested the effect of the toxin in whole brain slices that included different structures,
performing extracellular local field potential (LFP) recordings and intrinsic optical signal
(IOS) imaging in an extended area (Fig. 2.1; Fig. S2). Bath application of 10 nM Hm1a
lead to spontaneous CSD ignition, which was observed both as DC shift in LFP recordings
(Fig. 2.1B) and as propagating wave in IOS images (Fig. 2.1D,E and Video 1). CSD
was elicited in 22.5 % of the slices within 10 min of Hm1a application (our time limit
for determining successful induction), whereas we have never observed CSD in control
conditions (Fig. 2.1C). Interestingly, CSD was elicited only in the neocortex and never
in the other structures monitored (hippocampus, dorsal striatum, globus pallidus and
thalamus) (Fig. 2.1D,E and Video 1). To confirm that this was a neocortex-specific effect
of Hm1a, we evaluated whether in our conditions other brain areas were able to generate
spreading depolarizations by applying short puffs of 130 mM KCl, a classical method of
CSD induction [9, 37]. The success rate for CSD induction was 100 % in all the structures
tested: the neocortex (Fig. S3 A -C and Video 2), the striatum (Fig. S3 D1 and Video 3)
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and the hippocampus (Fig. S3 D2 and Video 4). Neither Hm1a-induced nor KCl-induced
CSD propagated outside the structure in which they were induced.

Figure 2.1: The selective NaV1.1 enhancer Hm1a specifically triggers CSD in the neo-
cortex. A. Experimental setting: brain slices were perfused with 10 nM Hm1a, a concentration at
which Hm1a is selective for NaV1.1 (see Fig. S1), and CSD induction was monitored with extracel-
lular local field potential (LFP) recordings and intrinsic optical signal (IOS) imaging obtained in
extended brain regions (4X objective, 0.35X camera adapter). B. Representative LFP recording
of a CSD observed in the neocortex during the perfusion with Hm1a. Scale bars 1 mV, 20 s. C.
Overall results showing the lack of spontaneous CSD in control (0/17 slices), and success rate
for neocortical induction with bath-application of Hm1a (16/71), which never triggered CSD in
other structures (Fisher’s exact test, Bonferroni correction, neocortex control vs neocortex Hm1a,
*p = 0.04; neocortex Hm1a vs other structures Hm1a, ****p = 10−4). D. Upper-left panel, raw
transmitted light image of a representative coronal slice including the neocortex, the hippocam-
pus, the dorsal striatum, the globus pallidus and the thalamus; upper-right panel, illustration of
a whole hemisphere (Brain Explorer, Allen Institute) in which the imaged area is indicated by
the circle (see Fig. S2 for more details). The four bottom panels correspond to time series of im-
age processing of IOS acquisitions (one image every 5 s, the first one 5 s after CSD initiation; see
Methods), which show that CSD was triggered only in the neocortex. Scale bar: 500 µm. E. Raw
transmitted light image of another representative coronal slice including the neocortex, the dorsal
striatum, the globus pallidus and the thalamus (upper-left);, illustration of a whole hemisphere
(Brain Explorer, Allen Institute) in which the imaged area is indicated by the circle (see Fig. S2
for more details). The four bottom panels are time series of processed IOS images, which show
that CSD was triggered only in the neocortex. Scale bar: 500 µm. See Video 1.

Then, we performed current-clamp patch-clamp recordings from both GABAergic and
pyramidal neurons in neocortical Layer II-III of brain slices from GAD67-GFP knock-
in mice (which selectively label GABAergic neurons), to confirm that the Hm1a-induced
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gain-of-function of NaV1.1 can increase excitability preponderantly of GABAergic neu-
rons in the neocortex. We maintained the resting membrane potential at around −70 mV
and elicited action potential discharges with injections of 2.5 s-long depolarizing current
steps of increasing amplitude, comparing the properties of input-output relationships be-
fore and after 10 min perfusion with 10 nM Hm1a. In order to minimize the variability
of firing patterns of GABAergic neurons, we selected for the analysis fast-spiking non-
adapting neurons (Fig. 2.2A -C), firing features that are typical of parvalbumin-positive
(PV+) neurons. All the recorded pyramidal neurons showed regular spiking discharges
(Fig. 2.2D -F). The application of Hm1a induced in GABAergic neurons a leftward shift of
the input-output relationship (28 % mean increase of firing frequency at 50 % of the input-
output) and an increase of the maximal firing frequency (7 % mean increase), whereas
the firing properties of pyramidal glutamatergic neurons were not modified. Thus, Hm1a
induces in the neocortex hyperexcitability of GABAergic neurons but not of pyramidal
neurons, and specifically triggers CSD in the neocortex, although in our experimental
conditions spreading depolarizations can be induced by puffs of KCl in all the structures
tested (neocortex, hippocampus and striatum).

2.2.2 Optogenetic hyperactivation of GABAergic neurons can initiate
CSD selectively in the neocortex

To directly investigate the role of GABAergic neurons, we used hemizygous VGAT.cre-
ChR2(H134R)tdTomato.lox (VGAT-ChR2) mice, in which channelrhodopsin(ChR2)-H134R
is selectively expressed in these neurons in different brain regions (Fig. S4) [38]. We ac-
tivated GABAergic neurons in coronal brain slices illuminating with blue light an entire
cerebral hemisphere, and we monitored CSD generation by both LFP recordings and IOS
imaging of several brain structures (Fig. 2.3A,B and Video 5). Notably, similar to the
experiments performed with Hm1a, the optogenetic activation of GABAergic interneurons
induced CSD only in the neocortex: we never observed it in the hippocampus, stria-
tum or thalamus. Mean latency to induction was 26.2±1.8 s (n = 104) and propagation
speed was 3.2±0.1 mm/min (n = 104) (Fig. 2.3C). Macroscopic features of CSD in-
duced by optogenetic stimulation were similar to those of CSD triggered by a focal puff
of 130 mM KCl in the neocortex (Fig. S3 A -C and Video 2) or by perfusion with Hm1a
(Fig. 2.1 and Video 1). We performed a subset of experiments for determining the rate
of success of optogenetic CSD induction (Fig. 2.3D; see Methods for detailed procedure),
observing that it was induced in 85 % of VGAT-ChR2 slices (always only in the neocor-
tex) and never with control littermates (i.e. slices from VGAT-Cre, ChR2.lox or WT
mice). Notably, CSD was readily induced by focal puff of 130 mM KCl in all the slices,
both from VGAT-ChR2 mice and control littermates (Fig. S3 C), confirming that all the
slices could generate CSD (not only those from VGAT-ChR2 mice). Moreover, as already
highlighted before, CSD was readily induced by focal puff of 130 mM KCl also in the hip-
pocampus and the striatum (Fig. S3 D). Several studies in different models have shown
that functions of PV+ GABAergic neurons are significantly modified by SCN1A muta-
tions [1, 2], FHM3 mutations can induce hyperexcitability of these neurons, as observed
in [39], and we have quantified the effect of Hm1a on these neurons (Fig. 2.2). Notably,
we were able to induce optogenetically neocortical CSD also in slices from hemizygous
PV.cre-ChR2(H134R)tdTomato.lox (PV-ChR2) mice (Fig. 2.3E), in which ChR2-H134R
is selectively expressed in PV+ neurons, although with a lower success rate (28 %) than
in VGAT-ChR2 slices. Thus, CSD initiation by over-activation of GABAergic neurons is
a neocortex-specific mechanism, similarly to CSD initiation by Hm1a, and over-activation
of a GABAergic subpopulation (PV+ neurons) is sufficient for its induction.
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Figure 2.2: Hm1a increases the excitability of fast spiking GABAergic neurons but
not of pyramidal neurons. Recordings in neocortical Layer II-III of GAD67-GFP knock-in
mice (which label GABAergic neurons). A. Left, representative traces at 50 % of the input-output
relationship, recorded from a fast spiking neuron before (black) and during (violet) perfusion with
10 nM Hm1a, scale bar 500 ms; right, representative traces recorded from the same interneuron at
the peak of the input-output relationship. B. Representative plot of the (continued next page)
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Figure 2.2 (previous page): effect of Hm1a on the input-output relationship recorded from
the same fast spiking interneuron; and magnified traces taken from a 50 ms time window at the
middle of the traces displayed in A; scale bars 20 mV, 10 ms. C. Firing frequency for each recorded
neuron before and during Hm1a perfusion at 50 % (mean increase ∆ = 28.4± 7.0 %, ** p = 0.008;
352 AP/2.5 s median 334±46 mean±SEM in control; 433, 412±45 with Hm1a) and at the peak of
the input-output relationship (mean increase ∆ = 7.1± 2.6 %; * p = 0.03; 511 AP/2.5 s, 561±59
in control; 551, 595±57 with Hm1a) (n = 8). D. Left, representative traces at 50 % of the input-
output relationship, recorded from a pyramidal neuron before (black) and during (violet) perfusion
with Hm1a, scale bar 500 ms; right, representative traces recorded from the same pyramidal neuron
at the peak of the input-output relationship, before (black) and during (violet) perfusion with
Hm1a. E. Representative input-output relationship obtained from the same pyramidal neuron
and magnified traces taken from a 50 ms time window in the middle of the traces displayed in D;
scale bars 20 mV, 10 ms. F. Firing frequency for each recorded neuron before and during Hm1a
perfusion at 50 % (Δ=-2.2±6.4%, p = 1; 31AP/2.5 s median 40.0±7.7 mean±SEM in control; 33,
39.8±7.8 with Hm1a) and at the peak of the input-output relationship (∆ = 0.2± 7.9 %, p = 0.9;
41 AP/2.5 s, 51.6±8.0 in control; 44, 50.6±8.6 with Hm1a) (n = 5). Wilcoxon Signed Ranks test
for all the comparisons.

We then evaluated the response of pyramidal and GABAergic neurons in Layer II-III
of the neocortex of VGAT-ChR2 mice to the optogenetic stimulation before the induc-
tion of CSD, to validate the specific response of GABAergic neurons to the illumination,
performing whole-cell patch-clamp recordings (Fig. 2.3 F). We observed that GABAer-
gic neurons (which we identified as non-pyramidal fast spiking non-adapting neurons),
directly responded with short latency to the illumination, which triggered long lasting
firing, whereas pyramidal neurons did not respond directly to the illumination and begun
to spike after few tens of seconds of illumination, consistent with a specific rapid and long
lasting activation of GABAergic neurons.

In a further series of experiments, we evaluated the effect of Hm1a on optogenetic-
induced CSD, hypothesizing a synergic role (Fig. 2.4). In fact, in brain slices in which
Hm1a application did not induce CSD, subsequent optogenetic stimulation induced CSD
with a 28 % reduction of triggering latency and a 20 % increase of propagation speed, com-
pared to control slices without Hm1a. CSD was triggered only in the neocortex also in this
series of experiments and its duration, evaluated measuring the LFP half-width, was not
modified by Hm1a. Therefore, optogenetic CSD was facilitated by Hm1a, confirming the
key role of NaV1.1 channels’ gain-of-function and over-activation of GABAergic neurons
in the mechanism of CSD initiation that we have disclosed.

2.2.3 Computational model of CSD initiation by overactivation of NaV1.1
channels and GABAergic neurons

We have recently shown that in simulations obtained with a conductance-based model of
a GABAergic neuron connected to a pyramidal neuron, an overactivation of the GABAer-
gic neuron can lead to depolarizing block of the pyramidal neuron, which we considered
the initiation of CSD [35]. In that model, the overactivation of the GABAergic neuron
was obtained increasing its external depolarizing input (modeling a pathological state, as
well as a condition similar to our optogenetic stimulation). Several putative GABAergic
activation-related mechanisms were tested, and we identified the frequency of interneuron
firing and the related increase of [K+]out as the key element for inducing depolarizing block
of the pyramidal neuron [35].

Here, we have refined the model, in particular improving the features of the GABAergic
neuron, which now better models a fast spiking cortical interneuron [40], and including
complete dynamics of ion concentrations for both neurons (Fig. 2.5A; see Methods), so
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Figure 2.3: CSD is triggered specifically in the neocortex by optogenetic–induced
hyperactivity of GABAergic neurons. A. Experimental setting for optogenetic stimulations
of a complete hemisphere in coronal slices (the area of illumination was larger than the area of
image acquisition). B. Representative CSD that was induced only in the neocortex in slices from
VGAT-ChR2 mice containing neocortex, hippocampus, dorsal striatum and thalamus, revealed by
both the negative DC shift in the LFP and the IOS propagating wave. The four bottom panels are
time series corresponding to image-processed IOS acquisitions (one image (continued next page)



12 Chapter 2. Initiation of migraine-related CSD by hyperactivity of NaV1.1 channels

Figure 2.3 (previous page): every 5 s, the first one 5 s after CSD initiation; see Methods). Scale
bars: 500 µm. C. Left panel, distribution of latencies of CSD initiation upon 470 nm illumination
in VGAT-ChR2 slices (median=19 s, n = 103 slices); right panel, distribution of propagation speed
of optogenetic-induced CSD in VGAT-ChR2 slices (median=3.18 mm/min, n = 103 slices). D.
Success rate of optogenetic CSD obtained in a different series of experiments comparing slices from
VGAT-ChR2 (11/13 slices), WT (0/14), VGAT.Cre (0/10) and ChR2.lox (0/10) mice (Fisher’s
exact test, **** p = 7 ·10−5). E. Success rate of optogenetic CSD obtained in slices from PV-ChR2
mice (4/14 slices) or control PV-cre littermates (0/15 slices) (Fisher’s exact test, * p = 0.04). F.
Left panels, representative whole-cell patch-clamp recordings of GABAergic and pyramidal neurons
in layer II-III upon optogenetic illumination: a fast spiking GABAergic neuron responded to the
470nm illumination (blue bar) with short latency, whereas a pyramidal neuron responded with
longer latency, scale bar 20 s. G. overall latencies to spiking during 470 nm illumination for fast
spiking neurons (median = 0.30 s; n = 5) and pyramidal neurons (median = 22.26 s; n = 12)
(Mann-Whitney test, *** p = 0.001); these recordings were not performed at the site of initiation,
which with this experimental setting was variable within the neocortex and not identifiable a priori.

Figure 2.4: Effect of Hm1a on optogenetic CSD induction. A. Further series of ex-
periments in which features of optogenetic CSD induction were compared in VGAT-ChR2 slices
perfused with Hm1a (but in which the toxin did not induce CSD within 10 min) and con-
trol VGAT-ChR2 slices, waiting 10 min before to illuminate (these experiments have been in-
cluded in Fig. 2.1D). B. Latencies of optogenetic CSD measured in control VGAT-ChR2 slices
(median = 24 s, mean ± SEM = 27.3 ± 3.4 s; n = 15 slices) and VGAT-ChR2 slices perfused
with Hm1a (median = 14 s, mean± SEM = 19.8± 3.4 s; n = 20 slices) (Mann-Whitney test, *
p = 0.014); C. Propagation speed of optogenetic CSD in the same slices (control VGAT-ChR2,
median = 3.14 mm/min, mean± SEM = 3.0± 0.1 mm/min, n = 15 slices; VGAT-ChR2 slices
perfused with Hm1a without CSD, median = 3.50 mm/min, mean± SEM = 3.6± 0.2 mm/min,
n = 20 slices) (Mann-Whitney test, * p = 0.025). D. Duration of optogenetic-induced CSD
measured at half width of the LFP DC shift (control VGAT-ChR2 slices, median = 38.1 s,
mean± SEM = 41.1± 4.4 s, n = 15 slices, VGAT-ChR2 slices perfused with Hm1a but without
CSD, median = 38.3 s, mean± SEM = 38.7± 1.7 s, n = 6 slices) (Mann-Whitney test, p = 0.7).

that the modifications of ion concentrations can modulate the activity of both neurons.
The direct overactivation of the GABAergic neuron, with conditions similar to those that
we used in [35], generated simulations that were similar to those obtained in [35] (not
shown). Then, we tested the effect of an increase of the persistent Na+ current of the
GABAergic neuron, which mimics the common effect of most FHM3 mutations [1, 5–8,
12, 32–34, 39], as well as that of Hm1a. We modeled the control physiological condition
implementing a persistent conductance equal to 1 % of the maximal Na+ conductance, and
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we increased it up to 6 % to simulate a pathological condition or the presence of Hm1a
(which is conservative in comparison with the quantitative effect of FHM3 mutations or
Hm1a). In the physiological condition (Fig. 2.5B), an external depolarizing input to
the GABAergic neuron (gD,i) of 0.1 mS/cm2, without application of external input to
the pyramidal neuron (gD,e), was able to induce high frequency firing of the GABAergic
neuron. As in [35], long lasting high frequency firing of the GABAergic neuron overcame
its inhibitory effect, because it increased [K+]out. In the simulation of Fig. 2.5B, [K+]out
reached a maximum of 11.2 mM, depolarizing the pyramidal neuron and triggering its
spiking, which was transient and ended after few seconds, when [K+]out relaxed to lower
levels. In this condition, there was no depolarizing block (CSD initiation). When the same
simulation was run with persistent Na+ conductance of the GABAergic neuron increased to
6 % (Fig. 2.5C), in the initial phase the GABAergic neuron discharged at higher frequency
leading to a larger increase of [K+]out (up to 13.6 mM). Importantly when the pyramidal
neuron was engaged in firing, both neurons underwent depolarizing block, with [K+]out
rising to >60 mM, indicating CSD initiation. In fact, the increase of persistent Na+

current of the GABAergic neuron facilitated CSD, leading to a decrease of the minimal
gD,i that can induce CSD initiation (Fig. 2.5D). Moreover, similar to the experimental
data of Fig. 2.4B, the increase of persistent current led to a reduction of the CSD initiation
latency (Fig. 2.5 E); CSD was induced in this simulation with gD,i = 0.349 mS/cm2, which
was the minimal input able to induce CSD with 0 % persistent current (Fig. 2.5D).

Finally, in simulations in which the pyramidal neuron was removed from the model, we
evaluated the effect of an increase of persistent current on the “intrinsic” firing frequency of
the GABAergic neuron. We observed that it was increased at all the levels of external input
tested (Fig. 2.5 F). This shows that the persistent current can increase the firing frequency
of the GABAergic neuron independently from the interactions with the pyramidal neuron
(e.g. synaptic input and modifications of ion concentrations).

Overall, the model shows that an increase of persistent Na+ current, mimicking FHM3
mutations or Hm1a, induces hyperexcitability of the GABAergic neuron, leading to a fa-
cilitation of CSD, which is ignited with lower values of external input and shorter latency,
consistent with the experimental data. Interestingly, a prediction of the model obtained
in the simulations presented here and in those of [35], is that the key factor for CSD initi-
ation induced by overactivation of GABAergic neurons is an increase of [K+]out, initially
directly generated by the spiking of the GABAergic neuron. Thus, we investigated in our
experimental system the detailed mechanisms of CSD initiation.

2.2.4 Detailed mechanism of CSD initiation

We initially evaluated the effect of NaV1.1 loss-of-function on CSD initiation, to compare
it with the gain-of-function tested above. We crossed VGAT-ChR2 mice with knock-
out Scn1a+/- mice, which model the epileptic encephalopathy Dravet syndrome and in
which one allele of the Scn1a gene is not functional, causing NaV1.1 haploinsufficiency
and hypo-excitability of GABAergic neurons [1, 22]. This selective effect on GABAer-
gic neurons has been observed in numerous studies, also at the age that we have used
for our investigation, although there could be remodeling at later developmental stages
[41]. In brain slices from VGAT-ChR2/Scn1a+/- mice, the success rate of optogenetic
CSD induction was reduced 2.4-fold (Fig. 2.6A), showing that NaV1.1 loss-of-function
and reduced excitability of GABAergic neurons can inhibit CSD initiation by optoge-
netic activation of GABAergic neurons. Then, we tested the importance of extracellu-
lar K+ accumulation as a key parameter for CSD initiation. We initially used VGAT-
ChR2/Scn1a+/- slices in which the optogenetic stimulation did not trigger CSD, perfus-
ing them with rACSF in which [K+]out was moderately increased (from 3.5 to 8 mM),



14 Chapter 2. Initiation of migraine-related CSD by hyperactivity of NaV1.1 channels

K+ diffusion

Na+

K+

Leak (Na+,K+,Cl-)

Pump
3Na+

2K+Cl−

K+

Na+

2Cl-

K+
Na+

Cl-
K+

Ca2+-gated
K+ channel

C
ot

ra
ns

po
rte

rs

Na+

K+

Leak (Na+,K+)

3Na+2K+

K+

Na+

Excitatory synapses

Inhibitory synapse

External input (gD,i)External input (gD,e)

Pump

Pyramidal neuron GABAergic neuron

Voltage-gated channels Voltage-gated channels

FHM3 mutation or Hm1a

GABAA receptorGlutamate receptor Glutamate receptor

-100

-50

0

50

100

G
A

B
A

er
gi

c
ne

ur
on

m
em

br
an

e
po

te
nt

ia
l

(m
V

)

-100

-50

0

50

100

-100

-50

0

50

100

P
yr

am
id

al
ne

ur
on

m
em

br
an

e
po

te
nt

ia
l

(m
V

)

-100

-50

0

50

100

0

10

20

30

40

50

60

0 10 20 30 40 50 60

[K
+
] o

ut
(m

M
)

Time (s)

0

10

20

30

40

50

60

0 10 20 30 40 50 60

Time (s)
0 2 4 6 8

Time (s)

0.0

0.1

0.2

0.3

0.4

0 1 2 3 4 5 6

M
in

.
G

A
B

A
er

gi
c

ne
ur

on
ex

te
rn

al
in

pu
ti

nd
uc

in
g

C
S

D
(m

S
/c

m
2
)

GABAergic neuron
persistent Na+ current (%)

0

2

4

6

8

10

12

0 1 2 3 4 5 6

C
S

D
in

iti
at

io
n

la
te

nc
y

(s
)

GABAergic neuron
persistent Na+ current (%)

0

50

100

150

200

250

300

0.0 0.1 0.2 0.3 0.4 0.5

#
of

G
A

B
A

er
gi

c
ne

ur
on

’s
ac

tio
n

po
te

nt
ia

ls
in

2.
5

s

GABAergic neuron
external input (mS/cm2)

Persistent Na+

conductance
6%
5%
4%
3%
2%
1%
0%

A

B C

D E F

Figure 2.5: The increase of GABAergic neuron’s persistent current facilitates the
initiation of CSD in a computational model. A. Diagram illustrating the conductance-
based computational model that we used to model the effect of migraine (continued next page)
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Figure 2.5 (previous page): mutations and of Hm1a by increasing the persistent Na+ current
of the GABAergic neuron. gD,e and gD,i are glutamatergic conductances that model the baseline
excitatory inputs (“excitatory drive”) of the pyramidal and of the GABAergic neuron, respectively.
B. Simulation, with GABAergic neuron’s physiologic persistent Na+ current (1 %), of the effect
of a constant external depolarizing input to the GABAergic neuron (gD,i = 0.1 mS/cm2) without
input to the pyramidal neuron (gD,e = 0 mS/cm2): membrane potential of the GABAergic neurons
(upper panel), membrane potential of the pyramidal neuron (middle panel) and extracellular K+

concentration (lower panel). C. Same simulation with increased GABAergic neuron’s persistent
Na+ current (6 %, mimicking the effect of FHM3 mutations and of Hm1a); the right panels display
with an enlarged time scale the first phase of the simulation shown in the panels on the left. The
vertical red line indicates the beginning of the large [K+]out increase that leads to depolarizing
block. D. Effect of an increase of the GABAergic neuron’s persistent Na+ current on the lowest
external input to the GABAergic neuron (gD,i) sufficient to induce depolarizing block. E. Effect
of an increase of the GABAergic neuron’s persistent Na+ current on the latency of depolarizing
block with gD,i = 0.349 mS/cm2 (the lowest input to the GABAergic neuron able to generate CSD
with 0 % persistent Na+ conductance; see panel D). F. Effect of the amount of persistent current
on the firing frequency of the GABAergic neuron, in a simulation in which the pyramidal neuron
was removed, reflecting the direct effect of the persistent current on the firing properties of the
GABAergic neuron.

and applying a second optogenetic stimulation. Notably, we found that the reduced
success rate of CSD induction in VGAT-ChR2/Scn1a+/- slices was rescued with 8 mM
[K+]out (Fig. 2.6B). The latency of optogenetic CSD induction was not different in
the three conditions (median 39 s, mean±SEM 39±4 s for control VGAT-ChR2, n =
23, 4 slices not included because initiation was outside the imaged area; 38 s, 45±5 s
for VGAT-ChR2/Scn1a+/-, n = 11, one slice not included; 47 s, 51±14 s for VGAT-
ChR2/Scn1a+/- with 8 mM KCl, n = 6, one slice not included; p = 0.70 Kruskal-Wallis
test), and there was a trend towards an increase of the propagation speed in VGAT-
ChR2/Scn1a+/- slices (median 3.07 mm/min, mean±SEM 2.41±0.15 mm/min for con-
trol VGAT-ChR2, n = 27; 3.12 mm/min, 3.2±0.2 mm/min for VGAT-ChR2/Scn1a+/-,
n = 12; 3.95 mm/min, 3.97±0.28 mm/min for VGAT-ChR2/Scn1a+/- with 8 mM KCl,
n = 7; p = 0.07 Kruskal-Wallis test). Importantly, the threshold of CSD induced applying
puffs of 130 mM KCl (obtained by quantifying the area of KCl application as in [37]) was
not different in slices from VGAT-ChR2/Scn1a+/- and VGAT-ChR2 mice (Fig. 2.6C),
confirming that the inhibition of optogenetic CSD in VGAT-ChR2/Scn1a+/- slices is not
caused by a generic reduced propensity to CSD generation caused by modifications in-
duced by the epileptic condition. Notably, CSD propagation speed was increased (median
4.32mm/min, mean±SEM 4.39±0.29 mm/min, n = 14) compared to VGAT-ChR2 litter-
mates (3.02 mm/min, 3.27±0.35 mm/min, n = 8; p = 0.047 Mann-Whitney test), consis-
tent with the trend observed in optogenetic experiments and with different mechanisms
of initiation and propagation.

Next, in optogenetic experiments in which we used the K+ scavenger Kryptofix2.2.2
(2 mM) to chelate extracellular K+ [42] we observed a 5.6-fold reduction of optogenetic
CSD success rate (Fig. 2.6D). This confirmed the importance of extracellular K+ in
the mechanism of CSD initiation, although chelation of basal extracellular K+ could also
interfere with neuronal excitability. Even though our computational model points to extra-
cellular K+ build-up directly induced by the spiking of GABAergic neurons, it has been
shown that hyperactivity of GABAergic neurons can favor neuronal network excitation
also by other mechanisms, including synaptic transmission-driven activation of neuronal-
glial networks [43–46]. Thus, we performed pharmacological experiments to disclose the
detailed mechanism linking hyperactivity of GABAergic neurons to CSD initiation. In
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Figure 2.6: Effect of the reduction of GABAergic neurons’ excitability, extracellular
K+ chelation on optogenetic CSD induction. A. Reduction of optogenetic CSD induc-
tion success rate in slices from VGAT-ChR2-Scn1a+/- mice compared to slices of VGAT-ChR2
littermates (Fisher’s exact test, *** p = 0.0002). B. A different series of experiments in which
optogenetic CSD was induced after the increase of [K+]out to 8 mM in VGAT-ChR2-Scn1a+/-

slices in which optogenetic CSD was previously not induced with standard [K+]out (Fisher’s exact
test, ** p = 0.002). C. Threshold of CSD induction quantified by the area of puff applications of
KCl 130 mM in slices from VGAT-ChR2-Scn1a+/- (median 0.021, mean±SEM 0.021±0.002 mm2,
n = 14) compared to VGAT-ChR2 littermates (0.019; 0.020±0.002 mm2, n = 8; Mann-Whitney
test, p = 0.58). D. Reduction of optogenetic CSD induction rate with extracellular K+ chelation
by application of 2.2.2-cryptand (Kryptofix2.2.2): success rate 70 % (n = 10) in control VGAT-
ChR2 slices, 12.5 % (n = 8) with 2 mM Kryptofix2.2.2 (Fisher’s exact test, * p = 0.025).

particular, the K+-Cl- cotransporter KCC2 can induce post-synaptic K+ efflux and is in-
volved in excitatory actions of GABAergic transmission leading to hyperexcitability [44].
However, two different selective KCC2 inhibitors did not modify the success rate and
dynamics (latency, propagation speed) of CSD induced by optogenetic stimulation, not
even upon pre-treatment of slices with the GABA-A receptor agonist isoguvacine that we
used to increase KCC2 baseline activity (Fig. 2.7A -C). Further, we tested blockers of
neuronal excitability or synaptic transmission. The Na+ channel/action potential blocker
tetrodotoxin (TTX) completely suppressed CSD induction (Fig. 2.7D), whereas the block
of glutamate (Kainate-AMPA-NMDA) and/or GABA-A receptors (with CNQX-CPP and
gabazine, respectively), or the application of the Ca2+ channel blocker Cd2+, which com-
pletely blocked synaptic transmission (Fig. S5), did not modify the success rate of CSD
induction (Fig. 2.7D). Latency to induction was instead longer with Cd2+(Fig. 2.7 E).
Notably, neurotransmission, in particular glutamatergic one, was important for sustain-
ing CSD propagation, because in the presence of CNQX-CPP or Cd2+, the speed of
CSD propagation was reduced (Fig. 2.7 F) and CSD often aborted, ending after an initial
propagation around the initiation site (Supplementary Table). Gabazine induced a trend
towards higher propagation speed (Fig. 2.7 F), which is consistent with the results that
we obtained with Scn1a+/- mice. These data highlight once more different mechanisms
for initiation and propagation.

Altogether, these results demonstrate that GABAergic neurons’ hyperexcitability is
sufficient for CSD initiation in the neocortex, that CSD is not directly triggered by ion
flux through channelrhodopsin, and that synaptic transmission-driven mechanisms are
not necessary, although they are implicated in propagation. Also, they suggest that the
mechanism of initiation could involve spike-generated [K+]out increase.

To disclose whether spike-generated [K+]out increase was directly involved in CSD initi-
ation, we first evaluated the [K+]out dynamics during optogenetic illumination, measuring
[K+]out at the site of CSD initiation with K+-sensitive electrode recordings, together with
LFP/multi-unit activity (MUA) recordings. In order to perform recordings at the site of
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Figure 2.7: Effect of block of KCC2, neuronal excitability or synaptic transmis-
sion on optogenetic CSD induction. A. Success rate of optogenetic CSD in VGAT-ChR2
slices in control (100 %, n = 39) with the KCC2 blocker VU0240551 10 µM (100 %, n = 12),
the KCC2 blocker VU04663271 10 µM (85 %, n = 20), the GABA-A agonist Isoguvacine 10 µM
(100 %, n = 11) or VU0463271 10 µM + Isoguvacine 10 µM (90 %, n = 10); p = 0.0493 overall
Fisher’s exact test, not significant with Bonferroni-corrected pairwise test. B. Latency to opto-
genetic CSD induction in VGAT-ChR2 slices in control (median 14.0 s, mean±SEM 20.0±2.3 s;
n = 38), with VU0240551 (14.0, 21.0±4.2 s, n = 12), with VU04663271 (13.0, 16.5±3.5 s,
n = 11), Isoguvacine (15.0, 19.0±3.5 s, n = 11) or VU0463271+Isoguvacine (12, 24±9.1 s, n = 9)
(Kruskal-Wallis test p = 0.93). C. CSD propagation speed in control (median 3.42 mm/min,
mean±SEM 3.38±0.13 s; n = 38), with VU0240551 (2.89, 3.12±0.26 mm/min, n = 12), with
VU04663271 (3.28, 3.32±0.18 mm/min, n = 15), Isoguvacine (3.12, 3.08±0.25 mm/min, n = 11)
or VU0463271+Isoguvacine (3.00, 3.19±0.16 mm/min, n = 9) (Kruskal-Wallis test p = 0.93). D.
Success rate of optogenetic CSD in VGAT-ChR2 slices in control (100 %, n = 39) with the Na+

channel blocker TTX 1 µM (0 %; n = 13), with GABA-A (Gabazine 15 µM) and/or NMDA-AMPA-
Kainate (CPP 10 µM, CNQX 20 µM) receptor antagonists (Gabazine 0 %, n = 6; CCP+CNQX,
100 %, n = 16; Gabazine+CCP+CNQX, 90 %, n = 10), or the Ca2+ channel blocker Cd2+

(100 µM) to fully block synaptic release (100 %, n = 10) (Fisher’s exact test, ****p = 4 · 10−14;
Bonferroni-corrected post-test, ****p < 0.0001 for TTX). E. Latency to optogenetic CSD induc-
tion in control (median 14.0 s, mean±SEM 17.6±2.5 s; n = 29), with Gabazine (10.0, 11.2±3.0 s,
n = 6), with CPP+CNQX (23.0, 25.8±3.4 s, n = 16), CPP+CNQX+Gabazine (20.0, 26.6±9.1 s,
n = 9) or Cd2+ (36.6, 38.3±7.6 s, n = 10) (Kruskal-Wallis test ***p = 0.0098; Dunn’s post-hoc test
*p < 0.05 for Cd2+). F. CSD propagation speed in control (median 3.45 mm/min, mean±SEM
3.57±0.18 s; n = 30), with Gabazine (5.28, 5.08±0.44 mm/min, n = 6), with CPP+CNQX (1.39,
1.51±0.11 mm/min, n = 16), CPP+CNQX +Gabazine (2.66, 2.97±0.21 mm/min, n = 9) or
Cd2+ (0.9, 1.03±0.13 mm/min, n = 10) (Kruskal-Wallis test ****p < 0.0001; Dunn’s post-hoc
test *p = 0.011 for CPP+CNQX and ****p < 0.0001 for Cd2+).
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initiation, which cannot be performed with classical methods of CSD induction, we used
spatial optogenetic illumination, both continuous (Video 6 and Video 9) and discontinu-
ous (100 ms, 5 Hz; Video 7), to specifically control the site of CSD induction and allow
recordings within the site (Fig. 2.8A,B). Both illumination methods induced CSD with
features that were similar to that induced with the large field of illumination, although
success rate was smaller (30-35 % vs about 80 %). Our results show that [K+]out slowly and
progressively increased during illumination, reaching 12 mM when CSD was ignited (iden-
tified as the end of the multi-unit activity) (Fig. 2.8C,D, Fig. S6). Notably, this phase of
slow increase was not observed in the CSD propagating in the cortical tissue outside the
initiation site (Fig. S6). However, at CSD ignition, [K+]out was similar to that observed
at the site of initiation (Fig. S6). This suggests that at CSD initiation, [K+]out can pro-
gressively accumulate near neuronal membranes, until CSD ignition threshold is reached.
We confirmed this hypothesis by inducing CSD with focal applications of 12 mM KCl in
a neocortical area that was comparable in size to that of spatial optogenetic illuminations
(Fig. 2.8 E and Video 8).

In order to study the dynamics of the firing of both GABAergic interneurons and
pyramidal neurons in the site of CSD initiation, we performed juxtacellular-loose patch
voltage recordings during CSD initiation (Fig. 2.8 F and Video 9). Neurons were recorded
in the initiation site during optogenetic triggering of CSD, using spatial illumination (34 %
success rate for CSD induction, 121 slices). Only cells that were located in the core
of CSD induction site were selected for analysis (n = 7 GABAergic neurons, n = 5
pyramidal neurons). Occasionally pair recordings of GABAergic and pyramidal neurons
were achieved (n = 2 pairs, Fig. 2.8 F). GABAergic neurons begun to fire early after
the illumination (60.5±11.3 s mean±SEM, 52.3 s median, before the beginning of CSD
initiation, n = 7) and fired at moderate frequency (on average 48.4±6.8 Hz, mean±SEM)
till their firing frequency abruptly increased (to 349±36 Hz, which was comparable to
the maximal firing frequency observed in Fig. 2.2C) few seconds before CSD initiation.
Thus, GABAergic neurons fired during the first (longer) phase at just about 15 % of
their maximal firing frequency. Pyramidal neurons fired later during the illumination,
just for few seconds before CSD initiation (2.9±0.6 s mean±SEM, median 3.5 s, n = 5;
p = 0.006 compared to GABAergic neurons, Mann-Whitney test). Therefore, the firing
of the GABAergic neurons at moderate frequency is implicated in the slow K+ build-up
observed at the site of initiation, whereas pyramidal neurons contribute later to the K+

build-up, for few seconds before CSD initiation, when the whole network is engaged.

2.2.5 Overactivation of GABAergic neurons or NaV1.1 can initiate/
facilitate CSD in vivo

We performed experiments to evaluate the effect of overactivation of GABAergic neurons
or NaV1.1 in vivo, a condition in which blood circulation, long range connections and neu-
romodulations are present. For optogenetic experiments, we illuminated with an optical
fiber the somatosensory cortex of VGAT-ChR2 mice, monitoring CSD by LFP record-
ings (Fig. 2.9A -C); CSD was induced in 50 % of VGAT-ChR2 mice and never in control
littermates. Moreover, we tested the effect of acute injection of Hm1a into the somatosen-
sory cortex (Fig. 2.9D). We initially directly injected Hm1a (10 nM, N = 7, or 100 nM,
N = 5), but we did not observe CSD with LFP recordings (1.3 mm rostral of the site of
injection). In further experiments, we evaluated the effect of Hm1a on CSD triggered by
injecting 130 mM KCl. Notably, Hm1a 10 nM induced a 20 % reduction in the latency to
CSD induction, whereas control injections with ACSF did not modify it (Fig. 2.9 E,G).
Moreover, injection of Hm1a 100 nM induced a 35 % reduction in latency (117 s median,
108±15 s, mean±SEM, before Hm1a 100 nM; 64 s, 70±14 s upon Hm1a injection; N = 7,
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Figure 2.8: Spike-induced increase of [K+]out is directly involved in CSD induction by
spatial illumination. A. Experimental setting for spatial 470 nm illumination used to specifically
control the area of CSD induction, allowing [K+]out, LFP and IOS recordings at the site of CSD
initiation. See Video 6 and Video 7. B. [K+]out dynamics before and during CSD, correlated to
the LFP and multi-unit activity (MUA), which were paroxysmal at CSD initiation. Only the first
component of the CSD is shown. C.. Enlargement and superposition of [K+]out and MUA traces
shown in B. D. Quantifications of [K+]out after the first 5 s of illumination, at the beginning of the
paroxysmal MUA firing and at the end of the MUA firing (beginning of the depolarizing block)
(arrows in B and C), n = 9 slices. Bars represent medians. Friedman test (p < 0.0001) and Dunn’s
post-test (*** p < 0.001). E. Success rate of CSD (continued next page)
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Figure 2.8 (previous page): induced by long-lasting puff of 12 mM KCl (dissolved in 125 mM
NaCl), which corresponds to the [K+]out at the beginning of the depolarizing block, compared
to a control 137 mM NaCl solution (Ctrl; Fisher exact test, ** p = 0.0027). Injection area:
0.75±0.11 mm2 (n = 10 slices with successful CSD inductions). See Video 8. F. Representative
simultaneous juxtacellular-loose patch recordings of a GABAergic interneuron (upper trace) and of
a pyramidal neuron (bottom trace) at the site of initiation of CSD induced with spatial optogenetic
illumination as in (A) (see Video 9); the negative deflection is the LFP generated by the CSD and
recorded by the juxtacellular electrode; scale bars 500 µV, 5 s. The right insects show the firing
(1.5 Hz highpass filtered to remove the slow components) immediately before the CSD initiation
(highlighted in the traces on the left with the dashed boxes). See text for n and statistics.

Wilcoxon Signed Ranks Test p = 0.03; not shown in the figure). Therefore, these data
confirm the results obtained in brain slices, showing that overactivation of GABAergic
neurons or NaV1.1 can lead to/facilitate CSD induction also in vivo.

2.3 Discussion
We have identified and characterized a mechanism of CSD initiation specific of the neocor-
tex, showing in acute experimental models a causal relationship between NaV1.1 gain of
function leading to initial hyperactivity of GABAergic neurons, progressive engagement of
the whole neuronal network and CSD ignition, driven by the progressive increase of [K+]out
at the initiation site and in which synaptic transmission is not necessary (see Graphical
abstract). This mechanism was supported by simulations obtained with a computational
model. CSD was induced in the neocortex both by activation of NaV1.1 with the specific
toxin Hm1a [36], which mimics gain-of-function FHM3 mutations and increases excitabil-
ity of cortical GABAergic neurons, and by direct optogenetic activation of GABAergic
neurons. This is consistent with the key role of NaV1.1 in GABAergic neurons’ excitabil-
ity and with the effect of FHM3 mutations, which cause gain of function of NaV1.1 and
can induce an increase of the persistent Na+ current similar to that observed with Hm1a
[1, 2, 5–7, 12, 32–34, 39]. Notably, it has been recently reported that Hm1a rescued
the hypoexcitability of hippocampal GABAergic neurons and the severity of the epileptic
phenotype in epileptic Scn1a+/- knock-out mice, but it did not modify firing properties of
wild type hippocampal GABAergic neurons in brain slices [47]. However, we found that
application of Hm1a at a concentration at which it is specific for NaV1.1 can induce in
neocortical slices from wild type mice hyperexcitability of GABAergic neurons, in partic-
ular fast spiking ones, whereas the firing properties of glutamatergic pyramidal neurons
were not significantly modified, consistent with the different role of NaV1.1 in the two neu-
ronal subtypes and with a specific role of GABAergic neurons in CSD initiation induced
by Hm1a (see Supplementary Methods "Brain Slices: electrophysiological recordings" for
more information on this issue).

Additionally, we found that the loss-of-function of NaV1.1 in slices from VGAT-ChR2-
Scn1a+/- mice [22] inhibited the initiation of CSD by optogenetic stimulation, consistent
with the involvement of NaV1.1 and of GABAergic neurons’ hyperexcitability in the mech-
anism of initiation. Importantly, different than what has been observed in some other
epileptic models [48–51], this effect is not caused by the inhibition of CSD generation
induced by the epileptic network, because threshold of CSD triggered by puffs of 130 mM
KCl was not modified in VGAT-ChR2-Scn1a+/- slices. Opposite to CSD inhibition, ex-
periments in anesthetized mice have shown that NaV1.1 loss-of-function facilitates SD in
the brainstem, which can cause post-seizure sudden death (SUDEP) in Scn1a+/- mice
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Figure 2.9: CSD induction in vivo. A. Experimental design of optogenetic induction: blue
light optogenetic stimulation (100 Hz trains of 0.8 ms pulses) was applied to the barrel cortex
of anesthetized mice with an optical fiber through a craniotomy; DC field potential recordings
were performed with a glass pipette (Ag/AgCl electrode). B. Representative field potential
traces of CSD in a VGAT-ChR2 mouse, whereas there was no response in a control WT mouse.
C. Proportion of optogenetic CSD induction in VGAT-ChR2 (5/10) and control mice (0/13,
including WT, N = 5, VGAT.Cre, N = 4, and ChR2.lox N = 4. Fisher’s exact test; ** p =
0.0075). D. Experimental design of Hm1a injections into the somatosensory cortex: CSD was
induced by injecting 130 mM KCl with a 30-gauge needle and monitored by DC field potential
recordings (1.3 mm more rostral), Hm1a or ACSF (negative control) were injected at the same
location after CSD induction and then a second CSD was induced by injecting again 130 mM KCl.
E. Representative CSD traces obtained before (top) and after (bottom) the injection of 10 nM
Hm1a. F. Representative traces obtained before (top) and after (bottom) the injection of ACSF.
G. Comparison of CSD latency observed before and after injection of ACSF (control) or Hm1a
10 nM: 103 s (median), 121±18 s (mean±SEM) before ACSF; 129 s, 123±8 s after ACSF (N = 6;
Wilcoxon Signed Ranks Test p = 0.69); 100 s, 123±23 s before Hm1a 10 nM; 90 s, 99±16 s after
Hm1a 10 nM (N = 8; Wilcoxon Signed Ranks Test; * p = 0.016). Scale bars 5 mV, 1 min for all
the panels.

because of block of cardiorespiratory pacemaking [52]. However, this apparent discrep-
ancy could be consistent with different mechanisms of initiation and propagation. In fact,
contrary to CSD initiation, we observed in VGAT-ChR2-Scn1a+/- slices a trend towards
increased propagation velocity for optogenetic-induced CSD and higher propagation ve-
locity for KCl-induced CSD. This effect could facilitate the generation/propagation of SD
in the brainstem upon induction of epileptic discharges leading to post-ictal depression in
the neocortex, as observed in Scn1a+/- mice by [52].

We have also demonstrated that CSD initiation by direct GABAergic neurons’ hy-
peractivation is not dependent on synaptic transmission. In fact, the only manipulations



22 Chapter 2. Initiation of migraine-related CSD by hyperactivity of NaV1.1 channels

able to inhibit CSD initiation were the generalized block of action potentials’ genera-
tion (applying TTX) or the reduction of GABAergic neurons’ excitability (in brain slices
from VGAT-ChR2-Scn1a+/- mice), consistent with the simulations that we obtained in
[35]. Differently than initiation, CSD propagation was inhibited by blocking Ca2+ channel-
dependent synaptic release or glutamate receptors, but not by blocking GABA-A receptors.
These results show that mechanisms linked to increased GABAergic synaptic transmis-
sion [43–46], possibly induced by GABAergic neurons’ hyperexcitability, are not involved
in CSD. Moreover, glutamatergic transmission has an important role in propagation, but
not in initiation when GABAergic neurons are over-activated. Overall, these results are
consistent with different mechanisms of initiation and propagation. Notably, numerous
studies have performed pharmacological investigations of mechanisms of CSD triggered
with classic methods, revealing a complex picture with results that often are specific for
different methods and for initiation vs. propagation [9], consistent with different cellu-
lar/molecular mechanisms. Optogenetic experiments with spatial illumination (Fig. 2.8;
Fig. S6) allowed us to investigate the properties of the site of initiation modeling the
effect of FHM3 mutations. We have found that progressive K+ build-up induced by neu-
ronal firing is a key factor at the site of CSD initiation by hyperactivation of GABAergic
neurons, and chelation of extracellular K+ blocks CSD initiation. In our experiments,
GABAergic neurons at the site of initiation initially fire at moderate frequency, sharply
increasing their activity few seconds before CSD initiation, when the whole network is
engaged. This is a novel mechanism of CSD induction, different in comparison with that
implicated in models of FHM1 and FHM2, in which it has been proposed that excessive
glutamate release/accumulation is the major pathological dysfunction [29–31]. Notably, a
recent optogenetic CSD model of glutamatergic neurons’ hyperactivation probably mim-
ics mechanisms at play in FHM1 and FHM2, including the necessity of NMDA receptor
activation for CSD initiation [53]. Consistent with a different mechanism in comparison
with FHM3, FHM1 and FHM2 patients often show complex phenotypes that are more
severe than those of FHM3 and include several neurologic/psychiatric co-morbidities, in-
cluding seizures that herald or are concomitant with hemiplegic migraine attacks, as well
as peri-ictal death [16, 54]. In FHM3 there are no patients with these complex phenotypes,
and in the few cases in which seizures have been reported, they are always independent
from migraine attacks and present in different developmental windows, as we have re-
cently reviewed [12]. Supporting these clinical observations, a recent work has reported
that the knock-in mouse model of the FHM3 L263V NaV1.1 mutation shows spontaneous
CSD events, but not seizures [17]. Moreover, migraine or hemiplegia are not part of the
phenotypes of epileptogenic NaV1.1 mutations that cause loss-of-function of the channel
and hypoexcitability of GABAergic neurons [55–57], consistent with different pathologic
mechanisms. Congruously, we have never observed ictal-like epileptiform activities in our
experiments, although it has been shown that ictal-like activities generated by application
of convulsants in brain slices could be enhanced/induced [45, 58] or, depending on the
brain region, inhibited [59] by the optogenetic activation of GABAergic neurons. This
probably reflects the requirement of a network that already generates epileptic activities
for induction/modulation of these activities by the activation of GABAergic neurons. Nev-
ertheless, it is interesting to note that, in some of those studies, different mechanisms of
onset (some requiring activation of GABAergic neurons, others activation of glutamatergic
neurons) have been identified for epileptiform activities that appear phenomenologically
similar [45]. This could be the case, as we have already highlighted, also for network ac-
tivities that lead to CSD initiation, which could be specific for different types of migraine,
in particular for FHM3 compared to FHM1 and FHM2.

In our experiments, latencies to CSD induced by activation of GABAergic neurons
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were of few tens of seconds. In most of the classical experimental models, CSD is in-
duced with strong stimuli (e.g. injections of KCl in the tens of mM to molar range, the
latter well beyond pathophysiological limits) [9], which often result in shorter latencies
most likely because they do not reproduce the complete dynamic process of CSD onset at
the initiation site, mimicking conditions that are those of the generalized depolarization
phase. There is no information about activities of single neurons leading to CSD induc-
tion in migraine patients. As in other episodic and paroxysmal disorders [60], pathologic
dysfunctions of migraine are probably controlled by homeostatic mechanisms in the pe-
riod between attacks, and different factors (e.g. hormonal/neuromodulatory changes or
increase of incoming neuronal signals from the periphery) may affect neuronal excitability
and activities of cortical networks, triggering CSD induction and migraine attacks. It
can be hypothesized that, in the restricted volume of cortex in which CSD is initially
initiated, these factors could weaken homeostatic controls and hyperexcitable GABAergic
neurons could be hyperactivated (at moderate firing frequency) for tens of seconds (even
intermittently, as in Video 7), similar to our acute model. Interestingly, neurons can show
early and long lasting increase of activity also in other episodic neurological disorders, as
observed for instance with single unit recordings in epileptic foci of patients [61], in which
increased neuronal activity can begin minutes before the attack.

The paper by Auffenberg et al. [39] provides results that complement our work. In
fact, the authors studied in a knock-in mouse model the pathogenic mechanisms of the hu-
man FHM3 L1649Q SCN1A mutation, which we previously studied in expression systems
[6]. They demonstrated in an animal model that L1649Q induces NaV1.1 gain-of-function
(in particular because of slowed and incomplete inactivation, an effect that is similar to
that of Hm1a), which causes enhanced firing of GABAergic interneurons, in particular
PV-positive fast spiking ones (consistent with our experiments showing that their over-
activation can be sufficient to trigger CSD), without modifications of pyramidal neuron
firing, leading in vivo to facilitation of CSD induction. Importantly, our work provides
more than additional evidences, because it discloses detailed mechanisms of CSD initiation
that cannot be studied with standard models, and shows that acute hyperactivation of
NaV1.1/GABAergic neurons is sufficient to induce CSD in the normal (non-pathologic)
neocortex. Future studies for investigating even better detailed pathological mechanisms
of FHM3 using the now available knock-in mouse models are warranted. However, in com-
parison with chronic models (i.e. genetic), our acute models allowed us to study mecha-
nisms and dynamics of CSD initiation and demonstrate that other possible pathological
modifications (e.g. remodeling of gene expression) are not necessary.

2.4 Methods
See Supplementary Methods for more details.

2.4.1 Animal care and mouse lines

All efforts were made to minimize the number of animals used and their suffering. They
were group housed (5 mice per cage, or 1 male and 2 females per cage for breeding) on
a 12 h light/dark cycle, with water and food ad libidum. Mouse lines have been obtained
from Jackson laboratory (JAX, USA), besides GAD67-GFP knock-in mice [62], which
have been obtained from Yuchio Yanagawa (Gunma University, Maebashi, Japan).

To have specific expression of channelrhodopsin-H134R/tdtomato in GABAergic neu-
rons, most of the experiments have been performed with male and female double hem-
izygous transgenic mice VGAT-hChR2(H134R)/tdtomato (VGAT-ChR2 in the text) and
control littermates (F1 generation). They were obtained by mating hemizygous females



24 Chapter 2. Initiation of migraine-related CSD by hyperactivity of NaV1.1 channels

loxP-STOP-loxP-hChR2(H134R)-tdtomato (Ai27D, B6.Cg-Gt(ROSA)26Sortm27.1(CAG-
COP4*H134R/tdTomato)Hze/J, JAX n°012567) [63] with transgenic males (to avoid off-
target Cre expression in the female germline) hemizygous for the Viaat-Cre transgene
(Cre recombinase expression driven by the vesicular GABA transporter, VGAT, pro-
moter) (B6.FVB-Tg(Slc32a1-Cre)2.1Hzo/FrkJ, JAX n°017535), line 2.1 in [38]. To avoid
germline transmission of recombined floxed alleles (see www.jax.org/strain/017535), we
have never used VGAT-ChR2 F2 offspring. VGAT-Cre mice have been previously used
for obtaining specific expression of floxed alleles in GABAergic neurons [38, 64–67]. To
evaluate the effect of a reduction of NaV1.1 expression in interneurons, we crossed double
hemizygous VGAT-ChR2 mice with heterozygous NaV1.1 knock-out mice (Scn1a+/-) [22].
To express ChR2 selectively in parvalbumin positive (PV+) neurons, we crossed hem-
izygous loxP-STOP-loxP-hChR2(H134R)-tdtomato female mice with homozygous Pvalb-
IRES-Cre (JAX n°017320) male mice. Moreover, for immunohistochemistry, we used
mice expressing a floxed td-tomato transgene (Ai9, B6;129S6-Gt(ROSA)26Sortm9(CAG-
tdTomato)Hze/J; Jackson Lab. n°007905) as a cell filling reporter line, because it was
difficult to identify hChR2(H134R)/tdtomato expressing cells with the plasma membrane
fluorescence of the tagged ChR2 in VGAT-ChR2 mice.

All mouse lines were in the C57BL/6J background (>10 generations, Charles River,
USA), besides Scn1a+/- mice that were in a mixed background (C57BL/6J-CD1 85:15%).

Offspring was genotyped either by PCR, following the standard JAX protocols, using
our standard protocol for Scn1a+/- knock-out mice [68] or, for mice with cell filling flu-
orescent protein, controlling the fluorescence of newborn mice with a Dual Fluorescent
Protein Flashlight (NightSea, USA). We used mice of both sexes, 4-6 weeks old for ex-vivo
experiments and 4-8 weeks old for in vivo experiments.

2.4.2 Preparation of brain slices, electrophysiological recordings and
imaging in slices

Brain slices were prepared as in [24, 37], patch-clamp recordings performed as in [24, 37],
local field potential recordings as in [24, 37, 68], recordings with K+ selective electrodes as
in [69] and intrinsic optical signal (IOS) imaging as in [37]. See Supplementary Methods
for more details.

2.4.3 Optogenetic illumination of brain slices

Activation of ChR2 was obtained illuminating brain slices through the 4x objective with
blue light generated using a white light source (Intensilight, Nikon, Japan) and appropriate
filters. Spatial illumination was performed with a digital micromirror device (DMD)-based
patterned photostimulator (Polygon 400, Mightex, Canada). We used either continuous
illumination or trains of illumination (5 Hz, duty cycle 50 %). See Supplementary Methods
for more details.

2.4.4 Induction of CSD by application of KCl in brain slices

Brief puffs of KCl (130 mM) and Fastgreen (0.1 %, SIGMA-Aldrich, USA; to visualize
the injection area) were applied in the superficial cortical layers (layers 2-3) with a glass
micropipette (2-4 MΩ) connected to an air pressure injector, as in [37]. See Supplementary
Methods for more details.

www.jax.org/strain/017535
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2.4.5 Processing and analyses of IOS images

CSD waves obtained by intrinsic optical imaging were processed and analyzed with ImageJ-
Fiji as in [37]. See Supplementary Methods for more details.

2.4.6 Immunohistochemistry

Brains were fixed with paraformaldehyde 4 %. Experiments were performed on 40 µm coro-
nal sections. Image acquisitions were obtained with a confocal laser-scanning microscope
(FV10i, Olympus, Japan). See Supplementary Methods for more details.

2.4.7 In vivo experiments

Mice were deeply anesthetized with ketamine/xylazine (100 mg/kg and 5 mg/kg, respec-
tively) and DC field potentials were recorded with a glass pipette filled with ACSF, inserted
into the barrel cortex through a craniotomy. Optogenetic stimulations were applied on
the surface of the cortex with a 400 µm diameter optical fiber, connected to a 470 nm LED
light source (100 Hz trains of 0.8 ms pulses); Hm1A or control ACSF were injected with a
30-gauge needle. Mice were sacrificed at the end of the recordings by cervical dislocation.

2.4.8 Patch-clamp recordings in cell-lines

Plasmids were propagated, cells transfected, whole-cell patch-clamp recordings performed
and analyzed as in [6, 70]. See Supplementary Methods for more details.

2.4.9 Pharmacological agents and chemicals

Gabazine, Isoguvacine and CdCl2 were bought from Sigma-Aldrich (USA), CNQX, VU0240551
and VU0463271 from Tocris Bioscience (UK), CPP and TTX-citrate from Alomone labs
(Israel), Kryptofix2.2.2 from Fisher Scientific (USA). Synthetic Hm1a was purchased from
Smartox S.A.S (France). All other chemicals were purchased from Sigma-Aldrich. Drugs
were applied for 15 min before to test the induction of CSD.

2.4.10 Computational model

The model of two coupled neurons, GABAergic and pyramidal, was based on the one we
developed in [35]. Here, we refined the model introducing the modifications described in
the Supplementary Methods. A complete description of the model is given in Section 3.2.2
of Chapter 3, and Table 3.3 lists the differences between the current version and the
extended version of Chapter 3, which additionally models the epileptogenic mutations of
NaV1.1.

We performed the numerical simulations with the software XPPAUT [71]. The code
is available in ModelDB [72] at http://modeldb.yale.edu/267157.

2.4.11 Statistics

For experiments with mice, we used data pooled from at least 3 animals per condition
(including negative controls) to ensure reproducibility of results. Mice were used after
genotyping and littermates were negative controls; in mice expressing fluorescent pro-
teins, systematic tests using a flashlight were performed before the experiment to confirm
the genotyping results. Statistical tests were performed with Origin 8 (OriginLab) and R.
Fisher’s exact test followed by a pairwise test adjusted with Bonferroni correction was per-
formed for the analysis of contingency tables. Two-tailed nonparametric Mann–Whitney

http://modeldb.yale.edu/267157
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U test, Kruskal-Wallis test and Friedman 1-way ANOVA were performed because groups
are not large enough to accurately verify normality and equality of variance. Dunn’s non-
parametric comparison and Bonferroni correction (comparisons with the control group)
were used for post hoc tests when appropriate. The one sample Wilcoxon signed-rank
nonparametric one-sided test was used to evaluate the effect of Hm1a on Na+ currents in
cell lines (fold increase of INaP larger than 0) and the paired Wilcoxon Signed Rank Test
was used for effect of Hm1a on firing in brain slices. Differences were considered significant
at p < 0.05.

2.4.12 Study approval

Experiments were carried out according to the ARRIVE guidelines and the European
directive 2010/63/UE and approved by institutional and ethical committees (approval
C06-152-5 and 04551.02 for France, 711/2016-PR for Italy).
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Chapter 3

Modeling NaV1.1 epilepsy and
migraine mutations in a
microcircuit with dynamic ion
concentrations

The content of this chapter is published in [26]: L. Lemaire et al. “Modeling NaV1.1/SCN1A
Sodium Channel Mutations in a Microcircuit with Realistic Ion Concentration Dynamics
Suggests Differential GABAergic Mechanisms Leading to Hyperexcitability in Epilepsy
and Hemiplegic Migraine”. PLOS Computational Biology 17.7 (July 27, 2021), e1009239.

3.1 Introduction
The model presented in Chapter 2 builds up upon previous work. In [35], we developed
a two-neuron (GABAergic and pyramidal) conductance-based model, which partially ac-
counted for ion concentration dynamics. We assumed that FHM3 mutations cause hy-
peractivity of the GABAergic neuron, and found that it promotes CSD initiation in the
model. The simulations highlighted the key role of spiking-induced extracellular potas-
sium build-up. In Chapter 2, we substantially improved the model from [35]: we explicitly
modeled FHM3 mutations, and modeled ion concentration dynamics more consistently.
A detailed description of the modifications compared to [35] is given in Section 3.2.2.
In this chapter, we extend the model further by adding the implementation of NaV1.1
epileptogenic mutations, as described in Section 3.2.2.7.

Several other modeling studies have addressed issues similar to those of interest here,
using conductance-based models with dynamic ion concentrations. For instance, Florence
et al. [73] suggested that extracellular potassium is fundamental for epileptiform bursting
and spreading depolarization [73]. Wei et al. proposed a unified model for studying those
two pathological behaviors [74]. Dahlem et al. modeled FHM3 mutations and concluded
that they render gray matter tissue more vulnerable to spreading depolarization.

The main novelty of our approach is that we implemented NaV1.1 mutations on a
GABAergic neuron, and analyzed their effects on a microcircuit formed by the GABAergic
neuron and an interconnected pyramidal neuron. This allowed us to take into account the
inhibitory effect of GABAergic neurons on pyramidal neurons. We studied both FHM3
and epileptogenic mutations within the same framework, modifying only two relevant
parameter values. We present original experimental results that support predictions of the
model and we put the model simulations into perspective with other experimental works.
In particular, we qualitatively compared them with results we obtained using the Hm1a
NaV1.1 enhancer to mimic FHM3 mutations (Chapter 2) and with results of Freilinger et

http://dx.doi.org/10.1371/journal.pcbi.1009239
http://dx.doi.org/10.1371/journal.pcbi.1009239
http://dx.doi.org/10.1371/journal.pcbi.1009239
http://dx.doi.org/10.1371/journal.pcbi.1009239
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al. [39] who generated the knock-in mouse model of the L1649Q FHM3 mutation studying
effects on microcircuit features.

3.2 Materials and methods

3.2.1 Ethics Statement

Experiments with mice were carried out according to the European directive 2010/63/UE
and approved by institutional and ethical committees (PEA216-04551.02, France; 711/2016-
PR, Italy). All efforts were made to minimize the number of animals used and their suf-
fering. Animals were group housed (5 mice per cage, or 1 male and 2 females per cage for
breeding) on a 12 h light/dark cycle, with water and food ad libitum.

3.2.2 The model

We developed a conductance-based model formed by a pair of neurons: a GABAergic
interneuron and a glutamatergic pyramidal neuron. This model takes into account the
dynamics of ion concentrations. It is an essential feature here, since ion gradients, and
hence reversal potentials, are modified during migraine and epilepsy attacks. The two
neurons are thus coupled through variations of extracellular ion concentrations, in ad-
dition to synaptic connections. We implemented several ion transport proteins, such as
voltage-gated channels, cotransporters, pumps and synaptic channels, which are sketched
in Fig. 3.1. The dynamics of the state variables is given by a system of 18 differential equa-
tions: System (3.1). The variables are listed in Table 3.1, the parameters and their default
values in Table 3.2. We performed numerical simulations of the model with the software
package XPPAUT [71], using a 4th-order Runge-Kutta scheme. The code is available in
ModelDB [72] at http://modeldb.yale.edu/267047.
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October 23, 2021 1/1Figure 3.1: Schematic representation of the model. Consider a pair of interconnected neu-
rons in a closed volume. We modeled a GABAergic synapse from the GABAergic neuron to the
pyramidal one, a glutamatergic synapse from the pyramidal neuron to the GABAergic one and a
glutamatergic autapse from the pyramidal neuron to itself. The ion transport mechanisms repre-
sented here generate transmembrane ionic currents, which modify the membrane potentials of the
neurons and the ion concentrations in the different compartments. The diffusion of extracellular
potassium takes into account both passive diffusion and glial buffering. We modeled external stim-
uli, which reflect the activity of the surrounding network or mimic experimental depolarizations,
with glutamate inputs on the glutamatergic receptors. The implementation of NaV1.1’s genetic
mutations affects only the GABAergic neuron.

http://modeldb.yale.edu/267047
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C
dve
dt =− INa,e − IK,e − ICl,e (3.1a)

dme
dt =αm,e(1−me)− βm,e me (3.1b)
dhe
dt =αh,e(1− he)− βh,e he (3.1c)

dne
dt =αn,e(1− ne)− βn,e ne (3.1d)

d[K+]e
dt =− γe IK,e (3.1e)

d[Na+]e
dt =− γe INa,e (3.1f)

d[Cl−]e
dt =γe ICl,e (3.1g)

d[Ca2+]e
dt =− γe

2 ICa,e −
[Ca2+]e
τCa

(3.1h)

dse
dt =− 1

τe
se , if ve = vthres,e and dve

dt > 0 then se ← 1 (3.1i)

C
dvi
dt =− INa,i − IK,i (3.1j)

dhi
dt =

h∞,i − hi
τh,i

(3.1k)

dni
dt =

n∞,i − ni
τn,i

(3.1l)

d[K+]i
dt =− γi IK,i (3.1m)

d[Na+]i
dt =− γi INa,i (3.1n)

dsi
dt =− 1

τi
si , if vi = vthres,i and dvi

dt > 0 then si ← 1 (3.1o)

d[K+]o
dt =

Vole
Volo

γe IK,e +
Voli
Volo

γi IK,i − IK,diff (3.1p)

d[Na+]o
dt =

Vole
Volo

γe INa,e +
Voli
Volo

γi INa,i (3.1q)

d[Cl−]o
dt =− Vole

Volo
γe ICl,e (3.1r)

This model is based upon previous work [35], to which we made the following key
improvements:

1. We modeled NaV1.1’s FHM3 and epileptogenic mutations, considering their effect
on the GABAergic neuron. The implementation of those mutations is detailed in
Section 3.2.2.6.

2. We propose a more consistent modeling of ion concentration dynamics. In [35],
the reversal potentials of the GABAergic neuron were assumed to be constant, and
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Table 3.1: Variables of System (3.1).

Variable Description Unit
t Time ms

Pyramidal neuron
ve Membrane potential mV
me Sodium activating gating variable
he Sodium inactivating gating variable
ne Potassium activating gating variable
[K+]e Intracellular potassium concentration mM
[Na+]e Intracellular sodium concentration mM
[Cl−]e Intracellular chloride concentration mM
[Ca2+]e Intracellular calcium concentration mM
se Synaptic variable

GABAergic neuron
vi Membrane potential mV
hi Sodium inactivating gating variable
ni Potassium activating gating variable
[K+]i Intracellular potassium concentration mM
[Na+]i Intracellular sodium concentration mM
si Synaptic variable

Extracellular concentrations
[K+]o Extracellular potassium concentration mM
[Na+]o Extracellular sodium concentration mM
[Cl−]o Extracellular chloride concentration mM

only part of the ion currents of the pyramidal neuron had an effect on its reversal
potentials, in addition to the delayed-rectifier potassium current of the GABAergic
neuron. Here, we took into account the effect of each transmembrane current on the
intracellular ion concentration of the corresponding neuron and on the extracellular
concentration. As a consequence, System (3.1) has first integrals linking the mem-
brane potential of a neuron and its intracellular ion concentrations, as we show in
Section 3.2.2.1.

3. In [35], the dynamics of the voltage-gated channels of the GABAergic neuron was
described using the Wang-Buzsáki model of hippocampal interneurons [82]. We re-
placed it with a model of fast-spiking cortical interneurons by Golomb et al. [40],
which is presented in Section 3.2.2.5. Indeed, CSD that causes migraine aura is
generated in the neocortex and experimental results suggest the FHM3 CSD is se-
lectively initiated in the neocortex (Chapter 2).

4. We included the activity of the Na+/K+ ATPase for both neurons, not only for
the pyramidal one as in [35]. We replaced the expression describing its dependence
on the intracellular sodium and extracellular potassium concentrations with a more
realistic one developed by Kager et al. [83], which is based on experimental data.
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Table 3.2: Model parameters.

Symbol Description Value Unit Source
C Membrane capacitance per area unit 1 µF · cm−2 [35]
β2 Ratio GABAergic over pyramidal neuron volume 2

3 -
Vole Pyramidal neuron volume 1.4368 · 10−9 cm3 [35]
T Temperature 309.15 K [35]
ρpump,−70 Pump maximal rate at −70 mV 30 µA · cm−2 -
Kpump,Na Pump half activation intracellular [Na+] 7.7 mM [75]
Kpump,K Pump half activation extracellular [K+] 2 mM [75]
a Parameter for the pump voltage dependence 0.39 [76]
b Parameter for the pump voltage dependence 1.28 [76]
ε Extracellular K+ diffusion rate 5 · 10−4 ms−1 -
Kbath K+ bath concentration 3.5 mM [35, 74]

Pyramidal neuron
τe Time constant for the decay of se 3 ms [35, 77]
vthres,e Voltage threshold defining firing time 0 mV [35, 78]
gNa,FI,e Fast inactivating Na+ maximal conductance 100 mS · cm−2 [35, 79]
gK,DR,e Delayed rectifier K+ maximal conductance 80 mS · cm−2 [35, 79]
gK,AHP,e Ca2+-activated K+ maximal conductance 1 mS · cm−2 -
KCa Ca2+-activated K+ half activation [Ca2+]e 0.001 mM [35, 80]
gNa,L,e Na+ leak conductance 0.015 mS · cm−2 -
gK,L,e K+ leak conductance 0.05 mS · cm−2 [35]
gCl,L,e Cl− leak conductance 0.015 mS · cm−2 [35]
ρKCC KCC2 cotransporter strength 0.0003 mM ·ms−1 [35, 74]
ρNKCC NKCC1 cotransporter strength 0.0001 mM ·ms−1 [35, 74]
KNKCC,K NKCC1 cotransporter half activation [K+]o 16 mM [35, 74]
gGLU,e Glutamatergic current maximal conductance 0.1 mS · cm−2 [35]
gGABA,e GABAergic current maximal conductance 2.5 mS · cm−2 -
gD,e External glutamatergic conductance 0-0.3 mS · cm−2 -
gCa,e Ca2+ maximal conductance 1 mS · cm−2 [35, 80]
ECa,e Ca2+ reversal potential 120 mV [35, 80]
τCa Time constant for Ca2+ extrusion and buffering 80 ms [35, 81]

GABAergic neuron
τi Time constant for the decay of si 9 ms [35]
vthres,i Voltage threshold defining firing time 0 mV [35, 78]
gNa,FI,i Fast inactivating Na+ maximal conductance 112.5 mS · cm−2 [40]
gK,DR,i Delayed rectifier K+ maximal conductance 225 mS · cm−2 [40]
gNa,L,i Na+ leak conductance 0.012 mS · cm−2 -
gK,L,i K+ leak conductance 0.05 mS · cm−2 -
gGLU,i Glutamatergic current maximal conductance 0.1 mS · cm−2 [35]
gD,i External glutamatergic conductance 0-0.3 mS · cm−2 -

3.2.2.1 Conserved quantities

We identified several first integrals in System (3.1), namely conservation of mass for sodium
and chloride, and a relationship between the membrane potential of a neuron and its
intracellular concentrations. In this section, we will explain their role and effect on the
system’s dynamics. First of all, we introduce the conversion factors γe, γi, β1 and β2.
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Conversion factors Let z be the valence of an ion. Then, γe
z converts the current

of this ion across the membrane of the pyramidal neuron in µA · cm−2 to variation of
concentration inside the cell in mM ·ms−1. The conversion factor γe is defined as

γe =
Se

103VoleNAe
,

where Vole and Se are the volume and surface area of the pyramidal neuron, e = 1.6 ·
10−19 C the elementary charge and NA = 6.02 ∗ 1023 mol−1 the Avogadro number. We
take Vole = 1.4368 ∗ 10−9 cm3 [35] and we compute Se assuming the neuron is spherical:

Se = 4π
(3Vole

4π

) 2
3

.

We obtain

γe = 4.45 ∗ 10−5 mol · cm2 · µC−1 · L−1.

The conversion factor γi plays the same role as γe but for the GABAergic neuron. We
assume that the GABAergic neuron is a sphere of volume Voli = β2Vole, with β2 = 2

3 ,
which gives

γi = 5.09 ∗ 10−5 mol · cm2 · µC−1 · L−1.

To convert variation of intracellular concentration to variation of extracellular concen-
tration, we need to multiply by the intracellular volume of the corresponding neuron and
to divide by the extracellular volume Volo. Let β1 be the ratio of total intracellular volume
over extracellular volume: β1 = Vole+Voli

Volo = 4 [84]. We then have

Vole
Volo

=
β1

1 + β2
,

Voli
Volo

=
β1β2

1 + β2
.

Conservation of mass In System (3.1), the sodium and chloride concentrations are
only modified by transmembrane currents. We have thus conservation of mass for those
ions. Note that it is not the case for potassium, for which we take into account extracellular
diffusion (see Section 3.3.1.4). The conserved quantities enable us to reduce the number
of unknowns. For sodium,

d
dt
(
[Na+]oVolo + [Na+]eVole + [Na+]iVoli

)
= 0.

Let

Na∑ = [Na+]o +
Vole
Volo

[Na+]e +
Voli
Volo

[Na+]i.

We fix

Na∑ = 145 + β110 = 185 mM.
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We can then express the extracellular sodium concentration as a function of the intracel-
lular concentrations:

[Na+]o = Na∑ − Vole
Volo

[Na+]e −
Voli
Volo

[Na+]i.

Similarly, for chloride we define

Cl∑ = [Cl−]o +
Vole
Volo

[Cl−]e

and choose

Cl∑ = 130 + β1
1 + β2

5 = 142 mM.

Relation between membrane potential and intracellular ion concentrations
System (3.1) has two other first integrals, which arise from the fact that we take into
account the effect of all ionic currents on the dynamics of the intracellular concentrations
and that no other mechanism affects those concentrations. For the pyramidal neuron, we
have

C
dve
dt −

1
γe

(
d[Na+]e

dt +
d[K+]e

dt − d[Cl−]e
dt

)
= 0. (3.2)

This allows us to remove an additional unknown. Let

H1 = Cve −
1
γe

(
[Na+]e + [K+]e − [Cl−]e

)
.

We fix

H1 = −70− 1
γe

(10 + 140− 5) ≈ −3, 258, 497 µA · cm−2.

We can then express the potassium concentration in the pyramidal neuron as

[K+]e = γe (ve −H1)− [Na+]e + [Cl−]e.

We proceed similarly for the GABAergic neuron: let

H2 = Cvi −
1
γi

(
[Na+]i + [K+]i

)
,

with

H2 = −70− 1
γi

(10 + 140) ≈ −2, 947, 024 µA · cm−2.

The potassium concentration in the GABAergic neuron is given by:

[K+]i = γi (vi −H2)− [Na+]i.

Note that, in such a configuration, we should not model external inputs to the neurons
with a constant current appearing only in the equation for the membrane potential. For
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example, if we add a constant external current J to the right hand side of Eq. (3.1a):

C
dve
dt = −INa,e − IK,e − ICl,e + J ,

Section 3.2.2.1 becomes

C
dve
dt −

1
γe

(
d[Na+]e

dt +
d[K+]e

dt − d[Cl−]e
dt

)
= J .

Integrating, we see that it causes a drift of the system:

Cve −
1
γe

(
[Na+]e + [K+]e − [Cl−]e

)
= constant+ Jt,

which thus cannot have any steady state nor limit cycle. Instead, we modeled external
inputs to the neurons using synaptic currents. We assumed a constant glutamate input
on AMPA receptors, which generates sodium and potassium currents. Those currents
appear both in the equation for the membrane potential and in the ones for the intra-
cellular ion concentrations, preserving the first integrals H1 and H2. They are defined in
Section 3.2.2.2.

3.2.2.2 Transmembrane ion currents

The reversal potentials, which are used to compute ion currents, are typically assumed to
be constant. Here, they vary with the ion concentrations, and their dependence on the
corresponding ion gradient is given by the Nerst equation:

Eion =
RT

zionF
log
(
[ion]extracellular
[ion]intracellular

)
,

where R = 8, 314 mJ · (K ·mol)−1 is the ideal gas constant, T the temperature, F = NAe
the Faraday constant and zion the valence.

Pyramidal neuron For the pyramidal neuron, the currents generated by the sodium
and potassium voltage-gated channels were modeled as in [35]:

• Fast inactivating sodium current: INa,FI,e = gNa,FI,e m
3
e he (ve −ENa,e),

• Delayed rectifier potassium current: IK,DR,e = gK,DR,e n
4
e (ve −EK,e).

As [35], we took into account a calcium-activated potassium current, which is involved in
the afterhyperpolarization (AHP) phase of action potentials. It is defined as

IK,AHP,e = gK,AHP,e
[Ca2+]e

[Ca2+]e + KCa
(ve −EK,e).

The implementation of cotransporters was also directly taken from [35]. Those proteins
perform secondary active transport: they use the favorable movement of molecules with
their electrochemical gradient as an energy source to move other molecules against their
gradient. The potassium-chloride transporter member 5 (KCC2) extrudes potassium and
chloride (Fig. 3.1), using the potassium gradient to maintain low intracellular chloride
concentration:

IKCC =
ρKCC
γe

log
(
[K+]e[Cl−]e
[K+]o[Cl−]o

)
.
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The Na-K-Cl cotransporter isoform NKCC1 transports sodium, potassium and chloride
into the cell, with the stoichiometry 1Na:1K:2Cl (Fig. 3.1):

INKCC = 1
γe

ρNKCC
1+exp(KNKCC,K−[K+]o)

(
log
(
[K+]e[Cl−]e
[K+]o[Cl−]o

)
+ log

(
[Na+]e[Cl−]e
[Na+]o[Cl−]o

))
.

Contrary to [35], we distinguished the sodium, potassium and chloride components of
the leak current:

• Leak sodium current: INa,L,e = gNa,L,e (ve −ENa,e),

• Leak potassium current: IK,L,e = gK,L,e (ve −EK,e),

• Leak chloride current: ICl,L,e = gCl,L,e (ve −ECl,e).

This allowed us to measure their effect on the different ion concentrations. Similarly, we
separated the sodium and potassium currents due to the excitatory autapse, assuming an
equal permeability of the glutamatergic receptors to both ions:

• INa,GLU,e =
gGLU,e

2 se (ve −ENa,e),

• IK,GLU,e =
gGLU,e

2 se (ve −EK,e).

As explained in Section 3.2.2.1, external inputs to the pyramidal neurons were modeled
with a constant glutamate input on those receptors:

• INa,D,e =
gD,e

2 (ve −ENa,e),

• IK,D,e =
gD,e

2 (ve −EK,e).

Those currents represent average excitatory network activity or experimental depolariza-
tions. The inhibitory synaptic current, created by the movement of chloride ions through
GABAA receptors, was modeled as in [35]:

IGABA,e = gGABA,e si (ve −ECl,e).

To model the activity of the Na+/K+ ATPase, we used this expression [83, 85]:

Ipump,e = ρpump(ve)

(
[Na+]e

[Na+]e + Kpump,Na

)3(
[K+]o

[K+]o +Kpump,K

)2

,

with half-activation parameters from [75]. Based on Bouret et al. [76], we also introduced
a voltage dependence of the pump maximal rate:

ρpump(v) = ρpump,−70
f(v)

f(−70) ,

where

f(v) =
1 + tanh

(
a F
RT v+ b

)
2 .

To summarize, the net currents for each ion are:

INa,e = INa,FI,e + INa,L,e + 3Ipump,e + INKCC + INa,GLU,e + INa,D,e,
IK,e = IK,DR,e + IK,AHP,e + IK,L,e + IKCC + INKCC − 2Ipump,e + IK,GLU,e + IK,D,e,
ICl,e = ICl,L,e − IKCC − 2INKCC + IGABA,e.
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GABAergic neuron The sodium and potassium currents through the voltage-gated
channels of the GABAergic neurons were modeled as in [40]:

• Fast inactivating Na+ current: INa,FI,i = gNa,FI,i m
3
∞,i hi(vi −ENa,i),

• Delayed rectifier K+ current: IK,DR,i = gK,DR,i n
2
i (vi −EK,i).

For more details on the gating dynamics of those channels, see Section 3.2.2.5.
In the same way as for the pyramidal neuron, we separated the components pertaining

to the different ions for the leak currents:

• Leak Na+ current: INa,L,i = gNa,L,i (vi −ENa,i),

• Leak K+ current: IK,L,i = gK,L,i (vi −EK,i),

for the glutamatergic synaptic currents:

• INa,GLU,i =
gGLU,i

2 se (vi −ENa,i),

• IK,GLU,i =
gGLU,i

2 se (vi −EK,i),

and for the glutamatergic synaptic currents which model an average external input to the
GABAergic neuron:

• INa,D,i =
gD,i

2 (vi −ENa,i),

• IK,D,i =
gD,i

2 (vi −EK,i).

The Na+/K+ ATPase current is given by the same sigmoidal function as for the pyra-
midal neuron:

Ipump,i = ρpump(vi)

(
[Na+]i

[Na+]i + Kpump,Na

)3(
[K+]o

[K+]o +Kpump,K

)2

.

We obtained the following sodium and potassium net currents:

INa,i = INa,FI,i + INa,P,i + INa,L,i + 3Ipump,i + INa,GLU,i + INa,D,i,
IK,i = IK,DR,i + IK,L,i − 2Ipump,i + IK,GLU,i + IK,D,i.

3.2.2.3 Calcium concentration in the pyramidal neuron

The conductance of the calcium-activated potassium current IK,AHP,e is determined by
the pyramidal neuron’s intracellular calcium concentration. As in [35], we modeled the
dynamics of this concentration with Eq. (3.1h) from Wang [81]:

d[Ca2+]e
dt = −γe

2 ICa,e − [Ca2+]e
τCa

.

ICa,e represents high threshold calcium current and is given by:

ICa,e = gCa,e m∞,Ca (ve −ECa,e) .

It is a transmembrane current, but for simplicity we did not take into account its effect on
the pyramidal neuron’s membrane potential. Unlike in [35], we used the same conversion
factor γe as for the other ions, for consistency. The second term models various extrusion
and buffering mechanism, with a first order decay process.
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3.2.2.4 Diffusion of extracellular potassium

As in [35], the following term appears in the equation for the extracellular potassium 3.1p:

IK,diff = ε
(
[K+]o −Kbath

)
.

It accounts for passive diffusion of extracellular potassium, but also, in a simplistic way,
for the buffering of this ion by glial cells. This motivated the use of a large value of the
diffusion coefficient ε (see Table 3.2), which is a conservative choice.

3.2.2.5 Gating variables dynamics

Gating variables represent the state of activation of voltage-gated channels. In Sec-
tions 3.2.2.2 and 3.2.2.3, they scale the maximal conductance of those channels.

Pyramidal neuron For the pyramidal neuron, the dynamics of the potassium and
sodium gating variables is given by Eqs. (3.1b) to (3.1d). As in [35], we used a simplified
version of the Traub-Miles model [86] due to Wei et al. [74]:

αm,e = 0.32 ve + 54
1− exp(−ve+54

4 )
,

βm,e = 0.28 ve + 27
exp( ve+27

5 )− 1
,

αh,e = 0.128 exp(−ve + 50
18 ),

βh,e =
4

1 + exp(−ve+27
5 )

,

αn,e = 0.032 ve + 52
1− exp(−ve+52

5 )
,

βn,e = 0.5 exp(−ve + 57
40 ).

Eq. (3.1h) describes the dynamics of the intracellular calcium concentration, needed to
compute the conductance of the calcium-activated potassium channels. As in [35], we
assumed that the state of the calcium channels depends instantaneously on the voltage,
according to this expression by Wang [81] with parameter values from Gutkin et al. [80]:

m∞,Ca =
1

1 + exp
(
−ve+25

2.5

) .

GABAergic neuron For the GABAergic neuron, we replaced the Wang-Buzsáki model
[82] with a more recent one by Golomb et al. [40], which is specific to fast-spiking cortical
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interneurons:

m∞,i =
1

1 + exp(−vi−(−24)
11.5 )

,

h∞,i =
1

1 + exp(−vi−(−58.3)
6.7 )

,

τh,i = 0.5 + 14
1 + exp(−vi−(−60)

−12 )
,

n∞,i =
1

1 + exp(−vi−(−12.4)
6.8 )

,

τn,i =

(
0.087 + 11.4

1 + exp( vi+14.6
8.6 )

)(
0.087 + 11.4

1 + exp(−vi−1.3
18.7 )

)
.

The sodium activating variable is assumed to be at its steady state value m∞,i. The
dynamics of the sodium inactivating variable hi and of the potassium activating variable
ni is given in Eqs. (3.1k) to (3.1l).

3.2.2.6 Mutations of NaV1.1

NaV1.1 is mainly expressed in GABAergic neurons and NaV1.1 mutations affect mainly
these neurons [1]. Thus, we assumed in our simulations that the pyramidal neuron is
unaffected by mutations of this channel. As we shall see, to model FHM3 or epilepsy we
only modified two parameters: the maximal conductance gNa,FI,i of the fast-inactivating
sodium current and the maximal conductance gNa,P,i of the persistent sodium current,
which we introduce in the case of migraine.

FHM3 mutations Increased persistent sodium current is a common effect of most
NaV1.1 FHM3 mutations [5–8]. To model them, we partially replaced the GABAergic neu-
ron’s fast inactivating sodium current INa,FI,i with a persistent sodium current INa,P,i. We
kept the sum of their maximal conductances constant: gNa,FI,i + gNa,P,i = 112.5mS · cm−2.
We modeled persistent current with the following expression:

INa,P,i = gNa,P,im
3
∞,i(vi + vshift,P)(vi −ENa,i).

Note that it does not include the inactivation mechanism represented by the variable hi
for the fast inactivating current. We also shifted the voltage dependence of its activation
to more negative potentials [87, 88] (vshift,P = 8 mV). Let pNa,P be the percentage of
maximal voltage-gated sodium conductance corresponding to persistent current:

pNa,P =
gNa,P,i

gNa,FI,i + gNa,P,i
· 100.

To model NaV1.1 FHM3 mutations, we tested values up to pNa,P = 20 %; see Section 3.3.1.

Epileptogenic mutations Epileptogenic mutations of NaV1.1 cause a loss of function
of the channel [1, 22]. To model them, we decreased the maximal conductance of the
GABAergic neuron’s fast inactivating sodium current gNa,FI,i. Based on what was exper-
imentally observed in Scn1a+/- mice [22], we set it to 40 % of its default value, reflecting
the condition of heterozygosis and the expression of other voltage-gated sodium channels
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than NaV1.1 in GABAergic neurons:

gNa,FI,i = 0.4 · 112.5 = 45mS · cm−2.

3.2.2.7 Evolution of the model since the version in Chapter 2

In Chapter 2, we modeled only the mutations of NaV1.1 which cause migraine (FHM3).
Here, we extended the model to also study NaV1.1 epileptogenic mutations. To capture
both migraine and epilepsy scenario within the same framework, we had to adapt some
parameter values (see Table 3.3):

• To favor the route towards epilepsy-like activity, rather than CSD initiation, we in-
creased the inhibition of the pyramidal neuron by the GABAergic neuron (parameter
gGABA,e) and the diffusion of extracellular potassium (parameter ε).

• In Chapter 2, there was no external input to the pyramidal neuron to model the
selective activation of GABAergic neurons by optogenetics. Here we stimulate both
neurons (gD,e = gD,i).

For simplicity, we removed persistent sodium current for pyramidal neuron (parameter
gNa,P,e), since we are primarily interested in this current for the GABAergic neuron.

Compared to Chapter 2, we reduced the shift of persistent sodium current activation
vshift,P. We will see in Section 3.3.1 that, even though with this value of vshift,P persistent
current does increase the firing frequency of the GABAergic neuron (Fig. 3.2A), CSD
initiation is nevertheless facilitated (Figs. 3.4 to 3.6).

Table 3.3: Parameter values in Chapter 3 vs. Chapter 2.

Symbol Description Chapter 2 Chapter 3 Unit
ε Extracellular K+ diffusion rate 4 · 10−5 5 · 10−4 ms−1

Pyramidal neuron
gGABA,e GABAergic current max. conductance 0.1 2.5 mS · cm−2

gNa,P,e Persistent Na+ max. conductance 1 0 mS · cm−2

gD,e External glutamatergic conductance 0 0-0.3 mS · cm−2

GABAergic neuron
vshift,P Persistent Na+ current activation shift 10 8 mV

3.2.3 Mouse lines, preparation of brain slices and electrophysiological
recordings

Whole-cell patch clamp recordings were performed with the F1 generation of crosses
between heterozygous Scn1a+/- knock-out mice (C57BL/6J-CD1 85:15 %) [22, 68] and
C57BL/6J GAD67-GFP∆neo knock-in mice (which label GABAergic neurons with GFP
[62]), comparing P15-18 double heterozygous (Scn1a+/-_GAD67-GFP∆neo) and GAD67-
GFP∆neo littermates. Optogenetic experiments for CSD induction and juxtacellular
recordings were performed with P25-30 hemizygous transgenic VGAT-hChR2(H134R)/
dtomato mice (VGAT-ChR2 in the text) in the C57BL/6J background, in which channel-
rhodopsin-H134R/tdtomato is specifically expressed in GABAergic neurons. They were
the F1 generation obtained by crossing hemizygous females loxP-STOP-loxP-hChR2(H134
R)-tdtomato (Ai27D, B6.Cg-Gt(ROSA)26Sortm27.1(CAG-COP4*H134R/tdTomato)Hze/
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J; Jackson lab, JAX, n°012567) [63] with hemizygous Viaat-Cre transgenic males, in
which selective Cre recombinase expression in GABAergic neurons is driven by the vesic-
ular GABA transporter (VGAT) promoter (B6.FVB-Tg(Slc32a1-Cre)2.1Hzo/FrkJ; JAX
n°017535), line 2.1 in [9]). Offspring was genotyped by PCR, following the standard JAX
protocols for VGAT-ChR2 mice and using our standard protocol for Scn1a+/- mice [25,
68], or selecting fluorescent pups monitored with a Dual Fluorescent Protein flashlight
(NightSea).

Brain slices of the somatosensory cortex were prepared as previously described [24,
25, 37, 68]. Briefly, mice were killed by decapitation under isofluorane anesthesia, the
brain was quickly removed and placed in ice-cold artificial cerebrospinal fluid (ACSF),
which contained (mM): NaCl 129, MgSO4 1.8, KCl 3, CaCl2 1.6, NaHCO3 21, NaH2PO4
1.25 and glucose 10 bubbled with 95 % O2 5 % CO2. Coronal slices (380 µm thick) were
prepared with a vibratome (Microm HM650V or Leica VT1200S) in ice-cold ACSF, placed
in a holding chamber at room temperature in ACSF continuously bubbled with 95 %
O2 5 % CO2, and used after one hour of recovery period. One slice at the time was
placed in the recordings chamber (Warner Instruments, USA) and neurons were visualized
by epifluorescence and infrared video microscopy with a Nikon Eclipse FN1 equipped
with epifluorescence DIC optics and a CCD camera. Spatial optogenetic stimulation for
activating ChR2 and inducing neuronal firing in a specific area was obtained illuminating
brain slices through a 4x objective with 473 nm blue light generated using a white light
source (130W Intensilight, Nikon) connected with a light guide containing a 420 nm UV
blocker filter (series 2000, Lumatec, Germany) to a digital micromirror device (DMD)-
based patterned photostimulator (Polygon 400, Mightex), whose output was filtered with
a 475/50 filter (Semrock) and the light delivered to the objective with a FF685-Di02
dichroic beamsplitter (Semrock) (see Chapter 2).

Patch-clamp recordings were performed with a Multiclamp 700B amplifier, Digidata
1440a digitizer and pClamp 10.2 software (Axon Instruments, USA); signals were filtered at
10 kHz and acquired at 50 kHz. Whole-cell recordings of neuronal firing were done at 28 °C
in current-clamp mode applying the bridge balance compensation; the external recording
solution was ACSF (see above) and the internal solution contained (mM): K-gluconate,
120; KCl, 15; MgCl2, 2; EGTA, 0.2; Hepes, 10; Na2ATP, 2; Na2GTP 0.2; leupeptine,
0.1; P-creatine 20, pH 7.25 with KOH. Patch pipettes were pulled from borosilicate glass
capillaries; they had resistance of 2.5-3.0 MΩ and access resistance of 5-10 MΩ . We held
the resting potential at −70 mV by injecting the appropriate holding current, and neuronal
firing was induced injecting depolarizing current pulses of increasing amplitude. Neurons
with unstable resting potential and/or unstable firing were discarded from the analysis.
Juxtacellular-loose patch recordings of neuronal firing were performed in voltage-clamp
mode perfusing slices with modified mACSF at 34 °C (which contained (in mM): 125
NaCl, 3.5 KCl, 1 CaCl2, 0.5 MgCl2, 1.25 NaH2PO4, 25 NaHCO3 and 25 glucose, bubbled
with 95 % O2 - 5 % CO2) and using the same pipettes used for whole cell experiments,
but filled with ACSF. Recordings were performed from GABAergic neurons of Layer 2-
3, identified by their fluorescence and morphology. Fast-spiking neurons were selected
for the analysis of whole cell recordings, identified by their firing properties (short, <
1 ms, action potentials with pronounced after-hyperpolarization, non-adapting discharges
reaching several hundred Hz of maximal firing frequency).

For the statistical analysis, the reported n is the number of cells recorded; each ex-
periment was performed using at least 3 animals. Statistical tests were performed with
Origin (Origin Lab. Corp, USA), using the two-tailed non parametric Mann-Whitney U
test. Differences were considered significant at p < 0.05.

The original raw data is available at https://doi.org/10.5281/zenodo.4926119.

https://doi.org/10.5281/zenodo.4926119
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3.3 Results

3.3.1 NaV1.1 FHM3 mutations can lead to CSD initiation via extracel-
lular potassium build-up also when neuronal input-output features
are not modified

3.3.1.1 Persistent sodium current (INa,P,i) in GABAergic neurons amplifies
spiking-induced modifications of extracellular ion concentrations, even
without modifications of their firing frequency

We first focused on NaV1.1 FHM3 mutations, modeled by the increase of INa,P,i for the
GABAergic neuron which is a common effect of most of those mutations [5–8], and on their
effect on the features of the GABAergic neuron itself. To investigate the latter point, we
obtained simulations with a version of the model in which the influence of the pyramidal
neuron on the GABAergic neuron, through synaptic connections or through variations of
extracellular ion concentrations, was removed.

To study how INa,P,i modifies the excitability of the GABAergic neuron, we computed
the following input-output relationships: number of action potentials elicited during the
application of a depolarizing external current of fixed duration versus the conductance of
this current (Fig. 3.2A). We found that an increase of INa,P,i reduces the rheobase (i.e.
minimal external input necessary to trigger at least one action potential): 0.0004mS · cm−2

when pNa,P = 20 % (migraine condition) instead of 0.0051mS · cm−2 when pNa,P = 0 %
(control condition), where pNa,P is defined in Section 3.2.2.6. This is consistent with a de-
crease of the rheobase observed experimentally in neocortical mouse neurons transfected
with hNaV1.1-L1649Q, a pathogenic mutant of the NaV1.1 channel associated with FHM
[6]. However, in contrast to [6], in our model FHM3 mutations do not substantially increase
the GABAergic neuron’s firing frequency. With external inputs gD,i up to approximately
0.1mS · cm−2, an increase of pNa,P consistently leads to a moderate increase of the num-
ber of action potentials generated, but this is not the case for stronger external inputs.
Interestingly, there may be variability among GABAergic neurons, concerning how their
firing frequency is affected by FHM3 mutations. In a novel FHM3 knock-in mouse model,
Freilinger et al. [39] observed an increase of frequency in fast-spiking GABAergic neurons,
but no significant difference in regular spiking interneurons, although they both express
NaV1.1.

On the other hand, persistent sodium current clearly enhances the accumulation of
extracellular potassium (Fig. 3.2B) and the uptake of extracellular sodium (Fig. 3.2C)
due to the firing of the GABAergic neuron, even when the number of action potentials is
similar or slightly smaller than in the control condition. For example, for an external input
of conductance gD,i = 0.3mS · cm−2 and pNa,P = 20 %, with 48 spikes in 0.4 s we obtained
an extracellular potassium concentration of 8.6 mM (145 % increase) and an extracellular
sodium concentration of 147.5 mM (3.7 % decrease). However, when pNa,P = 0 %, there
were 49 spikes in 0.4 s but only 5.9 mM of extracellular potassium (68 % increase) and still
150.7 mM of extracellular sodium (1.7 % decrease) at the end of the simulation.

This is a counterintuitive result that we have better investigated comparing detailed
features of action potentials and underlying ionic currents for those parameter values:
gD,i = 0.3mS · cm−2 and pNa,P = 0 % or 20 % (Fig. 3.3). With increased INa,P,i, simulations
showed larger action potential half width (0.365 ms for the 25th action potential with
pNa,P = 0 % and 0.565 ms with pNa,P = 20 %, Fig. 3.3C1). However, modifications of
action potential features were relatively small compared to the increase of INa,P,i. We
reasoned that the INa,P,i increase could induce a larger activation of potassium channels
during the action potentials, able to limit the modifications of action potential features,
but leading to larger potassium currents and consequent spiking-induced extracellular
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Figure 3.2: Effect of FHM3 mutations on the firing properties of the GABAergic
neuron. For different values of pNa,P (defined in Section 3.2.2.6, which we increase to model
FHM3 mutations, we applied to the GABAergic neuron 0.4 s long excitatory external inputs of
conductances gD,i. For each pNa,P value, we took as initial condition the steady state in the absence
of external input, i.e. when gD,i = 0mS · cm−2. A. Number of action potentials, considered as
overshooting spikes (i.e. exceeding 0 mV of peak membrane potential). B. Extracellular potassium
concentration at the end of the 0.4 s long simulations. C. Extracellular sodium concentration at
the end of the 0.4 s long simulations.

potassium build-up. Indeed, the plots of the potassium action currents show a large
increase when INa,P,i is higher (0.520 µA · cm−2 for the 25th action potential in the discharge
with pNa,P = 0 %, 1.311 µA · cm−2 with pNa,P = 20 %, Fig. 3.3C2), leading to a larger
accumulation of extracellular potassium at each action potential (Fig. 3.3A3, B3, C3). As
expected, action sodium currents show a large increase as well, in particular during the
repolarization phase (0.478 µA · cm−2 for the 25th action potential in the discharge with
pNa,P = 0 %, 1.284 µA · cm−2 with pNa,P = 20 %, Fig. 3.3C4), leading to a consequent
larger decrease of extracellular sodium concentration at each action potential (Fig. 3.3A5,
B5, C5).

3.3.1.2 Dynamics of neuronal firing at CSD initiation

In this section, we show how FHM3 mutations in the GABAergic neuron influence the entry
of the pyramidal neuron into depolarization block, which we consider as the initiation of
a CSD, when the two neurons are coupled. We depolarized them with the same external
inputs gD,e = gD,i = 0.3mS · cm−2, and we compared the control condition (pNa,P = 0 %)
with a pathological one (pNa,P = 15 %).

In the first case, tonic spiking of the GABAergic neuron begins immediately while there
is a latency of a few seconds before the pyramidal neuron also starts to generate repetitive
action potentials (Fig. 3.4A). Those initial subthreshold oscillations demonstrate the
inhibitory nature of the GABAergic neuron in a physiological situation. As expected, the
firing frequency is larger in the GABAergic neuron than in the pyramidal one (Fig. 3.5A,
B). With pathological persistent sodium current in the GABAergic neuron, the voltage
traces are very different (Fig. 3.4B). As in the control condition, there is a delay before
sustained firing of the pyramidal neuron, but both the GABAergic interneuron and the
pyramidal neuron show two phases of activity, and during the first phase extracellular
potassium rises faster and to a larger extent than in control (Fig. 3.4C). This is coherent
with the results obtained on the GABAergic neuron alone in Section 3.3.1.1. Shortly after
the pyramidal neuron begins to spike, we observe an increase of its firing frequency to
towards an initial plateau, together with a steeper slope for the increase in extracellular
potassium concentration. This is followed by a further increase of the pyramidal neuron’s
firing frequency. The second phase leads to the beginning of depolarization block for
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Figure 3.3: Effect of FHM3 mutations on the firing and action currents of the
GABAergic neuron, and correlation with the dynamics of [K+]o and [Na+]o. Plots
of the voltage (action potentials; upper row), total potassium current (second row), extracellular
potassium concentration (third row), total sodium current (fourth row) and extracellular sodium
concentration (bottom row) corresponding to simulations displayed in Fig. 3.2, for the condition in
which gD,i = 0.3mS · cm−2. A. No persistent sodium current: pNa,P = 0 %. B. pNa,P = 20 %. C.
Zoom showing the 25th action potential of A (in green) and B (in red). The dashed lines are the
curves obtained with pNa,P = 20 % shifted to allow a better comparison with the curves obtained
with pNa,P = 0 %.

both neurons, while extracellular potassium continues to grow. Notably, sodium overload
during the depolarization block (Fig. 3.4D) can contribute to silencing of firing.

In order to study experimentally the dynamics of the firing of both GABAergic in-
terneurons and pyramidal neurons at the site of CSD initiation, we performed pairs of
juxtacellular-loose patch voltage recordings, inducing CSD by spatial optogenetic activa-
tion of GABAergic neurons as in Chapter 2. Although this method of induction does not
completely reproduce the condition of the simulation, it mimics hyperexcitability of the
GABAergic neurons and allows recordings at the pre-determined site of CSD initiation,
which cannot be performed with other experimental models of CSD. Notably, the firing
dynamics was similar to that obtained with the simulation. We found that GABAergic
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Figure 3.4: Effect of the FHM3 mutation on CSD initiation: representative time
traces. A-B: Model simulations. Starting from neurons at rest, similarly to Fig. 3.2, we stimulated
them with constant excitatory conductances gD,i = gD,e = 0.3mS · cm−2 for 30 s. A. No persistent
sodium current for the GABAergic neuron (pNa,P = 0 %). B. Pathological condition (pNa,P =
15 %). C. Experimental data. Representative dual juxtacellular-loose patch voltage recordings
of a GABAergic interneuron (C1 and C3) and a pyramidal neuron (C2 and C4) showing the
dynamics of the firing at the site of CSD initiation; CSD was induced by spatial optogenetic
activation of GABAergic neurons and is the slow negative deflection observable in C1 and C2. The
blue bar in C1 shows the optogenetic stimulation with blue light.

neurons began to fire at the beginning of the illumination, whereas pyramidal neurons
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Figure 3.5: Behavior of the firing frequency and of the extracellular ion concentrations
before the onset of CSD. A -D. Model simulations. For the first 5 s of the simulations presented
in Fig. 3.4, we compared the pathological situation (pNa,P = 15 %) with the physiological one
(pNa,P = 0 %). A. Instantaneous firing frequency, i.e. inverse of the (continued next page)
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Figure 3.5 (previous page): interspike interval, for the GABAergic neuron. B. Instantaneous
firing frequency for the pyramidal neuron. C. Extracellular potassium concentration. D. Extra-
cellular sodium concentration. E -F. Experimental data. E. Instantaneous firing frequency of
the loose patch recording of the GABAergic neuron shown in Fig. 3.4C1, C3. F. Instantaneous
firing frequency of the loose patch recording of the pyramidal neuron shown in Fig. 3.4C2, C4.
CSD was induced by the optogenetic stimulation of the GABAergic neuron; the two phases in the
firing dynamics, with lower and higher frequency respectively, are evident and similar to those ob-
served in the simulation. Although the first phase was longer for GABAergic neurons (55.3± 4.5 s,
n = 7) than for pyramidal neurons (1.6± 0.2 s, n = 5; p = 0.006 Mann-Whitney test), the second
phase had similar duration (2.0± 0.2 s for GABAergic neurons; 1.7± 0.3 s for pyramidal neurons;
p = 0.28, Mann-Whitney test) and firing frequency was not significantly different (mean instanta-
neous firing frequency in the first phase was 48.4± 6.8 Hz for GABAergic neurons and 32.4± 8.5 Hz
for pyramidal neurons, p = 0.19 Mann-Whitney test; in the second phase it was 349± 36 Hz for
GABAergic neurons and 214± 57 Hz for pyramidal neurons, p = 0.06 Mann-Whitney test).

began to fire later during the illumination, just for few seconds before CSD initiation
(Figs. 3.4C and 3.5E, F). As in the simulation, the firing dynamics of both GABAer-
gic and pyramidal neurons showed two phases, a first phase with lower firing frequency
(which was on average 34.6-fold longer for the GABAergic neurons) and a second phase
of similar duration (few seconds) for the two types of neurons, in which firing frequency
increased on average 8.3±1.8-fold for GABAergic neurons and 8.1±2.5-fold for pyramidal
neurons, leading to depolarization block. Although few GABAergic neurons fired at very
high frequency, instantaneous frequency was on average not different between GABAergic
and pyramidal neurons.

3.3.1.3 Persistent sodium current in GABAergic neurons reduces the thresh-
old for CSD initiation

More generally, we studied whether those findings are robust to modifications of the value
of parameter pNa,P in the pathological case. This is important since we do not know pre-
cisely which level of persistent sodium current best models the effects of FHM3 mutations.
Migraine is an episodic disorder, which means that patients exhibit symptoms only during
attacks: a trigger factor causes the shift from a physiological state to a pathological state
[12]. In our model, FHM3 mutations reduce the threshold for this transition. Indeed,
the more persistent sodium current in the GABAergic neuron, the smaller the minimal
external input necessary to initiate CSD (Fig. 3.6A). This is consistent with experimental
results from Chapter 2 where it was shown that bath application of Hm1a, a toxin which
mimics the effects of FHM3 mutations by increasing persistent sodium current, can lead
to spontaneous CSD initiation in mouse brain slices. Moreover, we found that, for a given
large external input, persistent sodium current decreases the latency to CSD (Fig. 3.6B).
Here also, our simulations agree qualitatively with experimental data. Indeed, optogenetic
activation of GABAergic neurons induces CSD earlier in slices perfused with Hm1a than
in control slices (Chapter 2). Those two points are also supported by experiments on the
knock-in mouse model of the L1649Q FHM3 mutation: the threshold for eliciting CSD
by electrical stimulation was substantially lowered in heterozygous mice, and the latency
from KCL application to the onset of CSD was significantly reduced [39].

Very close to the threshold that is approximated in Fig. 3.6A, the response oscillates
between non-CSD and CSD solutions, when gradually increasing the external input. This
shows great sensitivity of the model at the transition between physiological and patholog-
ical behaviors. We cannot assert whether this is a numerical effect or a property inherent
to the model. In any case, such a phenomenon is not surprising given the dimensionality
of the model and its multiple timescales. Similar issues already arise in much simpler
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Figure 3.6: Effect of FHM3 mutations on CSD initiation. A. We show here how increasing
the GABAergic neuron’s persistent sodium current influences the minimal external input necessary
to induce a depolarization block in the pyramidal neuron, varying pNa,P from 0 to 20 %. We
used as external inputs constant excitatory conductances, equal for both neurons, taking values
up to gD,i = gD,e = 0.3mS · cm−2. We considered that beyond these values, inputs would be
unrealistically strong, leading to a response of the model that would not be interpretable. Again,
we chose as initial condition the steady state when the neurons are not stimulated. We defined a
depolarization block by the absence of oscillations of amplitude larger than 5 mV of the voltage for
at least half a second, with the additional condition that it must be between −55 mV and −20 mV
at the end of this interval. For each pNa,P, we estimated the smaller external input for which this
criterion is met for the pyramidal neuron with a bisection method. B. Starting from neurons at
rest, for given large external inputs gD,e = gD,i = 0.3mS · cm−2, we computed the time it takes
for a CSD to be initiated, if it is initiated at all.

conductance-based models, e.g. FitzHugh-Nagumo, Morris-Lecar or a 2D reduction of
Hodgkin-Huxley, which are type-2 neuron models for which the firing threshold may not
be well defined [89]. The approximation of the threshold for CSD initiation that we have
obtained is nevertheless sufficient to study the roles of persistent sodium current and ex-
tracellular ion concentrations. Computing the exact threshold, if it exists, is challenging,
and we do not consider it relevant for the purpose of the present study. This is an inter-
esting question for future work, where we will focus on reducing our current model while
keeping its most salient features.

3.3.1.4 The accumulation of extracellular potassium is crucial for CSD initi-
ation

In our model, the two neurons are coupled through synaptic connections and through vari-
ations in extracellular ion concentrations. The synaptic connection from the GABAergic
neuron to the pyramidal one is inhibitory in all the tested conditions (see Section 3.3.3).
Modifications of extracellular ion concentrations can thus be the cause of the large increase
of firing frequency that precedes the depolarization block observed in the pathological
case (Fig. 3.4B). In the first seconds of the simulation, both extracellular potassium and
sodium concentrations are substantially modified (Fig. 3.4C,D, but the relative change
is much more important for potassium, consistent with the simulations with the isolated
GABAergic neuron (Fig. 3.2). A rise in extracellular potassium increases the reversal
potential for this ion, which is a depolarizing effect, while a decay of the extracellular
sodium has the opposite effect. This suggests that potassium plays a major role in pro-
moting CSD initiation. To confirm it, we implemented unrealistically strong buffering of
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either extracellular potassium or sodium, to keep their concentration constant (Fig. 3.7A,
B). In the same pathological setting as in Fig. 3.4B, we applied strong external inputs
gD,i = gD,e = 0.3mS · cm−2 to the neurons. We observe that only the strong buffering
of extracellular potassium prevents CSD initiation (Fig. 3.7B). More generally, similarly
to (Fig. 3.6), we computed the thresholds for CSD initiation and the latencies to CSD
for strong external inputs (Fig. 3.8A). Remarkably, keeping the extracellular potassium
concentration low completely prevents CSD initiation over the examined ranges of per-
sistent current and external inputs. This is not the case with sodium; in fact the strong
buffering of its extracellular concentration even facilitates CSD initiation, and leads to a
larger increase of extracellular potassium concentration.

We also tested smaller values of the extracellular potassium diffusion rate. This can
model, in a simplistic way, the contribution of other GABAergic neurons to the accu-
mulation of extracellular potassium, or a less efficient buffering by the glial network. As
expected, it reduces the threshold for CSD initiation and CSD is ignited earlier for a given
stimulus (Fig. 3.8B).

3.3.2 NaV1.1 epileptogenic mutations strongly decrease the inhibitory
role of GABAergic neurons

3.3.2.1 Reduced sodium current in GABAergic neurons makes them more
susceptible to depolarization block

As with the FHM3 mutations (Section 3.3.1.1), we first investigated the effects of epilepto-
genic mutations on the GABAergic neuron itself, when it does not interact with the pyra-
midal neuron. To model epileptogenic mutations of NaV1.1, we reduced the GABAergic
neuron’s fast-inactivating sodium maximal conductance, as explained in Section 3.2.2.6.

The simulations show that in this condition the rheobase is slightly increased, action
potential amplitude is decreased and depolarization block is induced by smaller depo-
larizing external inputs (Figs. 3.9A,B and 3.10A). Notably, action potential firing fre-
quency shows just very small modifications in the input-output relationship (Fig. 3.10A1),
in which a slight increase is surprisingly observed for the epileptic condition between
gD,i = 0.2 and gD,i = 0.4 mS · cm−2. We observed similar modifications in experimental
traces, comparing cortical layer 2-3 fast spiking GABAergic neurons recorded in heterozy-
gous Scn1a knock-out mice (Scn1a+/-), model of the developmental and epileptic en-
cephalopathy Dravet syndrome [1, 22], and wild type littermates as control (Figs. 3.9C,D
and 3.10B). Notably, the comparison of single representative neurons with similar input-
output relationships showed that, although firing frequency could be slightly larger for
the Scn1a+/- neuron, depolarization block was induced by a smaller depolarizing current
(Figs. 3.9C,D and 3.10B1) and action potential amplitude was reduced (Fig. 3.10B2).
The comparison of average features did not disclose modifications of firing frequency be-
fore the induction of depolarization block in Scn1a+/- (Fig. 3.10B3), but depolarization
block was consistently induced with smaller depolarizing currents. Of note, for obtaining
these average input-output curves, we excluded for each cell the traces in which there was
depolarization block, to avoid the influence of depolarization block in the evaluation of fir-
ing frequency with larger depolarizing currents. To statistically compare action potential
amplitude, we quantified the mean amplitude of the first suprathreshold action potential,
which was reduced in Scn1a+/- mice (Fig. 3.10B4).

To better understand the enhanced transition from the firing regime to depolarization
block of the GABAergic neuron when NaV1.1 carries an epileptogenic loss of function
mutation, which we observed in Fig. 3.10A1, we studied it as a dynamic bifurcation phe-
nomenon [90]. Even though System (3.1) is not explicitly slow-fast, it is clear from its
time traces that it has different timescales. We considered the sodium concentration in the
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Figure 3.7: The roles of extracellular ions in CSD initiation: representative time
traces. When NaV1.1 carries a FHM3 mutation, modeled by pNa,P = 15 %, we tested the effect
of keeping either extracellular potassium or sodium constant using unrealistically high diffusion
rates. We depolarized the neurons at rest with constant excitatory conductances gD,i = gD,e =
0.3mS · cm−2 for 30 s. A. Voltage traces for the default parameters. B. Voltage traces when
ε = 0.1ms−1 to simulate a strong buffering of extracellular potassium. C. Voltage traces when
there is a strong buffering of extracellular sodium. To implement it, we introduced the diffusion
term Idiff,Na = εNa

(
[Na+]o −Nabath

)
in the equation for extracellular sodium, with εNa = 0.1ms−1

and Nabath equal to the steady-state extracellular sodium in the absence of external input. D.
[K+]o traces in the cases described in A-C. E. [Na+]o traces in the cases described in A-C.

GABAergic neuron [Na+]i as a slow variable, and analyzed the corresponding fast subsys-
tem where [Na+]i is a parameter, with or without epileptogenic mutation. In Fig. 3.11A,
we show the voltage traces of the complete system when applying an excitatory conduc-
tance gD,i = 0.3mS · cm−2 to the GABAergic neurons at rest. In Fig. 3.11B, we projected
the same solutions onto the ([Na+]i, vi) plane, superimposed onto the bifurcation diagram
of the fast subsystem with respect to [Na+]i, what is called a slow-fast dissection [91]. In
the wild-type case, the solution first follows limit cycles of large amplitude, which corre-
sponds to repetitive firing, while the sodium slowly increases (Fig. 3.11B1). For [Na+]i
approximately 28 mM there is a fold of limit cycle bifurcation, which causes the solution
to jump to a stable steady state. This is the beginning of a quiescent phase, where the
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Figure 3.8: The roles of extracellular ions in CSD initiation. Similarly to Fig. 3.6, we
show in the left panel the minimal external input necessary to induce a depolarization block in
the pyramidal neuron, and in the right panel the latency to CSD. A. We tested the effect of
keeping either extracellular potassium or sodium approximately constant using the same method
as for Fig. 3.7. B. We tested the effect of reducing the extracellular potassium diffusion rate. The
default value of this parameter is ε = 5 · 10−4 ms−1.

neuron does not spike while [Na+]i decreases slowly until a Hopf bifurcation is encoun-
tered, where the steady state becomes unstable. This causes the solution to return to
the large-amplitude limit cycles. In this way, the solution alternates between active and
quiescent phases (Fig. 3.11A1), a neuronal behavior typically referred to as bursting. It
is not surprising since bursting is a possible behavior of the model we have used to de-
scribe the gating dynamics of the GABAergic neuron’s voltage-gated channels [40]. The
subHopf/fold-cycle hysteresis loop which enables this bursting is not preserved for the
reduced value of fast-inactivating sodium maximal conductance which we use to model
NaV1.1’s epileptogenic mutations (Fig. 3.11B2). In this case, the solution of the complete
system also first follows large-amplitude limit cycles while [Na+]i slowly increases. How-
ever, once it reaches the fold of limit cycle bifurcation and jumps to the stable steady
state, it does not leave it anymore: the GABAergic neuron completely stops producing
action potentials (Fig. 3.11A2).
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Figure 3.9: Effect of NaV1.1 epileptogenic mutations on the firing of GABAergic
neurons: representative traces. A -B. Model simulations. We (continued next page)
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Figure 3.9 (previous page): depolarized the GABAergic neuron at rest with constant excitatory
conductances gD,i = 0.0075 (A1, B1), gD,i = 0.05 (A2, B2) or gD,i = 0.5mS · cm−2 (A3, B3),
for the default parameters (A: control condition), or when the sodium fast-inactivating maximal
conductance is reduced to 40 % of its default value (B: NaV1.1 epileptogenic mutation). C -D.
Experimental data. Action potential discharges elicited in a fast spiking GABAergic layer 2-3
cortical neuron from a wild type mouse (C) or a Scn1a+/- mouse (D), injecting depolarizing
current steps of 10 pA (C1,D1), 100 pA (C2,D2) or 260 pA (C3,D3).

3.3.2.2 Pyramidal neurons firing frequency suddenly increases when GABAer-
gic neurons enter depolarization block

We saw in the previous section that NaV1.1’s epileptogenic loss of function mutations
make GABAergic neurons more susceptible to depolarization block. We now focus on the
consequences on the firing of the pyramidal neuron in our computational model, when the
two neurons are coupled. We stimulated them with strong depolarizing external inputs
(gD,i = gD,e = 0.3mS · cm−2), with or without NaV1.1’s epileptogenic loss of function
mutations mutation (Fig. 3.12). In the pathological condition, after firing for about ten
seconds (Fig. 3.12B1, C1), the GABAergic neuron enters depolarization block. Simul-
taneously, we observe a sharp increase of the firing frequency of the pyramidal neuron
(Fig. 3.12B2, C2). This behavior is easily understood: when the GABAergic neuron stops
to generate action potentials, the synaptic inhibitory restraint that it exerts on the pyra-
midal neuron is suddenly removed, allowing the pyramidal neuron to fire at a greater
pace. Although this effect cannot be considered epileptiform activity, it may model early
hyperexcitability that has been observed in mouse models of Dravet syndrome before the
appearance of spontaneous seizures [1, 68].

3.3.3 Comparison of migraine and epilepsy scenarios

Fig. 3.13 illustrates the differences, in our model, between the migraine and the epilepsy
pathological scenarios. For the representative simulations displayed in Fig. 3.4 and in
Fig. 3.12, we compared the evolution of the extracellular potassium concentration, of the
inhibitory synaptic current received by the pyramidal neuron, and their effect on the
pyramidal neuron’s firing frequency. In the case of the migraine condition (Fig. 3.13B),
following an initial accumulation of extracellular potassium a few millimolars larger than
in the wild-type condition (Fig. 3.13A), the firing frequency of the pyramidal neuron
rises significantly, causing the extracellular potassium to build-up even faster. This hap-
pens despite the inhibition from the GABAergic neuron, and it leads to a depolarization
block of the pyramidal neuron shortly before four seconds. On the contrary, with the
epileptogenic mutation (Fig. 3.13C), the removal of the GABAergic neuron’s inhibitory
input on the pyramidal neuron after approximately 11.5 s is responsible for the increase
of firing frequency of the pyramidal neuron. The simultaneous increase of extracellular
potassium concentration is negligible. Notably, the GABAergic synaptic current never
becomes depolarizing (Fig. 3.13A2, B2, C2).

3.4 Discussion
We have developed a two-neuron model with one pyramidal neuron and one GABAergic
neuron, building upon our previous modeling framework [35]. It captures electrochemi-
cal activity leading to either CSD initiation or pro-epileptic hyperexcitability, caused by
mutations of the sodium channel NaV1.1. It is important to highlight again that our
model has been developed to investigate these early events and not fully developed CSD
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Figure 3.10: Effect of NaV1.1 epileptogenic mutations on the firing of GABAergic neu-
rons: input-output relationship and action potential amplitude. A. Model simulations.
We applied to the GABAergic neuron at rest 2.5 s long excitatory external inputs of conductances
gD,i, for the default parameters (wild-type), or for a reduced sodium fast-inactivating maximal
conductance gNa,FI,i (epileptogenic mutations). A1. Number of action potentials. A2. Represen-
tative action potentials, for gD,i = 0.3mS · cm−2. B. Experimental data. B1. Representative fast
spiking neurons recorded in cortical slices from Scn1a+/- mice and wild type littermates, selected
for having similar input-output curves with lower injected current, showing that the Scn1a+/-

neuron was more prone to depolarization block (sharp decrease of action potential number). B2.
Comparison of the first suprathreshold action potential recorded in the neurons selected for panel
B1. B3. Mean input-output relationships for fast spiking neurons recorded from Scn1a+/- (n = 7)
and wild type littermates (n = 7), the number of elicited action potentials was not different, but
depolarization block was induced with lower depolarizing current (the traces in which there was
depolarization block were excluded, to avoid the influence of depolarization block in the evaluation
of the number of action potentials elicited with larger depolarizing currents). B4. Mean peak
amplitude (absolute value) of the first suprathreshold action potential for fast spiking neurons
recorded from Scn1a+/- (22.6± 1.5 mV, n = 7) and wild type littermates (28.7± 2.0 mV, n = 7);
p = 0.044 Mann-Whitney test. * p < 0.05.

or seizures. For instance, we have not modeled CSD propagation, cell swelling induced by
breakdown of ion homeostasis, nor the long lasting depression of activity that can outlasts
the neuronal depolarization and may be induced and maintained by other mechanisms
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Figure 3.11: Effect of NaV1.1 epileptogenic mutations on the GABAergic neuron
bifurcation structure. We considered the intracellular sodium concentration as a slow variable
and we studied the corresponding fast subsystem where this concentration is a parameter. We
focused here on the case where gD,i = 0.3mS · cm−2. A. Voltage trace of the full system starting
from a neuron at rest, for the default parameter values (A1) or when the fast-inactivating sodium
maximal conductance is reduced to 40 % of its default value (A2). B. Trajectory of A1 (B1) or
A2 (B2), projected onto the ([Na+]i, vi) plane and bifurcation diagram of the fast subsystem with
respect to the intracellular sodium concentration. We represented steady-states with black lines
and limit cycles with purple lines.

[92, 93]. Similarly, we have not modeled the activity of neuronal networks observed during
seizures, nor the propagation of seizures [12].

3.4.1 FHM3 mutations

Interestingly, our model did not display a clear-cut increase in firing frequency of the
GABAergic neuron implementing a common effect of NaV1.1 FHM3 mutations, although
these mutations cause a clear gain of function of the channel. Notably, in a study where
FHM3 mutations were implemented in an extended Hodgkin–Huxley model with dynamic
ion concentrations [94], Dahlem et al. reported prolonged action potentials in the mutant
model resulting in reduced spiking frequency.

Experimentally, the effect of FHM3 mutations on firing features is not completely
clear yet. An increase of firing frequency has been observed in GABAergic neurons trans-
fected with the FHM3 mutant L1649Q [6]. Likewise, the application of the toxin Hm1a,
which mimics the effect of FHM3 mutations by enhancing the persistent sodium current,
induced an increase of firing frequency in fast spiking cortical GABAergic neurons (Chap-
ter 2). However, the same toxin did not modify the firing frequency of CA1 hippocampal
GABAergic neurons in [47]. Moreover, comparing heterozygous L1649Q knock-in mice
with wild-type littermates, a significant increase of firing frequency has been observed
in cortical and hippocampal fast spiking GABAergic neurons, but not in regular spiking
cortical and hippocampal GABAergic neurons [39]. The variety of GABAergic neuron
subtypes and the great variability of their properties [95, 96] is a possible cause of these
discrepancies.

Overall, a noteworthy outcome of the present work is that, in our model, an increase
of the firing frequency of the GABAergic neuron is not necessary for FHM3 mutations to
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Figure 3.12: Effect of NaV1.1 epileptogenic mutations on the firing frequency of the
pyramidal neuron. When both neurons are coupled, taking as initial condition the steady-
state when there is no external input, we applied external inputs gD,i = gD,e = 0.3mS · cm−2.
We tested both the default parameters, which represent a wild-type GABAergic neuron, and a
sodium fast-inactivating maximal conductance gNa,FI,i reduced to 40 % of its default value, to
model epileptogenic mutations of NaV1.1. A. Voltage of the GABAergic (A1) and pyramidal
(A2) neurons in the wild-type condition. B. Voltage of the GABAergic (B1) and pyramidal (B2)
neurons with the epileptogenic mutation. C. Instantaneous firing frequency of the GABAergic
(C1) and pyramidal (C2) neurons in the two conditions.

promote network hyperexcitability that leads to CSD initiation. We observed an alterna-
tive mechanism in the simulations: although in our model the FHM3 condition induced
just small modifications of the GABAergic neuron’s firing frequency, the ion fluxes at each
action potential were increased, leading to a build-up of extracellular potassium. This is
possible because each action potential generates larger and more sustained sodium currents
that induce increased activation of potassium currents, causing higher net translocation of
ions, including potassium, across the membrane, which is consistent with modeling results
from Barbieri et al. [34]. This reduces the threshold for CSD initiation and shortens
its latency, even in conditions in which the firing frequency of the GABAergic neuron is
reduced.

In our previous work [35], we did not directly model NaV1.1 FHM3 mutations. For
simplicity, we instead assumed that these gain of function mutations cause hyperactivity
of GABAergic neurons. We therefore focused on the effect of an intense firing of the
GABAergic neuron on CSD initiation, obtained by increasing the value of the parameter
representing a baseline excitatory drive of the GABAergic neuron. Within this framework,
we concluded that a high firing frequency of GABAergic neurons can lead to CSD, through
extracellular potassium build-up. Here, we improved the model and explicitly modeled
FHM3 mutations with persistent sodium current. We found that the initial accumulation
of extracellular potassium leading to the onset of CSD can occur without increase of the
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Control condition: default parameter values. B. Migraine condition: percentage of sodium voltage-
gated conductance corresponding to persistent current pNa,P = 15 %. C. Epilepsy condition:
sodium fast-inactivating maximal conductance reduced to 40 % of its default value.

GABAergic neuron’s firing frequency (Fig. 3.5), since in our model FHM3 mutations affect
more the ion fluxes at each action potential than the number of action potentials. Our
improved model allows us to simulate also the effect of mutations that cause epilepsy.

3.4.2 Epileptogenic mutations

In our model, loss of function of NaV1.1, typical of mutations causing epilepsy (including
the developmental and epileptic encephalopathy Dravet syndrome), makes GABAergic
neurons more susceptible to depolarization block. The action potential frequency during
repetitive firing appears unchanged prior to the depolarization block. Simultaneous to the
suppression of spike generation by the GABAergic neuron, we observed the transition to
a phase of hyperactivity of the pyramidal neuron. This firing pattern cannot be consid-
ered as a seizure-like epileptiform activity, but can be interpreted as an earlier stage of
hyperexcitability. A limitation of our model is that it only takes into account two neurons,
without including any network dynamics. This allowed us to keep its size manageable,
but network effects may be necessary for observing seizure-like activity in simulations.
Nevertheless, our work suggests the potentially important role of the depolarization block
of GABAergic neurons in epilepsies caused by NaV1.1 loss of function. In particular, our
model could reproduce conditions of the pre-epileptic period identified in mouse models,
in which there is network hyperexcitability but not spontaneous seizures [68, 97].

There is experimental evidence in favor of facilitated depolarization block of GABAer-
gic neurons as a mechanism of pro-epileptic network hyperexcitability, for both NaV1.1-
related and other models.

Our experimental data show that depolarization block is induced by smaller injected
currents in fast spiking GABAergic neurons from cortical brain slices of Scn1a+/- mice,
whereas firing frequency before depolarization block is not significantly modified. There
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are several papers in which modifications of the initial part of the input-output curve have
not been observed in GABAergic neurons of mouse models carrying NaV1.1 loss of function
mutations. This was the case for instance with dissociated hippocampal neurons [22] and
with cortical parvalbumin-positive interneurons in brain slices [41] of Scn1a+/- mice, as
well as with cortical and hippocampal fast spiking GABAergic neurons of Scn1aRH/+ mice,
which carry the NaV1.1 R1648H missense mutation [24]. Notably, the reduced firing fre-
quency observed by numerous studies in the final part of mean input-output relationships,
obtained injecting larger depolarizing currents, is likely caused by the earlier depolariza-
tion block, which reduces the number of action potentials elicited by large depolarizations
in neurons expressing NaV1.1 loss of function mutants. In fact, the most consistent effect
observed in the representative fast spiking discharges displayed by most of the papers is
earlier depolarization block. It should be highlighted again that these traces have not been
included in the mean input-output curves that we have presented here.

In an experimental model in which seizure-like events were induced in rat hippocampal
slices from wild type mice using the potassium channel blocker 4-aminopyridine together
with decreased magnesium, a sequence of events similar to what we obtained in our simu-
lations was reported: seizure generation correlated with long-lasting depolarization blocks
in GABAergic neurons and the simultaneous increase of firing frequency in pyramidal cells
[98]. Another study, which used 4-aminopyridine together with decreased magnesium and
local applications of NMDA to focally induce epileptiform ictal activity in wild type cor-
tical rodent brain slices, suggested that depolarization block of fast spiking GABAergic
neurons allows the recruitment of clusters of pyramidal cells into propagating epileptiform
discharges [99]. Consistently, a computational modeling study found that seizure-like ac-
tivity can arise as the result of depolarization block of inhibitory neurons and investigated
possible bifurcation structures for this transition [100].

Interestingly, a neuronal mass computational model of Dravet syndrome generated,
when abnormal depolarizing GABAA currents were implemented (which would make
GABAergic synaptic connections excitatory), seizure-like activity that was similar to some
EEG patterns observed in Dravet syndrome patients [101]. The rationale for implement-
ing this effect was a hypothetical remodeling in which the initial NaV1.1-induced hy-
perexcitability leads to the cleavage of KCC2 co-transporters, resulting in intracellular
accumulation of chloride in pyramidal neurons. Our model takes into account KCC2 co-
transporters and dynamic chloride concentrations, but we did not implement remodeling
that leads to reduced KCC2 function. In fact, although depolarizing GABA has been re-
ported in a mouse model of Dravet syndrome, it was not found to be significantly involved
in seizure activity [102]. Conversely, it would be interesting to include depolarization
block of GABAergic neurons in the neuronal mass computational model of Dravet syn-
drome [101], for example by adapting the corresponding wave-to-pulse function for taking
it into account.

3.4.3 Conclusion

Overall, our results suggest that depolarization block can be involved in the mechanism
of both gain of function migraine mutations and loss of function epilepsy mutations of
NaV1.1, but with different features. In the migraine condition spiking-induced increased
extracellular potassium leads to depolarization block of both GABAergic and glutamater-
gic neurons, whereas in the epilepsy condition depolarization block of GABAergic neurons
leads to hyperexcitability of glutamatergic neurons. Notably, modifications of firing fre-
quency of the GABAergic neurons are not necessary for inducing these effects.

Our results that disclose different pathological mechanisms leading to CSD and epilep-
tic activity are consistent with the finding that often epileptic networks are resistant to
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CSD induction: In several models, the propensity to CSD generation seems to decline dur-
ing the course of epileptogenesis, whereas the propensity to spontaneous epileptic seizures
increases. For instance, the threshold for high potassium-induced CSD was increased in
neocortical slices both from patients who had undergone surgery for intractable epilepsy
and from chronic epilepsy rats following pilocarpine-induced status epilepticus, whereas
brain slices from age-matched healthy control rats that showed a lower threshold [48].
Similarly, the propensity to spreading depolarization was reduced during the epileptogen-
esis induced by blood-brain barrier disruption and pentylenetetrazol kindling in rats [49,
103]. Thus, the dissociation between propensity to spreading depolarization on the one
hand and epileptic seizures on the other hand could be a general feature beyond FHM3
and SCN1A-linked epilepsies.
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Chapter 4

Idealized multiple-timescale model
of CSD initiation and pre-epileptic
hyperactivity

4.1 Introduction
In this chapter, we investigate dynamic bifurcation scenarios associated with the onset of
CSD or epileptiform activity caused by NaV1.1 mutations in a multiple-timescale idealized
model. Slow-fast dissection [91, 104] is indeed a powerful tool to study the spectrum of
activity regimes in the neuronal context. We initiated this approach in Chapter 3 (see
Fig. 3.11), however the size of the model made it prohibitive to perform a thorough
analysis. For this reason, we build here a 6-dimensional minimal version of the detailed
biophysical model. To keep it as simple as possible, we mainly use polynomial terms,
except for the modeling of the aspects which we assume to play an essential role in the
pathological mechanisms of NaV1.1 mutations: spiking-induced release of potassium in
the case of migraine and synaptic inhibition in the case of epilepsy.

We design the idealized system in such a way to have three explicit timescales. Neu-
ronal dynamics is the fastest, each neuron being modeled by a two-dimensional oscillator.
The extracellular potassium concentration is then an obvious choice of slow variable to
drive the system to pathological regimes. Based on Hübel et al., we introduce a third
timescale which is even slower than the potassium [105], an approach also used in [106,
107]. This choice is motivated by the characteristic potassium dynamics at the site of
CSD initiation shown in Fig. 4.1. The initial progressive accumulation is followed by an
abrupt increase, which hints at an additional timescale underlying potassium dynamics.

We first study the slow dynamics of the potassium concentration with tools from dy-
namical systems theory such as phase-plane analysis and invariant manifolds. To unravel
the complicated bifurcation structure of the fast layer problem, we then perform numer-
ical continuation with the software package AUTO [108]. Finally, we gather information
obtained from the slow and fast components to interpret the dynamics of the full system,
namely transitions from physiological firing to CSD and epileptiform hyperactivity.

4.2 The model
We consider a pair of neurons: a pyramidal neuron (xe, ye) and a GABAergic interneuron
(xi, yi). Each neuron is modeled using a modified Hindmarsh–Rose system (see Sec-
tion 4.2.2). They can be stimulated by an external current Iext. We implemented an
inhibitory synapse from the GABAergic neuron to the pyramidal one, with the current
IGABA (see Section 4.2.3). We also modeled the dynamics of the extracellular potassium,
using a two-dimensional system ([K]+o , w) (see Section 4.2.4). The firing of the neurons
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Figure 4.1: Extracellular potassium dynamics at the site of CSD initiation. We repro-
duce here the potassium trace shown in Fig. 2.8B, which was recorded at the site of CSD initiation.
Spatial optogenetic illumination was used to specifically control the area of induction.

releases potassium in the extracellular space, which we account for with the terms pg(xi)
and g(xe) (see Sections 4.2.5 and 4.2.6). Conversely, we take into account the depolariz-
ing effect of extracellular potassium on the neurons. The overall system has three main
timescales, see Section 4.2.1.

The dynamics of the full system is given in (4.1). Fig. 4.2 shows a schematic represen-
tation of the system. The state variables are listed in Table 4.1 and the model parameters
in Table 4.2.

dxe
dt = ce

(
xe −

x3
e

3 − ye + [K]+o + Iext − IGABA(xe,xi)

)
(4.1a)

dye
dt =

x2
e + dxe − bye + a

ce
(4.1b)

dxi
dt = ci

(
xi −

x3
i

3 − yi + [K]+o + Iext

)
(4.1c)

dyi
dt =

x2
i + dxi − byi + a

ci
(4.1d)

d[K]+o
dt = ε

(
w− f([K]+o ) + pg(xi) + g(xe)

)
(4.1e)

dw
dt = εδ(−z − α+ βw) (4.1f)

4.2.1 Slow-fast structure

By construction, there are three main timescales in the six-dimensional model defined by
System (4.1):

• The neuron variables (xe, ye, xi, yi) are faster than the potassium ones ([K]+o ,
w), through the presence of the small parameter 0 < ε � 1, which we set to be
of order 10−3 in simulations (Table 4.2). We call the four-dimensional subsystem
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Pyramidal neuron GABAergic neuron
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Figure 4.2: Schematic representation of the model.

Table 4.1: State variables.

Symbol Description Timescale

xe Membrane potential of the pyramidal neuron Fast
ye Gating variable for the pyramidal neuron Fast

xi Membrane potential of the GABAergic neuron Fast
yi Gating variable for the GABAergic neuron Fast

[K]+o Extracellular potassium concentration Slow
w Additional variable for the dynamics of [K]+o Superslow

(xe, ye, xi, yi) the fast block and the two-dimensional subsystem ([K]+o , w) the slow
block or potassium block.

• Inside this slow block, there are also two separated timescales, [K]+o being faster
than w due to the small parameter 0 < δ � 1. See Section 4.3 for a detailed study
of the potassium block.

System (4.1) is therefore a slow-fast system with four fast, one slow and one superslow
variable.

Note that w does not enter the equations of the fast block. By definition, letting ε→ 0
in System (4.1) yields the fast layer problem [110]. It corresponds to freezing the dynamics
of [K]+o and considering it as a parameter of the fast block (xe, ye, xi, yi). In Section 4.4,
we will study the bifurcation structure of the fast layer problem to better understand the
dynamic transitions in the full system (4.1).

Inside each neuron model, the membrane potential xe,i is faster than the variable ye,i
which models ion channels dynamics. This timescale separation, which we do not analyze
as such in this work, is organized by the parameters ce,i. However we exploit it to obtain
the transition to epileptiform hyperactivity (see Section 4.2.6.2).
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Table 4.2: Model parameters.

Symbol Description Value

Iext External input 0.35

Slow-fast structure
ε ([K]+o , w) vs. neurons 0.002
δ w vs. [K]+o 0.005

Neuronal dynamics
a 0.56 [109]
b 1.2
ce c for the pyramidal neuron 3 [109]

ci c for the GAGAbergic neuron Wild-type: 3 [109]
Epilepsy: 1.2

d 1.8

Inhibitory synapse
gGABA Maximal conductance 15
EGABA Reversal potential -2.5
kGABA Sigmoids slope parameter 20
θGABA,1 Increasing sigmoid midpoint -1
θGABA,2 Decreasing sigmoid midpoint 0.1

[K+]o dynamics
zl [K]+o -nullcline local maximum1 0.5
zr [K]+o -nullcline local minimum1 1.5
β Controls w-nullcline slope1 -13
α Controls w-nullcline intercept1 -2.6

K+ release
gK Maximal neuronal contribution 0.015
kK Sigmoid slope parameter 10
θK Sigmoid midpoint 0.6

p K+ release scaling factor Wild-type: 1
Migraine: 4

1 For the slow block, see Section 4.2.4.

4.2.2 Neuronal dynamics

We model each neuron with a two-dimensional system inspired from Hindmarsh and Rose:

dx
dt = c

(
x− x3

3 − y+ I

)
dy
dt =

x2 + dx− by+ a

c

(4.2)
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We took most parameter values from [109], except for b which we increased to shift the
fold bifurcation of limit cycles responsible for the transition to depolarization block to
larger values of I (Table 4.2). Compared to the original model [111], System (4.2) has
been modified [112] so that spike generation is mediated by a saddle-node on invariant
circle (SNIC) instead of a saddle homoclinic bifurcation (Fig. 4.3). It exhibits thus class
1 excitability.

This is consistent with the experimental input-output relationships in Fig. 2.2B, E.
They were recorded in neocortical pyramidal and fast-spiking GABAergic neurons of mice,
before or during the application of the toxin Hm1a which mimics the effect of NaV1.1
migraine mutations. It is also consistent with Figure 4 and Supplementary Figure 4
of [39], for cortical fast-spiking and regular spiking GABAergic neurons of wild-type or
heterozygous Scn1a+/- L1649Q knock-in mice.

−2

−1

0

1

2

x

A

HB
SN
SNIC

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75

I

0

100

200

300

Fr
eq

ue
nc

y

B

Figure 4.3: Dynamics of a single neuron. A. Bifurcation diagram x vs. I of System (4.2).
The black curves show families of stable (solid line) or unstable (dashed line) steady states. The
purple lines show families of stable or unstable limit cycles. HB: Hopf bifurcation, here subcritical.
SN: Saddle-node bifurcation of steady states. SNIC: saddle-node on invariant circle bifurcation.
B. Frequency of the limit cycles.

4.2.3 Inhibitory synapse

Although this model is very simplified with respect to the one developed and studied in
Chapter 3, we did not remove the GABAergic synapse from the GABAergic neuron to
the pyramidal one. This inhibitory connection is especially important in the case of the
epileptogenic mutations of NaV1.1 (see Section 4.5.2).

To keep the model as simple as possible, we decided not to use any additional synap-
tic variable or resetting rule. Instead, we scale the maximal conductance gGABA of the
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inhibitory synaptic current IGABA by a function s of the voltage:

IGABA = gGABAs(xi) (xe −EGABA) .

The function s is inspired from [113]. However, to prevent inhibition during depolariza-
tion block of the GABAergic neuron, we multiply the increasing sigmoid by a decreasing
sigmoid of larger midpoint:

s(xi) =
1

1 + e−kGABA(xi−θGABA,1)

1
1 + e−kGABA(−xi+θGABA,2)

.

4.2.4 [K+]o dynamics

To model the dynamics of the extracellular potassium, we use a two-dimensional slow-fast
block, w being slower than [K]+o :

d[K]+o
dt = w− f([K]+o ) + gtot

dw
dt = δ(−z − α+ βw)

(4.3)

where

f([K]+o ) =
([K]+o )

3

3 − 1
2 (zl + zr)([K]+o )

2 + zlzr[K]+o .

This approach is based on [105], where Hübel et al. model potassium dynamics during
SDs. They proposed to take into account buffering mechanisms taking place at even slower
timescales than the usual slow ion concentration vs. fast membrane potential separation.
See for example Figure 11 of [105].

System (4.3) is inspired by the FitzHugh–Nagumo (FHN) model [114, 115]. We wanted
to have both a low (physiological) and a high (pathological) stable steady states for [K]+o ,
with a region of bistability and a threshold effect for the transition to the high state.
System (4.3) allows us to obtain those elements (see Section 4.3) with only polynomial
terms. The idea is to reproduce the initially slow increase of [K]+o followed by a sharp rise,
which is observed experimentally at the site of CSD initiation Fig. 4.1.

4.2.5 Potassium release

In addition to synaptic inhibition (see Section 4.2.3), another key aspect we retain from
the biophysical model of Chapter 3 is the release of potassium by the neurons. Indeed,
we concluded from our experimental (Fig. 2.6) and simulation (Figs. 3.7 and 3.8) results
that activity-dependent accumulation of potassium plays a key role in CSD initiation.

We model the contribution of each neuron with a sigmoid function g of the voltage,
which appears in Eq. (4.1e):

g(x) = gK
1

1 + e−kK(x−θK)
.

The intended effect is that each action potential increments [K]+o , similarly to what we
obtained with the detailed model in Fig. 3.3C1 - C3, to model the generated fluxes of K+

ions through voltage-gated channels. It allows us to model NaV1.1 migraine mutations,
see Section 4.2.6.
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4.2.6 NaV1.1 mutations

4.2.6.1 Migraine

In our simulations of the detailed model in Chapter 3, NaV1.1 migraine mutations amplify
the net potassium efflux at each action potential of the GABAergic neuron (Fig. 3.3C1 - C3).
Based on this, we scale the term g(xi) described above by p = 4 in Eq. (4.1e) for the mi-
graine condition.

4.2.6.2 Epilepsy

In Chapter 3, both model simulations and experimental recordings on cortical slices from
Scn1a+/- mice suggest the same: NaV1.1 loss of function renders GABAergic neurons more
susceptible to depolarization block (Fig. 3.10). This hypothesis is consistent with other
recordings on Scn1a+/- mice, see for example Figure 5 of [22].

To obtain this effect in our phenomenological model, we reduce the value of the pa-
rameter c for the GABAergic neuron (parameter ci in the full system). For the default
parameter values (c = 3), the switch from repetitive firing to depolarization block occurs
through a fold of limit cycle bifurcation at I ≈ 1.52 (Fig. 4.4A1). When we decrease the
value of c to 1.2 (Fig. 4.4A2), this transition happens via a supercritical Hopf bifurcation.
Compared to the subcritical Hopf in Fig. 4.4A1, this Hopf bifurcation has been shifted to
a much lower input value: I ≈ 0.43, see the 2-parameter bifurcation diagram in the (I, c)
parameter plane in Fig. 4.4B. Note that the saddle-node bifurcations are unaffected, since
c does not influence the shape of the equilibrium branch. Reducing the value of ci in the
full system is thus a convenient way to model NaV1.1 epileptogenic mutations.

4.3 Slow block
In this section, we analyze the flow of the slow and superslow variables, [K]+o and w,
respectively. However, we do not constrain it on the critical manifold of the system,
i.e. the intersection of the nullsurfaces for xe,i and ye,i, since it is not required for the
understanding of the transition from physiological firing activity to depolarization block.
Indeed, instead of introducing the complete slow subsystem associated with the full system
Eq. (4.1), studying the slow block defined by System (4.3) is enough for this, as we will
see in Section 4.5.1. For convenience, we show again here its equations:

d[K]+o
dt = w− f([K]+o ) + gtot

dw
dt = δ(−z − α+ βw)

(4.3)

We computed the bifurcation diagram of (4.3) with respect to the parameter gtot
(Fig. 4.5), which represents the contribution of neuronal firing. The lower branch of stable
equilibria in Fig. 4.5 corresponds to physiological levels of extracellular potassium while
the upper one corresponds to pathological states. There is a range of positive values of
gtot for which the system is bistable. Fig. 4.6 depicts the phase portrait of System (4.3) for
two nearby values of gtot (solid and dashed) in this zone of bistability. At the intersection
of the nullclines, we can see the two stable equilibria and a saddle point between them,
much closer to the lower equilibria. The stable invariant manifold of this saddle acts as a
threshold: it defines the boundary between the bassins of attractions of the two attractors.
This threshold is sensitive to variations of gtot. To illustrate this effect, we plotted in purple
two trajectories from the same initial condition for the two values of gtot. Even though
they are very close, the outcome is completely different. When gtot = 0.0074, the system
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Figure 4.4: Modeling NaV1.1 epileptogenic mutations. A1. Bifurcation diagram x vs. I of
System (4.2) for the default parameter values (c = 3: wild-type condition). A2. Bifurcation dia-
gram when c is reduced to 1.2 to model NaV1.1 epilepsy mutations. The bifurcation corresponding
to the transition to depolarization block (here supercritical Hopf) occurs at a much smaller value of
I than in A1. B. 2-parameter bifurcation diagram in the (I, c) plane. At the Bautin bifurcation,
the criticality of the Hopf changes, from subcritical (like in A1) to supercritical (like in A2).

converges to the physiological equilibrium while when gtot = 0.0075 it converges to the
pathological one.

It is important to note that the term gtot = pg(xi) + g(xe) in the full system (4.1) is
not slow, since it depends on the membrane potentials xe and xi. In the time traces of the
full system shown in Fig. 4.9, we can see it oscillating rapidly compared to [K]+o and w.
Furthermore, the amplitude of the oscillations is large enough to move substantially across
the bifurcation diagram in Fig. 4.5. It can thus seem surprising to treat it as a bifurcation
parameter. However, as we will see in Section 4.5.1, we can still relate the behavior of the
full system to the analysis of the System (4.3) where gtot is a parameter, looking at the
evolution of pg(xi) + g(xe) averaged on a sliding window (blue curves in Fig. 4.9A5, B5,
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Figure 4.5: Bistability of the potassium block. Bifurcation diagram [K]+o vs. gtot of System
(4.3).

C5 and Fig. 4.12B).
The potassium block is itself a slow-fast system; its timescale separation is organized

by parameter δ. When δ is at its default value (δ = 0.005), [K]+o is faster than w. The
sensitivity of the stable manifold of the saddle is preserved even when increasing δ beyond
the point where the roles of the two variables are exchanged, w becoming faster than [K]+o .
This is for example the case for δ = 1. Regarding this aspect, having three timescales
(superslow, slow and fast) in the full system is not crucial for modeling the jump to the
high potassium state. However, we noticed that a small value of δ is necessary to obtain
an overshoot in the trace of [K]+o before convergence to the upper equilibrium. Such
an overshoot is consistent with the experimental trace of Fig. 4.1. When [K]+o is the
fast variable of the potassium block, the trajectory is almost horizontal until the cubic
nullcline, before moving down slowly along it (solid purple line in Fig. 4.6A). This shapes
the overshoot. On the other hand, when w is the fast variable, the trajectory converges to
the upper equilibrium along the w-nullcline, which does not produce any overshoot (not
shown).
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4.4 Fast layer problem
We consider now the fast layer problem, which is derived by taking the limit ε → 0 in
System (4.1):

dxe
dt = ce

(
xe −

x3
e

3 − ye + [K]+o + Iext − IGABA(xe,xi)

)
dye
dt =

x2
e + dxe − bye + a

ce

dxi
dt = ci

(
xi −

x3
i

3 − yi + [K]+o + Iext

)
dyi
dt =

x2
i + dxi − byi + a

ci

(4.4)

We are interested in the dynamics of the two neurons, which are coupled through the
inhibitory current IGABA, when the slow extracellular potassium [K]+o is treated as a
bifurcation parameter. We focus on the case where Iext = 0.35, which is the value of
external input we use in the simulations of the full system in Section 4.5. We computed
the bifurcation diagram with respect to [K]+o for ci = 3, which correspond to the wild-type
and migraine conditions (Fig. 4.7), and when ci is reduced to 1.2, to model the epilepsy
mutation (Fig. 4.8).

In both cases, the bifurcation structure of the 4-dimensional system is much richer
than that of a single neuron (Section 4.2.2 and Section 4.2.6). We find additional limit
cycle bifurcations, such as a torus bifurcation (Fig. 4.8A2) and cascades of period-doubling
bifurcations (Fig. 4.7A2 - A5 and Fig. 4.8A2) which suggest regions of chaos. There are also
isolas of limit cycles (Fig. 4.8A2), which often arise in multi-timescale systems displaying
complex oscillations [116–118]. It is not possible to give a direct biological interpretation
for each of those. The essential point is that the key features which we need to model
NaV1.1 mutations are preserved from Fig. 4.4A1 and Fig. 4.4A2.

Note that the coupling between the two neurons is unidirectional: the pyramidal neuron
has no influence on the GABAergic neuron (Fig. 4.2). The dynamics of (xi, yi) in the fast
layer problem is thus exactly the same as in the two-dimensional case of Eq. (4.2).

4.4.1 Migraine vs. wild-type condition

In Fig. 4.7, for physiological concentrations of extracellular potassium (lower branch of
equilibria in Fig. 4.5), the only stable objects are limit cycles of large amplitude, which
correspond to tonic firing of the neurons. However, a too large rise of [K]+o would provoke
the transition to depolarization block of both neurons, the only attractor left being a stable
equilibrium with high xe,i values. Compared to Fig. 4.4A1, the inhibitory current IGABA
causes subthreshold oscillations of the pyramidal neuron, between the resting potential
and tonic firing regimes. Interestingly, the period-doubling bifurcations allow for more
complex spiking patterns, with subthreshold oscillations and varied spike shapes along a
train of action potentials. This is consistent with simulations of the detailed model, see
for example the voltage traces in Fig. 3.4 (Chapter 3).

4.4.2 Epilepsy condition

In the wild-type case (Fig. 4.7), the Hopf bifurcation which occurs at a high value of [K]+o
is in fact a double Hopf [119]: the two pairs of complex conjugated eigenvalues cross the
imaginary axes of the complex plane at the same time. To model the epilepsy mutations,
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we decreased ci to 1.2 for the GABAergic neuron while keeping ci = 3 for the pyramidal
neuron. As a consequence, the double Hopf splits into two: HL at [K]+o = KL ≈ 0.482 and
HU at [K]+o = KU ≈ 1.573 (Fig. 4.8). When crossing HL from [K]+o < KL to [K]+o > KL,
the real part of one of the pairs of eigenvalue becomes negative: the branch of unstable
foci remains unstable but gains two stable directions. At HU, the branch of equilibria
stabilizes as the real part of the two other eigenvalues also becomes negative.

The bifurcation structure in the narrow region (0.477 < [K]+o < 0.483) near HL is
complicated (Fig. 4.8A2). HL gives rise to a branch of limit cycles and we found isolas,
which we computed by continuation starting from stable complex solutions obtained by
direct simulation. Both undergo cascades of period-doubling bifurcations. Before this
narrow region ([K]+o < 0.477), there is a branch of limit cycles which corresponds to
subthreshold oscillations of the pyramidal neuron and firing of the GABAergic neuron.
On the other side ([K]+o > 0.483), there is a branch of stable limit cycles for which the
pyramidal neuron spikes but the GABAergic neuron is at steady state.

In fact, we suspect that the torus bifurcation which stabilizes this branch of limit
cycles occurs at the same value of [K]+o as the Hopf bifurcation HL. Without providing
a rigorous proof, an important element appears to be the unilateral forcing from the
GABAergic neuron to the pyramidal one. For [K]+o > KL, the (xi, yi) component of the
stable limit cycles is stationary, because the dynamics of the GABAergic neuron cannot be
different than in the two-dimensional case. At HL, limit cycles of small amplitude emerge,
which are stable for (xi, yi). When the forcing IGABA onto the pyramidal neuron becomes
periodic, it must cause a qualitative change to the relaxation cycles of (xe, ye), which is
compatible with a torus bifurcation.

What interests us in this bifurcation structure is the possibility of depolarization block
of the GABAergic neuron for low concentrations of potassium, when the external input is
strong enough (here Iext = 0.35). It was not the case in the wild-type condition (Fig. 4.7).
As we mentioned before, the dynamics of (xi, yi) in the fast layer problem is unchanged
compared to Eq. (4.2). The enhanced susceptibility of the GABAergic neuron to depo-
larization block is thus achieved here in exactly the same way as in the two-dimensional
system (Fig. 4.4), namely by shifting the Hopf bifurcation for the GABAergic neuron to
lower values of potassium or external inputs (Fig. 4.4).

4.5 Full system
Finally, we examine the dynamics of the full system (4.1). We compare the configurations:
wild-type, migraine and epileptogenic mutation of NaV1.1 (see Section 4.2.6). Fig. 4.9
shows trajectories of the system in the three cases, when the neurons are stimulated with
an external input Iext = 0.35. To understand how the different responses are produced, we
look at the superimposition of the full system’s trajectories onto the bifurcation diagram
of the fast layer problem with respect to [K]+o . This procedure of slow-fast dissection is a
classical tool to study multiple-timescale systems and was introduced by J. Rinzel, see for
instance [91].

4.5.1 The route to CSD initiation

In the absence of mutation, extracellular potassium remains at low concentrations, for
which the neurons are in a firing regime (Fig. 4.9A, Fig. 4.10).

With the migraine mutations, neuronal activity releases by construction more potas-
sium (Fig. 4.9B5 vs. Fig. 4.9A5). It accumulates progressively, until a "tipping point" is
reached, resulting in an abrupt transition to the high state (Fig. 4.9B3) with a slight over-
shoot. This progression is consistent with what is measured experimentally (Fig. 4.1). As
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Figure 4.9: Trajectories of the full system (4.1). Time traces for an external input Iext =
0.35, taking as initial condition the steady state when Iext = 0. We represented in blue the firing
frequency of the neurons averaged on a sliding window of 500 time units. In the last two rows, we
plotted the contribution gtot of neuronal spiking to the extracellular potassium and the inhibitory
current IGABA (black curves), together with their average on a sliding window of 2000 time units
(blue curves). A. Wild type condition: default parameter values. B. Migraine condition: p = 4.
C. Epilepsy condition: ci = 1.2.
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[K]+o increases, the voltage traces show a good agreement with the bifurcation diagram of
the fast layer problem (Fig. 4.11). Meanwhile, the firing frequency of the neurons increases
considerably (Fig. 4.9B1, B2), similarly to simulations of the detailed model (Fig. 3.5E, F)
and experiments (Fig. 3.5A,B). Note that the frequency of the limit cycles in Fig. 4.10 is
not necessarily the firing frequency: there can be more that one full blown action potential
per period, due to period-doubling bifurcations. The switch from the spiking regime to
depolarization block of the two neurons, which indicates CSD initiation, is achieved via
a dynamic bifurcation of limit cycles. It is unclear which is the precise bifurcation re-
sponsible for this transition, since there are several branches of limit cycles in this region
(Fig. 4.7A5) and [K]+o is undergoing a relatively fast increase. The key point is that [K]+o
reaches values for which the depolarized steady state is the only attractor.

We took a closer look at the threshold between the physiological and pathological
responses. In Fig. 4.12, two very close values of p lead to either regular spiking or depo-
larization block of the neurons. We can see in the inset of Fig. 4.12A the critical moment
where the two potassium traces separate (blue and orange curves). While [K]+o builds up,
the contribution gtot of neuronal firing to [K]+o increases as well, which creates a positive
feedback loop. In the slow block gtot is a parameter, but in the full system gtot is equal to
pg(xi)+ g(xe), which is not a slow varying quantity. However, remarkably, when projected
onto the ([K]+o ,w) plane, the trajectories of the full system resemble the ones of the slow
block shown in Fig. 4.6B (purple curves). Even though gtot oscillates rapidly, our numer-
ical results suggest that its mean can be regarded as a slow quantity (Fig. 4.12B), which
can bring the system on the other side of some excitability threshold for the potassium
block. In the case where gtot is a parameter, this threshold is the stable manifold of the
saddle.

4.5.2 The route to pre-epileptic hyperactivity

With the epileptogenic mutations, the system first follows the branch of limit cycles for
which the pyramidal neuron produces subthreshold oscillations while the amplitude of the
GABAergic neuron’s action potentials diminishes (Fig. 4.13). Shortly after surpassing the
low Hopf bifurcation HL, the GABAergic neuron enters depolarization block, with a delay
due to the speed of [K]+o . This causes a drop of the inhibitory current (Fig. 4.9C2, C6).
Consequently, the pyramidal neuron starts spiking at high frequency compared to the wild-
type case (Fig. 4.13C1 vs. Fig. 4.13A1), which we interpret as pre-epileptic hyperactivity.
The limit firing frequency is almost twice as high as for the wild-type case (Fig. 4.10B
vs. Fig. 4.13B). In those particular cases, the frequency of the limit cycles corresponds
to the firing frequency, since only one action potential is emitted per period.

What exactly happens at the transition between the two phases for the pyramidal
neuron is not straightforward, as the bifurcation landscape is very intricate (Fig. 4.8A2).
One way to address this would be to study the dynamics closer to the singular limit by
reducing ε and observing which branches play a role for the full dynamics.

4.6 Discussion
In this chapter, we have designed and analyzed a reduced version of our biophysical model
(Chapter 3) of CSD initiation and epileptiform hyperactivity. We constructed this six-
dimensional system to mirror the microcircuit structure of the detailed model. Namely,
we considered two coupled idealized neurons, a pyramidal cell and a GABAergic neuron
that inhibits it, and additional variables to model the dynamics of extracellular potas-
sium, which is the most relevant ion concentration in this context. Albeit phenomeno-
logical in spirit, with mostly polynomial terms and mathematical excitable models for its
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Figure 4.10: Wild-type condition: tonic firing of the neurons. We superimposed the
trajectories of the full system shown in Fig. 4.9A onto the bifurcation diagram of the fast layer
problem (4.4) for ci = 3. A. Voltage of the pyramidal neuron xe vs. [K]+o . B. Voltage of the
GABAergic neuron xi vs. [K]+o . C. Frequency of the limit cycles. We marked in gray the final
[K]+o value of the full system trajectory.

three blocks — 2D Hindmarsh-Rose (HR) type model for each neuron, FitzHugh–Nagumo
(FHN) type model for the potassium —, this reduced model still retains salient features
of the biophysical model, in the form of the inhibitory synaptic current and the func-
tion governing potassium release. In this simpler setting, we managed to reproduce both
pathological transitions upon minimal parameter variation: one parameter for each sce-
nario. We exploited the minimal structure of the model, as well as its explicit timescales,
to identify dynamical mechanisms underpinning the two pathological transitions.

One important novelty of our model is the possibility to capture the abrupt increase
of extracellular potassium in the CSD scenario, with an overshoot at the beginning of
the depolarization block (DB) phase. To this end, we introduced a third timescale and
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Figure 4.11: Migraine condition: depolarization block of the two neurons. We super-
imposed the trajectories of the full system shown in Fig. 4.9B onto the bifurcation diagram of the
fast layer problem (4.4) for ci = 3. A. Voltage of the pyramidal neuron xe vs. [K]+o . B. Voltage
of the GABAergic neuron xi vs. [K]+o .

hence modeled the potassium dynamics with two variables, inspiring from [105]. With
this approach the potassium block is a bistable slow-fast system, whose unstable (saddle)
equilibrium organizes the transition to DB via its stable manifold. As we indicated in
Section 4.3, getting rid of the third timescale maintains the sharp transition to the high
potassium state, but without the overshoot observed in the experimental data acquired
by our partner lab. We showed that analyzing the planar potassium system, in particular
the dependence of the stable separatrix of the saddle upon constant forcing (instead of
feedback from the neurons), is enough to grasp the mechanism of CSD initiation in the
full system. We did not provide a mathematical justification for this procedure, which is
based on the averaging of the neuronal feedback terms; it could be the subject of future
work.
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In the case of NaV1.1 epileptogenic mutations, we have shown that the main ingredient
is a shift in the position of a Hopf bifurcation in the fast layer problem, obtained by
continuing in two parametric dimensions the corresponding Hopf in the GABAergic neuron
model. By varying one parameter in the full system, we reproduce the hypothesized
biophysical mechanism: the GABAergic neuron enters DB at low potassium level when
the stimulation is strong enough, hence ceasing to inhibit, which induces an increase of
the pyramidal neuron’s firing frequency.

Overall, this model is very similar in terms of its dynamical behavior to the much
larger and nonlinear biophysical model developed and studied in Chapter 3. An interesting
avenue for future work would be to exploit the results reported in this chapter to better
understand the biophysical model and possibly improve it.
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Figure 4.13: Epilepsy condition: depolarization block of the GABAergic neuron and
high firing frequency of the pyramidal neuron. We superimposed the trajectories of the
full system shown in Fig. 4.9C onto the bifurcation diagram of the fast layer problem (4.4) for
ci = 1.2. A. Voltage of the pyramidal neuron xe vs. [K]+o . B. Frequency of the limit cycles. We
marked in gray the final [K]+o value of the full system trajectory. C. Voltage of the GABAergic
neuron xi vs. [K]+o .
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Chapter 5

Conclusion

For both hemiplegic migraine and epileptogenic mutations of NaV1.1, our results suggest
the involvement of mechanisms of network hyperexcitability other than the modification
of the firing frequency of GABAergic neurons. This is noteworthy, because modifications
of firing frequency is one of the principal features investigated in pathologies of neuronal
excitability.

5.1 NaV1.1 migraine mutations
In Chapter 2, using experimental evidence based on the acute activation of NaV1.1 chan-
nels with a toxin and on the optogenetic hyperactivation of GABAergic neurons, we dis-
closed a mechanism of CSD initiation caused by FHM3 mutations. Notably, this mecha-
nism seems to be specific to the neocortex. Contrary to what has been reported for the
other types of familial hemiplegic migraine (FHM1 and FHM2), it does not involve synap-
tic transmission. Instead, our data show that the key factor for CSD initiation in this
case is a spiking-generated build-up of extracellular potassium. Those results are
consistent with the recent paper by Auffenberg et al. [39], where the authors developed
and studied a knock-in mouse model of FHM3. Migraine etiology is multifactorial, with
probably numerous different mechanisms [16]; the mechanism of CSD initiation that we
described may be implicated in other types of migraine and possibly in other pathologies
in which SDs are involved (e.g. stroke, traumatic brain injury, and subarachnoid hemor-
rhage) [13], because it could be associated not only to NaV1.1 mutations, but also to other
dysfunctions that lead to GABAergic neurons’ hyperactivity.

According to our modeling results from Chapters 2 and 3, it is not clear whether or
not the spiking-induced accumulation of extracellular potassium which causes CSD is due
to an increased firing frequency of the GABAergic neurons.

In Chapter 2, the model was still in a preliminary state and covered only the migraine
mutations of NaV1.1. Based on the experimental input-output relationship in Fig. 2.2B,
we expected persistent sodium current to cause an increase of the firing frequency of the
GABAergic neuron. It was at first not the case, and this behavior is not specific to our
model: Dahlem et al. reported reduced firing frequency when implementing FHM3 in an
Hodgkin-Huxley model with dynamic ion concentrations [94]. To obtain an effect similar
to the one in Fig. 2.2B in our model, we introduced a shift of the voltage dependence of
the activation when modeling persistent sodium current (see Section 3.2.2). This can be
justified, see e.g. [87, 88].

In Chapter 3, to obtain both migraine and epilepsy scenarios within the same frame-
work, we adapted the set of parameter values, see Table 3.3. We realized that, in this
model, even when the shift of the activation vshift,P was such that persistent sodium current
barely affects the firing frequency of the GABAergic neuron (Fig. 3.2A), CSD initiation
is still facilitated (see Figs. 3.4 to 3.6) due to the accumulation of extracellular potassium.
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We found it interesting and decided to explore this route. Moreover, as discussed in Sec-
tion 3.4.1, there are many types of GABAergic neurons and it appears that not all of them
react to persistent sodium current in the same manner: in some cases the firing frequency
is unchanged [39, 47]. To conclude, we can say that, at least in our model, the initial
progressive accumulation of extracellular potassium leading to CSD initiation
does not require an increased firing frequency of the GABAergic neuron.

5.2 NaV1.1 epileptogenic mutations
In simulations of the detailed biophysical model in Chapter 3, reduced sodium con-
ductance results in an enhanced susceptibility of GABAergic neurons to de-
polarization block, i.e. it is induced by smaller inputs. This prediction is confirmed
experimentally by recordings on Scn1a+/- mice. Based on those results, we propose that
depolarization block of GABAergic neurons is a pro-epileptic mechanism involved in the
triggering of seizures in carriers of NaV1.1 loss of function mutations, because it causes
the dysfunction of network inhibition, which is an ideal background for the genesis of
seizures. To determine whether this hypothesis is reasonable, at least two points need to
be examined: (1) In which regions of the neurons is NaV1.1 expressed? (2) Can DB of
GABAergic neurons be responsible for a collapse of the inhibition?

The consequences of the first aspect cannot be investigated within the modeling frame-
work presented here, since we only consider point neurons. It is however a relevant ques-
tion: in the case of a mostly somatic expression for example, the effect of NaV1.1 loss
of function on GABAergic inhibition is unclear. NaV1.1 was first described as having a
somato-dendritic expression throughout the brain [120–122]. However, since then, NaV1.1
expression was also observed in nodes of Ranvier and axon initial segment (AIS) in multi-
ple brain areas of adult [123] and developing [23] mice. In fact, Ogiwara et al. showed that
NaV1.1 is clustered predominantly at the axon initial segments of parvalbumin-positive
(PV+) interneurons [23], a subclass of GABAergic neurons which plays a central role in
the inhibitory restraint of epileptiform events [99].

Concerning the second aspect, both in Chapter 3 and in Chapter 4 the absence of
synaptic inhibition during depolarization block of the GABAegic neuron was an assump-
tion of the model. Experimentally, even though the answer seems rather negative, it is still
subject of discussion whether neurons release synaptic vesicles during depolarization block
[124]. However, in a recent experimental paper, Călin et al. used an optogenetic strategy
to test if depolarization block in PV+ interneurons is a significant factor for the loss of
inhibitory restraint [125]. Consistently with our hypothesis, they conclude that depolar-
ization block is a point of weakness of the synaptic inhibition and represents
a target for preventing the initiation and spread of seizure activity.

5.3 Perspectives: accuracy vs. simplicity
Further projects could go in two opposite directions. We could improve the biological
accuracy of the model, at the cost of making it even more complex. On the contrary, the
simplification of the model performed in Chapter 4 could be taken further, facilitating a
more advanced mathematical analysis. With a very basic model, we could also consider
more than two neurons: this would allow us to take into account network effects involved in
the initiation of CSDs and seizures or even to study the propagation of these phenomena.
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5.3.1 Towards more realistic models

In this work, we omitted aspects which might play an important role in the pathological
mechanisms of NaV1.1 mutations. Even though astrocytes are essential in maintaining
ion homeostasis [126], our modeling of their buffering function is oversimplified (Sec-
tion 3.2.2.4). This could be improved, using for example the framework developed in
[75]. Another element that we did not consider is cell swelling [127], which is caused by
osmotic forces when transmembrane concentration gradients change. For simplicity, we
assumed the volume of the neurons to be constant. To include volume dynamics into the
model, one could take as a basis the formalism of [128].

One way to increase the level of biological precision while keeping the model tractable
would be to focus only on NaV1.1 channels instead of modeling complete neurons with all
their transporters. A possible future work could be to model the different states of the
channels (open, close, inactivated) as Markov states like in [129], to investigate in detail
the effect of NaV1.1 FHM3 mutations on the gating dynamics.

5.3.2 Towards simpler models

5.3.2.1 Extracellular potassium dynamics

Extracellular potassium is crucial for CSD initiation. The modeling of its dynamics in
Chapter 4 is already phenomenological (Section 4.2.4). To simplify it further, we could
choose to use only one equation instead of a two-dimensional system. The minimal set up
which we need is two stable steady states separated by a threshold. It could be achieved
with an equation such as:

d[K]+o
dt = (K1 − [K]+o )([K]+o −K2)([K]+o −K3), 0 < K1 < K2 < K3.

The stable equilibrium K1 corresponds to a physiological level of potassium. An increase
above the unstable equilibrium K2, chosen closer to K1 than to K3, would cause a jump
to the pathological stable equilibrium K3. The analogous of K2 in Chapter 4 is the stable
manifold of the saddle (Fig. 4.6), which delimits the bassins of attractions of the two stable
steady states.

One drawback of this approach is that [K]+o cannot oscillate, preventing the trajectory
to the high state to exhibit an overshoot. With this simplification, we would also lose
the biological interpretation related to the slow buffering of extracellular ions of the two-
dimensional slow-fast framework [105].

5.3.2.2 Neuronal dynamics

Transition to depolarization block is at the center of the pathophysiology of migraine with
aura, and our work suggests that it might also be involved in the onset of seizures. As they
are, computationally inexpensive models such as the theta model [130] cannot reproduce
this pathological behavior. An interesting project would be to extend one of those simple
models such that the neuron enters depolarization block when excessively stimulated. The
motivation behind it is to build networks.

In the theta neuron, the transition from quiescence to repetitive firing occurs at a SNIC.
For the extension mentioned above, we would need an additional bifurcation to mediate the
transition from repetitive firing to depolarization block. The following example illustrates
this idea:

dθ
dt = (I − cos θ)(cos θ+ IDB + 1− I), θ ∈ S1. (5.1)
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A branch of stable limit cycles emerges through a SNIC at I = 1 and terminates at another
SNIC at I = IDB. If we define the voltage v = sin(θ), the branch of stable equilibria
created by the second SNIC corresponds to higher voltage values than the subthreshold
branch (Fig. 5.1).
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Figure 5.1: Depolarization block in a phase oscillator model. Bifurcation diagram sin(θ)
vs. I of Eq. (5.1) and superposition of trajectories when I slowly increases from 0 to 1.97 (A) or
to 5 (B).

In a framework similar to Eq. (5.1), if extracellular potassium participates to the input
I, a too large accumulation of this ion would cause depolarization block of the neuron
(Fig. 5.1B), reproducing the mechanism of CSD initiation and possibly CSD propagation.
To model the epilepsy condition, one could reduce the input value at which the transition
to DB occurs (here controlled by the parameter IDB). Having a SNIC as spike-terminating
bifurcation is not ideal: it means that the firing frequency tends to zero when converging
to it. This is however not too problematic in the case of CSD, since the potassium input
would not grow linearly, but instead rise relatively fast across the SNIC.
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