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Dirigée par : Anthony Mémin
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Résumé

Quantifier le bilan de masse de l’Antarctique et son impact en termes de niveau de

la mer, demande une bonne compréhension de la variabilité interannuelle ainsi que

de ces causes. Ceci est devenu plus crucial dans le cadre du réchauffement clima-

tique. Très peu d’études ont été faites sur l’influence des anomalies climatiques sur

le comportement de l’Antarctique et sur l’évaluation de leurs impacts. Les variations

de volume ou de masse de l’Antarctique sont en majorité basées sur l’altimétrie ou

la gravimétrie spatiales. Dans cette thèse, nous utilisons les données des missions

d’Envisat (2002 to 2010) et de GRACE (2002 to 2016) afin de restituer respective-

ment les variations de volume et de masse de la calotte. Nous utilisons aussi les

données issues du modèle de climat RACMO2.3p2 afin de forcer notre modèle de

compaction. Ce modèle nous permet à la fois d’évaluer la transformation de neige

en glace et de corriger les variations d’élévation mesurées par altimétrie.

Les variations de hauteur estimées par ces différentes techniques sont en bon

accord les unes avec les autres, particulièrement en Antarctique de l’Ouest, sur la

Péninsule et le long de la côte de l’Antarctique de l’Est. Les variations interannuelles

sont extraites en utilisant un modèle de décomposition modale empirique (emd).

Une étude par moindre carré met en évidence un signal de périodicité proche de 4

ans sur les données issues de l’altimétrie, de la gravimétrie et du modèle RACMO.

Ceci semble indiquer une influence de phénomène El Niño, lequel influe sur différents

paramètres comme le transport de l’humidité, la température de surface de l’océan,

les précipitations autour de l’Antarctique en alternant des périodes froides et des

périodes chaudes. Mais d’autres oscillations semi-périodiques peuvent aussi avoir

un impact sur la variabilité Antarctique. Citons l’Amundsen Sea Low (ASL) ou le

Southern Annular mode (SAM).

Une analyse en composante principale combinant nos trois estimations de hau-

teur met en évidence des structures similaires. Les anomalies de hauteur semblent

circuler dans le sens des aiguilles d’une montre de Coasts Land (CL) vers Pine Is-

land (PIG) en passant par Dronning Maud Land (DML) et Wilkes Land (WL) à

une période comprise entre 6 et 8 ans. Ceci suggère une anomalie climatique due à

l’onde circumpolaire (ACW) qui se propage à travers l’océan austral en 8 à 10 ans.

En résumé, la variabilité interannuelle du bilan de masse Antarctique est modulée



par différentes anomalies climatiques.

Mots clés : Calotte polaire de l’Antarctique, GRACE, Envisat, RACMO2.3p2,

modèle de compaction, oscillation australe et onde circumpolaire



Abstract

Quantifying the mass balance of the Antarctic Ice Sheet (AIS), and the resulting

sea level rise, requires an understanding of inter-annual variability and associated

causal mechanisms. This has become more complex and challenging in the back-

drop of global climate change. Very few studies have been exploring the influence of

climate anomalies on the AIS and only a vague estimate of its impact is available.

Usually changes to the ice sheet are quantified using observations from space-borne

altimetry and gravimetry missions. In this study, we use data from Envisat (2002 to

2010) and Gravity Recovery and Climate Experiment (GRACE) (2002 to 2016) mis-

sions to estimate monthly elevation changes and mass changes, respectively. Similar

estimates of the changes are made using weather variables (surface mass balance

(SMB) and temperature) from a regional climate model (RACMO2.3p2) as inputs

to a firn compaction (FC) model. Using the firn compaction model we were able to

model the transformation of snow into glacial ice and hence estimate changes in the

elevation of the ice sheet using climate parameters.

Elevation changes estimated from different techniques are in good agreement

with each other across the AIS especially in West Antarctica, Antarctic Peninsula,

and along the coasts of East Antarctica. Inter-annual height change patterns are

then extracted using for the first time an empirical mode decomposition followed by

a reconstruction of modes. These signal on applying least square method revealed

a sub-4-year periodic signal in the all the three distinct height change patterns.

This was indicative of the influence of the El Niño Southern Oscillation (ENSO),

a climate anomaly that alters, among other parameters, moisture transport, sea

surface temperature, precipitation, in and around the AIS at similar frequency by

alternating between warm and cold conditions. But there existed altering periodic

behavior among inter annual height change patterns in the Antarctic Pacific (AP)

sector which was found possibly by the influence of multiple climate drivers, like the

Amundsen Sea Low (ASL) and the Southern Annular Mode (SAM).

A combined analysis of the three distinct estimates using a PCA (principal com-

ponent analysis) along the coast revealed similar findings. Height change anomaly

also appears to traverse eastwards from Coats Land to Pine Island Glacier (PIG)

regions passing through Dronning Maud Land (DML) and Wilkes Land (WL) in 6

to 8 years. This is indicative of climate anomaly traversal due to the Antarctic Cir-

cumpolar Wave (ACW) which propagates anomalies through the Southern Ocean

in 8 to 10 years. Altogether, inter-annual variability in the SMB of the AIS is found



to be modulated by multiple competing climate anomalies.

Keywords: Antarctic Ice Sheet; GRACE; Envisat; RACMO2.3p2; firn

compaction model; ENSO; ACW
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Chapter 1

Introduction

“Climate change” is the most sought-after global issue at present since the middle

of the 20th century. According to the Intergovernmental Panel on Climate Change

(IPCC), changes in the climate over long time periods are identified and described

using statistical tests like mean and variations in the properties of the climate sys-

tem. Changes in the composition of atmosphere or lithosphere due to modulations

in solar cycle, volcanic eruptions, etc. too can cause climate change. Acoording to

the United Nations Framework Convention on Climate Change (UNFCCC), in its

Article 1, climate change is a change of climate which is then attributed directly or

indirectly to human activity which alters the composition of the global atmosphere

alongside the natural climate variability observed over comparable time-periods.

Hence, the UNFCCC makes a distinction between climate change attributable to

human made activities modifying the atmospheric composition and climate variabil-

ity attributable to natural causes [Pachauri et al., 2014].

1.1 Climate change scenario

At present all parts of the world experience more frequent occurrences of extreme

climatic events. This includes experiencing heat waves, flash floods, storms, cy-

clones, wildfires, etc. of higher intensity which were less frequent in the past decades

[Masson-Delmotte et al., 2021].

Human activities like deforestation and burning fossil fuels releases are major

contributors in releasing carbon dioxide (CO2), a major greenhouse gas alongside

natural contributions from volcanic eruptions and respiration. Apart from CO2,

methane (CH4) from livestock is 28 times more potent in warming the atmosphere

and is the primary agricultural source of greenhouse gases worldwide. Human activ-

ities have raised atmospheric concentrations of CO2 by 48% above pre-industrial lev-

els found in 1850. This rise is more than what had happened naturally over a 20,000-

year period (from 185 ppm during the Last Glacial Maximum to 280 ppm in 1850).
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Atmospheric CO2 levels measured at Mauna Loa Observatory, Hawaii presently

clocks 417 ppm in June 2021. Nineteen of the warmest years have occurred since

2000, except for 1998. The year 2020 tied with 2016 for the warmest year on record

since record-keeping began in 1880. Indirect measurements of CO2 concentration

reconstructed from ice cores is given in figure 1.1 [ https://climate.nasa.gov/vital-

signs/carbon-dioxide/].

Figure 1.1: CO2 concentration reconstructed from ice cores. Thousands of years
before today (0 = 1950) in x axis. Credit: NOAA.

The biggest impact of these changes will happen to the cold regions of Earth

which are often referred to as the Cryosphere. Figure 1.2 gives a glimpse of changes

happening at one of the cold regions.

These images depict the cracking and decrease of floating ice between 2001 and

2019. Ice flowing into the sea from Thwaites have increased in the last decades caus-

ing sea level rise. The 2001 image was taken with the Enhanced Thematic Mapper

(ETM) Plus instrument on Landsat 7. The 2019 image was taken with the Opera-

tional Land Imager (OLI) on the Landsat 8 satellite [https://earthobservatory.nasa-

.gov/images/146247/thwaites-glacier-transformed].
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Figure 1.2: Fracture and loss of ice tongue in Thwaites Glacier, West Antarctica.
Images taken on (a) December 2, 2001 and (b) December 28, 2019. Credit: NASA’s
Earth Observatory.

Role of the cryosphere

The cryosphere refers to the frozen water part of the Earth system. These are places

on Earth that are so cold that, water gets frozen into solid state (ice or snow) for

at least part of the year and temperature drops below 0◦ C. The term “cryosphere”

has its origin from the Greek word “krios”, which means cold.

Continental ice sheets covering Antarctica and Greenland constitute major por-

tion of the cryosphere (figure 1.3). Other forms of cryosphere on land include ice

caps, glaciers, and areas with snow and permafrost. Ice flows from continental ice

sheets to the sea due to their geometry to form ice shelves. Ocean surrounding

Antarctica and the Arctic too freeze to become a part of the cryosphere and is re-

ferred as sea ice. Rivers and lakes which freezes during winters also gets included as

cryosphere.

These cryosphere components has an important role to play in our planet’s cli-

mate. Due to their high albedo values, snow and ice reflects radiation from the

sun to regulate the temperature. Polar regions, the major constituent of cryosphere

being most sensitive to climate shifts, experience changes first hand and serve as an

important indicator of these global changes.

1.2 Antarctica

Antarctica apart being the southernmost continent is the driest, windiest, cold-

est and iciest continent on our planet. Nearly 98% of the total land surface area

(14.2 million square km) is covered by ice with varying thickness. The name of the
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Figure 1.3: Greenland and Antarctic ice sheets, constituting 99% of the freshwater
ice on Earth. Credit: NSIDC

continent literally means ”opposite to Arctic” and also geographically lays almost

concentrically around the South Pole. Surrounded by the ocean on all sides, the con-

tinent and its ice sheet experience a unique climate. Figure 1.4 gives an overview of

the continent which holds a lot of superlatives.

1.2.1 Geography

The continent is divided into East Antarctica, West Antarctica and Antarctic Penin-

sula. East Antarctica is largely composed of a high ice-covered plateau whereas West

Antarctica is largely an ice sheet covering an archipelago of mountainous islands.

The extended Antarctic Peninsula region along with the Ross Sea and the Weddell

Sea stops Antarctica from being circular. The Ross Sea and the Weddell Sea in the

south of Pacific and Atlantic oceans respectively, plays a role in dividing the con-

tinent into two unequal parts, namely East and West Antarctica. East Antarctica

being the bigger among the two. These regions are separated by the Transantarctic

Mountains running west of the Ross Ice Shelf, reaching up to the Antarctic Penin-

sula.

The Antarctic ice sheet contains close to 30 million cubic km of ice, which trans-

form to about 90% and 80% of the world’s ice and freshwater respectively. Statis-

tically, the average thickness of ice sheet would be greater than 2000 meters and it

goes lower only at regions along the coasts or in ice shelves. Ice thickness reaches

upto a maximum of 4000 m in the interiors of the AIS [Fretwell et al., 2013] that
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Figure 1.4: Map of Antarctica [adapted from Lightenberg 2014 thesis]. The color
gradient represents the surface elevation of the grounded ice sheet, in meters above
sea level (m a.s.l.). Grey regions indicate floating ice shelves and the thin black
line shows the grounding line (GL) that marks the boundary between grounded and
floating ice. Names indicate major regions of the ice sheet (bold black), oceanic
subareas (blue) and other notable features (oblique black), such as Larsen C Ice
Shelf (LCIS), Filchner-Ronne Ice Shelf (FRIS), Amery Ice Shelf (AmIS) and Ross
Ice Shelf (RIS). The solid red line represents the upper boundary of the region where
annual surface melt occurs (greater than 2 mm water equivalent (w.e.) per year melt
during 1979–2011 period [Lenaerts et al., 2012]).

flows towards the coast, driven by internal deformation and sliding [Bamber et al.,

2000]. Along 75% of the coast, the ice flows into the ocean to form large floating

ice shelves, that buttress their feeding ice streams [Scambos et al., 2004; Rignot et

al., 2004]. These ice shelves cover majority of the Ross and Weddell seas are called

the Ross Ice Shelf and the Filchner-Ronne Ice Shelf, respectively. These along with

glaciers, ice sheets feed ice into the ocean through discharge or by calving all along

the coast.

Marine resources and richness attracted early people to Antarctica until the
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middle of 20th century. Later Antarctica emerged as a major destination for science

enthusiasts across the seasons since the International Geophysical Year (IGY) in

1957–58. The Antarctic Treaty was signed on December 1, 1959 by the active

countries to preserve the continent for non military scientific pursuits. Antarctic

Treaty Area sets aside region south of 60◦ S latitude as Antarctic region. All kind of

science including geology, geophysics, glaciology, biology, geochemistry, etc. thrived

in the Antarctica. Initial studies used ground based instruments to explore its

features whereas satellites and remote sensing techniques emerged as key contributor

later.

1.2.2 Climate

Antarctic experience a very unique weather and climate which undergo both spatial

and temporal variations. There is automatic weather station (AWS) since the first

polar year and in situ measurements along the coasts. But the continent is very large

so that these measurements are not enough to represent accuratelty the processes

at play. Since the 1970s spaceborne techniques allow a global and synoptic vision

of the continent and which later lead to the first models. However, some climate

parameters like instantaneous accumulation, wind intensity, snow density, etc can-

not be measured from space. The average annual 2-m temperature on Antarctica is

−37◦C makes it the coldest continent[Lenaerts, 2013] and the majority of the AIS

temperatures remain below freezing at any time of the year. Temperatures during

winter go down up to −89.2◦C in the high inland ice sheet and records up to −60◦C

near sea level. Temperatures vary spatially as regions closer to the sea experience

higher temperatures. Antarctic Peninsula experience higher temperatures compar-

atively in summer and winter. Average winter temperatures near the coast stay

between −20 and −30◦C whereas it goes down between −40 and −70◦C in the in-

teriors. Similarly in summer, it is 0◦C near the coast and between −20 and −35◦C

in the interiors. Surface melt occurs regularly on the bordering ice shelves and in

the Antarctic Peninsula, during austral summer (red line in figure 1.4). Global

warming has its influence on AIS too as winter temperatures have risen in Antarctic

Peninsula and close by regions. It has also driven changes including disintegration

of the Larsen Ice Shelf [Lemke et al., 2007]. The steep coastal areas have abundant

precipitation and is wetter in comparison, even though it is smaller in area.

Due to its low temperatures, concentration of water vapor in the Antarctic at-

mosphere is too low and consequentially very little precipitation. Precipitation rate

too varies spatially as it varies between few ten millimeters per year in the inlands

to few hundred millimeters per year near the coasts. Especially the ice sheet interior

is very dry, receiving only ∼10 mm of snow annually [Scambos et al., 2012; Lenaerts
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et al., 2012a]. The steep coastal areas, where orographic precipitation is more abun-

dant, are wetter, although these are relatively small in area compared to the ice

sheet interior. Low concentration of water vapor in the atmosphere, also helps in

losing heat. An illustration of relevant climate processes on the AIS is shown in

figure 1.5.

Figure 1.5: Illustration of all relevant climate processes on the AIS. Adpated from
Leanaerts et al., [2019].

Antarctica is also subject to fierce winds especially along coastal regions. These

winds in East Antarctica flows down the steep slopes from the interior highlands to

be called katabatic winds. They even carry loose snow if turbulent and a velocity

greater than the critical density. On steeper slopes and in confluence areas, wind

speeds are higher, with the highest annual average near-surface wind speeds on Earth

(greater than 20 m/s) occurring in the coastal areas of Adélie Land, East Antarctica

[Mawson, 1915; Wendler et al., 1997; Lenaerts et al., 2012b]. In other regions, winds

are pleasant and mean velocities ranging between 4 meters per second and 8 meters

per second during summer and winter, respectively.

Major factor determining Antarctic climate is the 23.5◦ axial tilt of Earth to

its annual plane of orbit around the Sun. This allows polar regions to have long

winter nights as well as long summer days as seasons vary. During winter, the ocean

surrounding the continent freezes and isolates itself from oceanic heat. Outgoing ter-

restrial radiation greatly exceeds radiation absorbed allowing strong surface cooling

too. There is also exchange of atmospheric heat from the southern Atlantic, Pacific,

and Indian oceans to Antarctica aided by winds circumnavigating the continent.
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This is also brings precipitation to the continent.

1.2.3 Antarctic ice sheet

An ice sheet is defined as large mass of land ice extending more than 50000 square

kilometers. The two major ice sheets on Earth today cover most of Greenland and

Antarctica (figure 1.3). During the last glacial maximum (LGM), around 20000

years ago, ice sheets also covered much of North America and Scandinavia. An ice

sheet forms through the accumulation of snowfall, when annual snowfall exceeds

annual snowmelt. Over a large period of time, multi year snow builds up to form

a thick sheet of ice and covering large area. Ice or snow on the top deforms the

material in the bottom and forces it to flow.

The shape of the ice sheet is controlled by the equilibrium between snowfall and

ice flow [Paterson, 1994]. Every year, few centimeters of fresh snow accumulate in

the interior and a few tens of centimeters fall near the coast in the AIS [Vaughn

et al., 1999]. This new snow weighs approximately 2200 Gigatons each year and is

equivalent to 6 mm of global sea level rise. Small imbalances in this process may

therefore contribute to significant changes to global mean sea level. The snow at the

surface gets buried by each new snowfall event. The buried snow turns into ice over

a long period of time and later flows down very slowly toward the coasts. Ice sheets

undergo calving along the coasts. But, some portion of snow melts in between two

accumulation periods. This forces the fluffy powder snow to become hard round

ice pellets which is later buried when the new snow falls. This continues year after

year forcing the material at the bottom to densify due to stress and cold conditions.

Over time and depth, it becomes solid ice. Later this ice mass moves influenced by

its weight and position.

Ice velocity component is very low in the center of the ice sheets (less than

1 m/yr). This can go up to 100 m/yr near the coastal regions. Therefore, ice

sheets tend to be keepers of valuable climate records as it takes several hundreds of

thousands years for the snow falling in the center to reach the sea. For instance, the

climatic history of 800,000 years was recovered from the EPICA depth ice core at

Dome C [Jouzel et al., 2007].

90% of all land ice present on Earth is in the AIS and contains approximately

26.5 million cubic kilometers of ice [Fretwell et al., 2013], which is equivalent to 58.3

m of eustatic sea level rise (SLR). Whereas the remaining 10% of frozen freshwater

is found in Greenland (7.4 m of eustatic SLR) [Bamber et al., 2013] and in smaller

ice fields and glaciers (0.31–0.53 m of eustatic SLR), such as Alaska, Svalbard,

Patagonia, the Himalaya and the Canadian Archipelago [Huss and Farinotti, 2012;

Grinsted, 2013; Radi´c et al., 2014; Stocker, 2013].
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In Antarctica, the ice shelves that fringe the AIS (grey areas in figure 1.4) are

typically a kilometer to a few hundred meters thick [Pritchard et al., 2012], although

only almost 10% of their mass is above sea level due to the ∼ 9/10 relation between

the density of glacier ice (∼ 917 kg m–3) and sea water (∼ 1032 kg m–3). Many

ice shelves along the Antarctic coast are relatively similar in size (∼ 10000 square

kilometers), although two large ice shelves stand out in figure 1.4; the Ross Ice

Shelf (RIS) and Filchner-Ronne Ice Shelf (FRIS), each approximately 500000 square

kilometers [Rignot et al., 2013]. Along the EAIS coast between 40 – 170 ◦E, less ice

shelves are present.

In order to better understand, model or predict the ice sheet evolution, we need

to better understand climatic and dynamic processes which control them.

1.2.4 Ice sheet processes & mass balance

The main mechanisms acting on the geometry of Antarctica and the various asso-

ciated reaction times is represented in figure 1.6. Ice sheet processes time scales

ranges between periods less than 1 year to periods greater than few hundred thou-

sand years. Therefore, variations in the ice sheet volume at present may be due to

climate changes at present or during the last 100,000 years. Processes like surface

melting, snow precipitation, snow drift, sublimation or melt-refreeze phenomena un-

der ice shelves react almost instantly to climate variation. On the other hand, rivers

of ice (ice stream), outfall glaciers or platform dynamics, sea level rise occur a little

more slowly, around 10 to 10000 years after the disturbance. Apart from these two

types of processes, flow of the ice, the temperature at the base of the cap or the

isostasy have very long reaction times, of the order greater than 10000 years.

Of these different types of processes, snow accumulation is the only process which

leads to a gain of mass for the ice sheet. Accumulation is the largest component

among various processes at the surface. Processes like snow melting, drift, sublima-

tion, ice flow, ice stream, lead to a mass loss for the ice sheet at different time scales.

Isostasy which takes few hundred thousand years to reflect refers to the response of

the solid Earth to any changes in the ice sheets. It is the term for deformation of

the Earth when subjected to forces or to changes in surface loads as our planet is

not a rigid body. The nature of this deformation depends largely on the time scale,

magnitude, and wavelength of the deforming force or load.

Observations of changes (positive or negative) we make on the ice sheet can be

due to any of these processes or a combination of multiple processes. Therefore, a

proper understanding of these processes and their properties is important to decode

the observations and changes we find on the AIS. Let’s see how changes happen to
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Figure 1.6: Ice sheet mechanisms and and their corresponding time-scale. Adapted
from [Remy & Frezzotti, 2006, Remy & Parouty, 2009].

an ice sheet and how it is being quantified and monitored.

Mass balance

A mass balance or material balance, in other words, applies the law of conservation

of mass to the analysis of a physical system. It accounts for material or mass

entering the system and mass leaving the system. It needs to identify every mass

flows happening in the system to have an accurate estimate. Applications of the law

of mass conservation varies depending on the nature of the system, but the motto

remains to be “matter cannot be created or destroyed”.

For an ice sheet, mass balance refers to the net balance between the mass gained

and mass lost over a period of time. Mass gain can be due to processes like snow

accumulation whereas mass is lost majorly through melting and calving. A positive

mass balance indicate the ice sheet is gaining mass as it gained more through accu-

mulation compared to what it lost through calving and melting and vice versa. A

negative mass balance directly contributes to a rise in global mean sea level (GMSL).

Therefore, it is important, under a warming climate, to have accurate estimates of

the mass balance of ice sheets.

In simpler terms, mass balance of an ice sheet (MB) can be expressed as,
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MB = SMB + ID (1.1)

where SMB refers to surface mass balance which is usually positive for the AIS

and is reflective of the mass input at the surface whereas ID refers to ice discharge

generally a negative value representing mass loss majorly at the edges. This method

is often referred as the input-output method (IOM) or the mass budget method

[Rignot et al., 2008]. But both surface mass balance and ice discharge in the AIS

are large quantities with large uncertainties, which implies that it is difficult to

accurately capture the much smaller difference between the two to make a robust

estimate of the mass balance. SMB which is the net mass input of an ice sheet can

be expressed as,

SMB = P–SUs–SUds–ERds–RU (1.2)

where P represents precipitation both solid and liquid, SUs and SUds are respec-

tively sublimation of surface snow and drifting snow. ERds is erosion of drifting snow

and RU stands for runoff of meltwater [Lenaerts et al., 2012a]. Precipitation is the

largest component of the Antarctic SMB and mainly falls as snow on the ice sheet.

Sublimation of surface and drifting snow, as well as drifting snow erosion, removes

part of the newly accumulated snow. Whereas meltwater happens when snow melts

at the surface. But meltwater will percolate into the snow where it refreezes as ice.

If enough snow melts, the pore space gets saturated and meltwater can eventually

run off into the ocean. In Antarctica, surface runoff is small as almost all meltwater

refreezes locally [Ettema et al., 2009; Van Angelen et al., 2013].

Mass output from the AIS is in the form of discharge of solid ice into the ocean.

The boundary between grounded and floating ice is called the grounding line and is

often used as ’gate’ where the discharge of grounded ice is calculated [Rignot et al.,

2011a]. When the ice passes the grounding line, it forms floating ice shelves. These

ice shelves lose their mass to the ocean by two processes that are more or less equal

in magnitude. It may be as iceberg calving at the front of the ice shelf and basal

melting at the bottom of the ice shelf that is in contact with the relatively warm

ocean water [Depoorter et al., 2013; Rignot et al., 2013].

Until early 1990s, the mass balance of large ice sheets like Greenland and Antarc-

tica was poorly known due to its remoteness and size. It was often quantified as a

residual in the budget of oceanic mass and sea level change. But recent developments

in remote sensing techniques and regional climate modelling have made resolving

of the ice sheet mass balance components possible at a near-annual timescale [Van

den Broeke et al., 2011]. Spaceborne geodetic techniques were available since 2000s

to measure the changes in mass and volume of ice sheet, such as the dual-satellite
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mission named Gravity Recovery and Climate Experiment (GRACE) and satellite

altimetry mission including two kinds of sensor, radar and laser. Thus there are

three widely used methods are the mass budget method [e.g. Rignot et al., 2008],

the volumetric method [e.g. Davis et al.,2005] and the gravimetric method [e.g.

Velicogna and Wahr, 2006].

In the mass budget method, both the mass input to and mass output from

the ice sheet are calculated separately and the difference gives the mass balance of

the ice sheet (Equation 1.1). Evolution of climate models and input derived from

various satellite products helped in deriving the mass input. The SMB is taken as

the input mass to the ice sheet, which is either estimated from in-situ observations

interpolated with a satellite derived background field [Vaughan et al., 1999; Arthern

et al., 2006] or simulated with a climate model [Van de Berg et al., 2006; Lenaerts et

al., 2012a]. In Antarctica, the SMB is mainly driven by precipitation in the form of

snowfall. Other SMB components include rainfall, sublimation, drifting snow erosion

and runoff, but are smaller in magnitude to precipitation. Ice discharge is the mass

lost and is calculated as the amount of ice that flows over the grounding line, given

by the vertically averaged ice velocity multiplied by the ice thickness. Ice velocities

are obtained from differencing radar satellite images (SAR Interferometry) [Rignot

et al., 2011b], while ice thickness is deduced from either the floatation criterium at

the grounding line [Rignot et al., 2011c] or direct observations using ice penetrating

radar from airplanes [Li et al., 2013; Rignot et al., 2013].

The volumetric method relies on satellite altimetry (radar and laser) observations

to measure surface elevation changes with time [Davis et al., 2005; Wingham et al.,

2006; Pritchard et al., 2009]. These changes in surface elevation provide a change

in volume, which can be converted into an ice mass change if the density at which

the elevation change occurs is known. Surface elevation changes can also be caused

by other processes, such as bedrock movement due to changes in ice loading (glacial

isostatic adjustment) [Peltier, 2004; Spada et al., 2011; Whitehouse et al., 2012],

SMB changes [Horwath et al., 2012], firn densification changes (Helsen et al. [2008]

and Ligtenberg 2014). On ice shelves, changes in sea level can cause surface elevation

changes [Pritchard et al. [2012]. Therefore, to extract ice sheet mass balance from

surface elevation measurements, multiple corrections have to be applied depending

on the processes likely to be influencing the measurements.

In the gravimetric method, direct measurements of the mass changes are made

by observing the changes in the Earth’s gravity field with the GRACE tandem

satellites. To extract ice sheet mass balance from GRACE measurements, all other

mass changes in the surrounding environment has to be taken into consideration.

This include majorly glacial isostatic adjustment (GIA), ocean tides, atmospheric

variations, etc. It is important to explicitly distinguish the different processes, as
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densities vary largely between bedrock (∼3500 kg m–3), ocean water (∼1032 kg

m–3), ice (∼917 kg m–3) and snow (∼350 kg m–3) [Riva et al., 2009]. Even though

this method gives most direct measure of the mass changes compared to other two

in principle, it has a relatively coarse spatial resolution (∼250 km) of the GRACE

satellite and is largely subject to leakage effect.

Each of the three techniques rely on differing satellite observations and differing

corrections for surface processes to get the right interpretation from the estimated

ice sheet mass changes. Interestingly another approach named joint inversion esti-

mate (JIE) has evolved with aim of reducing the uncertainty of GIA. This method

combines multiple geodetic data as we lack climatological and geophysical data to

constrain the glacial history and visco-elastic Earth structure. Table 1.1 summarizes

trends of mass change over the Antarctic ice sheet (AIS) published in the last two

decades [Gao et al., 2019]. This also include reconciled estimates (RE) of ice-sheet

mass change computed as the mean of the technique dependent values available

at each epoch [Shepherd et al., 2018]. Large differences exist among published es-

timates within a range of the total mass change from -252 to 112 Gt/yr. But it

clearly indicates the reduced disparity in mass change trends while using JIE or RE

compared to using a single method.

Table 1.1: The trends of mass change over the Antarctic ice sheet (AIS) published
in the last two decades [Gao et al., 2019].

Method Time period Trend (Gt/yr) Reference

IOM 1995-2000 -26 ± 27 Rignot & Thomas [2002]

IOM

1996 -112 ± 91

2000 -138 ± 92 Rignot et al. [2008]

2006 -196 ± 92

IOM 1992-2009 -83 ± 91 Rignot et al. [2011]

IOM 2003-2009 -105 ± 59 Gardner et al. [2013]

IOM

1979-1990 -40 ± 9

1989-2000 -50 ± 14 Rignot et al. [2019]

1999-2009 -166 ± 18

2009-2017 -252 ± 26

Radar 1992–1996 -60 ± 76 Wingham et al. [1998]

Radar 1992–2001 -31 ± 12 Zwally et al. [2005]

Radar 1992–2003 27 ± 29 Wingham et al. [2006]

Radar 1995–2003 25 ± 14 Helsen et al. [2008]

Radar 1992–2001 -31 ± 12 Zwally & Giovinetto [2011]

Radar 2010–2013 -159 ± 48 McMillan et al. [2014]
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Radar 2011–2014 -129 ± 83 Helm et al. [2014]

Radar 1992–2001 112 ± 61 Zwally et al. [2015]

Laser 2003–2007 98 Gunter et al. [2009]

Laser 2003–2008 -78 ± 5 Shi et al. [2011]

Laser 2003–2009 -6 ± 10 Gardner et al. [2013]

Laser 2003–2009 -60 ± 44 Helm et al. [2014]

Laser 2003–2009 -126 ± 20 Groh et al. [2014]

Laser 2003–2008 82 ± 25 Zwally et al. [2015]

Laser 2003–2008 -44 ± 21 Li et al. [2016]

Radar & Laser
1992–2017 -85 ± 16

2010–2017 -137 ± 25 Schröder et al. [2019]

GRACE 2002–2005 -139 ± 73 Velicogna and Wahr [2006]

GRACE 2002–2005 -40 ± 36 Ramillien et al. [2006]

GRACE 2002–2006 -150 ± 73 Moore and King [2008]

GRACE 2003–2007 -74 Gunter et al. [2009]

GRACE

2002–2009 -143 ± 73

2002–2006 -104 Velicogna [2009]

2006–2009 -246

GRACE 2002–2009 -190 ± 77 Chen et al. [2009]

GRACE 2002–2008 -109 ± 48 Horwath and Dietrich [2009]

GRACE 2002–2007 -78 ± 37 Yang et al. [2009]

GRACE 2003–2008 -198 ± 22 Cazenave et al. [2009]

GRACE 2002–2008 -91 Zhu et al. [2009]

GRACE 2002–2010 -82 ± 29 Jia et al. [2011]

GRACE 2002–2010 -69 ± 18 King et al. [2012]

GRACE 2003–2010 -165 ± 72 Jacob et al. [2012]

GRACE 2002–2010 -80 Luo et al. [2012]

GRACE 2006–2011 -211 ± 75 Tang et al. [2012]

GRACE 2003–2011 -83 ± 36 Barletta et al. [2013]

GRACE 2003–2012 -57 ± 34 Ivins et al. [2013]

GRACE 2003–2010 -81 ± 26 Luthcke et al. [2013]

GRACE
2003–2012 -83 ± 49

2003–2012 -147 ± 80 Velicogna and Wahr [2013]

GRACE 2004–2012 -196 ± 21 Ju et al. [2013]

GRACE 2003–2012 -107 ± 30 Groh et al. [2014]

GRACE 2003–2012 -58 ± 16 Williams et al. [2014]

GRACE
2003–2013 -171 ± 22
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2003–2010 -156 ± 24 Schrama et al. [2014]

GRACE 2003–2014 -92 ± 10 Harig and Simons [2015]

GRACE 2003–2013 0 -81 ± 27 Gao et al. [2015]

GRACE 2003–2012 -107 ± 34 Mu et al. [2017]

JIE 2002–2008 -87 ± 43 Wu et al. [2010]

JIE 2002–2013 -114 ± 23 Sasgen et al. [2013]

JIE 2003–2010 -47 ± 35 Mémin et al. [2014]

JIE 2003–2009 -100 ± 44 Gunter et al. [2014]

JIE 2003–2009 -67 ± 55 Gao et al. [2016]

JIE 2003–2013 -84 ± 22 Mart́ın-Español et al. [2016]

JIE 2002–2015 -95 ± 50 Forsberg et al. [2017]

JIE

1993–2000 -156 ± 22

2000–2005 -20 ± 41 Talpe et al. [2017]

2005–2013 -103 ± 20

JIE 2003–2009 -46 ± 43 Zhang et al. [2017]

JIE 2003–2016 -141 ± 27 Sasgen et al. [2017]

RE

1992–2011 -71 ± 53

1992–2000 -48 ± 65

1993–2003 -71 ± 61 Shepherd et al. [2012]

2000–2011 -87 ± 43

2005–2010 -81 ± 37

RE

1992–1997 -49 ± 67

1997–2002 -38 ± 64

2007–2012 -160 ± 50 Shepherd et al. [2018]

2012–2017 -219 ± 43

1992–2011 -76 ± 59

1992–2017 -109 ± 56

Other than RE estimates of ice sheet mass changes for the whole AIS, Shepherd

et al. [2018] also discussed differences in ice sheet mass change trends in different

regions of the AIS. Figure 1.7 gives a glimpse of ice mass change trends for the West

Antarctica, the East Antarctica, the Antarctic Peninsula and the whole AIS. Clearly

West Antarctica is driving the overall decrease of mass in Antarctica with a rate

accelerating since 2005.

Table 1.2 summarizes the table 1.1 and figure 1.7. It gives a clear picture on ice

mass change trends and associated uncertainty in the estimate for each region and

for each method employed.
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Figure 1.7: Cumulative estimates of Antarctic ice sheet mass change. The solid lines
representing cumulative ice-sheet mass changes are determined from the integral of
monthly measurement class averages for each ice sheet. The estimated 1σ uncer-
tainty of the cumulative change is shaded. The dashed lines represent the results of
a previous assessment made by Shepherd et al. [2012].

Table 1.2: Mass balance estimates of the AIS aggregated from satellite altimetry,
gravimetry and the input–output method. The data were averaged over the period
2003–2010 [Shepherd et al., 2018]. The arithmetic mean of each individual result
is also shown for the given regions, along with the combined imbalance of the AIS,
calculated as the sum of estimates from the constituent regions.

Region Altimetry mass

balance (Gt/yr)

Gravimetry

mass balance

(Gt/yr)

Mass budget

mass balance

(Gt/yr)

Average mass

balance (Gt/yr)

EAIS 37 ± 18 47 ± 18 -35 ± 65 15 ± 41

WAIS -70 ± 8 -101 ± 9 -115 ± 43 -93 ± 26

APIS -10 ± 9 -23 ± 5 -51 ± 24 -27 ± 15

AIS -43 ± 21 -76 ± 20 -201 ± 82 -105 ± 51

Even when the techniques vary largely, the results reveal significant mass losses

in ice sheets, caused by the acceleration of marine-terminating glaciers in coastal

West Antarctica. East Antarctica is also seen to have a slight positive mass balance

and to gain mass. But the mass balance for the whole AIS is expected to be close

to -105 ± 51 Gt/yr. for the period 1992–2017.
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1.2.5 Inter-annual variability

Long term mass change trends differ by huge masses between time scales even though

the methodology adopted remains almost the same. This can be due to improve-

ments in estimating mass changes from various observations, better corrections for

surface processes, and occurrence of inter-annual climate processes. The influence

of the first two reasons can be appreciated and quantified in the process whereas

the influence of inter-annual climate process remains largely unanswered.

It is important to have the updated knowledge on the inter-annual variability due

to various reasons. This include better quantification of signal-to-noise ratio (SNR)

in climate trends, identifying opportunities for seasonal predictions and to assess the

capacity of climate models to respond to global climate variability [Marion Donat-

Magnin et al., 2020]. Periods coinciding with particularly strong climatic event could

trigger irreversible grounding line retreat or increased precipitation modifying the

long-term trend of changes. Inter-annual variability does not show uniform behavior

across the ice sheet as multiple and varying inter-annual climate processes compete

locally. Various studies talk about the influence of climate processes and presence of

climate process signature in the ice sheet mass balance at multiple scales [Boening et

al., 2012, Sasgen et al., 2010, Memin et al., 2015, Bodart & Bingham, 2019]. Inter-

annual variability studies may also be useful to identify and quantify the processes

that play a role in mass balance. These processes are subject to decadal changes and

needs to have updated information to better understand mass balance changes. But

very few studies have explored it based on mass balance estimates from a climate

model to establish a possible climate origin.

1.3 Thesis overview

Aim

This thesis aims to identify, describe and quantify inter-annual changes in the

Antarctic ice sheets (AIS). I use altimetry and gravimetry observations from multiple

spaceborne missions and data from climate models. Having multiple observations of

the same physical system will help us better understand various ice sheet processes

and quantify its influence on the ice sheet and its mass balance estimates. After ob-

taining robust estimates of changes from each of the techniques, we aim to quantify

the influence of inter-annual climate processes in the mass balance of the AIS which

supposedly is significant and may masks other underlying trends.
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Research questions

This thesis aims to answer the following research questions:

1. Do observations from multiple geodetic observations make similar estimate of

the changes happening in the ice sheet?

2. Can SMB estimates from the climate model be used to make robust estimates

of changes of AIS in coherence with other geodetic observations?

3. What are the key takeaways after characterizing seasonal and inter-annual

signals obtained from varying techniques?

Outline of the thesis

A brief outline of this thesis is as follows:

Chapter 2 titled “Height changes from satellite observations” lists and discusses

various satellite datasets available and used in the study for monitoring the Antarctic

ice sheet (AIS). Currently available processing strategies is elaborated and various

applications of each dataset is explored. We intend to list error and uncertainties

associated with each dataset when applied for studies.

Chapter 3 (Height changes from modelling) discusses the methodology adopted

to estimate changes in the AIS using the datasets from climate models. There

is a detailed explanation on implementing a firn densification model to estimate

height changes with appropriate experiments. A quantitative comparison between

the change estimates from multiple techniques is discussed here with key findings in

the process.

Chapter 4 talks about inter-annual variability. It has discussion on multiple

height change estimates we have and tries to quantify their association. This chap-

ter details methods adopted to extract inter-annual signals and ways to derive its

properties. There is discussion on ways to combine inter-annual signals from multi-

ple techniques to derive larger findings.

Chapter 5 titled “Influence of climate anomalies” lists and discusses various

global and local climate anomalies. The influence of these climate anomalies on the

changes in the AIS is explored using various climate indices and comparing it with

the inter-annual mass or height change trends.
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Chapter 6 concludes the thesis by discussing major findings from the previous

chapters and with a perspective for the future.
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Chapter 2

Height changes from satellite

observations

To understand the evolution of every physical system it is necessary to have data

associated with that particular system or adjacent systems which depend on it or

drive it. Data may be procured directly in situ or collected from remote observa-

tions. Observations made over time should be processed using appropriate strategies

and algorithms to derive meaningful insights and conclusions. Over the years pro-

cessing of data has improved to obtain more accurate and near–real time estimates

of changes.

2.1 Observations

Large size, remoteness and extreme climate conditions are few reasons why there was

too little observations available for the Antarctic ice sheets (AIS) and these could not

render any major characteristics. Scientific stations are mostly concentrated near

the coasts, and only a few traverses during the austral summer expeditions provide

sparse data from and about the interiors. In this context, remote sensing was found

to be a solution to make observations spatially and temporally. Remote sensing has

emerged and evolved as a new observer of the cryosphere particularly the AIS since

the latter half of the twentieth century. Remote sensing missions primarily focused

on studying the atmosphere and the oceans since the middle of 1970s [Cavalieri

& Parkinson, 2008]. Within a couple of decades several sensors started giving a

precise measurements of albedo, temperature, wind, surface velocity for ice sheets

[Bindschalder, 1998, Masson & Lubin, 2006].

The surface topography has emerged as one of the key parameters that came into

prominence later on [Kerr, 1999]. Surface topography data can be used to constrain

ice flow models, to test or initialize them along with information on bed topography.
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Similarly, various physical processes on the ice sheet often leave specific signature

on the ice surface. Surface topography is used in mass balance studies as it monitors

the surface elevation changes to give volume variations. Radar altimetry missions

existed since the early 1990s monitoring the changes in elevation of the ice sheet.

It has larger periods of monitoring in comparison with other altimetry techniques

(LASER) and is strong enough to provide subsurface information as microwave has

the ability to penetrate the snowpack and give key insights on the weather and other

climatic parameters [Remy et al., 2001].

As altimetry is an indirect measure of mass changes of an ice sheet and thus

global mean sea level (GMSL) changes, a necessity to directly measure mass changes

existed. Distinguishing losses and gains of ice (known density) from those of firn

(poorly known density) with altimetry measurements is often difficult. Spaceborne

gravimetry, a novel and entirely different approach to quantify mass changes by

measuring time - varying gravity field by satellite can overcome these limitations

[Pritchard et al., 2010].

2.2 Satellite Gravimetry

2.2.1 Principle

The GRACE mission was launched in March 2002 aiming to estimate changes in

Earth’s geopotential which is effectively due to processes involving solid Earth, sur-

face and atmospheric mass transport [Rummel, 1980; Kahn et al., 1982; Gaposchkin,

2000; Rowlands et al., 2002]. The precise inter-satellite range and range rate mea-

surements between the two co-orbiting satellites at ∼500 km altitude and ∼220 km

apart along-track using a K-Band microwave ranging system enables this [Tapley et

al., 2004a, Tapley et al., 2004b, Pritchard et al., 2010]. These satellites orbit Earth

from pole to pole about 15 times in a day. Figure 2.1 is a schematic representation

of the GRACE satellites.

The leading satellite accelerates and the inter-satellite range increases as it flies

over bodies with large mass on the Earth like the Himalayas or the AIS due to the

gravitational pull it experiences (figure 2.2). Within a short time period, the trail-

ing satellite experiences the pull at the same rate. These differences in the range

between the leading and trailing satellites are later used to derive maps of Earth’s

geopotential time to time.

Monthly estimates of Earth’s global gravity field is provided by GRACE at res-

olutions of a few hundred kilometers and higher. Over time, these estimates serve
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Figure 2.1: The GRACE mission satellites as they orbit Earth. The drawing is not
to scale; the trailing spacecraft would actually be about 220 kilometers behind the
lead spacecraft [Earth Observatory NASA].

as source for variations in Earth’s gravity and hence mass distribution. Due to

the unavailability of vertical resolution, it cannot isolate source of variations if it

happens to be from solid Earth or atmosphere or Earth surface. Specific method-

ologies should be adopted by the user to identify the source and isolate the signals

[Velicogna & Wahr, 2006].

The GRACE Follow-On (GRACE-FO) mission has an improved instrumentation

and is operational since June 2018 with the aim of extending the 15 year monitor-

ing done by the GRACE mission [Landerer et al., 2020]. The GRACE-FO gravity

and mass change fields since June 2018 continue the GRACE record at an equiva-

lent precision and spatio-temporal sampling with satellite–to-satellite laser ranging

interferometry.

GRACE and GRACE-FO mission, since 2002 has made understanding responses

to the changes in the global climate system possible by monitoring of the terrestrial

water cycle, mass balance of ice sheets and glaciers, changes in sea level and ocean

bottom pressure variations. These missions started as a geodetic experiment and

evolved as a source for reliable mass transport products to assess and predict climate

trends. This leaves us with a multi-decadal record of mass variability in the Earth

[Tapley et al., 2019].

2.2.2 Gravity data processing

The official GRACE Science Data System continuously released monthly GRACE so-

lution for three different processing centers: GeoforschungsZentrum Potsdam (GFZ),
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Figure 2.2: Working principle of GRACE satellites illustrated [Earth Observatory
NASA].

Center for Space Research at University of Texas, Austin (CSR), and Jet Propul-

sion Laboratory (JPL). These solutions while the various gravity fields are similar,

differences in processing strategies with different background models and tuning pa-

rameters result in solutions with regionally specific variations and error patterns

[Sakumura et al., 2014]. The spherical harmonic approach (SSH) remained the

standard approach during the first decade of GRACE observations.

Mass Concentration blocks (mascons) are another form of gravity field basis

function. The “mascon” make the implementing of geophysical constraints much

easier and is a much more rigorous approach comparing with the standard spherical

harmonic approach of empirical post-processing filtering [Watkins et al., 2015]. The

mascon basis functions with help of a priori information derived from near-global

geophysical models prevent striping in the solutions. Apart from this, mass flux

solutions from mascon suffer less from leakage errors compared to harmonic solu-

tions and gain accurate estimates of mass with less dependence on scale factors. It
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also gives greater resolution for smaller spatial regions, particularly when studying

secular signals.

In order to process both Envisat and RACMO data sets homogeneously, we use

GRACE solutions in the form of spherical harmonics [Memin et al., 2014]. This

ensures inter-operability between the multiple distinct data sets. We use Stokes

coefficients up to the harmonic degree 50, limiting the spatial resolution to about

400 km. This also limits contamination by noise, including meridional stripes.

Errors

Ice sheet mass balance from GRACE observations are subject to errors related to the

limitations of these observations and the magnitude varies region to region. They

are broadly errors due to lack of vertical resolution, coarse horizontal resolution,

limited temporal resolution and measurement errors [Velicogna & Wahr, 2013].

Gravity changes observed can be due to changes at the surface or in underlying

solid earth or in the overlying atmosphere. The exact vertical location of the changes

is not exactly known from GRACE observations as the observed changes can be due

to either from the three sources or combination of changes at multiple sources.

Therefore, to quantify mass changes to an ice sheet, it is necessary to remove both

the GIA signal and the signal associated with changes in the atmospheric mass

distribution. GIA refers to the Earth’s ongoing viscoelastic response to ice mass

variability that occurred over the past tens of thousands of years. GIA signal forms

a major part of the GRACE signal in Antarctica and is significant whereas it is

less important in Greenland [Velicogna & Wahr, 2006a; Velicogna & Wahr, 2006b].

The GIA signal appears as a linear trend in mass M(t) of the ice sheet at time

t, i.e., the mass change rate, dM(t)/dt is a constant, and has no impact on the

mass acceleration. It is usually removed using a model based on ice history and the

Earth’s viscosity profile which has its own uncertainties associated with it.

GRACE processing centers such as CSR, GFZ or JPL use the atmospheric fields

from the European Centre for Medium Range Weather Forecasts (ECMWF) to re-

move signal associated with Earth’s atmosphere from the level one data as these

signals are capable of tampering real estimates of mass changes. Errors in these cor-

rections by the centers are negligibly smaller than the corrections to have influence

mass balance estimates of an ice sheet [Velicogna & Wahr, 2013].

Due to the high altitude (∼450 km) at which GRACE satellites orbit, they are

often insensitive to short scale terms in the gravity field. These short scale terms also

decay with altitude more faster then large scale terms which causes it be source of

larger errors. They are significantly down weighted in every processing scheme and

omitted entirely at scales below a chosen cutoff which makes the GRACE solutions
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band limited. Reduction of these terms happen while generating Stokes coefficients

by truncating the solutions to a finite set of low-degree harmonics and while trans-

forming it to mass estimates. The maximum degree (lmax) of the solution indicates

the smallest spatial scale (rmin) that could be resolved. A rule–of-thumb is that

rmin ∼ 20000/lmax km which implies for lmax=60, rmin ∼330 km. This truncation

not only removes small-scale features but also reduces the overall amplitude of the

recovered signal and introduces ringing into the solution [Press et al., 1992]. In

the absence of an appropriate processing strategy, it will degrade estimates of mass

variability [Velicogna & Wahr, 2013].

Mass signals from outside an ice sheet contaminate the mass loss estimates due to

the truncation and the post processing used to reduce short scale noise. Leakage can

be probably due to changes in the storage of liquid water and snow on land outside

the ice sheet, or ocean mass variability, or ice loss from nearby ice caps. These prob-

lems are complicated since GRACE does not provide spherical harmonic coefficients

at degree=1. Monthly values of the degree 1 terms can be indirectly computed from

the GRACE data, combined with GIA and ocean model output [Swenson et al.,

2008]. When those terms are added back to the monthly sets of Stokes coefficients,

the sensitivity kernel becomes more focused, and the leakage decreases. The impact

on ice sheet estimates is significant, particularly for Antarctica because of its size

and its position relative to the polar axis [Velicogna & Wahr, 2013].

Changes in water and snow on land outside the ice sheet can be estimated using

monthly global water storage fields from a hydrology model like Noah version of the

Global Land Data Assimilation System (GLDAS/Noah) [Rodell et al., 2004]. This is

minimal because neither ice sheet is close to land that has appreciable water storage

variability and the errors in these corrections would be even smaller. Contributions

due to changes in the general circulation of the ocean are reduced by the processing

centers prior to computing gravity field solutions, by using output from an ocean

general circulation model (OGCM). Changes in water mass due to the exchange

of water between the ocean and land can be added separately by computing the

total water mass lost or gained every month and adding that amount of water

to the ocean and computing the Stokes coefficients caused by that addition. An

iterative procedure is used for ice sheets where initially estimates are made without

the contribution of water mass and is recalculated after including this contribution

and corresponding ocean corrections [Velicogna & Wahr, 2013].

GRACE ice sheet mass balance estimates are also subject to ice loss from nearby

glaciers and icecaps too. This becomes difficult to resolve as glaciers in both Antarc-

tica and Greenland are very close to the ice sheets. One can only consider them to

be part of the ice sheet since there are not much particular data available for them

[Velicogna & Wahr, 2013].
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GRACE solutions are available at monthly intervals even when they are not true

monthly averages. Chances of intrusion of sub monthly gravity fluctuations exist.

To fix this, processing centers use model outputs to remove short period signals

from the atmosphere, non-tidal ocean circulation, and Earth and ocean tides before

solving them for gravity [Velicogna & Wahr, 2013].

2.2.3 Height changes from GRACE observations

GRACE observations available since 2002 are measurements of changes in the gravity

potential of Earth. The release 6 (RL06) of the standard GRACE solutions was ob-

tained from the University of Texas Center for Space Research (CSR, http://www2.

csr.utexas.edu/grace/ accessed on 30 January 2019), the Jet Propulsion Labo-

ratory (JPL, http://podaac.jpl.nasa.gov/grace accessed on 30 January 2019),

and the GeoForschungsZentrum (GFZ) Potsdam (http://isdc.gfz-potsdam.de/

grace accessed on 30 January 2019). The solutions provide Stokes coefficients, i.e.,

fully normalized spherical harmonic coefficients of the gravity potential, on a 30-

day sampling. Estimates of monthly variations in gravity potential were made with

respect to that on March 2004 to ensure temporal consistency with the Envisat

observations.

Mean and standard deviation of the measurement of changes in gravity from the

solution provided by CSR Texas observed by GRACE mission during 2002 – 2016

for the AIS is shown in figure 2.3.

From figure 2.3, the changes are found non uniform across the AIS. Large varia-

tions in the gravity measurements are found mostly along the coast and the magni-

tude varies regionally. The mean of the gravity change observations is either largely

positive or slightly negative across the ice sheet apart from coastal regions in West

Antarctica between 90◦ W and 130◦ W where it is largely negative. The standard

deviation of the observations too is high indicating large scale variability in this

region. Regions in the interiors of East Antarctica has a negative mean and low

standard deviation. Two regions are chosen due to: large variability and a negative

mean (76◦ S 100◦ W namely Pine Island Glacier (PIG) region) and low variability

and a positive mean (70◦ S 30◦ E namely Dronning Maud Land (DML) region) for

further analysis. Time series of changes in gravity measurements at these two re-

gions is given in figure 2.4.

Observations from these regions has differing trends as gravity potential seems

to reduce at PIG region whereas it seems to increase in DML. It reduces around 50

µgal at PIG in 14 years whereas it increases by around 15 µgal at DML in the same
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Figure 2.3: Mean (a) and standard deviation (b) of gravity changes (in µgal) ob-
served using GRACE. Mean varies between -10 µgal (in blue) and 10 µgal (in red).
Standard deviation varies between 0 µgal (in yellow) and 15 µgal (in violet).

period of time. Both differences and similarities exist in between measurements of

changes from different GRACE solutions (figure 2.4). We use the average of the

three GRACE solutions for the gravity potential in the further part of the studies

as it increases the signal-to-noise ratio (SNR) of the time series [Sakumura et al.,

2014]. How do we use changes in gravity to quantify changes in the ice sheet?

Bouguer reduction

In order to estimate changes in the height of the ice sheet based on changes in gravity

measurements, Bouguer reduction can be employed. Bouguer reduction (named

after Pierre Bouguer) of gravity involves complete removal of the topographic masses

which refers to the mass outside the geoid. In this process, the area is assumed to

be a Bouguer plate which is flat, horizontal and the masses between the geoid and

surface have constant density ρ. Attraction, A of this plate is,

A = 2 ∗ π ∗G ∗ ρ ∗H (2.1)

where G is the constant of gravitation (6.67430 ∗ 10−11m3kg−1s−2) and H is the

thickness of the plate (in m) assumed to be with infinite area.

In this case, we alternatively use either of snow, ice or water density to make

estimates of changes in snow, ice or water column height respectively and compare

with other observations.
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Figure 2.4: Time series of gravity changes in µgal for (a) PIG region and (b) DML
region observed using GRACE mission during September 2002 to September 2016.
Black (CSR), blue (GFZ) and red (JPL) represent different solutions. The abscissa
is the time. The ordinate shows the gravity variations (in µgal), which varies in
each subplot.

Consider changes in gravity is due to loss of snow. With standard density ρ =

350 kg m−3,

∆A/∆t = 14.66 ∗∆H/∆t[µgal/s] (2.2)

∆H/∆t = ∆A/14.66[m/s]

Therefore, 1 µgal change in gravity over a period of time corresponds to approx-

imately 6.82 cm of snow column height over the same period of time. Similarly, 2.4

cm of water column height or 2.6 cm of ice column height. This is not an accurate

measure of changes in the ice sheet as we make it based upon several assumptions

far from real world conditions including shape of the ice sheet and density of the

matter which varies from that of snow to that of bedrock. However it gives an idea

of magnitude of the changes.

Hence we convert the variations in the gravity potential to mass changes ac-

cording to the assumption of the thin sheet layer [Wahr et al., 1998]. These mass

changes can be converted into water equivalent height (WEH) variations which is a

standard among global research community. Similarly, mass variations can be con-

verted to ice equivalent height (IEH) or snow equivalent height (SEH) depending on

the requirements to make analysis and comparisons.

Mean of WEH changes (in blue) from the three solutions for PIG and DML

region is shown in figure 2.5. The quadratic trend represents the degree-2 polyno-

mial fit of changes estimated (in black). This trend shows a general trend in the

49



Variations de masse en Antarctique

changes and is reflective of the acceleration of present day ice sheet mass changes.

PIG regions seems to loose mass whereas DML gains mass during 2002–2016 even

though the magnitude of the changes are not the same.

Figure 2.5: Time series of mean WEH changes in cm for (a) PIG and (b) DML region
estimated from GRACE observations. The abscissa is the time. The ordinate shows
the variations in WEH (in cm), which varies in each subplot.

The degree–2 polynomial fit of the estimated changes is removed to obtain the

residual changes (figure 2.6). It can be expressed as changes in SEH or IEH or

WEH depending on the density used to convert mass changes. In figure 2.6, SEH is

represented in green whereas yellow and red correspond to IEH and WEH respec-

tively. Both IEH and WEH are almost similar as there is not much difference in the

standard density of ice and water.

Figure 2.6: Residuals in SEH (in green), IEH (in yellow) and WEH (in red) at (a)
PIG and (b) DML. The abscissa is the time. The ordinate shows the variations in
WEH (in cm), which varies in each subplot.

The magnitude of variations is different between PIG and DML i.e., at PIG it
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varies between -20 and 40 cm in SEH whereas at DML it is limited between -20 and

20 cm in SEH. The seasonal signal is not that clear as a lot of high frequency com-

ponents seem to exist. This is better seen as the monthly means are plotted (figure

2.7) and there exist little differences in magnitude between adjacent months. At

both regions, the signal peaks in October but with a minimal difference compared

to the months close by.

Figure 2.7: Monthly means of residual changes in WEH estimated from the GRACE
solutions at (a) PIG and (b) DML. Error bars represent standard deviation (1 σ)
from the mean. The abscissa is the time representing month of the year. The
ordinate shows the changes in WEH (in cm), which varies in each subplot.

Standard deviation maps of residual changes give a larger picture of changes for

the whole ice sheet for multiple time periods (figure 2.8). Magnitude of changes are

lesser during 2002–2010 i.e., 0 to 4 cm in WEH (a) in comparison with 2002–2016

i.e., 0 to 6 cm in WEH (b). Once again, most of the changes happen in West Antarc-

tica and in Antarctic Peninsula.

2.3 Satellite altimetry

2.3.1 Principle

In principle, a radar altimeter emits a radar wave in the nadir direction and has a

sensor that receives the wave reflected from the surface. The surface height is de-

rived combining the time duration of the travel and the accurate information of the

satellite orbit. The sensor receives the energy backscattered from the surface and

the subsurface which contains physical information about the media reflecting the

radar wave when plotted with the arrival time as in figure 2.9. Thus the altimeter is
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Figure 2.8: Standard deviation of residual changes in WEH (in cm) estimated from
GRACE solutions during (a) Envisat period (2002 – 2010) and GRACE life time
(2002 – 2016). Varies between 0 cm (in yellow) and 6 cm (in violet).

capable of providing the altitude, shape of the waveform with the parameters such

as width of the leading edge and slope of the trailing edge and the total amount of

energy backscattered from the surface.

Altimetric measurements are subject to instrument bias, terrestrial and oceanic

tides, etc. and to delays in propagation due to atmosphere and ionosphere. The error

budget when applied to continental surfaces like ice sheets is greater in comparison

with sea surface topography and need some specific corrections [Remy & Parouty,

2009]. The dual-frequency altimeters used above the oceanic surface to correct for

the wet troposphere and for the ionosphere induced delays were affected by snow

surface signature from the ice sheets and failed to deduce atmospheric wetness and

electronic content. In Ku band (13.6 GHz or wavelength of 2.3 cm), the classical

altimetric band penetrates into both dry and cold snowpack and the reflection comes

both from the surface (called the surface echo) and subsurface layering (volume

echo) [Ridley & Partington, 1988]. Apart from the previous limitations, kilometric-

scale topographic features and surface slope induces several problems as when the

topography is not flat, the emitted wave gets reflected from upslope direction of

the surface rather than the nadir [Brooks et al., 1978, Brenner et al., 1983]. This

complicates measurement of changes near the coasts of Antarctica.

Initial attempts of mapping ice sheets using altimetry started in the late 70s

and the mid-80s using Seasat (1978) and Geosat (1985–1990) missions which had an
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Figure 2.9: Altimetric waveform shape from Remy & Parouty [2009]. Altimetric ob-
servations also provide the return waveform which is the histogram of the backscat-
tered energy with respect to time. The signal is the combination of a surface echo
(in light grey) and of a volume echo (in dark grey).

inclination angle of 72 degrees and covered only the south of the Greenland ice sheet

and a small section of the AIS [Brenner et al., 1983, Zwally et al., 1983]. European

Remote Sensing Satellite (ERS-1), launched by the European Space Agency (ESA)

in 1991, served as the first polar-orbiting satellite with a radar altimeter. Later,

ERS-2 launched in 1995 and started covering large polar areas. It also had a high

spatial resolution of 350 m along the satellite track and was operating in multiple

repeat cycle modes to obtain a dense sampling of ice sheets. The Envisat mission

launched in 2002 had dual-frequency altimeter (S and Ku-bands) for polar obser-

vations and had repeat cycle similar to ERS-1 (1991–1996) and ERS-2 (1995–2003)

i.e., 35 days. Other missions launched to monitor polar regions include ICESat (Ice

Cloud and land Elevation Satellite) launched by NASA (The National Aeronautics

and Space Administration) in 2003, followed by ICESat–2 (since 2018-) which are

LASER altimeters with reduced penetration of the input wave into snowpack and

footprint as in the case of microwave signals. ALtiKa onboard the SARAL (Satellite

with ARgos and ALtiKa) mission (since 2013-), a Indo-French mission, working in

Ka band instead of Ku (or 35 GHz or wavelength of 0.8 cm instead of 13 GHz), too

has the penetration reduced but the altimeter is very sensitive to surface slope or

undulations. CryoSat–2 (since 2010-) and Sentinel–3 (since 2016 -) missions were

launched by ESA has SAR (synthetic aperture radar) altimeters and has reduced

penetration and footprint. Figure 2.10 gives an overview of various polar topography

altimeter missions which operates at present, operated in the past and is planned
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for the future [Kern et al, 2020].

Figure 2.10: Past, operating, approved, and proposed polar topography altimeter
missions [Kern et al, 2020].

Apart from polar studies and monitoring ice sheets, radar altimetry provides

valuable information for other global geoscientific studies. Altimetry data over ocean

are used to monitor mean sea levels, wave height, wind speeds, and surface topo-

graphical features. The success of altimetry missions has promoted the development

of future missions that will provide more accurate data sets.

2.3.2 Altimetry data processing

As we discussed earlier, multiple missions have been monitoring changes in elevation

of the ice sheet since 1990s. A robust common processing strategy is required to

ensure seamless processing of data from multiple missions over time as the mission

properties vary.

The first step consists in the retrieval of surface height from the waveform. Few

algorithms, namely retrackings, are devoted to this. This is illustrated in figure

2.11. We use the retracking algorithm from LEGOS (Laboratoire d’Etudes en Geo-

physique et Oceanographie Spatiales), ICE-2 [Legresy et al. 2005].
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Figure 2.11: The altimetric waveform is represented in blue alongside the retracking
fitting function (in yellow). The variables extracted from the altimetric waveform
like range, leading edge width and amplitude, and trailing edge slope are shown.
Adapted from Legresy et al. [2005].

The leading edge is fitted using an error function (erf) and the impact point is

interpolated at the middle of the leading edge. The slope error is corrected from a

topography map. The slope and the correction are estimated by iteration. Wind,

snow compaction, or temperature affect both the surface and volume echo, so the

height retrieval. Some of them are corrected when temporal changes are estimated.

In Envisat’s case there are 85 repeat cycles. 85 data sets are fitted with :

1. the altimeter backscatter, the leading edge, the trailing edge slope, in order to

correct for the temporal change of the snowpack characteristics.

2. a 2-D polynomial depending on along and across-track direction in order to

correct for surface small-scale topography and from across-track misrepeat.

The main outputs are: the Leading edge amplitude (LeBs), the corrected

range, the leading edge width (LeW), the trailing edge slope (TE) and the

backscatter coefficient (Bs) corresponding to the waveform integration.

3. a time vector in order to deduce the trend.

So there is 85 equations with 9 unknowns or variables.
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Height trend extraction from radar altimetry data usually uses only cross-over

points. But along track processing methodology allows the use of different orbits

like the geodetic mission of ERS-1 with the 35-day orbit to eliminate the problem

of cross-track slope. The density of the data available is much higher. For one

repeat cycle, about 80000 valid cross-over points are available over the AIS whereas

1.8 million points can be used after along-track editing and dedicated analysis.

Especially near the coast along track processing allows availability of more data

points even though with correction for cross-track slope in comparison with the

cross-over analysis [Remy et al., 2014].

Along-track data are given at each 370 m. Points are processed at 1 km intervals

as the repeat tracks lie within 1 km of the nominal track. At each location, 3 long

track consecutive data exists for 85 repeat cycles. The error due to across-track

topography is fixed by fitting a quadratic form in x and y whereas change in snow-

pack characteristics is corrected by fitting the back-scatter and the two waveform

shape parameters (leading edge width and trailing edge slope) [Remy et al., 2012].

10 unknown parameters are fitted with about 500 observations and the temporal

trend is inverted with robustly [Flament and Rémy, 2012]. Finally the processing

provides the mean values of height, back-scatter, two waveform parameters, the

temporal derivatives of these four parameters, and the residuals corresponding to

the 85 cycles. Time series for each parameter are then obtained by re-trending the

temporal residues [Remy et al., 2014].

2.3.3 Height changes from Envisat observations

Radar altimeter onboard the Envisat mission directly measure the elevation changes

happening to the ice sheets. It was operational between September 2002 and October

2010 with measurements up to 81.5◦ S. Measurements on March 2004 is taken as

the reference elevation as it corresponds to the first cycle with the most complete

coverage [Memin et al., 2014]. Further on, along-track processing is employed that

allows a dense data set, and grids of 5 km resolution are binned to 0.25◦ × 0.25◦

resolution grids [Flament & Remy, 2012; Memin et al., 2014].

Envisat data undergo GRACE-like processing so that we have homogeneity with

GRACE solutions [Memin et al., 2014]. The aim is to obtain region–averaged eleva-

tion changes from monthly maps of elevation changes in AIS. This involves transfer-

ring maps of AIS elevation changes to the spherical harmonic domain by limiting the

cut-off degree to n=50, followed by low-pass filtering with a cosine taper decreasing

from 1 at n=30 to 0 at n=50 [Memin et al., 2011].

We obtain monthly maps of elevation changes on a 1◦ × 1◦ grid providing 2959-

time series. Similar to figure 2.3, mean and standard deviation of changes in ele-
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vation estimated from Envisat observations during 2002–2010 is shown in figure 2.12.

Figure 2.12: Mean (a) and standard deviation (b) of elevation changes (in cm)
estimated using Envisat. Mean varies between -20 cm (in red) and 20 cm (in blue).
Standard deviation varies between 0 cm (in yellow) and 20 cm (in violet).

Figure 2.12 and figure 2.3 depict similar patterns. Changes in the height take

place mostly along the coast and the magnitude varies regionally. The mean of the

height change observations is largely positive or slightly negative across the ice sheet

apart from coastal regions in West Antarctica between 90 W and 130 W where it is

largely negative. The standard deviation of the observations too is high indicating

large scale variability in this region. Regions in the interiors of East Antarctica

with negative mean and low standard deviation is found and needs further study for

explaining. Further analysis is carried out using estimates at PIG and DML region

as done in section 2.2.3.

Time series of height changes (in blue) from two different regions PIG and DML

are shown in figure 2.13. We fit a degree–2 polynomial which represent the trend

(present day and past) and the acceleration of present-day ice sheet mass changes re-

sulting from a combination of changes in the height of snow and ice. This quadratic

fit is subtracted from the original signal to obtain the residual changes (in red) in

the elevation of the ice sheet as our focus is largely on understanding the temporal

variability of the AIS features.

Height changes from these regions has differing trends as elevation seems to re-

duce at PIG region whereas it seems to increase in DML. Differences exist in the

magnitude of the residual changes. In PIG, it varies between -20 and 25 cm whereas
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Figure 2.13: Time series of elevation changes in centimeters for (a) PIG and (b)
DML estimated from Envisat observations during September 2002 to October 2010
in blue. The best-fitting quadratic trend is shown in black. Residual changes at
each region is represented in red. The abscissa is the time. The ordinate shows the
elevation changes (in cm), which varies in each subplot.

in DML, this variation is limited between -15 and 15 cm. The seasonal nature of

the temporal changes too is very much evident at both regions as we see eight peaks

and eight troughs with almost similar intervals during eight years of observation.

Since the observations are available at monthly interval, we compute the monthly

means of the residual changes to see the trends of seasonal behavior (figure 2.14).

Elevations peak in tenth month or October in PIG region while it peaks in ninth

month or September in DML region.

Figure 2.14: Monthly means of residual elevation changes estimated from the Envisat
observations. Error bars represent standard deviation (1 σ) from the mean. The
abscissa is the time representing month of the year. The ordinate shows the elevation
changes (in cm), which varies in each subplot.

In order to understand the changes other than at these two regions, we computed

the standard deviation of the residual changes in elevation for the whole AIS (figure
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2.15). It gives major insights of changes in elevation across the AIS. The standard

deviation map indicates areas where we have maximum deviation from the mean

(up to 10 cm) in the elevation. Changes are majorly observed in West Antarctica,

Antarctic Peninsula and along the coasts in East Antarctica.

Figure 2.15: Standard deviation of residual changes (in cm) estimated using Envisat
observations. Varies between 0 cm (in yellow) and 12 cm (in violet).

Estimates of changes from GRACE and Envisat exhibit both similarities and

differences. It is important to note that they use completely different techniques to

quantify changes to the ice sheet. Similarities were found in the spatial pattern of

changes occurring throughout the AIS. But there exist differences in the magnitude

of these changes which can be either a loss of mass or a gain of mass to the ice

sheet. Seasonal changes were more clear in observations from Envisat whereas a

lot of high frequency variations were found in GRACE observations. Even though

both of them are spaceborne geodetic measurements their sensitivity or ability to

correctly quantify changes due to a particular process varies. Since AIS is being

driven by multiple processes over time, gaps exist between estimates made from

geodetic measurements of the AIS. We use outputs from a climate model to make

estimate of changes which will indicate a possible climate origin in the next chapter.
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Chapter 3

Height changes from modelling

A model usually tries to copy or replicate a physical system. In this context, models

are used to estimate parameters to characterize, understand and predict changes

of the AIS due to several reasons. This includes lack of observations both in situ

and remotely sensed and limitations of the remote sensing systems. There existed

inter–mission gaps which refers to period when there are no observations between

two adjacent missions. Limitations existed locally too such as limited usability of

popular remote sensing observations over the Antarctica Peninsula (AP) due to its

topography and size. The resolution of GRACE observations does not resolve the

larger glacier basins in the AP region. Other techniques such as radar or laser

altimetry are inaccurate over the steep mountain slopes where surface features are

complex, and where abundant cloud cover blocks laser signals. Evolution of high

performance computing and measurements or observations from other associated

systems has helped in developing models which use quantitative methods to simulate

the interactions or processes between the different physical systems. These models

often give data for longer periods including times when direct measurements are

not available and can be improved over time with availability of new information on

these systems.

3.1 Climate Model

Numerical climate models with the help of quantitative methods simulate the inter-

actions or processes between the important drivers of climate, such as atmosphere,

hydrosphere, lithosphere, and cryosphere, using physical relations [Cullen, 1993].

General circulation models (GCMs) are a common tool in climate research. GCMs

provide continuous time-series of atmospheric processes at a regular grids for the

whole world and address the limitations of observational data. They can be used

to estimate the AIS SMB in the past [Pollard, 2000], present-day [Bromwich et al.,

1995; Van den Broeke, 1997; Lenaerts et al., 2015] and future [Turner et al., 2005]
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by applying proper boundary/forcing conditions. But they are also subject to defi-

ciencies with regard to the polar regions as they poorly represent processes related

to polar ice and snow (like albedo and subsurface snow processes), and has coarse

horizontal grid resolution (∼100 km) to accurately simulate topography related vari-

ables, such as precipitation and katabatic winds [Genthon & Krinner, 2001].

It will be computationally demanding for GCMs to accurately resolve these pro-

cesses by increasing their horizontal resolution. Therefore, similar models can be

applied regionally, with higher horizontal resolution and forcing at the boundaries

using coarser GCM. These regional climate models (RCMs) can be adapted locally

and have been used over Antarctica, to support field operations [Bromwich et al.,

2005] and to simulate the interaction of the ice sheet with sea ice at regional-scale

[Bailey & Lynch, 2000]. They can be forced by reanalyses where observations are

assimilated in a regular grid and used to obtain longer simulations over Antarctica

and understand the changes in climate [Bracegirdle & Marshall, 2012]. This in-

volves thorough understanding of the surface energy balance (SEB), which explains

the heat transfer and moisture transport at the Earth’s surface. RCMs serve as

important tools to improve our existing understandings of the polar SEB.

The SEB is expressed as:

M = SWnet + LWnet + SHF + LHF +G (3.1)

where M is melt energy (M=0 Wm−2 if the surface temperature Ts < 273.15

K), SWnet and LWnet are the net short and long wave radiative fluxes, SHF and

LHF are respectively the sensible and latent heat fluxes and G is the subsurface

conductive heat flux. The fluxes directed towards the surface are defined positive

and is in Wm−2.

Modelled SMB trend during 1958-2007 for the Greenland ice sheet (GrIS) from

the Regional Atmospheric Climate Model (RACMO2/GR) [van Meijgaard et al.,

2008] is shown in figure 3.1. The model was applied over a domain that includes

the GrIS and its surrounding oceans and islands at unprecedented high horizontal

resolution (∼11 km).

Several RCMs have been used over the AIS based on this principle: the AMPS

(Antarctic Mesoscale Prediction System) model, also known as Polar MM5 or its

successor Polar WRF, has been used for Antarctic forecasts and hindcasts, but

simulation lengths are usually limited (∼3 years) and are limited to specific regions

[Bromwich, 2004]. The Regional Atmospheric Climate MOdel (RACMO) is the only

model that has been extensively used to perform long (> 10 years) climate runs

over Antarctica. The first extended (1980–1993) run with RACMO over the AIS
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Figure 3.1: Modelled surface mass balance trend (1958–2007) in kgm–2 from Ettema
et al., [2009]. Thin dashed lines represent 250 m elevation contours from Bamber et
al., [2001].

was forced by data from the European Centre for Medium Range Weather Forecast

(ECMWF) 15-year re-analysis (ERA-15) [Van Lipzig et al., 2002]. Improvements

on AIS simulations like the implementation of a sophisticated snow scheme that

calculates snow grain size and albedo, an increase of the simulation length (> 30

years), and an increase of the horizontal resolution (27 km) happened with newer

versions of RACMO and its forcings [Reijmer et al., 2005; Van de Berg et al., 2005;

Lenaerts et al., 2012a].

In 2018, RACMO2.3p2 the updated regional climate model came into existence

with a new, high-resolution data set of the contemporary near-surface climate and

SMB of the AIS [van Wessem et al., 2018]. It had higher resolution for AP (∼
5.5 km) to better resolve the topography and other related variables. The model

is a combination of two commonly used atmospheric models: the High Resolution

Limited Area Model (HIRLAM) [Undén et al., 2002] and the European Centre

for Medium-RangeWeather Forecasts (ECMWF) Integrated Forecast System (IFS)

[ECMWF-IFS, 2008].

Other than SMB, the model provides with outputs like accumulation, precipi-

tation, surface pressure, temperature, wind velocities, etc. The near-surface wind,

temperature and SEB are compared with observational data from 9 AWS, run by the

Institute for Marine and Atmospheric research of Utrecht University (UU/IMAU).
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The spatial changes in SMB are evaluated using SMB observations from in-situ and

ice balance velocities, and its temporal variability using GRACE estimates. The in-

situ observations and balance velocities indicate a clear improvement in the spatial

representation of the SMB in the interiors of East Antarctica whereas no improve-

ments are seen for West Antarctica and the coastal regions [van Wessem et al., 2018].

The modelled temperature and wind climate at higher resolution of the Antarctic

Peninsula is evaluated with near-surface temperature and wind measurements from

twelve stations with AWS and manned observations combined with vertical pro-

filing using balloon soundings at three stations. Similarly, SMB is validated with

132 in-situ SMB observations and discharge rates from drainage basins of 6 different

glaciers. Limitations include, those related to the cloud microphysics, the horizontal

resolution and partly to the melt-water percolation scheme in the snow model.

3.2 Height changes from RACMO2.3p2 outputs

A region or site in an ice sheet undergoes changes due to occurrence of several com-

peting processes at varying time scales as discussed earlier. Outputs from a RCM is

usually representation of various processes in that region like wind velocity reflect

the presence or absence, magnitude and direction of wind. Therefore, changes to an

ice sheet can be quantified using outputs from a RCM like RACMO2.3p2. Changes

in the elevation of an ice sheet can be symbolically represented as a combination of

multiple processes as shown in figure 3.2.

Surface elevation changes can be attributed as due to processes like accumulation,

firn compaction, ablation, ice motion, and bedrock upliftment as in figure 3.2 [Zwally

& Li, 2002]. It (in m/a) can be represented as:

dH(t)

dt
=

A(t)

ρsf
+ Vfc(t) +

Ab(t)

ρi
+ Vice +

dB

dt
(3.2)

where accumulation rate, A(t) (in kg m−2a−1), is the component that increases

the surface height at a rate of A(t)
ρsf

and ρsf is the density of the surface snow (in

kg m−3). Ab(t) is the ablation rate (in kg m−2a−1) occurring only in the ablation

zone and ρi is the density of the ice (in kg m−3). Vice represents the vertical velocity

component of the ice at the firn or ice transition (in m a−1). dB
dt

is the component

representing vertical motion of the underlying bedrock (in m a−1). Vfc(t) is the

velocity of firn compaction at the surface (in m a−1), which is defined as the integral

of the displacement of the firn layers over the length of the firn column [Li & Zwally,

2011; Li & Zwally, 2015]. This component at depth z is given by the density, ρ(z),

and compaction rate, dρ(z)/dt, is expressed as,
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Figure 3.2: Symbolic representation of height changes of an ice sheet. Green com-
ponents like accumulation and bed rock upliftment cause positive changes whereas
red components (firn compaction, melt and ice motion) cause negative changes.

Vfc(z, t) =
∫ z

zi

[
dρ(z)

dt

]
dz (3.3)

where zi is the transition depth between firn and ice where the density of firn is

close to density of the ice (∼ 917 kg m−3). Contributions from accumulation and

bed rock upliftment is positive whereas those from firn compaction, melt and ice

motion is negative (figure 3.2).

But in simpler terms, height fluctuations of the ice sheet elevation with respect

to the equilibrium shape over short periods is directly linked to the fluctuations of

the accumulation rate as assumed by Remy & Parrenin [2004]. Hence equation 3.2

becomes,

dH(t)

dt
=

A(t)

ρi
+ Vice (3.4)

According to them, changes in bed rock elevation (bed rock upliftment), is of the

order of 1 mm/year at most, and can be neglected. In this method, firn densification

process and melting is not considered and finally temporal changes in height of the

ice sheet is left to variations in the accumulation rate.

Here, SMB product from the climate model is considered as the input for esti-

mating height changes as it combines information from multiple surface processes

like accumulation, sublimation, erosion, meltwater run–off, etc. Even SMB prod-

uct from the climate model undergoes GRACE like processing (discussed earlier).
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Height changes estimated from the SMB product by this method for PIG and DML

is shown in figure 3.3.

Figure 3.3: Time series of elevation changes in cm for (a) PIG and (b) DML es-
timated using outputs from RACMO2.3p2 during 1992–2016. The abscissa is the
time. The ordinate shows the variations in WEH (in cm), which varies in each sub-
plot.

Height change estimated using RACMO outputs show similar trend of gaining

mass during the period 1992–2016 at PIG and DML region even though the magni-

tude varies largely. The trend at PIG (figure 3.3 a) is different and in the opposite

direction compared to estimates made from GRACE and Envisat (figure 2.5 & figure

2.13). This can be attributed to lack of ice discharge component while making esti-

mates using the SMB product from RACMO2.3p2. The quadratic fit is subtracted

to obtain the residual changes (in red) and is plotted alongside the variations in

SMB (in yellow) (figure 3.4). Height varies between -20 and 20 cm in PIG whereas

only -10 to 10 cm in DML which can attributed to the differences in the magnitude

of variations in SMB at both these regions (-20 to 100 kg m−2 in PIG and -10 to 50

kgm−2 in DML).

The seasonal signal is quite clear even though the SMB variations (in yellow)

seems too noisy (figure 3.4) due to a lot of high frequency components. The seasonal

variations in height changes is clearly visible in the monthly means plots (figure 3.5)

as we see a continuous upward trend to the peak and downward trend after the peak.

At PIG, the signal peaks in October whereas it peaks in August at DML. There are

differences in the magnitude too as these regions are subject to differences in SMB.

We compare height changes estimated from the climate model with that es-
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Figure 3.4: Residual changes in elevation (in red) and SMB (in yellow) at (a) PIG
and (b) DML. The abscissa is the time. The ordinate shows the variations in eleva-
tion (in cm) and SMB (in kg m−2), which varies in each subplot.

Figure 3.5: Monthly means of residual changes estimated from RACMO outputs
at (a) PIG and (b) DML. Error bars represent standard deviation (1 σ) from the
mean. The abscissa is the time representing month of the year. The ordinate shows
the changes in elevation (in cm), which varies in each subplot.

timated from altimetry mission (in this case Envisat) or estimates from GRACE

solutions (figure 3.6).

Height change estimates made using this assumption does not take into account

of firn compaction that also induces height changes [McConnell et al., 2000; Helsen

et al., 2008]. It is important to incorporate variations in surface temperature and

firn densification for which we use a firn densification model.

3.3 Firn densification model

A firn densification model (FDM) aim at modelling the transformation of snow into

glacial ice, which is one of the most fundamental processes in glaciology. In glaciol-
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Figure 3.6: Height changes at (a) PIG and (b) DML from Envisat observations (in
red), GRACE observations in WEH (in green) and RACMO (in blue). The abscissa
is the time. The ordinate shows the variations in elevation (in cm), which varies in
each subplot.

ogy, it serves several applications which include converting ice-sheet elevation change

measurements to mass change, interpreting climate records in ice cores, estimating

elevation change from climate model outputs, etc. In figure 3.7, a schematic rep-

resentation of a firn densification model is given [Ligtenberg et al., 2011]. At the

surface, snow and various processes happening are shown; precipitation (P), surface

sublimation (SUs), drifting snow sublimation (SUds) and erosion/deposition (ERds)

and surface melt (Me). Downwards from the surface, snow gets denser and more

compact and becomes ice at the bottom as it undergoes processes like densification,

percolation, retention, refreezing, etc. The vertical column including snow, firn and

up to ice is often referred as firn layer or firn column. Due to the varying surface

climate conditions in the AIS, characteristics of the firn layer is subject to large

range of variations in both space and time [Zwally and Li, 2002; Van den Broeke,

2008; Helsen et al., 2008]. The thickness of the firn layer can vary between nil in ar-

eas where sublimation, drifting snow erosion and/or melt exceed snowfall (ablation

areas) to a few tens of meters in the relatively warm coastal areas to few hundreds

of meters in the cold interiors of East Antarctica. The steady and transient states

of the firn layer provide important information on firn air content and surface eleva-

tion changes which serve as crucial parameters to estimate the contemporary mass

balance of the AIS using remote-sensing techniques [Rignot et al., 2008; Helsen et

al., 2008; Van den Broeke et al., 2008]. Firn compaction velocity component can be

resolved using firn densification models and climate model outputs like temperature,

snowfall, melt, etc. to estimate changes in firn depth and density [Ligtenberg et al.,

2011]. Later, these can be used to convert satellite elevation change measurements

to mass changes [Davis et al., 2005; Wingham et al., 2009].
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Figure 3.7: Schematic representation of the firn densification model (FDM) by
Ligtenberg [2011]. At the surface the mass adding (arrow up) and mass removing
(arrow down) SMB components are shown: precipitation (P), surface sublimation
(SUs), drifting snow sublimation (SUds) and erosion/deposition (ERds) and surface
melt (Me). The four circles schematically illustrate the processes that are calcu-
lated within the model firn layer: firn densification and percolation, retention and
refreezing of meltwater.

A number of theories exist for the dry densification of snow and firn since the

1950s and they lacked a clear understanding of the relative importance and contri-

bution of possible component processes such as settling, re-crystallization, sublima-

tion, volume and surface diffusion, etc. [Benson, 1959; Benson, 1962; Bader, 1962;

Kojima, 1964]. Several firn densification models exist [Wilkinson, 1988; Herron

and Langway, 1980; Barnola et al., 1991; Helsen et al., 2008; Arthern et al., 2010;

Ligtenberg et al., 2011]. They work based on differing principles; Wilkinson [1988]

is based on physical principles whereas Herron and Langway [1980], Barnola et al

[1991], Helsen et al [2008] and Arthern et al [2010] use semi-empirical parameteri-

zations. Some models have steady state density profile while other models simulate

changes in the firn layer over time. Time-dependent firn densification models like

Helsen et al. [2008] and Arthern et al. [2010], are both based on the model of Herron
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and Langway [1980]. Arthern et al. [2010] was tuned to fit steady-state density pro-

files from Greenland and Antarctica with the assumption that firn compaction has

an Arrhenius-type temperature sensitivity. Zwally and Li [2002] were able to add

a different temperature sensitivity. This was later modified by Helsen et al. [2008]

to make it suitable for Antarctica [Ligtenberg et al., 2011]. Ligtenberg et al. [2011]

calculates steady-state as well as time-dependent firn density profiles for Antarctica

with the same densification expression for both purposes and tuned to optimally fit

observations alongside outputs from RACMO2. It includes snowmelt and refreezing

processes, where it is known that refrozen meltwater can have higher density and

can have significant effect on the density profile of the firn column and the rate of

densification associated with it (figure 3.7).

Herron and Langway’s [1980] model is the benchmark model for most of the

firn densification models developed since 1980. This model was largely based on

the Sorge’s law coupled with data from the 17 firn cores. Hence, deriving a widely

applicable equation for the rate of firn densification (dρ
dt
). The model assumes that

the change in porosity is related linearly to the changes in stress from the new

snow accumulation and the rate of densification has an Arrhenius dependence on

temperature. Together, it can be expressed as,

dρ

dt
= c(ρi − ρ) (3.5)

where,

c = kexp(
−Q

RT
)ba (3.6)

k and a are constants. Q is the Arrhenius activation energy in kJmol−1. R is

the gas constant and has a value of 8.314 kJmol−1K−1. T is the temperature in

Kelvin and b is accumulation rate in meter water equivalent per year (mw.e.a−1).

c is given by,

c = c0, ifρ ≤ 550kgm−3

c0 = 11exp(
−10.16

RT
)b1.0 (3.7)

and

c = c1, ifρ > 550kgm−3

c1 = 575exp(
−21.4

RT
)b0.5 (3.8)
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The constants k and a, and the activation energy Q, were all tuned using the firn-

core data. Q is lesser than most of the other models, which makes it less sensitive

to sub–annual temperature variability. ρ is in grams per cubic centimeter [Stevens

et al., 2020].

Li and Zwally [2011; 2015] models are improvements over previous models of Li

and Zwally [2002; 2004]. It aims to predict the surface elevation changes associated

with the seasonal variability in accumulation and firn compaction rates. Li and

Zwally [2011] and Li and Zwally [2015] are respectively tuned to model firn core

data from Greenland and Antarctica. Therefore, they share the same basic form as,

dρ

dt
= β8.36(273.2− TK)

−2.061b(ρi − ρ) (3.9)

TK refers to the firn temperature which is dependent on time and depth in

Kelvin, and b refers to the mean accumulation rate over the lifespan of a firn layer

(mw.e.a−1). The difference between Li and Zwally [2011] and Li and Zwally [2015]

is in the parameter β. For the Antarctic ice sheets,

β = β1, ifρ ≤ 550kgm−3

β1 = −1.218–0.403Tm,c (3.10)

and

β = β2, ifρ ≤ 550kgm−3

β2 = β1(0.792–1.080bm + 0.00465Tm,c) (3.11)

where Tm,c is the mean annual surface temperature in Celsius and bm is the

average accumulation rate for a long period, for the specific site to be modeled.

We use the model developed by Li and Zwally [2015] which is a one-dimensional

time dependent formulation of firn densification with the support of heat-transfer

equation. This has been forced using a time varying accumulation rate and surface

temperature. This is implemented by adapting the community firn model (CFM)

developed by Stevens et al. [2020] at University of Washington. As explained earlier,

the major inputs to the model are accumulation rate, surface temperature, density

of the snow and melt rate.

The CFM underwent several numerical experiments to replicate the results ob-

tained by Li and Zwally [2015] before being used with inputs from RACMO. These

are discussed in detail in section 3.3.1.
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3.3.1 Numerical experiments

Several standard numerical experiments were carried out with our implementation

of the densification model using monthly time steps with varying climate conditions

for several locations on the AIS representing a wide range of temperature (Tm) and

accumulation rates (Am). Perturbations in accumulation rate and temperature are

used to check for changes in surface height and time taken for the response for

climatic conditions like low accumulation–low temperature and high accumulation-

high temperature. Perturbations were of the kind where δA(t) = ±0.5 Am and

δT(t) = ±2◦ C at either shorter periods (few months) or larger periods (few years).

One perturbation was applied keeping the other variable constant such as an im-

pulse in accumulation rate by keeping temperature constant or vice versa. Before

running the model, it is initialized to steady-state conditions under constant sur-

face temperature (Tm) and accumulation rate (Am). Two regions are chosen for the

experiments which satisfy the necessary conditions; Byrd (70◦ S 110◦ W) with Am

= 0.14 mw.e.a−1 and Tm = - 28◦ C and Vostok (77◦ S 110◦ E) with Am = 0.035

mw.e.a−1 and Tm = - 56◦ C. As discussed earlier, two regions with differing climatic

conditions will have differing firn profile. This is seen in the density-depth profile

from those regions (figure 3.8).

Figure 3.8: Density-depth profile at (a) Byrd and (b) Vostok regions. The abscissa
is the depth from the surface (in m), which varies in each subplot. The ordinate
shows density (in kgm−3).

The firn-ice transition depth or the depth at which the density of firn is close to

that of ice, is largely different at both regions. From figure 3.8, at Byrd the density

of firn approaches density of ice at 100 m downwards from the surface whereas

at Vostok it is found only at 200 m downwards from the surface which implies

zi[Byrd] = ∼ 0.5 zi[Vostok]. This is found when the mean accumulation rate (Am)

in Byrd is almost 4 times of what is found in Vostok and the mean temperature

(Tm) in Byrd is almost half of what is found in Vostok.
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In the first experiment, temperature (Tm) is kept constant and a positive im-

pulse in accumulation rate which is 50% of the mean accumulation rate (Am) is

applied for a period of 5 years. This is done at both regions Byrd and Vostok where

the initial conditions are different as mentioned earlier and is shown in figure 3.9.

Figure 3.9: Parameter settings and results for the first experiment at (a) Byrd
and (b) Vostok. The abscissa is time from 1985 to 2015. The top panel depicts
temperature (in K) kept constant. The middle panel depicts accumulation rate (in
m w.e. a−1) which has an impulse of + 0.5 times the mean rate during 1990 to 1995.
The bottom panel depicts the changes in elevation: compacted signal (in blue) and
not compacted (in red) and influence of compaction (in black dash).

At Byrd, accumulation rate becomes 0.21 m w.e. a-1 during 1990-1995 and it is

0.0525 m w.e. a−1 at Vostok. Immediately after the onset of the impulse in 1990,

at both regions the height starts increasing from the steady state figures kept at

0 m. In the initial phase, the non-compacted and compacted changes are almost

the same until a gradual increase in the compaction component induces differences.

At Byrd the non-compacted signal reaches the peak 1 m whereas it is only 0.25 m

at Vostok due to the differences in the accumulation rate. The compacted signal

reaches ∼ 0.8 m and ∼ 0.22 m at Byrd and Vostok, respectively which is smaller

than the non-compacted signal largely due to increasing compaction. In this case,

as the accumulation rate is the only varying component, the changes in compaction

rate can be considered as compaction only due to variation in rate of accumulation.

In the second experiment, impulse in accumulation rate is applied in both di-

rections: positive and negative successively at the same magnitude (50% of Am).

This implies at Byrd, accumulation rate will be 0.21 m w.e. a−1 during 1990-1995

and 0.07 m w.e. a−1 during 1995-2000. Similarly, at Vostok, the accumulation rate

will be 0.0525 m w.e. a−1 and 0.0175 m w.e. a−1 during 1990-1995 and 1995-2000
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respectively. Results from the experiments are summarized in figure 3.10.

Figure 3.10: Parameter settings and results for the second experiment at (a) Byrd
and (b) Vostok. The abscissa is time from 1985 to 2015. The top panel depicts
temperature (in K) kept constant. The middle panel depicts accumulation rate (in m
w.e. a−1) which has an impulse of 0.5 times the mean rate in both directions (positive
during 1990-1995 and negative during 1995-2000). The bottom panel depicts the
changes in elevation: compacted signal (in blue) and not compacted (in red) and
influence of compaction (in black dash).

Similar to the previous experiment, the height starts increasing from the steady

state value kept at 0 m at the occurrence of the impulse in 1990 at both regions. At

the onset of the negative impulse in 1995, the compacted height changes decrease

at a larger rate compared to the increase which is due to lesser accumulation and

compaction to the previous accumulation. The compacted signal gradually recovers

towards the previous steady state after the negative impulse since 2000. The rate

of recovery varies with the climatic conditions as we see differences between Byrd

and Vostok. Similar experiments were carried out at varying climatic conditions

with shorter impulse periods which are closer to real world conditions to test for the

sensitivity of the model to quick and short term perturbations.

In a third experiment, perturbations in surface temperature is induced on to the

model inputs. In this case, the accumulation rate (Am) is kept constant and surface

temperature (Tm) is increased by 2◦ C for a period of 5 years. This implies for Byrd

Am = 0.14 m w.e. a−1 and Tm = - 28◦ C with temperature raised to - 26◦ C dur-

ing 1990-1995. Similarly, for Vostok these values are 0.035 m w.e. a−1, - 56◦ C and

- 54◦ C respectively. Figure 3.11 depicts the inputs and outputs from the experiment.

Contrary to the previous experiments, there is a decrease in surface height at the

onset of an increase in temperature. It reaches up to - 0.04 m in Byrd and – 0.006
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Figure 3.11: Parameter settings and results for the third experiment at (a) Byrd
and (b) Vostok. The abscissa is time from 1985 to 2015. The top panel depicts
accumulation rate (in m w.e. a−1) kept constant. The middle panel depicts tem-
perature (in K) which has an impulse of 2◦ C during 1990-1995. The bottom panel
depicts the changes in elevation: compacted signal (in blue) and not compacted (in
red) and influence of compaction (in black dash).

m in Vostok in 1995 which marks the end of the impulse. After the period of the

impulse, the height further reduces at a slower rate for different period of time at

Byrd and Vostok before returning to the steady state where the changes in elevation

is zero (dH/dt = 0). It can be concluded that a sustained change in temperature

(possibly due to climate change) can have nearly linear changes in surface height as

there is changes in the mean surface temperature for the firn column [Li & Zwally,

2015].

3.3.2 Height changes from the firn densification model

After several tests and experiments, the model is used to estimate changes in surface

height using outputs from RACMO2.3p2. While using the model for this computa-

tion, we assume a constant snow density across the AIS at 350 kg m−3. The depth

at which firn density is closer to that of the ice varies across the AIS depending on

the varying climatic conditions. This depth, which is referred to as critical depth,

depends on the climate conditions including rate of accumulation and average tem-

perature. After several tests and experiments on the depth of firn column, a constant

firn column depth of 220 m is used inspired from Verjans et al. [2020]. A fresh firn

column is modeled at each location in which the density at the top will be that of

the snow and at the bottom will be that of the ice. The model is pre-initialized

for a period (∼ 100 years) long enough to generate the firn column based upon the

currently available climate variables.
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Height changes estimated using the FDM at PIG and DML is shown in figure

3.12.

Figure 3.12: Time series of elevation changes in cm at (a) PIG and (b) DML es-
timated using outputs from RACMO2.3p2 and the firn densification model during
1992–2016. The abscissa is the time. The ordinate shows the variations in elevation
(in cm), which varies in each subplot.

At both regions, surface elevation is found to increase even at differing rates.

For PIG, this trend is different from estimates from Envisat (figure 2.13), GRACE

(figure 2.4) and previous estimates from RACMO (figure 3.3). Differences with En-

visat and GRACE measurements are due to the involvement of ice dynamics in the

geodetic measurements apart from the SMB. The difference in trends between the

current and previous estimates from RACMO is due to the presence of a firn column

and addition of the firn densification process while computing the new estimates. A

degree-2 polynomial trend (in black) is modeled based on the estimate to compare

with Envisat and GRACE derived height changes. Estimates made with the climate

model outputs and the firn densification model is further explored comparing the

residual changes from these estimates in figure 3.13.

Residual changes in elevation show similar pattern but with differing magnitude

as the compacted signal varies between -50 and 50 cm in PIG whereas the non-

compacted signal has variations in the range of -20 to 20 cm. Similarly, at DML

the compacted signal varies between -20 and 25 cm but the non-compacted signal is

limited to -10 and 10 cm. The changes in SMB estimates (in yellow) which is used as

an input for estimating the variations in surface height is also shown. The seasonal

behavior in the compacted height change signal and is further explored using the

monthly means plot (figure 3.14).
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Figure 3.13: Residual changes in elevation both compacted (in blue) and not com-
pacted (in red) and SMB (in yellow) at (a) PIG and (b) DML. The abscissa is the
time. The ordinate shows the variations in elevation (in cm) and SMB (in kg m−2),
which varies in each subplot.

Figure 3.14: Monthly means of residual changes estimated from RACMO outputs
and the firn densification model at (a) PIG and (b) DML. Error bars represent
standard deviation (1 σ) from the mean. The abscissa is the time representing
month of the year. The ordinate shows the changes in elevation (in cm), which
varies in each subplot.

Monthly means plot of estimates from RACMO outputs and the firn densifica-

tion model show similar patterns to that from the non-compacted signal (figure 3.5).

Similar to the previous estimates, the signal peaks in October at PIG and it peaks

in August at DML. The magnitude is different at both regions as the variations

are almost double than compared to the previous estimates. Variations in surface

height estimated using RACMO outputs and the firn densification model are put

into comparison with estimates from Envisat and GRACE (figure 3.15).

Estimates from the three different techniques agree with each other quiet well

at both regions. It indeed shows differing character among these two regions. At
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Figure 3.15: Height changes at (a) PIG and (b) DML from Envisat observations (in
red), GRACE observations in WEH (in green) and RACMO and firn densification
model (in blue). The abscissa is the time. The ordinate shows the variations in
elevation (in cm), which varies in each subplot.

PIG, the patterns agree well as it increases and decreases together. The magnitude

of changes too is agreeable especially between Envisat and RACMO. Changes from

GRACE in WEH over estimates most of the times. At DML too, clear seasonal

patterns can be observed in all of the three estimates with those from Envisat being

too dominant. At particular periods, good agreement exists in magnitude of changes

among these estimates too. Totally, compared to figure 3.6 where non-compacted

height change estimates are plotted, the estimates from the firn densification model is

much better in shape and magnitude. Larger analysis is carried out among estimates

in section 4.1.

Standard deviation maps of residual changes give a larger picture of changes for

the whole ice sheet for multiple time periods (figure 3.16). Magnitude of changes

are lesser during 2002 – 2010 i.e., 0 to 12 cm in elevation (figure 3.16 a) in com-

parison with 2002 – 2016 i.e., 0 to 14 cm in elevation (figure 3.16 b) and with 1992

– 2016 i.e. 0 to 16 cm in elevation (figure 3.16 c). Similar to previous estimates,

most of the changes happen in West Antarctica and in Antarctic Peninsula region.

Very minimal changes are found in the interior regions of the AIS at all periods and

changes are majorly focused along the regions in proximity to the coast and ocean.

Standard deviation maps from multiple estimates during the common period

(2002-2010) are used to make an initial comparison between them (figure 3.17).

Maximum of the standard deviation of changes from each technique fall in the

range of 10 to 12 cm. Changes are majorly found along the coast in each of these

method. Estimates of changes from Envisat and RACMO are lesser and comparable

with each other in comparison with those from GRACE in the interiors of the
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Figure 3.16: Standard deviation of temporal changes (in cm) computed from
RACMO outputs during (a) 2002–2010 (Envisat period), (b) 2002–2016 (GRACE
period) and (c) 1992–2017. Varies between 0 cm (in yellow) to 16 cm (in violet).

Figure 3.17: Standard deviation of temporal changes (in cm) observed using (a)
Envisat, (b) GRACE in SEH and (c) RACMO for the period 2002-2010. Varies
between 0 cm (in yellow) to 12 cm (in violet).

AIS. This is majorly due to low SMB values in the interiors due to negligibly low

accumulation rates and extreme climatic conditions as estimates from RACMO is

largely based on variations in accumulation rate and surface temperature. Other

variations exist between standard deviation maps from differing estimates such as

higher values in the region between 60◦ E and 90◦ E (close to Mac. Robertson Land)

in Envisat estimates comparison with other two estimates.

In the next chapter, we make much detailed comparisons among estimates sci-

entifically trying to corroborate the reasons in the context of the AIS. Another aim

is to investigate the height change patterns for the inter-annual variability discussed

in section 1.2.5.
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Chapter 4

Inter-annual variability

Inter-annual variability in AIS remains poorly addressed as discussed in section

1.2.5. These variability needs to be properly understood including its origin or

causes, magnitude of influence, frequency of occurrence, etc. By using three distinct

estimates of changes in the AIS (altimetry, gravimetry and climate models), we try

to explain the poorly known and understood inter annual variability.

4.1 Comparison between height changes

The estimates of changes in AIS are from three distinct sources with differing tech-

niques. Comparing each of these estimates with one another is of paramount im-

portance to improve our understanding of mass changes over the AIS. It is achieved

by carrying out a correlation analysis followed by a regression analysis among these

estimates.

4.1.1 Correlation analysis

At each region, coefficient of correlation is computed between height change esti-

mates from a pair of two distinct techniques for a common period. In this case,

correlation coefficient for height change estimates from Envisat and GRACE (figure

4.1 a), Envisat and RACMO (figure 4.1 b) and GRACE and RACMO (figure 4.1 c)

during the period 2002–2010 is computed. The coefficient values ranges between -1

and 1. In an ideal case, the coefficient of correlation between two independent time

series is close to 1. A positive coefficient indicates that both estimates of height

changes increase or decrease together and vice versa. A value of 0 indicate a lack of

any relation between the two estimates. It does not give much insights about the

magnitude of changes among two distinct estimation techniques.

High positive correlation is observed between each of the estimates in West
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Figure 4.1: Coefficient of correlation between height changes estimated from (a)
Envisat and GRACE, (b) Envisat and RACMO and (c) GRACE and RACMO,
during the period 2002 - 2010. Positive and negative correlation coefficients are in
red and blue respectively.

Antarctica and coastal regions of East Antarctica. Estimates from GRACE and

RACMO are found to have maximum regions with positive correlation coefficient

with high values at all longitudes except in the interiors (figure 4.1 c). At PIG, the

coefficients of correlation between estimates from Envisat and GRACE, Envisat and

RACMO and GRACE and RACMO is 0.61, 0.90 and 0.74 respectively. Similarly,

at DML the correlation coefficient values are 0.35, 0.56 and 0.70. Regions between

30◦ E and 120◦ E seems to have regions with negative or zero correlation in height

change estimate pairs of Envisat with both GRACE and RACMO (figure 4.1 a &

b). This anomaly can be likely attributed to the presence of strong katabatic winds

in that region and sensitivity of Envisat observations to this phenomenon. In these

regions, estimates from Envisat will be either out of phase or completely different

from estimates from both GRACE and RACMO. To further understand the relation

between the estimates from differing techniques a regression analysis is employed.

4.1.2 Regression analysis

Similar to the correlation analysis, regression analysis is carried out among the dif-

ferent height change estimates for the period 2002–2010. At each region, a coefficient

of linear regression and the corresponding uncertainty is computed between height

change estimates from a pair of two distinct techniques. This coefficient reflects how

well time and amplitude variations of a time series are similar to that estimated from

another observation. The coefficient of linear regression, C between two data sets

D1 and D2 is given by:
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C[i, j] =

[
C12[i, j] +

1
C21[i,j]

]
2

(4.1)

where C12 and C21 represent the coefficient of regression for D1 with respect to

D2, and vice versa, respectively. i and j stand for the latitude and longitude of the

region, respectively. Uncertainty associated, U is expressed as:

U [i, j] = U12[i, j] +
U21[i, j]

C12[i, j] ∗ C21[i, j]
(4.2)

where U12 and U21 represent the uncertainty obtained while calculating C12 and

C21, respectively. These coefficients of linear regression and their corresponding un-

certainties are mapped in figure 4.2 (a – f).

In an ideal case, the coefficient of regression is close to 1 and the corresponding

uncertainty is close to 0. A positive coefficient indicates that both estimates of

height change increase or decrease together, whereas having a negative coefficient

implies the other way around. Along with that, the magnitude of the coefficient

characterizes the relation between the amplitude of the signal. A coefficient closer

to 1 indicates that height estimates from the two techniques are identical in phase

and amplitude.

Height changes estimated from GRACE in SEH and those derived from RACMO

are close to the ideal scenario largely across the AIS (figure 4.2 c & f). This along

with maps of regression coefficient between Envisat and GRACE in SEH indicate

changes are largely due to changes in snow height. The regression coefficient would

have been far from ideal if GRACE estimates are taken as IEH or WEH. Similar to

the correlation coefficient maps between estimates from Envisat with both GRACE

and RACMO (figure 4.2 a & b), regions with negative regression coefficient and

larger uncertainty values can be observed between 30◦ E and 120◦ E and sometimes

extending up to 150◦ E (figure 4.2 a & d, b & c). This further explains the sensitive

nature of Envisat observations towards katabatic winds present in the interiors of

East Antarctica.

Apart from PIG and DML, we chose two more locations having near ideal condi-

tions while performing correlation and regression analysis; Coats Land (CL) around

80◦ S 28◦ W and Wilkes Land (WL) around 70◦ S and 120◦ W. Table 4.1 lists coef-

ficient of regression and corresponding uncertainty between multiple height change

estimates during 2002-2010.
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Figure 4.2: Coefficient of regression (left) and uncertainty (right) maps between
height changes estimated from (a, d) Envisat and GRACE in SEH, (b, e) Envisat
and RACMO, and (c, f) GRACE in SEH and RACMO, during the period 2002–2010.
In the coefficient of regression maps, color indicates the magnitude, and the dark
circle refer to regions where the coefficient is negative. Larger uncertainty values
are indicated using dark red.

Table 4.1: Regression coefficients between height changes computed using our three
data sets at four different locations with respective coordinates in square brackets.
Values in the bracket denotes uncertainty.

Site Envisat & GRACE Envisat & RACMO GRACE & RACMO

PIG 1.08 (0.29) 0.87 (0.08) 1.16 (0.24)

CL 1.39 (0.92) 1.66 (0.80) 0.74 (0.20)

DML 1.57 (0.84) 1.56 (0.48) 0.81 (0.16)

WL 0.96 (0.36) 1.04 (0.02) 0.86 (0.24)
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The time series of height changes from theabove mentioned locations is shown

in figure 4.3 (a-d). Estimates from Envisat (in blue) are during 2002-2010 whereas

those from GRACE and RACMO are during 2002-2016.

Figure 4.3: Height changes are shown for CL (a), DML (b), PIG (c), and WL (d)
with that computed from RACMO in red, GRACE solutions in green, separating
WEH (solid) from SEH (dash), and Envisat observations in blue. The abscissa is
the time. The ordinate shows the amplitude (in cm), which varies in each subplot.

Observations from PIG and DML were already discussed for the common period

in the previous chapter (figure 3.15). At each region, SEH estimate from GRACE has

comparable magnitude with estimates from Envisat and RACMO rather than the

WEH estimate. Estimates from Envisat show strong seasonal behavior irrespective

of the location or the region. Varying nature of the magnitude of variations among

different regions are also found in these time series similar to figure 3.15. Good

agreement exists between estimates from GRACE and RACMO after the Envisat

period (2002-2010) at all regions depicted here. Peaks and troughs with more than

one year gaps are too found at several regions at different time periods. Peaks can be

found at PIG in early 2006, mid-2008 and mid-2016 and similarly at other regions.

Now we move towards exploring inter annual variability in the AIS using various

height change estimates.
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4.2 Extraction of inter annual signals

Several methods have been adopted to extract the inter annual signal around Antarc-

tica. For example, Cerrone et al. [2017] used a band-pass filter applied on climate

parameters above the Southern Ocean (SO). On the other hand, Autret et al. [2013]

used an empirical mode decomposition (EMD) to analyze the automatic weather sta-

tion data at coast. Here, we first apply the EMD to all of our time series covering

the AIS as it is found superior to other techniques to analyze signals for the studied

period.

Empirical mode decomposition

The empirical mode decomposition (EMD) perform self-adaptive decomposition of

the signal on the basis of nonlinear functions extracted from the signal itself [Huang

et al., 1971]. EMD decomposes the signal into intrinsic modes which correspond

to physical characteristics of the studied signal using a sifting process. This sifting

process consists of defining a local phenomenon or feature considering the oscillations

of the signal between a maxima and a minima. This procedure is applied iteratively

on the original signal to extract constituent modes and their trends.

The EMD applied to height changes in Antarctica during the period 2002–2010

commonly yields 4 to 6 modes. The largest group, representing 65% of our time

series, has 5 modes. Time series resulting in 4 and 6 modes represent 33% and 2%,

respectively. An example of the EMD applied to height changes is given in figure 4.4

For a time series with 5 modes, the first mode represents the quasi-monthly

disturbances which is largely referred to as noise. Seasonal cycles and signals with

periodicity less than or up to one year constitute the second mode. The third mode

has periodicity values greater than 1 year. A quasi-4-year cycle dominates the fourth

mode. Higher modes constitute components with longer periods [Autret et al., 2013].

To extract the inter-annual changes, we reconstruct the time series by combining

modes which are independent of high frequency changes, seasonal changes and very

long-term trends. Therefore, we combine modes 3 and 4 and modes 4 and 5 to

reconstruct the inter-annual changes at locations where we have 5 and 6 modes,

respectively. We only use the mode 3 where only 4 modes are obtained after the

EMD.

At each location, we extract the inter-annual signal which is the height change

estimates independent of noise, seasonal signal, and very long-term trends. The

extracted inter annual signal for CL, DML, PIG and WL is shown in figure 4.5.

At every selected region, the inter-annual height changes from the three tech-
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Figure 4.4: An example of EMD applied to height changes at DML. SEH from
GRACE normalized to standard deviation at DML in red and constituent modes in
green. The abscissa is the time. The ordinate shows the amplitude of the signal (in
left) and the corresponding mode (in right).

niques exhibit comparable properties which include period and amplitude. The

mean and maximum coefficient of correlation is 63 and 86%, 72 and 91%, and 65

and 91% between inter annual height changes derived from Envisat and GRACE,

Envisat and RACMO, GRACE and RACMO, respectively (table 4.2).

Table 4.2: Correlation coefficients between inter-annual height changes derived using
EMD analysis.

Site Envisat & GRACE Envisat & RACMO GRACE & RACMO

PIG 0.26 0.91 0.28
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CL 0.86 0.43 0.67

DML 0.71 0.70 0.91

WL 0.67 0.82 0.73

The inter-annual signal has higher magnitude variations in PIG, DML, and WL,

where it has an amplitude of ∼10 cm. In CL, the amplitude of the inter-annual

signal falls to ∼5 cm. This difference is likely due to the location of the regions.

Indeed, PIG, WL, DML are coastal regions with no permanent ice shelf, whereas

CL is close to the permanent Ronne Filchner ice shelf, thus being likely less subject

to ocean influences. Apart from the amplitude, similarities and differences can be

derived in terms of periodic content. Indeed, the inter-annual signal in CL, DML,

and WL shows longer periods than that at PIG. It is further investigated for the

whole AIS in section 4.3.

The information retained in the extracted signal (% IA) is given as,

%IA[i, j] =

[
RMS(S[i, j]

RMS(O[i, j])

]
∗ 100 (4.3)

where S and O represent the extracted inter-annual signal and monthly height

changes respectively. i and j stand for the latitude and longitude of the region re-

spectively. Maps of % IA for inter annual-signal from each technique is shown in

figure 4.6.

The percent of energy retained by the inter annual signal is above average at

all cases (figure 4.6 a, b, c). Maximum retention is found in inter annual signal

extracted from height change estimates from RACMO (figure 4.6 c). Larger the

value implies larger is the share of inter-annual signal in the original height change

signal. Larger values are found majorly along the coasts irrespective of the technique

used to estimate height changes.

Next, to characterize the inter-annual changes over the whole of the AIS, we use

the reconstructed height changes from the EMD.

4.3 Characterizing inter-annual signals

Inter-annual signal obtained by reconstruction of modes after EMD holds the key

for inter-annual variability. It needs to be characterized to scientifically understand

the properties of the extracted inter annual signal. We use the least squares method

to identify the period that represents the inter-annual signal the best.
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Figure 4.5: Inter-annual height changes after mode reconstruction following the
EMD analysis at CL (a), DML (b), PIG (c), WL (d). Height change estimates are
from RACMO (red), GRACE in WEH (green), SEH (dashed green) and Envisat
(blue). The abscissa is the time. The ordinate shows the amplitude of the signal (in
cm), which varies in each subplot.

4.3.1 Least squares method

In this method, the purpose is to find a single period among a range of periods

(in this case 2 years to 8 years), that best fits the inter annual signal. Best fit is

considered when the difference between the RMS of the inter annual signal and that

of the single period fit is the lowest. If S represents our derived inter annual changes,

and FT represents the periodic fit with a period of T, then:

∆RMS[i, j] = RMS(S[i, j])−RMS(FT [i, j]) (4.4)

i and j are latitude and longitude of the region respectively. Period T, is chosen

for which the ∆RMS is the lowest for all set of values in T. To assess the fitting

process across the AIS, RMS reduction % R (in %) is computed for the single period

fit from the inter annual signal (figure 4.7). It is expressed as;

%R[i, j] =

[
1− ∆RMS[i, j]

RMS(S[i, j])

]
∗ 100 (4.5)

where ∆RMS is the difference between the RMS of inter annual signal and best

fitting single period model. In an ideal case, ∆RMS will be 0 and % R will be 100%.

Therefore, % R tends to 100% if the model fits perfectly, and 0% otherwise.
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Figure 4.6: Energy ratio of the inter-annual signal extracted from (a) Envisat, (b)
GRACE and (c) RACMO. Higher values (in dark red) indicate higher energy con-
tention in the inter-annual signal and lower values (in white) indicate negligible less
energy retention.

Figure 4.7: RMS reduction (in %) of the best single period fitting model for height
changes estimated from Envisat (a), GRACE (b), and RACMO (c). Value ranges
between the least value 0% (yellow) and the highest value 100% (blue).

Regions with the largest RMS reduction are very similar whatever the method

used to quantify the changes of the ice sheet be (Envisat, GRACE and RACMO).

These regions are that of PIG, CL, WL, Enderby Land (EL, between 30 and 60◦

E), and Terre Adélie (TA, west of 150◦ E). There, the RMS reduction is larger than

50%. It can reach up to 80% in CL and TA. GRACE derived height changes lead

to the lowest RMS reduction, while that from RACMO are the largest.

4.3.2 Periodicity

The frequency of occurrence of the inter annual component is an important metric

while investigating inter-annual variability as it translates into effects of specific cli-
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mate processes. Therefore, the period associated with the inter annual signal or the

best fitting single period model of the inter annual signal is a key characteristic to

derive. For each technique and at every region for the whole AIS, period of the best

fitting model represents the periodic behavior of the inter annual signal. Maps of

periodicity of the inter annual signal for the AIS is shown in figure 4.8.

Figure 4.8: Maps of the period of the best fitting model for height changes estimated
from Envisat (a), GRACE in SEH (b), and RACMO (c) after EMD. Value ranges
between the lowest value 2 years (in yellow) and the highest value 8 years (in blue).
The period range is broken down into three classes: A, B, and C.

The period values range between 2 and 8 years. Regions within latitudes North of

75◦ S and between 30◦ W and 165◦ E (see the period of inter-annual signal in Figure

4.5 a,b,d), barring few exceptional regions, like that of Mac Robertson Land, have

period values between 4 and 6 years. West Antarctica (see the period of inter-annual

signal in Figure 4.8 c) and the Antarctic Peninsula have period values between 2

and 4 years. Only few regions in the whole AIS have period values in the range 6

to 8 years. The distribution of period values can be understood with the help of

histogram plots for each maps (figure 4.9).

Two peaks can be identified in three of the histograms; between 2 and 4 years

and between 4 and 6 years (figure 4.9). Based on the maps and histogram plots, the

period values can be grouped into three classes; class A, class B and class C. Class

A has periods less than 4 years whereas class C has periods greater than 6 years.

Hence class B is the set of periods between 4 and 6 years. The count of regions

falling in each class can be understood from the histograms. But every region does

not have the same area as the earth is spherical in shape. Area wise coverage in the

AIS by each class is given in the table 4.3.
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Figure 4.9: Histogram of period values extracted from inter-annual signals from
Envisat (a), GRACE (b) and RACMO (c). The abscissa is the period (years). The
ordinate shows the count of each period.

Table 4.3: Percentage of area covered by each class from each data set.

Class A (<4 Years) Class B (4–6 Years) Class C (>6 Years)

Envisat 45.25 44.32 10.42

GRACE 46.57 45.18 8.25

RACMO 39.82 52.13 8.04

The class that covers the largest area is class B, representing 44 to 52% of the

total studied area. Class A has a total coverage ranging between 40 and 47% of the

investigated regions. The final class, and the smallest class by area covered, class C,

is found at exceptional regions indicating no clear spatial patterns and covers only

8 to 10% area.

4.3.3 Amplitude

Amplitude is another key parameter from the inter annual signal alongside the peri-

odic nature (figure 4.5). It is extracted as the amplitude of the best fitting periodic

model found during the least squares estimate. Amplitude thus extracted for the

whole AIS from the differing techniques is shown in figure 4.10.

Amplitude maps show quasi-identical patterns across estimates derived from En-

visat, GRACE, and RACMO. The inter-annual signal is the strongest along the coast

of the Antarctic Pacific sector and in EL and WL, even though the estimates seem

to vary in magnitude depending on the data sets. Comparing amplitude maps of

GRACE in SEH and WEH, SEH amplitude map is found comparable in magnitude

with that from RACMO and Envisat rather than WEH. It supports the idea that

the inter-annual changes are majorly driven by changes in density closer to that

of snow. It is also worth noting that the inter annual signals are greater than an

average magnitude along the coasts of the AIS, except in regions between 60◦ E and
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110◦ E where it seems to have very less magnitude. The area where the inter-annual

signal has significant influence and strength falls within a buffer of ∼600 km or 5◦

from the AIS coastline. This buffer region shows common periods across different

data sets. To explore the inter-annual signal in this region and extract common

modes of variability from our three data sets, we perform locally a PCA (Principal

Component Analysis) on the height changes.

Figure 4.10: Maps of the amplitude of the best fitting model for height changes
estimated from Envisat (a), GRACE in SEH (b), and RACMO (c) after EMD.
Value ranges between 0 (in white) and 12 cm (in red).

4.4 Principal component analysis

PCA on a multivariate time series is a statistical technique with linear combi-

nations of these variables for deriving the variance-covariance matrix of a set of

m—dimensional variables [Wei, 2018]. A large m—dimensional data can be suffi-

ciently expressed by k principal components, where k < m and, hence, a reduction

of the number of degrees of freedom of the problem. PCA on a set of correlated

variables converts it into a set of uncorrelated variables through an orthogonal trans-

formation. This technique can be used on general variables or standardized variables

and hence either the covariance matrix or correlation matrix is used. The goal of

the method is to represent a large m—dimensional process with much smaller k

principal components that would explain a large part of the variance of the data.

Regions are selected along the coast of the AIS and within the buffer region

discussed in the previous section at equal intervals of 15◦ longitudinally to perform

a PCA locally on the inter annual height changes (figure 4.11).

PCA is performed locally on three independent time series normalized to their

standard deviation and obtained three principal components (PCs): PC1, PC2,
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Figure 4.11: Explained variance map of the PC1 with locations (black circles) of
sites selected to perform the PCA. Darker color indicates larger explained variance.

and PC3. The first principal component, PC1 has a mean variance of 76% and a

standard deviation of 11% (table 4.4). Means of the variance of the second and third

principal components (PC2 and PC3) are, respectively, 17% and 6%.

Table 4.4: Explained variance in percentage after Principal Component Analysis
(PCA) at the 20 regions.

Longitude[◦] First Principal

Component (PC1)

Second PC

(PC2)

Third PC (PC3)

15 73.20 20.83 5.96

30 80.99 14.16 4.85

45 81.93 12.72 5.35

60 71.86 21.38 6.76

75 68.97 17.85 13.18

90 46.29 33.26 20.45

105 84.97 9.54 5.48

120 82.76 11.42 5.81

135 84.11 9.40 6.49

150 72.91 22.24 4.85
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165 57.86 32.08 10.06

- - - -

- - - -

210 57.97 34.84 7.18

225 77.05 17.79 5.16

240 79.63 13.78 6.59

255 76.20 20.30 3.50

270 91.21 5.95 2.84

285 75.64 16.89 7.47

- - - -

- - - -

330 77.09 20.91 2.00

345 91.39 6.39 2.22

360 90.97 6.27 2.75

At these regions, the explained variance of PC1 varies between a maximum values

greater than 90% and minimum value close to 46%. Explained variance of PC1 for

the whole of the AIS is also shown in figure 4.11. Regions having high variance

for PC1 are the same as regions where we have near ideal scenario as explained in

section 4.1.2. It too ranges between a minimum 40% and a maximum values greater

than 90%. PC1 is hence kept on focus as it accounts for the largest amount of

variability.

Coefficient of contribution from each data set in the PC1 is given in table 4.5.

Sites with explained variance greater than 70% also has near equal coefficient for

each of the three data sets.

Table 4.5: Coefficient of each data set in PC1 at the 20 regions.

Longitude[◦] Envisat GRACE RACMO

15 0.49 0.60 0.63

30 0.54 0.59 0.60

45 0.55 0.59 0.60

60 -0.54 0.64 0.55

75 -0.57 0.56 0.60

90 0.51 0.49 0.71

105 0.58 0.59 0.56

120 0.58 0.56 0.59

135 0.58 0.57 0.59
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150 0.57 0.65 0.51

165 -0.23 0.69 0.68

- - - -

- - - -

210 -0.14 0.71 0.68

225 0.60 0.61 0.51

240 0.60 0.55 0.58

255 0.64 0.50 0.59

270 0.59 0.57 0.57

285 0.59 0.61 0.53

- - - -

- - - -

330 0.60 0.64 0.48

345 0.58 0.57 0.59

360 0.59 0.57 0.57

PC1 obtained locally is plotted in the order of longitudes figure 4.12. The shaded

region located between 165◦ and 210◦ E and 285◦ and 330◦ E correspond to regions

where observations are not available due to the presence of permanent ice shelves.

A detailed time series analysis of the PC1 shows two positive and two negative

anomalies in most of the regions during our period of study. It is consistent with

the conclusions obtained in the previous section 4.3.2. A shift, gradually eastward,

in the time of occurrence of the positive anomalies in PC1 while moving eastward

from 15◦ to 285◦ E can be noticed. To further investigate this, a spatial analysis of

the PC1 height changes is carried out. In this method PC1 height changes for each

time interval is taken as a time series which implies March 2004 will have a time

series with 24 values one each for each selected region, where 4 values are null since

the presence of ice shelves. Even the time is taken as an average of 3 observations

adjacent to it for easier representation and analysis i.e., March 2004 observation at

90◦ E will be average of observations from February, March and April 2004. The

resultant matrix with time in y axis and longitude in x axis is plotted similar to

figure 4.12 in figure 4.13.

Patterns similar to the previous figure (figure 4.12) is visible here too. The grad-

ual eastward shift mentioned earlier, is clearly seen during the spatial analysis as

positive anomalies traverse from 15◦ to 285◦ E during the period April 2004–June

2009. To investigate this further, we estimated the occurrence time of the positive
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Figure 4.12: PC1 height changes ordered by longitude. The grey colored region
represents ice shelves. Positive and negative anomalies are in red and blue, respec-
tively. The abscissa is the time. The ordinate shows the amplitude of the signal and
observations from each region sampled alongside the AIS coast at equal intervals.

anomalies that are longitudinally successive at each location based on figure 4.12.

The key findings are summarized in figure 4.14.

The positive anomaly at 15◦ E has its first peak in July 2004. This anomaly

shows a smooth trend of propagation up to 285◦ E, in almost 5 years, with 30◦

and 45◦ E being two exceptions. Between 15◦ and 30◦ E, the peak of the positive

anomaly appears to be lagged by about one year and seems to circle the rest of the
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Figure 4.13: PC1 height changes ordered by time. The grey colored region represents
ice shelves. Positive and negative anomalies are in red and blue, respectively. The
abscissa is the longitude of region sampled alongside the AIS coast at equal intervals.
The ordinate shows the amplitude of the signal and observations at each time period.

AIS at a quasi-constant rate after 45◦ E. We have estimated the period to traverse

the whole AIS by avoiding the regions where we have explained variance lower than

70% for PC1 (table 4.4). Longitudes 75◦, 90◦, 165◦ and 210◦ E fall under this

category. Hence, the mean time for encircling the entire AIS is about 5.5 years

(green line in figure 4.14). We observe maximum amplitude for this anomaly at 45◦

E. The anomaly is the weakest at 165◦ E, which is the endpoint of a decreasing trend

since 135 E. This also coincides with increasing distance from 65◦ S latitude, which
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Figure 4.14: Time occurrence of anomalies in PC1 that are longitudinally successive
around the AIS. Circles and triangles represent positive and negative anomalies,
respectively. The abscissa is the longitude of region sampled alongside the AIS coast
at equal intervals. The ordinate shows the time of occurrence of peak at each region.
The color depicts the absolute amplitude of the anomaly at each location from
PC1. Linear trends are estimated considering negative anomalies (blue), positive
anomalies between 135◦ and 360◦ E (orange), and positive anomalies between 15◦

and 285◦ E (green), ignoring locations with variance < 70%.

reaches its maximum at 165◦ E. The same feature is observed at 255◦ E, where we

have lesser amplitude compared to other sampling locations in the Antarctic Pacific

(AP) sector (210◦ to 285◦ E).

Similar analysis is carried with the negative anomalies, as indeed we observe a

negative anomaly originating in later half of 2002 at 15◦ E and propagating eastward

till late 2010 at 360◦ E. Similarly, another trend is observed between 135◦ and 360◦

E of positive anomalies during December 2002 to January 2009. Both these trends

take approximately 7.5 to 9.5 years to traverse across the AIS. As we observe, this

phenomenon of propagation of anomalies is a continuous one, and we have not

identified any particular starting point and ending point. These anomalies seem to

be enhanced or diminished regionally.

To further understand the causes of these behavioral patterns in the inter-annual

signal we study various climate anomalies influencing Antarctica and surrounding
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systems in the next chapter.
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Chapter 5

Influence of climate anomalies

The Antarctic system was found to be a subject of climate driven fluctuations with

inter-annual periods [Schneider et al., 2012; Massom et al., 2010]. This is described

using the variability in sea ice coverage in Southern Ocean (SO) over time. This

variability is usually associated with various inter annual climate processes which

can be both local and global influence. Among them, El Niño Southern Oscillation

(ENSO) a global phenomenon brings along anomalies in and around Antarctica

[Boening et al., 2012; Kwok et al., 2016; Deb et al., 2018]. Similar anomalies were

detected which had a periodicity of 4 to 6 years and circle the AIS in 9 to 10

years namely Antarctic circumpolar wave (ACW), a large scale co-varying oceanic

and atmospheric anomaly propagating eastward across the SO on sub-decadal time

scales [Mémin et al., 2015; White & Peterson, 1996; Peterson & White, 1998; White

& Simmonds, 2006]. Climate processes like this are quantified using a climate index

or a combination of multiple climate indices. A climate index is a calculated value

that can be used to describe the state and the changes in the climate system. It

allows a statistical study of variations of the dependent climatological aspects, such

as analysis and comparison of time series, means, extremes, and trends.

Variability of similar scales is found in the inter annual signals across the AIS as

discussed in section 4.3.2. We discuss the influence of various climate processes in

the next sections.

5.1 El Niño Southern Oscillation

ENSO is one of the major climate variability occurring on the timescales of 2–7 years

and modifying both atmospheric and oceanic parameters globally. This includes

anomalies in SST, sea ice extent, ice shelf thinning rates, and surface melt events

in and around AIS [Boening et al., 2012; Kwok et al., 2016; Deb et al., 2018].

ENSO also causes simultaneous high and low pressure systems leading to larger

cloud formation and precipitation. This often leads to fluctuations in precipitation
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and hence in the normal mass change trends [Boening et al., 2012; Sasgen et al.,

2010; Bodart & Bingham, 2019].

Though ENSO is a single climate phenomenon, it has three states, or phases,

it can be in. The two opposite phases, “El Niño” and “La Niña,” require certain

changes in both the ocean and the atmosphere because ENSO is a coupled climate

phenomenon. “Neutral” is in the middle of the continuum.

During an El Niño phase, the central and eastern tropical Pacific Ocean surface

warms, or has a SST value greater than the average (figure 5.1). It coincides with

an increase in precipitation over the tropical Pacific Ocean. This also forces the

low-level surface winds blowing from east to west along the equator (easterly winds)

to weaken or rarely start blowing in the opposite direction (from west to east).

Whereas during a La Niña event, the vice versa happens. The central and eastern

tropical Pacific Ocean surface cools or has SST values lower than average (figure 5.1).

Precipitation too reduces over the central tropical Pacific Ocean. It also coincides

with normal easterly winds along the equator and it becoming even stronger.

And in the neutral phase, tropical Pacific SSTs are generally close to average.

But there happens periods during which the ocean can look like it is in an El Niño

or La Niña state, but the atmosphere not representing the same (or vice versa).

Therefore, the conditions oscillate between these three phases time-to-time. Figure

5.1 represents the anomalies in SST during El Niño and La Niña.

Fluctuations associated to ENSO are usually quantified using climate indices

like the Southern Oscillation Index (SOI) or the Oceanic Niño Index (ONI), which

provides a measure of the strength of the related events.

5.1.1 Southern Oscillation Index

The Southern Oscillation Index (SOI) is one of the measures of the large-scale fluctu-

ations in air pressure taking place between the western and eastern tropical Pacific

during El Niño and La Niña episodes. This index is driven by the differences in

air pressure anomaly measured at Tahiti and Darwin, Australia. More precisely it

is defined as the doubly standardized difference in mean sea-level pressure between

Tahiti (131◦ E 13◦ S) and Darwin (210◦ E 18◦ S) [Ropelewski & Jones, 1987; Parker,

1983]. It can be expressed as,

SOI =
(StandardizedTahiti− StandardizedDarwin)

MSD
(5.1)

where standardized Tahiti and standardized Darwin can be expressed as,

StandardizedX =
(ActualXSLP −MeanXSLP )

StandardDeviationX
(5.2)
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Figure 5.1: Thematic maps of anomalies in sea surface temperature in the Pacific
Ocean during a strong La Niña event (top, during December 1988) and El Niño
event (bottom, during December 1997). Maps by NOAA Climate.

where standard deviation X can be expressed as,

StandardDeviationX =

√∑
(actualXSLP −meanXSLP )2/N (5.3)

where N is the number of months and monthly standard deviation (MSD) is

taken as,

MSD =

√∑
(StandardizedTahiti− StandardizedDarwin)2/N (5.4)

where N is the number of months and X can be both Tahiti and Darwin re-

spectively while calculating standardized air pressure anomaly at each region. Note

103



Variations de masse en Antarctique

the anomalies are departures from the 1981-2010 base period. It is provided by the

Climate Prediction Center (CPC) of the National Oceanic and Atmospheric Admin-

istration (NOAA) (https://www.cpc.ncep.noaa.gov/data/indices/ accessed on

30 June 2020).

The smoothed time series of the SOI correspond very well with changes in sea

surface temperatures in the eastern tropical Pacific. Negative values of the SOI

represents air pressures lower than normal pressure at Tahiti and greater than normal

air pressure at Darwin indicating an El Niño event where ocean warms across the

eastern tropical Pacific. The vice versa happens during a positive phase in SOI and

thus a La Niña event with cooler ocean across the eastern tropical Pacific. Figure

5.2 shows the variations of SOI since 1990.

Figure 5.2: SOI vs time from 1990 to present to indicate El Niño or La Niña periods
and their magnitude. Positive SOI values are in blue and negative values are in red.

The time series of the SOI since 1990 (figure 5.2), depicts that the El Niño-La

Niña cycle has an average period of about four years whereas it varies in the range

of 2 to 7 years based on historical records. Between 1980 and 2000, the cycle was

very active with with 5 El Niño episodes (1982/83, 1986/87, 1991-1993, 1994/95,

and 1997/98) and 3 La Niña episodes (1984/85, 1988/89, 1995/96). Out of which,

there were the strongest El Niño episodes of the century (1982/83 and 1997/98)

and consecutive periods of El Niño conditions between 1991 and 1995 without a La

Niña event. This cycle seems to have considerable variability between one decade

to another.

Sasgen et al. [2010] have discussed the influence of ENSO in mass change patterns
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using SOI, GRACE solutions, and weather model data. They have found that the

inter-annual mass variability along the Antarctic Peninsula and the Amundsen Sea

sector, obtained from GRACE, contains ENSO signatures. These mass estimates are

exclusive of offset, linear trend, and annual harmonic and are found to be mainly a

consequence of accumulation variations governed by changes in precipitation rates.

Similarly, ENSO influence over Antarctic ice shelves is also well discussed using

weather and altimetry data by Paolo et al. [2018]. They have been able to link ice-

shelf height variability in the AP sector with changes in the regional atmospheric

circulation driven by the ENSO with indices including ONI.

5.1.2 Oceanic Niño Index

The Oceanic Niño Index (ONI) is another climate index used largely to measure the

strength of a La Niña or an El Niño occurrence. It has become the primary indi-

cator that NOAA uses for identifying El Niño (warm) and La Niña (cool) events in

the tropical Pacific. It is the running 3-month mean SST anomaly for the Niño 3.4

region (i.e., 5◦ N-5◦ S, 120◦ - 170◦ W) from the ERSST.v5 (Extended Reconstructed

Sea Surface Temperature) [Huang et al., 2017]. It is also provided by CPC of the

NOAA (https://origin.cpc.ncep.noaa.gov/products/analysis_monitoring/

ensostuff/ONI_v5.php accessed on 30 September 2020). Events are defined as 5

consecutive overlapping 3-month periods at or above the +0.5◦ anomaly for warm

(El Niño) events and at or below the -0.5◦ anomaly for cold (La Niña) events. These

values makes it possible to classify events into weak (with a 0.5 to 0.9 SST anomaly),

moderate (1.0 to 1.4), strong (1.5 to 1.9) and very strong (≥ 2.0) events. For an event

to be categorized as weak, moderate, strong or very strong it must have equaled or

exceeded the threshold value for each class at least 3 consecutive times.

From figure 5.2 and figure 5.3 of the SOI and ONI respectively, it can be con-

cluded that they are anti-correlated. Positive values of ONI indicate an El Niño

event whereas for SOI positive values indicate a La Niña event and vice versa. Ta-

ble 5.1 shows classification of periods since 1950 based on the occurrence of El Niño

or La Niña events using ONI. They are further grouped into weak, moderate, strong

and very strong versions of either El Niño or La Niña. We have used ONI for our

studies with the measurements from the AIS.

Mémin et al. [2015] have detected anomalies with a period of about 4–6 years

in a combined analysis of surface-mass and elevation changes between August 2002

and October 2010. Our results suggest at least 44% of the total studied area have

periods between 4 and 6 years (class B in Table 4.3). By using climate model driven

height change estimates for our study, we confirm that the inter-annual geodetic
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Figure 5.3: ONI vs time from 1990 to present to indicate El Niño or La Niña
periods and their magnitude. El Niño or La Niña events fall into four categories:
weak, moderate, strong and very strong.

anomalies observed in Antarctica are due to changes in atmospheric conditions. In-

terestingly, Zhan et al. [2021] associated climate related events to dominate mass

change trends in AIS by carrying out a complex principal component analysis. The

frequency of their primary component matches with our major period class.

Table 5.1: Periods since 1950 to present classified into groups of El Niño or La Niña
events based on their magnitude into weak, moderate, strong and very strong.

El Niño La Niña

Weak Moderate Strong Very

Strong

Weak Moderate Strong

1952-53 1951-52 1957-58 1982-83 1954-55 1955-56 1973-74

1953-54 1963-64 1965-66 1997-98 1964-65 1970-71 1975-76

1958-59 1968-69 1972-73 2015-16 1971-72 1995-96 1988-89

1969-70 1986-87 1987-88 1974-75 2011-12 1998-99

1976-77 1994-95 1991-92 1983-84 2020-21 1999-00

1977-78 2002-03 1984-85 2007-08

1979-80 2009-10 2000-01 2010-11

2004-05 2005-06

2006-07 2008-09

2014-15 2016-17

2018-19 2017-18

Correlation coefficient maps between the ONI and inter-annual height changes

obtained from Envisat, GRACE, and RACMO are given in figure 5.4.
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Figure 5.4: Correlation maps between ONI and inter-annual height changes esti-
mated from (a) ENVISAT, (b) GRACE, and (c) RACMO. Positive and negative
correlation coefficients are in red and blue, respectively.

Figure 5.4 reveals the influence of ENSO on the height change patterns as the

correlation coefficient ranges between -0.7 and 0.7 through the whole AIS. Positive

correlations are commonly found in the East Antarctica beyond 0◦ E up until 130◦

E in every map along the coast. This coincides with area where we find inter-annual

signals having periods in the range of 4 to 6 years and higher amplitude values.

Maximum positive correlation is obtained in regions around DML andWL, especially

when height changes are derived from RACMO and GRACE. Most of the regions

in the West Antarctica exhibit negative correlation coefficients, which is consistent

with what we observe in the periodicity maps. Zhang et al. [2021] also attributed

the inter-annual changes in ice mass over the AIS to precipitation related events

associated with ENSO analyzing GRACE data and other mass balance estimates.

Even though they limited studies based on regional estimates, they, too, discussed

about varying characteristics between East Antarctica and West Antarctica. We

further discuss climate process that might cause this varying behavior of the inter

annual signals in West Antarctica.

5.2 Southern Annular Mode

The SAM or Antarctic Oscillation is the dominant mode of atmospheric variability

in the Southern Hemisphere (SH) imposing a major shift in the broad-scale climate

of the hemisphere influencing precipitation and temperature on month-to-month and

inter-annual timescales [Marshall, 2003]. It is quantified based on the zonal pressure

difference between the latitudes of 40◦ S and 65◦ S. The station-based SAM index

uses records from 6 stations located close to 65◦ S and 6 stations located near 40◦ S

exist since 1957 (figure 5.5).
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Figure 5.5: Locations of the 12 stations used to calculate the observation-based
SAM index. 6 locations are close to 65◦ S and leftover 6 are close to 40◦ S. Adapted
from Marshall [Marshall & National Center for Atmospheric Research Staff, 2018].

Positive values in this station-based SAM index indicate stronger-than-average

westerlies over the mid-high latitudes (50◦ S – 70◦ S) and weaker westerlies in the

mid-latitudes (30◦ S–50◦ S). SAM index since 1990 thus obtained is shown in figure

5.6. Studies indicate the possibility of the strong positive SAM event during 2010

to have caused the dry conditions in southwest Western Australia.

Depiction of observation based SAM index helps us understand the nature of

SAM events. SAM events either positive or negative are more frequent compared

to ENSO based on SOI and ONI (figure 5.2 & figure 5.3).

The influence of ENSO on the AIS is either enhanced or diminished depending

upon the phase of SAM [Fogt et al., 2011]. Mostly the significant relationship is

brought about by La Niña events occurring with positive phases of the SAM and

vice versa with El Niño events and negative phases of SAM. The South Pacific

teleconnection magnitude is found to be strongly dependent on the SAM phase.

Teleconnections too are mostly found with El Niño and SAM- or La Niña and

SAM+. This variations in the South Pacific ENSO teleconnection is associated with
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Figure 5.6: Seasonal values of the observation-based SAM index since 1990 to
present. Positive values in red and negative values in blue.

the interaction of the ENSO anomalies and SAM linked zonal pressure differences.

During the teleconnected phases, the zonal pressure anomalies in the Pacific act to

reinforce the circulation anomalies in the mid-latitudes, altering the circulation in

to maintain the ENSO teleconnections. In the reversed cases, the anomalies oppose

each other in the mid-latitudes, forcing a reduction in the magnitude of the ENSO

teleconnection at high latitudes [Fogt et al., 2011].

5.3 Amundsen Sea Low

The ASL or the Amundsen–Bellingshausen Seas Low (ABSL) is a quasi-stationary

area of climatological low pressure system that exerts considerable influence on the

climate of West Antarctica. It is present because of the large number of synoptic-

scale and sub-synoptic-scale low pressure systems in this sector of the circumpolar

trough [Fogt et al. 2012]. The formation and enhancement of these systems is

largely due to the asymmetry of the Antarctica both geographically and topograph-

ically [Lachlan-Cope et al. 2001; Walsh et al. 2000]. There exists large seasonal

variability in both location and central pressure of the minimum mean sea level

pressure (MSLP) associated with the ASL [Fogt et al. 2012; Turner et al. 2013b].

It influences the wind anomalies, snowfall, temperature patterns, and sea ice extent.

Atmospheric variations in this region is the largest in the Southern Hemisphere and

this exhibits significant correlations with other variability like the SAM and ENSO.
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The circulation in the ASL sector region is strongly influenced by large-scale patterns

of atmospheric variability, such as the SAM and ENSO [Kwok and Comiso 2002;

Turner 2004]. The ASL may be considered as a Southern Hemisphere analog to the

Aleutian Low due to its association with ENSO variability across basins. Hence, the

ASL plays a significant role in the climate variability across West Antarctica and

the oceans bordering it. It is challenging to have a single index for the variability

driven by ASL as the region undergoes extreme changes and the low pressure center

migrates. Figure 5.7 shows an snapshot of seasonal mean sea level pressure around

Antarctica where the low pressure center is marked using a ’+’ symbol.

Figure 5.7: An instance of seasonal mean sea level pressure differences around
Antarctica with the geographical location of the ASL marked with a ’+’ symbol
where up to 10 hPa difference is experienced on an average. Lower mean sea level
pressure values are in blue and the higher mean sea level pressure values in red. The
black line box represents the region used to derive the ASL indices. Adapted from
Hosking [Hosking & National Center for Atmospheric Research Staff, 2020].

Multiple indices associated with the ASL, like its absolute and relative central

pressure, and the coordinates of the region of these central pressures, derived from

the ECMWF reanalysis are given in (figure 5.8).

Figure 5.8 indicates the ASL shifting across 180◦ E and 300◦ E at short intervals.

But 11 month smoothed time series indicates that it is largely concentrated in the

Antarctic Pacific sector (200◦-260◦ E). Similar to the variations in SAM, the ASL too

seems to have more frequent variabilities compared to the ENSO. These differences
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Figure 5.8: Time series of monthly shifts in ASL’s longitudinal location derived from
ERA-Interim data (grey line) along with the 11-month smoothed time series (black
line). Adapted from Hosking [Hosking & National Center for Atmospheric Research
Staff, 2020].

can supposedly explain the variation in behavior of inter annual signals between

East and West Antarctica.

Given the broader frequency content of SAM and ASL, these drivers are the likely

cause for deviation of period values from class B (4 to 6 years) in West Antarctica

and the Antarctic Peninsula. These regions have periods less than 4 years (class

A), which may be due to the influence of the SAM or the ASL in phase or out of

phase with the ENSO. Depending upon the phase and the time of occurrence, ASL

and SAM either strengthen or weaken the ENSO signature. The influence of ASL

and SAM is strongly felt along the Amundsen Sea sector, as well as in the Antarctic

Pacific sector, which overlaps with above mentioned regions [Paolo et al., 2018].

5.4 Antarctic Circumpolar Wave

The ACW is a phenomenon where large scale co-varying oceanic and atmospheric

anomalies propagate eastward across the Southern Ocean (SO) on sub decadal time

scales [White & Peterson, 1996; Peterson & White, 1998; White & Simmonds,

2006]. This phenomenon influences weather variables, like SST, sea ice extent, sea

level pressure (SLP), and wind velocities, which is similar to what ENSO does. A

schematic representation of various parameters in the SO is shown in figure 5.9.

ACW is commonly found as a wavenumber-2, wavenumber-3, and the Pacific-

South American (PSA) pattern in studies associated with a combination of oceanic

and atmospheric models [Christoph, 1998; Mo, 1985]. A zonal or a hemispheric
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Figure 5.9: Simplified schematic summary of inter annual variations in the SO. Sea
surface temperature (warm in red and cold in blue), atmospheric sea-level pressure
(high, H and low, L), meridional wind stress, and sea ice extent (grey lines), together
with the mean course of the Antarctic Circumpolar Current (green). Sea-ice extent
is based on the overall 13-year average. Heavy black arrows depict the general
eastward motion of anomalies, and other arrows indicate communications between
the circumpolar current and the more northerly subtropical gyres. Adapted from
White & Peterson [1996].

wavenumber refers to the dimensionless number of wavelengths fitting within a full

circle around the globe at a given latitude. Few studies have tried to interlink both

ENSO and ACW together [Peterson & White, 1998]. Prior studies investigating the

characteristics, origin, effects and propagation of the wave in different time periods

summarized the wave as a combination of wave-2 and wave-3 patterns. A wave-

2 pattern is more associated with ENSO’s tropical standing mode while a wave-3

pattern comes into play on weakening of the ENSO [White & Cherry, 1999; White,

2000; Connolley, 2002; Fischer et al., 2004; Cai & Baines, 2001]. A wave-2 pattern

usually takes around 8 to 10 years to circumnavigate and has a periodicity of 4 to 5

years, which is similar to that of the ENSO phenomenon [White & Peterson, 1996;

Peterson & White, 1998].

White and Peterson have also found that, in between two ENSO occurrences,

the anomalies in temperature and pressure are propagated eastwards by the ACW

into the Atlantic and Indian ocean portions of the SO [White & Peterson, 1996].

Long-term studies have depicted inter-decadal changes to the behavior of this wave
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possibly due to a multitude of reasons [Cerrone et al., 2017]. These include warming

of the tropical and subtropical oceans and depletion of the ozone layer and variability

of the ENSO [Bian & Lin, 2012; White & Annis, 2004]. Changes also include the

equatorward expansion of the wave causing subtropical south Indian Ocean to warm

instead of the subtropical South Pacific Ocean which later cools. Earlier studies have

indicated possibilities of weakening and decelerating of the anomaly propagation in

the Indian Ocean sector of Antarctica (0◦ to 50◦ E) due to topographic meandering

where the region gets warmer during winter [Nunico et al., 2011]. Figure 5.9 hints

at interactions between the Antarctic Circumpolar Current and the more northerly

subtropical domains.

Ice core serve as important records of climate. And these cores from DML of

sea salt aerosol deposition, have depicted a sub 4- to 5- year quasi-periodic signal

indicating ENSO and ACW influence on the climate in the AIS [Fischer et al., 2004].

This was then further complemented by a study where an 8- year rotating wave

with a 4- year apparent periodicity was observed in the temperature variations at

10 automatic weather stations around the continent [Autret et al., 2013]. Similarly,

Mémin et al. [2015] found anomalies in surface mass and elevation change estimates

from GRACE and Envisat receptively which too had a periodicities ranging between

4 and 6 years, and circumnavigating AIS in 9 to 10 years. These too were attributed

as ACW or ENSO contributions over the AIS.

During the characterization phase of the inter-annual signals, we observe above

average amplitude values within a buffer of ∼600 km or 5◦ from the AIS coastline

in figure 4.10. A wavenumber-2 pattern is observed at most of the locations along

this buffer when sampled at equal intervals of 15◦ and after a PCA (figure 4.12).

Anomalies had a dominant periodicity across the AIS in the range of 4 to 6 years.

These anomalies show an eastward propagating pattern from 15◦ to 360◦ E encircling

the AIS in about 8 years with irregular velocities.
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Chapter 6

General conclusions

In this chapter, we put together our results and summarize our key findings from

each chapter. We also share our perspective about the relevance of this study and

future possibilities.

6.1 Conclusions

In this thesis, our aim was to investigate inter-annual variability in the AIS combin-

ing multiple geodetic observations (altimetry and gravimetry) and outputs from the

regional climate model, RACMO2.3p2. The methodology we adopted is summarized

as a flow char in figure 6.1.

In the process, we estimated height changes from gravity changes as proposed

by Wahr et al. [1998] and from weather variables using the firn compaction model

of Li and Zwally [2015]. Implementing the firn compaction model for the whole AIS

involved understanding varying climatic conditions across the ice sheet and various

sub processes involved during compaction. Estimates thus obtained from the model

and GRACE were then combined with elevation changes from Envisat mission for

the common period 2002–2010.

Inter comparison were made between these estimates by carrying out a correla-

tion and regression analysis. Estimates of residual changes showed good agreement

between each other across the AIS especially along the coasts where variations of

large magnitude were found to occur. SEH from GRACE solutions was found to be

the comparable metric to estimate of changes from RACMO and Envisat. In this

process, the sensitivity associated with each estimation technique was explained and

their limitations were made note of. We then employed the EMD technique to ex-

tract inter-annual signals which represents an average 60% of the monthly height

changes (figure 4.6). During this process, we isolate inter-annual height change pat-
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Figure 6.1: Flowchart of the study. Parallelogram represents data used and rectangle
represents a process. The arrow points towards direction of data flow.

terns by removing noise and components with very high (greater than 0.5 year−1)

and very low (less than 0.125 year−1) frequencies.

We use the least squares method to find the best fitting period and amplitude

for the extracted inter-annual signals. The periods ranges between 2 and 8 years,

and was grouped into three classes based upon its distribution in the AIS; class A

with periods less than 4 years, class B with periods between 4 and 6 years and class

C with periods greater than 6 years. Class B (4–6 years) covers the largest portion

of the study area, closely followed by class A (less than 4 years) (table 4.3). Class

B is dominant by a small margin in observations from RACMO whereas class A is

dominant by a small margin in observations from GRACE and Envisat.
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Period and amplitude maps (figure 4.8 & figure 4.10) indicate the likely influence

of inter-annual climatic processes on the ice sheets. Inter-annual signal along the

coast of East Antarctica has periods similar to that of ENSO with positive correla-

tion up to 0.7 with the ENSO index, ONI (figure 5.4). Whereas differences in West

Antarctica and Antarctic Peninsula figure 4.8 & figure 4.10) can be explained based

upon the influence of phenomenon, like SAM and ASL, in the Antarctic Pacific (AP)

sector.

A PCA of inter-annual signals along the coast at equal intervals reveals an

anomaly propagating eastwards with a sub-4-year period mostly (figure 4.12). Sim-

ilar anomaly was also found when the first principal component was processed tem-

porally along the coast (figure 4.13). This anomaly might reflect a possible influence

of the ACW on the AIS . ACW supposedly carries the climatic anomaly across the

AIS, influencing regions along the coast with varying rates of propagation which is

dependent on local features in 8-10 years. Indeed such a particular anomaly seems

to take 6–8 years to encircle AIS as we observe it in different sectors during our

period of study, and its magnitude of influence, too, varies locally.

Altogether we found the AIS being influenced by multiple inter annual climate

anomalies which influences various processes like precipitation, sea level pressure,

temperature, etc. and hence modify the nominal mass balance patterns. We were

able to establish a climate origin to these inter-annual anomalies as these signatures

were found in our estimates from the climate model RACMO, which is purely driven

by variations in the regional climate. ENSO, SAM, ASL and ACW are few of them

which we found influencing the nominal height change patterns. These anomalies

have different characteristics having competing influences and also undergo decadal

changes which makes it more complex to differentiate and understand.

6.2 Future perspectives

Understanding the inter annual variability of changes in the AIS is very important

due to multiple reasons. It helps in accurately estimating the mass balance of the

AIS independent of the inter-annual climate process components and thus the con-

sequential variations in global mean sea level. It is important to understand the

evolution in the properties of these inter annual climate processes on the back drop

of climate change. IPCC reports have warned us on the increasing occurrence of

extreme climate events with larger intensity causing irreversible changes. The exact

understanding of these processes and their influences is necessary to make future
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forecasts of mass balance or mean sea level changes in different warming scenarios.

Once properly understood or quantified, it will be interesting to separate signatures

associated with each process from the estimates of changes to the ice sheet.

Unlocking the key of inter-annual variability will help to improve our under-

standing of solid Earth’s response to changes at the surface. GIA models can be

developed or better understood with the help of long term GRACE solutions and

inter-annual variability.

Research in this direction can be enhanced by including continuous observa-

tions for longer periods. This include observations from in-situ or observations from

systems like automatic weather stations where we see maximum influence of these

inter-annual climate anomalies. AWS can give continuous estimates of variables

like accumulation, temperature, pressure, wind velocities at different time intervals.

Another way of monitoring changes could be having measurements of Earth surface

deformation from GPS stations due to variations in SMB. This could also be com-

bined with surface mass changes observed by GRACE to reach better estimates of

AIS mass balance and understanding the inter-annual variability.

Studies for longer periods is possible if we could integrate observations from

other spaceborne missions. This include observations from Cryosat-2 which got

operational in early 2010 and is still observing changes to the ice sheet. Other

radar altimetry mission observations which could possibly be integrated include

SARAL/AltiKa, Sentinel-3 missions, etc. ICESat-2, a follow on mission to ICE-

Sat will use lasers and a very precise detection instrument to measure changes in

ice sheet elevation. GRACE-FO, a follow on mission to GRACE can also help in

extending time series and having more robust estimates of changes since 2018. Up-

coming missions like CRISTAL (planned for mid-2025) indicate continuity in the

pursuit of science in this direction.

Studies to better understand various parameters measured by radar altimeters

and other instruments holds large relevance in accurately quantifying the influence

of inter-annual climate processes. This happens as the ice sheet surface properties

vary due to the influence of multiple competing processes. New studies combine

multiple monitoring techniques to create multi-dimensional insights. This include

monitoring changes with radar interferometry, synthetic aperture radars (SAR),

etc. Ice sheet models too have evolved in these years providing robust estimate of

changes and making forecasts of changes in multiple climate scenarios. Techniques

like multi-frequency radiometry has potential to separate influence of winds from
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accumulation and thus provide more accurate estimates.

In a nutshell, we learned about multiple climate processes including its behav-

ior, causes and how it can influence the changes in the AIS. These climate processes

vary largely in multiple aspects including region of influence, frequency of occur-

rence, magnitude of influence, etc. All these processes undergo decadal changes in

their behavior which makes it challenging to distinguish among multiple climate

signatures. We see influence of multiple climate processes in the inter annual mass

balance or height change patterns in the AIS. Better understanding of these inter

annual processes and anomalies it causes in the nominal mass change patterns will

help us better constrain other unknown or poorly known variables like GIA, mass

balance, future sea level rise, etc.
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� Kaitheri, A., Mémin, A. and Rémy, F., 2020, May. Climate parameters influ-

encing satellite-based volume and elevation changes of the Antarctic ice sheet.

In EGU General Assembly Conference Abstracts (p. 18542).

138





Variations de masse en Antarctique

140


	Introduction
	Climate change scenario
	Antarctica
	Geography
	Climate
	Antarctic ice sheet
	Ice sheet processes & mass balance
	Inter-annual variability

	Thesis overview

	Height changes from satellite observations
	Observations
	Satellite Gravimetry
	Principle
	Gravity data processing
	Height changes from GRACE observations

	Satellite altimetry
	Principle
	Altimetry data processing
	Height changes from Envisat observations


	Height changes from modelling
	Climate Model
	Height changes from RACMO2.3p2 outputs
	Firn densification model
	Numerical experiments
	Height changes from the firn densification model


	Inter-annual variability
	Comparison between height changes
	Correlation analysis
	Regression analysis

	Extraction of inter annual signals
	Characterizing inter-annual signals
	Least squares method
	Periodicity
	Amplitude

	Principal component analysis

	Influence of climate anomalies
	El Niño Southern Oscillation
	Southern Oscillation Index
	Oceanic Niño Index

	Southern Annular Mode
	Amundsen Sea Low
	Antarctic Circumpolar Wave

	General conclusions
	Conclusions
	Future perspectives


