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Abstract

Functional brain imaging techniques: bridging the gap between microscopic and
mesoscopic vascular measurements

BOLD-fMRI is the preferred technique to study brain activity in humans. Recently, functional
ultrasound (fUS) was introduced as a novel technique to record blood volume changes while
overcoming the poor spatiotemporal resolution of BOLD-fMRI. BOLD-fMRI and fUS both report
signals related to changes in blood flow to determine activated brain areas, although through
different physical mechanisms. Indeed, neuronal activation systematically triggers an increase in
blood flow, through a cascade of molecular, cellular, and mechanical reactions named neurovascular
coupling. Thus, the interpretation of vascular-based functional imaging techniques requires a
thorough understanding of neurovascular coupling to recover the spatiotemporal dynamics of
neuronal activation from blood flow changes. During my PhD, I linked microscopic measurements
of neuronal and vascular responses to odor to the mesoscopic signal detected with functional
ultrasound imaging in the mouse. My first project evaluates the correspondence between neuronal
activation in a single specific olfactory bulb glomerulus, measured with two-photon microscopy and
the fUS output from the voxel containing the same glomerulus through a variety of odorant stimuli.
This study also allowed me to model the neurovascular coupling, between neuronal activation
and the increase of red blood cell velocity in nearby capillaries. I showed that, at high stimulus
strength, neurovascular coupling is no longer linear with the appearance of a delayed vascular
component independent of neural activity. To achieve these results, I developed ‘Iliski’, an analysis
software that is provided in a GitHub repository and is described in detail in a second article.
During the second part of my thesis, I focused on a long-lasting controversy in the BOLD-fMRI
field: do neuronally activated areas generate a local transient decrease in brain oxygenation that
preceeds the increase in oxygenated blood flow? It has been hypothesized that this oxygen decrease
would be spatially more specific than the oxygen increase and allows a more precise interpretation
of the BOLD-fMRI output. Previous studies reported this “initial dip” in oxygenation, but it
was mainly measured in acute animal preparations, where neurovascular coupling is impaired by
anesthesia and the invasiveness of the preparation. Here we report that the initial dip is barely
visible in the capillaries of anesthetized chronic animals, and only in the most sensitive glomerulus
to the odor. It is mainly seen in the capillary plasma rather than in individual RBCs. According
to these results, we suggest that the initial dip is not the way to enhance BOLD-fMRI spatial
specificity. Overall, this corpus of work helps to better interpret functional imaging techniques
based on blood flow changes by shedding light on the microscopic mechanisms underlying the
mesoscopic signals.



Abstract en francais

Etude de 'origine microscopique des signaux vasculaires mésoscopiques observés par
imagerie fonctionnelle du cerveau

I’IRM fonctionnelle BOLD est aujourd’hui la technique de prédilection pour étudier I'activité
cérébrale chez ’étre humain. Récemment, ’échographie fonctionnelle ultrasonore (fUS) a été
décrite comme une nouvelle technique d’imagerie fonctionnelle pouvant supplanter l'imagerie
BOLD. Ces deux approches ne mesurent pas directement ’activité neuronale mais I’augmentation
réflexe du flux sanguin qui en résulte et que I'on appelle hyperémie fonctionnelle. Ce réflexe
vasculaire met en jeu le couplage neurovasculaire, un ensemble complexe de voies de signalisation
et de types cellulaires. L’imagerie fUS ou IRMf~-BOLD nécessite une trés bonne compréhension
de la dynamique spatio-temporelle de I’hyperémie fonctionnelle pour correctement construire les
cartes d’activation cérébrale. Pendant ma theése, j’ai voulu mieux comprendre la relation entre
les variations microscopiques du flux sanguin déclenchées par une activation sensorielle et les
variations mésoscopiques mesurées par ces techniques. Dans mon premier projet, j’'ai étudié le lien
entre l'activation neuronale, déclenchée par un stimulus odorant dans un glomérule, micro-réseau
neuronal du bulbe olfactif de la souris et mesurée en microscopie biphotonique, avec les réponses
vasculaires mesurées en fUS dans un voxel unique comprenant ce réseau neuronal. J’ai ensuite
modélisé une fonction de transfert permettant de prédire I'hyperémie fonctionnelle a partir
d’une activation neuronale. Cela m’a permis de montrer qu’a de hautes concentrations d’odeur,
I’hyperémie fonctionnelle n’est plus linéaire et qu’apparait une deuxiéme composante vasculaire
indépendante de l'activité neuronale. Pour ce travail théorique, j’ai développé ‘Iliski’, un logiciel
d’analyse qui est disponible sur GitHub et est décrit dans un second article. Dans la deuxiéme
partie de ma thése, je me suis concentré sur une controverse du domaine de 'TRM{-BOLD : peut-on
mesurer une diminution transitoire et localisée de 'oxygénation cérébrale au cours d’une activation
neuronale 7 Hypothétiquement, cette diminution, connue sous 'appellation « initial dip », serait
spatialement plus spécifique que I'’hyperémie fonctionnelle, ce qui permettrait d’améliorer les
cartes d’activation d’IRM{-BOLD. Cette diminution a été rapportée précédemment & une échelle
microscopique mais uniquement chez des modéles animaux préparés de fagon aigué, c’est-a-dire
au cours de chirurgies invasives qui impactent 1'hyperémie fonctionnelle. Ici, je montre que la
diminution n’est que trés légérement visible dans les capillaires d’animaux anesthésiés et préparés
chroniquement. La diminution est portée par la pression plasmatique en oxygéne, et non par
loxygénation intra globulaire. Par ailleurs, il est seulement visible dans le glomérule le plus sensible
a lodeur utilisée. Ceci semble indiquer que 1’« initial dip » n’est pas I'outil espéré pour améliorer
la spécificité spatiale de PIRMf-BOLD. Mes résultats soulignent qu’une meilleure compréhension
des données microscopiques permet d’améliorer l'interprétation des signaux détectés avec les
techniques mésoscopiques d’imagerie fonctionnelle cérébrale.
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Résumé de la thése en francais

Dans le cerveau, toute activation neuronale est suivie d’une augmentation locale du flux sanguin
qui apporte oxygéne et glucose, refroidit les tissus et collecte les déchets métaboliques. Cette
augmentation, que 'on appelle hyperémie fonctionnelle (HF), est la conséquence du couplage neu-
rovasculaire, c’est-a-dire ’ensemble des acteurs cellulaires et des mécanismes moléculaires qui relient
neurones et vaisseaux cérébraux et régulent le débit cérébral sanguin. Les travaux de cette thése
ont pour sujet principal la caractérisation de I’'HF qui, outre son altération dans certaines maladies
neurodégénératives, est le parameétre physiologique utilisé par 'TRMf-BOLD ou I’échographie ultra-
sonore ultrarapide (fUS) pour explorer I'activation cérébrale. Ces deux techniques mesurent en fait
les changements hémodynamiques ou leurs conséquences , que médecins et chercheurs interprétent
ensuite pour en déduire les zones cérébrales activées. Ce résumé va revenir séquentiellement sur les
quatre articles scientifiques issues de cette thése, dont trois en position de premier auteur.

Transfer functions linking neural calcium to single voxel functional ultrasound
signal

Une précédente étude de notre équipe a montré que toute activité neuronale, méme petite, engendre
une réponse vasculaire. Néanmoins, I’amplitude de la réponse vasculaire varie avec 'activation
neuronale qui la génére. Nous avons recherché si la dynamique temporelle de 'HF était conservée
a travers un éventail large de stimulations sensorielles et d’un individu & l'autre. Pour répondre
a cette question , nous avons utilisé un modéle neurovasculaire particulier, le glomérule du bulbe
olfactif du rongeur. Le bulbe olfactif est le premier relai de I'information olfactive et le glomérule
est le micro-réseau contenant la synapse entre les terminaisons des neurones sensoriels olfactifs et
les cellules principales du bulbe olfactif, les cellules mitrales . L’activation neuronale du glomérule
est trés facilement contrélable, puisqu’elle est proportionnelle & la concentration d’odeur et & la
durée d’exposition & I'odeur. Associée & une importante densité vasculaire, ces caractéristiques
font du glomérule un trés bon modéle pour étudier 'HF. L’activation neuronale peut étre mesurée
en microscopie biphotonique en suivant la dynamique du calcium intracellulaire, chez des souris
exprimant 'indicateur calcique GCaMP6f dans les cellules mitrales. La vitesse des globules rouges
est mesurée dans les capillaires glomérulaires aprés I'injection intra-veineuse d’un fluorophore rouge.
Par souci de reproductibilité entre les animaux, nous avons étudié dans ’ensemble du travail un
glomérule spécifique : le glomérule le plus sensible & un odorant particulier, I’Ethyl tiglate.

Dans la premiére partie du travail, j’ai acquis simultanément les réponses neuronales et vas-
culaires aux odeurs chez des souris anesthésiées, en faisant varier la concentration et la durée de
lodeur. Pour une stimulation donnée (Ethyl tiglate & 1%, 5 secondes), j’ai modélisé 'HF grace a
Poptimisation d’une fonction de transfert, dont la convolution avec le signal GCaMP6f permet de
prédire la réponse vasculaire. Nous avons observé qu’une seule fonction de transfert représentant la
dynamique de I'HF était suffisante pour prédire les réponses vasculaires de toutes les souris (Figure
1). Ainsi, le couplage neurovasculaire et 'HF qui en découle semblent identiques d’'un individu a
I’autre. De plus, cette fonction de transfert reste valide pour 'ensemble des durées testées, de 5
secondes & 120 millisecondes (une inspiration unique, Figure 2). Néanmoins, pour de trés hautes
concentrations d’odeur, la réponse vasculaire change et montre une deuxiéme composante tardive
que la fonction de transfert initiale ne peut prédire (Figure 2). Enfin, nous avons également vérifié
que notre approche restait valide chez la souris éveillée : dans ce cas, les réponses calciques et
vasculaires ont été collectées chez des souris habituées a la contention et entrainées aux stimula-
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tions olfactives pendant plus de deux semaines. La premiére partie de cette étude montre donc que
I’hyperémie fonctionnelle a un comportement similaire entre les individus et est linéaire sur une
grande plage d’activation neuronale. Un deuxiéme phénoméne est mis en jeu quand l’activation
devient trés importante, et résultant probablement de la mise en jeu des astrocytes.

Dans la deuxiéme partie de I’étude, nous avons analysé la précision et l'interprétation des
données acquises avec le fUS. Cette technique est encore récente et aucun travail n’avait précisément
analysé la corrélation entre ’activation neuronale et vasculaire microscopique et les signaux fUS. En
effet, le fUS rapporte les changements de volume sanguin générés par le couplage neurovasculaire.
Nous avons adapté avec précision nos deux systémes d’imagerie, le fUS et 'imagerie microscopique
biphotonique, afin de mesurer le signal fUS exactement dans le voxel ol je mesurais ’activation
neuronale et la réponse vasculaire avec le microscope biphotonique (Figure 3). J’ai montré que
le signal fUS, dont la résolution spatiale était de 100 x 100 x 200 um, corrélait trés bien avec les
mesures vasculaires microscopiques réalisées au méme endroit (Figure 4). Cette corrélation était
robuste pour des stimulations bréves (une inhalation) ou longues, faibles ou intenses. Néanmoins,
j’ai observé que le voxel contenant le glomérule le plus sensible & ’odeur, n’était pas nécessairement
celui le plus actif (Figure 5). En effet, notre approche a permis de comparer les réponses du voxel
co-registré avec ceux des voxels voisins. A notre surprise, dans certains cas les signaux des voxels
périphériques étaient plus importants que ceux du voxel spécifique. Ceci résulte vraisemblablement
de la propagation rétrograde des signaux vasculaires au cours de I'HF. Ces résultats soulévent les
limites de 'imagerie fUS, quant a la précision des zones activées.

Iliski, a software for robust calculation of transfer functions

Comme décrit précédemment, ma premiére étude a nécessité le calcul de fonctions de transfert. J’ai
ainsi développé une série de scripts pour faciliter le calcul et permettre de précisément paramétrer
le traitement des données et les conditions initiales de I'optimisation. Pour valoriser ce travail
et faciliter sa dissémination, nous l'avons mis & disposition sur GitHub et publié sous la forme
d’un article. Aprés une description et une présentation de linterface d’Iliski (Figure 1), nous
avons détaillé les caractéristiques des méthodes d’optimisation proposées, dont certaines sont non-
déterministiques et donc sujettes au « hasard » (Figure 2-4). Enfin, nous avons proposé un arbre
décisionnel pour faciliter le choix des techniques de calcul (Figure 5).

Par ailleurs, j’ai utilisé Iliski pour ’étude en annexe de cette thése. Nous avons étudié la dy-
namique spatio-temporelle de 'HF dans le cortex somatosensoriel de souris anesthésiées et éveillées.
Un travail précédent de I'équipe avait analysé la dynamique de I'HF dans le bulbe olfactif et dé-
montré que les dilatations et les changements de vitesse des globules rouges suivaient un patron
temporel précis : les dilatations démarraient au niveau des artérioles pénétrantes et des premiers
50 pum du premier branchement capillaire, puis se propageaient en amont dans la pie-mére et en
aval dans un segment actuellement défini comme le segment transitionnel. Dans le néocortex, nous
avons observé que la dynamique de I’'HF n’est pas stéréotypique, variant énormément au niveau
des premiers branchements capillaires. Nous avons établi cette diversité fonctionnelle tant chez
I’animal anesthésié qu’éveillé. D’autre part, grace a Iliski j’ai pu calculer les fonctions de transfert
de 'HF corticale. J’ai montré que ces fonctions varient énormément selon 1’état cérébral de ’animal
: elles sont bréves avec un front de montée rapide chez la souris éveillée, et lentes et prolongées au
cours de 'anesthésie. Dans la mesure ou cette différence est ténue au niveau du bulbe olfactif, nos
résultats soulignent le fait que le couplage neurovasculaire varie selon les régions cérébrales. On
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peut en conclure, qu’il est fondamental d’appliquer diverses fonctions de transfert pour établir les
cartes d’activation cérébrale en imagerie fonctionnelle basée sur les signaux vasculaires.

Characterization of the oxygen initial dip in capillaries of chronically prepared
mice

Cette étude n’est pas encore publiée mais est présente sous la forme d’un preprint dans la thése.

L’interprétation de 'imagerie vasculaire fonctionnelle du cerveau se base sur la localisation de
I’HF pour en déduire les zones cérébrales activées. Néanmoins, nous savons que la résolution spatiale
de 'HF est moindre que celle de I'activation neuronale, c¢’est-a-dire que 'afflux sanguin augmente
dans un volume cérébral nécessairement plus grand que la zone activée, du fait de la dilatation des
artéres et artérioles en amont. Pour cette raison, les techniques sensibles a I’oxygénation cérébrale,
telles 'imagerie IRMf-BOLD et l'imagerie optique des signaux intrinséques, se sont intéressées
trés t6t a un signal particulier, I’initial dip, une diminution transitoire et précoce de l'oxygénation
tissulaire. L’idée était que cette diminution était locale, résultait de 'augmentation du métabolisme
oxydatif et pouvait étre détectée avant 'HF. Sa détection aurait donc pu permettre d’améliorer la
résolution spatiale de ces techniques. Aujourd’hui, la détection par I'imagerie intrinséque ou 'IRMf-
BOLD de l'initial dip n’est plus acceptée par la communauté scientifique, le dip étant considéré
comme un artefact d’analyse. Néanmoins, cette remise en cause, justifiée, n’explique pas pourquoi
plusieurs études ont rapporté un « initial dip » en mesurant directement la Pos tissulaire chez des
animaux préparés de maniére aigué, c’est-a-dire observés au cours d’une chirurgie. Mon dernier
projet de thése a donc été d’étudier ce paradoxe, en effectuant des mesures de la Pos chez des souris
plusieurs semaines aprés toute chirurgie.

J’ai utilisé le méme modéle que précédemment, le glomérule le plus sensible & I’Ethyl tiglate
dans le bulbe olfactif de la souris. J’ai déterminé la valeur absolue de la Poy en mesurant la demi-
vie de décroissance de phosphorescence de I’Oxyphor 2P, un senseur de 'oxygéne. Chez la souris
anesthésiée, j’ai observé que le dip vasculaire était bien présent, mais seulement pour d’importantes
activations neuronales et avec une amplitude bien inférieure au bruit (Figure 1 et 2). Ce dip est
présent dans ~ 50% des souris, celles présentant une HF tardive. A la suite d’une hypothése de la
littérature, j’ai essayé d’augmenter 'amplitude du dip en diminuant I'oxygénation cérébrale. Ceci
a effectivement augmenté 'amplitude mais de fagon trés limitée (Figure 3). J’ai ensuite démontré
que le dip était exclusif au glomérule le plus sensible a I'Ethyl tiglate (Figure 4). Enfin, chez
les souris éveillées, j’ai établi I’absence de dip aussi bien tissulaire que vasculaire (Figure 5). Il
semble donc que 'initial dip résulte soit d’une altération de I’homéostasie cérébrale chirurgicale
soit de 'anesthésie. Ces résultats réconcilient de fait les données de I'imagerie macroscopique et les
mesures précises de la Pos cérébrale.

Conclusion

Les résultats de cette thése permettent de mieux comprendre les caractéristiques de 'hyperémie
fonctionnelle. La modélisation par la fonction de transfert montre les limites de la linéarité du
systéme et interroge la fagon d’interpréter les signaux d’imagerie lors d’une activation neuronale
intense. Par ailleurs, ces résultats soulignent la difficulté de localiser précisément les zones actives
avec I’échographie ultrasonore ultrarapide : il est indispensable d’étre conscient de ces limites pour
ne pas surinterpréter les résultats obtenus en imagerie fonctionnelle. La derniére partie de la thése
élimine 'initial dip comme marqueur de I'activation neuronale et souligne le fait que toute altération
des fonctions physiologiques générales d’'un animal modifie les réflexes touchant au métabolisme



cellulaire, telle 'HF.
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CHAPTER 1

GENERAL INTRODUCTION

Dear reader,

Welcome to my playground. I am AliKé, an MD-PhD student and your host for the next dozens
of pages. I know reading a thesis is not the funniest time you can have (a few bad puns have been
inserted here and there to ease the reading), so thank you for your interest. I hope you’ll find what
you're looking for.

This general introduction aims at introducing myself and this PhD, feel free to skip it. You
may know it, but the relationship between the PhD and its candidate can be tricky. Many “old”
PhD candidates, your host included, are tired at the end and do not want anything but to give
up and rest, play, travel or count sheeps, rather than keep sacrificing every ounce of their time to
think about science. We do it nonetheless, but why is that? Of course, we are kindly pushed by our
advisors to keep up the work. Nonetheless, all PhD candidates I know are passionate about their
work. I think I have the same passion. Is it intrinsically linked to my topic or do I love scientific
inquiry in general? It is hard to say at this time, probably both. Most of all, looking back, I sure
had a lot of fun during this PhD.

I learned a lot during these 4 years, as much about myself than about scientific knowledge in
general. The two most important things are probably critical thinking and how to stand up for
yourself. Science is collaborative, but collaboration does not wipe off individuality. A student can
sometimes know better, and he should be aware of it. Note that it can be hard to separate rightful
arguing and hopeless convictions: it has a lot to do with both oneself and who you're arguing
with. These arguments may have been the most useful parts, although it didn’t seem so right after:
breaking every assumption I have about a matter, through arguing again and again, can be the
best way to learn and fully integrate a concept. Then, every work has flaws. I am quite an idealist
regarding the scientific process, and learning to get over it to accept the necessary imperfections of
any work was harsh.

Funnily enough, if these may be important lessons for a scientist, it might be a dangerous habit
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when I will get back to my medical studies as I was told a few times. Ask me in a few years how
it went!

Before getting into the actual matter, let me explain why I chose to write my PhD thesis
by making a detour by a keen interest of mine, philosophy of science. Michael Strevens in his
recent book “The Knowledge Machine” [Strevens 2020] criticizes the canonical ways to think about
scientific progress, as laid out by Karl Popper and Thomas Kuhn. Popper describes scientific work as
formulating many hypotheses and trying as hard as possible to falsify them all through experimental
work, the last one standing being the closest to reality, until a new experiment manages to falsify
it. Still today, many define a scientific proposal as being subject to falsification, otherwise being
nothing but belief. Strevens main criticism against poperrian thought is that every experiment has
underlying assumptions and that every scientist may have different plausibility ranking for these
assumptions. A single result can thus be interpreted quite differently by different researchers.

Kuhn’s main work is “The Structure of Scientific Revolutions” [Kuhn 1962], where he defines
the scientific process as some kind of staircase to the ultimate truth. Scientists rely on a given
paradigm, a corpus of beliefs they accept as scientific truths, to design experiments and produce
knowledge. When the current paradigm is contradicted too many times by experimental results,
a revolution occurs when a new paradigm is laid out. Scientists move on to the next stair, and
so on. Kuhn sees scientific progress as tedious work, requiring the majority of scientists “to give
up the intellectual pleasures of continual speculation and debate, theorizing and arguing, and to
turn instead to a life consisting almost entirely in the production of experimental data” as Strevens
puts it. Kuhn himself writes “A paradigm can change only because the scientists working within it
cannot imagine it changing”. However, as scientists, we can hardly describe our work as he does!.

Strevens goes on and proposes his own conception of the scientific process. He lays out the “iron
rule of explanation”, which underlies our interactions as scientists in order to advance knowledge.
This rule comprises four principles, and I would like to focus on one of them. According to him,
scientists are free and even incited to hold beliefs to pursue their work. Indeed, who never designed
and did an experiment to prove something one believed to be true or false? Beliefs are paramount
for scientists to pursue their work. However, it is strictly forbidden for them to express these beliefs
in public communication, whether it be scientific articles or conference talks. He sees no problem
with doing so in a lab retreat, or in any informal conversation, but scientific argumentation should
solely rely on empirical evidence.

This thesis is the way to prove that I am able to pursue scientific work by myself, that I became
an actual scientist through the years of training provided by my advisors. It comprises scientific
articles respecting the iron rule. But the scientific process is also believing, and it is part of being a
scientist. That is why I chose to express my own beliefs at the time of writing in this introduction,
and to criticize what I think I should in that regard. Being a scientist is also being human and doing
science is interacting with other scientists in a formal but most importantly in an informal way. So
please forgive the few jokes, mainly bad puns, I may have disseminated in this introduction?. It is
part of my way of being myself, and a scientist!

As with any research project and probably as many students, I had no idea what the course
of this PhD would actually be when I first stepped in my research team. During the first months
I learned the techniques I would have to use, two-photon microscopy and functional ultrasound

! Although PhD sometimes can feel like experimental slavery.
2As it happens, I had to refrain myself quite some times.



imaging, I learned how to analyse and interpret data, I read about our model, the mouse olfactory
bulb, and about the fundamentals of neurovascular coupling. I had the chance to be closely tutored
by Davide, my postdoc co-advisor, for the first project of this PhD: investigating the link between
the functional ultrasound signal and the neuronal activation it supposedly reports in the brain, at
a microscopic and mesoscopic scale. His physics background and experimental knowledge, along
with Serge’s invaluable pertinence regarding the goal and the impact of our work, as well as his love
of details (from the experimental perfection to the slightest shift between two axes in publication
figures), were key points for the completion of this project.

This project led to the next one, smaller but useful nonetheless. We gave everyone access to the
software I developed during the first project, to compute transfer functions between any two signals.
Although this particular paper did not yield any new biological findings, I firmly believe that sharing
pieces of software and data is part of our contribution to scientific knowledge. As it happens, the
project was perfect for a time where all work had to be done away from the microscopes, due to
the COVID-19 pandemic.

The last year of my PhD has been about finding out about a long-standing controversy in our
field: does the oxygen pressure in brain capillaries show an “initial dip”, a transient decrease before
functional hyperemia in response to a neuronal activation? To do so, I learned a new technique,
life-time phosphorescence measurements, and had to manage the subsequent analysis pipeline.

Overall, the projects of this PhD all revolved around the same question: how can we improve
the interpretation of vascular-based functional imaging of the brain to faithfully extract neuronally
activated areas?

The following introduction is built to present the necessary background to discuss my results
and this question, more generally. I start by introducing the vascular organization of the brain,
as it is a main structural basis basis of vascular functional imaging. The changes measured by
these techniques are due to the relationship between neurons and vessels, namely the neurovascular
coupling. The second chapter reviews this relationship. Next in order is a description of the
functional imaging of the brain techniques I worked on, which is the focus of the third chapter. I
close the review of the state-of-the-art by focusing on our model, the olfactory bulb of the mouse,
and its characteristics regarding this work.

Finally, I quickly review the outstanding questions of the field and provide a summary of how
my projects fit in this landscape. Following the introduction, I get directly into the results since
the methods and main technical developments are all described in the different articles.

This thesis is the summary of 4 years of experiments, of development, of thinking, arguing,
laughing and growing. I sincerely hope that some of these will be found in the next pages.






CHAPTER 2

THE BRAIN VASCULATURE

We all need a daily check-up from the neck
up to avoid stinkin’ thinkin’ which
ultimately leads to hardening of the

attitudes.
Zig Ziglar
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2.1 The brain’s special needs

The average human weighs around 62 kg [Walpole et al. 2012| while his brain is about 1.3 kg
[Stephan et al. 1981, Erwin et al. 2001]. This makes the brain north of 2% of the body mass,
while it is the organ that consumes the most energy at rest, 20% of the total body use
[Rolfe & Brown 1997, Attwell & Laughlin 2001]'. However, the brain lacks an efficient energy reser-
voir and it heavily relies on the constant blood income to receive its primary energy substrates,
oxygen and glucose [Dienel 2019]. Because of that, a few minutes are enough for neuronal death to
occur when the supply is completely interrupted, e.g. after a stroke |ladecola 2017|. The brain is
so fragile that even a reduced blood flow is enough to cause damage to the tissues [ladecola 2013].
A constant blood flow and a reactivity to increased energy consumption are thus paramount to
a healthy brain function. In the meantime, the brain is surrounded by the skull, a rigid struc-
ture, which can put pressure on the brain in case of increased intracranial pressure due to vascular
hypertension.

In this chapter, I will describe the structural and functional organization of the brain vasculature
that allows for a healthy brain function. I will mainly describe the state of the art, and voluntarily
stay away from the technical advances leading to its results. First, I will detail the anatomy of
the brain vessels, which is the physical basis of the blood supply. Then I describe the cellular
characteristics of arteries and capillaries, since they are the main actors of blood flow regulation. I
will finish by introducing a major concept regarding blood flow regulation in the brain.

2.2 Vascular organization of the brain

Given its energy needs, the brain is heavily supplied in blood. The input comes from the carotid
and the vertebral arteries, on the right and left side. Both vertebral arteries anastomose distally
to form the basilar artery (Figure 2.1). After having gone through the brain, deoxygenated blood
drains into the jugular veins.

2.2.1 Circle of Willis

The Circle of Willis (CoW) 2 is an anastomotic system supplied by the carotid and basilar arteries
from both sides (Figure 2.2). On each side, the carotid artery divides into the anterior cerebral
artery (ACA), the middle cerebral artery (MCA) and the posterior communicating artery. Both
ACA anastomose in the anterior portion of the CoW in the anterior communicating artery. The
posterior communicating artery joins the basilar artery in the posterior portion of the CoW to
form the posterior cerebral artery (PCA). The ACA, the MCA and the PCA feed respectively the
anterior, the lateral and the posterior parts of the cerebrum. Overall, there is a continuity between
these vessels forming the CoW which rests at the basis of the brain.

1This introduction is widely used in papers and dissertations. To try and be more original, I'll add that we have
here the actual proof that size does not matter.

2First described by Sir Thomas Willis in 1664 [Willis 1664], he duly acknowledged his colleagues’ help for the
work: Sir Christopher Wren, Thomas Millington and Richard Lower. We also owe him the prefix ‘neuro-’ and the
corresponding terminology, which first appeared in English in his treaties [Mehta et al. 2019].
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Figure 2.1: Vessels at the entry of the human brain.
Circled in black on the drawing is the anastomose of the vertebral arteries into the basilar artery.
Adapted from [Netter 2019], Plate 147.
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Figure 2.2: The Circle of Willis in the human brain.From |Netter 2019|, Upper part of Plate 152.

This anastomotic organization allows for an equilibrium of the blood pressure in both sides of
the brain. In the case of a stenosed vessel upstream or in the CoW, this anastomotic system makes
sure that the brain stays sufficiently vascularized, although the blood flow can be reduced?.

The main arteries originating from the CoW divide into pial arteries at the surface of the brain,
which then penetrate the brain and vascularize the parenchyma.

2.2.2 From the surface to the parenchyma

Pial arteries lie at the surface of the brain, either within the subarachnoid space or at the surface
of the cortex, below the pia mater [Jones 1970]. They are surrounded by cerebrospinal fluid (CSF)
and have to go through the meninges to enter the brain radially as penetrating arteriole (PA)
[Nishimura et al. 2007]. PA will branch into capillaries, which are the main location of the vascular
volume: 80% =+ 20% (mean £ SD) [Ji et al. 2021]. Andy Shih and colleagues [Shih et al. 2015] thus
describes the cerebral vasculature as 3 parts: the surface network, the subsurface microvascular
network and the penetrating vessels network connecting both of them.

Below, I review some of the anatomical characteristics of these parts, which allow them to face
the needs of the cerebral parenchyma.

3Tt may not be enough if the stenosis is in the aorta though.
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2.2.2.1 The surface network

The pial network comprises a two-dimensional architecture making a robust compensation system
to any PA in case of a surface stenosis |Blinder et al. 2010, Schaffer et al. 2006]. Such an intercon-
nected network (Figure 2.3) makes possible the redistribution of blood from areas of excess to areas
in need. Although they are in the brain, pial arteries are innervated by the peripheral nervous
system, being as such “extrinsically” innervated as opposed to intrinsic innervation by the central
nervous system [Cipolla et al. 2004].

The smallest pial vessels show a diameter less than 25 pm while the bigger exceeds 90 pm
[Xiong et al. 2017] in a mouse brain. While these figures and results, as the majority of the ones
in this thesis, regard the rodent brain, the organ-specific vascular organization is well conserved
between vertebrates |Larrivée et al. 2009).

Posterior Anterior

1 MM e—

= Edge in looOps
® Vertexin loops

. ! From Circle of Willis
s Edge in offshoot v

Figure 2.3: The pial network.

The pial network at the brain surface is a 2D network where vessels (edges, green or black lines)
are widely connected to each other (vertex, red points). Loops are formed by these connections
(black lines), while other vessels stay unconnected to these loops (green lines). From Figure 2 in
[Blinder et al. 2010].
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2.2.2.2 Penetrating arterioles

PAs are defined as the pial artery bifurcating perpendicularly into the brain [Nishimura et al. 2007].
When they dive, they keep a mantle of subarachnoid space creating the Virchow-Robin space. It
will eventually become virtual, i.e. a space between adjacent structures that is normally pressed to-
gether, before being replaced by neuroglial processes as the PA divides into capillaries [Jones 1970].
As opposed to the pial vessels, PAs are innervated by the brain itself - thus named “intrinsic”
innervation [Cipolla et al. 2004]. Median diameter of PA is 11 pm [Blinder et al. 2013].

Although the upstream pial network is highly redundant, it is not the case of the PA network.
Photo-thrombolysis of a single PA in the rat cortex impaired the blood flow over a radius of 350
pm around the PA. Until 10 branches downstream, red blood cell (RBC) flow stayed below 30%
of its baseline value. This is why PAs have been called the “bottleneck” in cerebral perfusion
[Nishimura et al. 2007].

2.2.2.3 The capillary bed

The capillary network has recently been described thoroughly by multiple teams [Tsai et al. 2009,
Xiong et al. 2017, Kirst et al. 2020, Todorov et al. 2020, Ji et al. 2021|. Until recently, a challenge
upon the description of the capillary network was the size of the capillaries and their density in the
parenchyma: technical advances overcame them and allowed us to better describe the capillary bed.
As many physio- and pathological questions rely on a good understanding of the brain vasculature
at its finest scale, we will review some of them in this part.

The definition of the capillary bed is a prerequisite before further questions. Over the years,
many definitions have been given to capillaries. Blood vessels are capillaries if: (i) they do not have
any Virchow-Robin space [Jones 1970], (ii) based on the vessel diameter - with various thresholds
[Borowsky & Collins 1989, Chaigneau et al. 2003, Stefanovic et al. 2007, Ji et al. 2021] - , or (iii)
considering cellular characteristics. The definition of the transitional part between arterioles and
capillaries is also debated. This uncertainty makes the confirmation of findings across research
teams difficult, as the same term is used to describe different vascular compartments. I will get
back to this debate below (see section 3.2.1).

Similarly to the surface network, the capillary bed is highly interconnected and presents many
loops. Topologically, one can quantify the loops by the number of branches needed to return to the
same node: while it is 4 branches at the surface network [Blinder et al. 2010], it is around 9 in the
capillary network [Ji et al. 2021].

While the PA network is on a single dimension and the pials rely on a two-dimensional network,
the subsurface microvasculature comprises a three-dimensional network since it feeds the brain in
its tridimensional volume [Blinder et al. 2013]. The density of this network is highly heterogeneous
across brain areas [Craigie 1945, Michaloudi et al. 2005, Schmid et al. 2019]. An old hypothesis was
that the density of the vasculature, and especially the capillaries, is highly correlated with its main
purpose?: feeding the neurons [Klein et al. 1986]. As it happens, the density of capillaries is ho-
mogenous across layers of the rodent cortex |Tsai et al. 2009, Blinder et al. 2013, Kirst et al. 2020,

4The notion of purpose of a physiological mechanism is quite weak, and I only use it here for clarity purposes.
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Ji et al. 2021] while the neuronal density varies greatly |Tsai et al. 2009], which contradicts that
hypothesis. However, a correlation appears when replacing the neuronal density by the metabolic
demand: Weber and colleagues showed that the capillary density follows the activity of Cyclooxy-
genase (COX), an enzyme intervening in synaptic activity, in the somatosensory cortex of primates
[Weber et al. 2008]. Combined with the fact that synapses are the most energy-consuming part of
the brain [Harris et al. 2012], this indicates that vascular density matches synaptic density, rather
than somatic density, in a way that it can supply synaptic metabolic needs. This is particularly
true in the olfactory bulb [Lecoq et al. 2009)].

2.2.3 The way back

There is no anastomosis between the arterial and venous systems other than the capillary bed:
the blood path is thus necessarily arteries-capillaries-veins throughout the brain [Shih et al. 2015].
There are, on average, 7 capillary branches between the last arteriole and the first venule
[Ji et al. 2021]. Venules participate in two different drainage systems: the superficial and the
deep ones [Hassler 1966, Schaller 2004, Kili¢ & Akakin 2007, Cipolla 2016]. The superficial system
drains the cortical and subcortical volumes, while the deep system drains the central part of the
brain. Both converge into the Superior Sagittal Sinus, other sinuses and finally drain into the
jugular veins.

To be noted is the absence of a strict parallelism between the arteries and veins in the brain,
even for the larger vessels, i.e. each artery or arteriole is not next to a vein or venule following the
same path.

Compared to the arterial system, the venous system lacks attention and thorough description
[Schaller 2004, Xiong et al. 2017, Ross et al. 2020|. Indeed, veins are not considered as having an
active behavior in the blood flow regulation since they lack a regular paving of muscular cells in
their walls [Kili¢ & Akakin 2007].

2.3 Histology of the brain vessels

I will here focus on a simplified view of the arterial and capillary systems since they are responsible
for the occurrence of neurovascular coupling.

Internally, pial arteries are composed by a layer of endothelial cell (EC) forming the en-
dothelium (Figure 2.4). Externally, they are separated from the subarachnoid space by the glia
limitans forming the perivascular space, also known as the Virchow-Robin Space [Jones 1970,
Zhang et al. 1997]. Below are the nerves innervating the pial arteries from the peripheral nervous
system [ladecola et al. 1993, Hamel 2006]. Layers of vascular smooth muscle cell (VSMC) surround
the endothelium of the surface arteries [Roggendorf & Cervos-Navarro 1977, Iadecola 2017]. This
allows for a very precise control of the dilation and contraction of these vessels, either via a pe-
ripheral control of the VSMC tension or via the neurovascular coupling. The presence and the
number of layers of VSMCs are a good indicator of the location in the arterial vascular network as
it decreases while going down the hierarchy of vessels, towards capillaries.
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Figure 2.4: Summary of the cellular characteristics of the various vessel types in the brain.
Adapted from [Iadecola 2017].

PAs keep a virtual Virchow-Robin space, eventually losing it in depth [Jones 1970,
Zhang et al. 1997]. While the perivascular space disappears, another one is formed by mul-
tiple types of perivascular macrophages [ladecola 2017]. As opposed to the extrinsic innerva-
tion of the pial arteries, PAs are intrinsically innervated, i.e. by fibers from the brain itself
[Roggendorf & Cervos-Navarro 1977]. Being below the pials, PAs is composed of a thinner layer
of VSMCs, eventually down to a single one [Dahl 1973, Roggendorf & Cervos-Navarro 1977]. ECs
can physically connect to VSMCs by means of protrusions [Dahl 1973, Longden et al. 2015].

As previously mentioned, one of the capillary definitions is cellular: pericytes replace VSMCs,
covering around 30% of the vascular walls [Dahl 1973, Damisah et al. 2017]. As at the level of
arterioles, astrocytic end-feets are found around capillaries too [ladecola 2017].

Overall, these cells are the physical actors of blood flow regulation in the brain.

2.4 Vascular resistance

A main concept in cerebral blood flow regulation is vascular resistance, although counter-intuitive
as one could think a vessel dilation would decrease the flow at a constant pressure.

Each blood vessel fights against its own flow with a specific resistance. The ability of the vessel
to change its resistance is what allows the blood income to stay constant over a wide range of
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input arterial pressure, from 60 to 150 mmHg [Phillips & Whisnant 1992, Jordan & Powers 2012,
Filosa et al. 2016]. This characteristic is crucial for brain tissue survival, due to the lack of energy
reservoir [Cipolla 2016.

How can we model the resistance of a given vessel? Ohm’s law applied to fluid dynamics, states
that the resistance (R) is equal to the pressure difference at both ends (AP) over the flow (p):

R=AP <+ (2.1)

This allows for an estimation of the overall resistance of the brain and the contribution of the
different types of vessels to this resistance. Large arteries at the entry of the brain account for 40%
of the total brain vascular resistance [Stromberg & Fox 1972, Faraci & Heistad 1990, Iadecola 2017]
(Figure 2.5) which coupled with auto-regulatory mechanisms, grants a highly constant blood flow
input to the brain. Once in the brain itself, the biggest resistance comes from the capillary bed
[Gould et al. 2016].

Penetrating arterioles

Capillaries
Venules
40% = R (2

Pial arterioles

21%
v
seessssssessesessene RN .........}'\: .....................
'
Circle of Large cerebral
Willis A arteries
A ' 39%
MCA
ICA
v

........................................................................................

Figure 2.5: Vascular resistance in the brain mainly comes from parenchymal vessels and large
arteries.
From [ladecola 2017].

Smaller vessels, the microvasculature, have physical characteristics compatible with a newtonian
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blood flow and thus, the application of the Poiseuille Law [Hirsch et al. 2012, Cipolla 2016]:

SvL
AP = TR‘*DU (2.2)
with AP the difference in pression between the extremities of a vessel of length L and radius R, v
the viscocity of the liquid and D,, the flow.

This formula shows that for small vessels, the parameter most contributing to the resistance is
the radius. This suggests that the easiest way to modulate the resistance and thus the flow in small
vessels is by changing their diameter, e.g. via VSMC-mediated dilation. Interestingly, the radius
importance is also highlighted by the impact of the endothelial surface layer (ESL). Discrepancies
between in vitro and in vivo measurements made scientists wonder whether the ESL, a thick layer
of tissue on the endothelium, increases resistance. Indeed, it does |Pries & Secomb 2005| and since
the proportion of the blood in contact with the vessel walls is greater in smaller vessels, precise
control of the microvasculature radii is of importance. Another resistance factor is the hematocrit,
the latter being proportional to the last [Pries & Secomb 2005, Hirsch et al. 2012].
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3.1 Origin of the concept

Blood vessels and their content are major actors of the energy delivery system of our body. We
know it now and it was already known back in the XVIII*? or XIX* centuries. What we discovered
only recently is that the blood vessels "listen" to the brain. Indeed, before the end of the XIX'h
century, the common paradigm was that the brain tissue has no influence on its own blood supply
[Friedland & Iadecola 1991].

The first results to shake this idea were obtained on injured humans, with skull defects allow-
ing for measurements of brain pulsations. In 1878, an Italian physiologist named Angelo Mosso
measured and reported, for the first time, a change in the brain pulsations over the cortex, when
his subject made calculations [Mosso 1880]. A few years later, Roy and Sherrington injected brain
by-products in the bloodstream and reported that the brain volume increased greatly due to a vari-
ation in its vessels diameter (Figure 3.1) [Roy & Sherrington 1890]. They suggested that “the brain
possesses an intrinsic mechanism by which its vascular supply can be varied locally in correspon-
dence with local variations of functional activity”, what we call today neurovascular coupling. They
also reported that vascular changes following stimulation of the peripheral nervous system lasted
for seconds. From our perspective, a century later, their stimulation paradigms were very crude
and probably involved more stress and nociceptive pathways then a real local brain stimulation
however, the neurovascular hypothesis has become reality.

Unfortunately, the hype around these results and their physiological implications never got to
rise. They were even somehow replicated in the 1930’s by Schmidt and Hendrix who observed an
increase in the cat’s brain temperature after illuminating his eyes. This increase was reported as
a proxy for an increase in blood flow subsequent to neuronal activation [Schmidt & Hendrix 1938],
and thus the relation between neurons and vessels was found, again. A few years later, as already
mentioned in the previous chapter, Craigie proposed that the vascular density in the brain varies
with the neuronal density, to account for the energy expenses [Craigie 1945|. Although he was
wrong, both functional and static relationships between neurons and vessels were already subjects
of interest at this time [Kety 1950].

Thanks to the development of the X-Rays and the use of radioactive inert gas, scientists in
the 50’s tested the hypothesis that “visual stimulation might [...] increase the blood flow in those
areas of the brain associated with this function, |...] in view of the possible relationship between
local cerebral blood flow (CBF) and local functional activity” [Freygang & Sokoloff 1959]. Indeed,
increases of the radiographic contrast were seen in the superior colliculi and the calcarine cortex
of the cat brain after flashing light at 6 Hz for 5 min, demonstrating an increase in blood flow in
these regions. The later use of intra-carotidian injected radioactive isotopes and external y-camera
provided a precise - for the time - mapping of the brain functions at a regional level (Figure 3.2)
[Lassen et al. 1978|.

Now that the functional relationship between neurons and vessels has been established,
let’s speed up to the next big step: BOLD-fMRI. The technique is presented and discussed
in a future chapter (see section 4.2), so I will only mention the milestones here. The first
result with nuclear magnetic resonance imaging (MRI) dates back to 1991 in Massachusetts
where blood volume was measured thanks to the contrast-enhancing injection of gadolinium
[Belliveau et al. 1991, Raichle 2000]. It was not BOLD-fMRI yet, as the blood oxygen level de-
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Figure 3.1: The first clue for the neurovascular coupling.

Authors injected brain by-products into the left common carotid of a dog. They observed an increase
in brain volume (upper curve), measured with an oncograph placed above a craniotomy, without

increases of neither arterial pressure (middle curve) in the femoral arteries nor venous pressure
(bottom curve) in the jugular veins. It suggests that brain blood volume specifically reacts to the

injected products. Adapted from [Roy & Sherrington 1890].
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Figure 3.2: The first wide scale vascular-based mapping of brain function.

Blood flow changes in humans, compared to resting state, is measured with a Gamma-Camera
reporting radioactivity from an injected xenon isotope. Mean flow rate is green, shades of blue are
used for decreases up to 20% while red shades are used for increases up to 20%. On the left, the
subject moves his left fingers on the opposite side of observed hemisphere, activating the motor
cortex and the supplementary motor area. On the right, the subject counts repeatedly to 20,
activating the famous Broca’s area along with the auditory cortex. From |Lassen et al. 1978|.

pendent (BOLD) effect was discovered around the same time [Ogawa et al. 1990a]. BOLD-fMRI is
to this day the most used technique to study brain functions in humans, both in physiological and
pathological conditions [Raichle & Mintun 2006, Logothetis 2008].

Last but not least in this story is the publication of the seminal paper on Functional Ultrafast
Ultrasound in 2011 [Macé et al. 2011], describing this new technique which overcomes some caveats
of BOLD-fMRI in animal models. I will get back to it in the next chapter.

I tried to portray here the history of the neurovascular unit, from how it came to be to how it
is used today with functional brain imaging. I left out many things, the many controversies about
its cellular components, how they interact with each other, etc.

As depicted by Figure 3, the neurovascular unit (NVU) comprises neurons, astrocytes, vascular
cells among which endothelial cells, pericytes and vascular smooth muscle cells, and even microglia
[Filosa et al. 2016, Iadecola 2017]. These cells cooperate to ensure that brain homeostasis is main-
tained. They form the blood-brain barrier, to protect the brain tissue from dangerous molecules in
the bloodstream, assure a sufficient blood flow at any time, an immunitary surveillance, etc. We
will now focus on how the NVU ensures the “mechanism by which its vascular supply can be varied
locally in correspondence with local variations of functional activity”. That is, how neurovascular
coupling (NVC) works.

3.2 A Hitchiker’s guide to neurovascular coupling

A local increase of blood flow systematically follows neuronal activation (Figure 3.4), a phenomenon
called “functional hyperemia” (FH), which is a consequence of the neurovascular coupling. NVC
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Figure 3.3: Schematic representation of the cellular actors of the neurovascular unit.
Note that the spatial organization is simplified and does not faithfully represent reality. From
[Filosa et al. 2016].
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occurs thanks to the communication between neurons and vessels, forming the neurovascular unit
with other cell types.

First, I will get into how a neuronal activation induces a change in blood flow, and then discuss
the current experimental paradigm on NVC.
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Figure 3.4: Summary of the local effect of functional hyperemia.

An anesthetized mouse receives an odor, which triggers a neuronal response in a glomerulus of the
olfactory bulb (left panel). The subsequent vascular reaction is observed in a capillary located in
the same glomerulus (middle panel) where red blood cell flow and partial pressure in oxygen is
measured. Neuronal activation is observed through calcium dependent GCaMP2 fluorescence. As
post-synaptic calcium increases, red blood cell flow and partial pressure in oxygen increase too,
although with a delay, due to neurovascular coupling. Shaded areas are from the original study
and should be disregarded. From [Parpaleix et al. 2013].

3.2.1 A roadmap to functional hyperemia

My work aims at better understanding the consequences of FH and how they relate to the original
neuronal activation. I did not dissect NVC during my projects but focused only on the input and
output of the system. Thus, I will only mention the main steps of FH as we know them today
to answer the following question: how does a local neuronal activation generate a vessel dilation
upstream, sometimes hundreds of micrometers away? What is its dynamic across the vascular
arbor?

Neurons can release vasodilatory components, like Nitric oxyde (NO) or prostaglandins,
upon increase of intracellular Ca?* [Attwell et al. 2010, Lacroix et al. 2015, Lecrux & Hamel 2016,
Tasic et al. 2018]. However, this release is local while the capillaries in the parenchyma are not able
to actively dilate. Thus, there must be other mechanisms to generate a vasodilation in upstream
vessels.

One of the main hypotheses for eliciting the vessel dilation is via K released upon action poten-
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tials [Longden et al. 2017|. Neuronally-released K leads to an inflow of K and a hyperpolarization
of the ECs. This local hyperpolarization can regenerate itself via K'-sensitive K channels and
propagates upstream the vascular arbor through the gap junction of ECs [Segal 2015].

Interestingly, a recent study proposes that depolarization rather than hyperpolarization of ECs
can induce FH [Thakore et al. 2021]. TRPA1 channels are expressed by ECs and are sensitive to
reactive oxygen species (ROS), a by-product of neuronal activation. Upon binding of ROS, they
Ca?" increases in ECs. The inhibition of these channels impairs NVC, indicating an important
role.

Apart from ECs, which got a lot of attention in the last years, astrocytes are also proposed
as important actors on the FH pathway [Tran et al. 2018]. However, their implication has been
highly debated over the years |Filosa et al. 2016, Cauli & Hamel 2018] and it becomes clear that
their role may differ according to their location [Mishra 2017| and that astrocyte process activation
has the right timing to be involved in NVC [Otsu et al. 2015]. As of today, their exact contribution
is unknown.

Overall, neuronal activation can generate the transmission of a signal upstream along the
vascular arbor. How does this signal turns into vessel dilation? First, ECs can release NO
onto the VSMCs of arteries and arterioles [Andresen et al. 2006, Ashby & Mack 2021]. Secondly,
VSMCs are not the only proposed effector of vessel dilation. Pericytes can also elicit vasodila-
tion |Peppiatt et al. 2006, Fern et al. 2010, Krueger & Bechmann 2010, Hall et al. 2014]. This is
the source of a current debate in the NVC field, regarding whether capillaries can dilate. This
debate essentially came from a bad definition of was is a true pericyte. Enwrapping pericytes are
located on larger capillaries, express actin and can generate a capillary dilation. This vascular
compartement was previous named precapillary artirioles and is now defined as the transitional
segment. Thin-strand pericytes cover the smallest capillaries (the most numerous) and do not
generate dilation.

Our team performed a complete study on how pericyte activation relates to FH in the olfactory
bulb [Rungta et al. 2018]. By measuring the Ca?" changes along the vascular arbor, we showed
that thin-strand pericytes are reliable markers of local neuronal activation, however they are not
involved in the generation of FH. In contrast, upstream enwrapping pericytes and VSMCs, show a
rapid decrease of intracellular calcium before FH. Precise measurements of the neural and vascular
response onsets were key in this study. In summary, FH starts upstream at the level of the primary
unit comprising the descending arteriole and the first 50 pm the first capillary branch. Dilation
than propagates upstream (pial arteriole) and downstream (transitional segment), actively reducing
the vasculature resistance (Figure 3.5).

3.2.2 What does functional hyperemia brings to the brain parenchyma?

The first idea that comes to mind is that FH compensates for energy consumption, mainly Oy and
glucose, upon neuronal activation as the brain’s energy store is scarce. Is this idea correct?

The canonical question, citing Iadecola [ladecola 2017], would have been “What is FH for?” or
“Why does CBF increase during Brain Activity”, but that is not how I chose to formulate it here.
Indeed, the form of the question directly supposes that there is a purpose for FH. Although there
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Figure 3.5: Schematic representation of the vascular arbor.
Neuronal activation occurs on the left. An electrical signal goes upstream the vascular arbor, with
the primary unit being the first one to dilate. Then, the secondary functional unit dilates. From

[Rungta et al. 2018].
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may be such thing as a purpose for a physiological phenomenon, since natural selection’s precept
is that species and functions evolve to account for biological challenges, there is no chance to find
back this purpose with certainty but by going back to the time where it appeared .

As far as I can tell, any experiment designed to study the NVC has one of two huge limita-
tions. The first one is the impossibility to completely cancel FH. Many teams, including ours,
have inactivated one of many supposed pathways of NVC to try and understand its point. How-
ever, the known presence of compensatory mechanisms, either from the developmental stage or
acute, renders the results hardly 100% truthful unless the whole NVC is canceled. This leads
me to the second limitation: a short-term bias. These experiments only cancel FH for a lim-
ited amount of time and thus cannot show any long-term effect of NVC impairment. And we
know that many neurodegenerative diseases, known to exacerbate across years, show NVC defects
quite early [Farkas & Luiten 2001, Tadecola 2004, Girouard & Iadecola 2006, Winkler et al. 2013,
Iadecola 2013, Halliday et al. 2015, Tadecola 2017, Huneau et al. 2018]. Whether these defects are
causes or consequences is unknown, but the current experimental paradigm may not be sufficient to
answer it. Nonetheless, note that short-term cancelling of FH is necessary to avoid compensatory
mechanisms.

That is why I formulate the title of this part as it is: that is the only one we can actually
answer.

As wvessel dilation occurs, blood flow increases along with the RBC velocity
[Chaigneau et al. 2003].  This increases the partial pressure of oxygen in the blood, that
is the quantity of Oo dissolved in the plasma, but also the quantity of Os in the RBC
[Lecoq et al. 2011, Parpaleix et al. 2013|. By effect of the increased gradient of Oy and glucose,
due to the consumption in the parenchyma and the increase in the vessel, both will diffuse more
from the bloodstream to the tissue.

The increase in speed also allows for a better clearance of the by-products of the neural
metabolism, which may be toxic. One recent paper by Hosford and colleagues proposes that
COg clearance is the key player in FH (Figure 3.6) [Hosford et al. 2021]|. Reactive oxygen species,
lactate, the infamous amyloid-38 peptid are produced and also need to be removed to avoid de-
fects, among which the Alzheimer disease (Tarasoff-Conway et al., 2015). Another by-product
of neural metabolism is heat, and functional hyperemia helps maintain a constant temperature
[Zhu et al. 2006].

Although there is evidence of the consequences of functional hyperemia, can we infer that the
decrease of oxygen initiates FH? Raichle and Mintun extensively discuss contradictory results which
show that oxygen increases are not equivalent to the actual consumption or that the lack of oxygen
in the air, and thus in the blood, does not modify functional hyperemia [Raichle & Mintun 2006].
These findings suggest that FH may not be driven by a demand for oxygen by the tissue, and thus
does not have a feedback mechanism based on oxygen. Whether there is feedback through other
mechanisms, such as COq or lactate is still debated [ladecola 2017].

Tadecola discusses other hypotheses I will not get into here, among which a possible effect
of the vessels onto the neuronal activity, a so-called “vasculo-neuronal coupling” [Kim et al. 2016,
Tadecola 2017].
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Figure 3.6: COg2 acts on functional hyperemia.

Cerebral blood flow, through ASL, and BOLD responses are recorded while applying electrical
stimuli to the mouse forepaw. Stimulus application is shown by the shaded grey areas. COq
application dilates vessels, which raises the CBF baseline level while reducing functional hyperemia.
Intravenous injection of indomethacin and caffein returns CBF to its baseline level and further
cancels functional hyperemia. To be noted in this study is use of wide-scale vascular imaging rather
than microscopic measurements of the induced effects, and the fact that COq inhibits neuronal
response (not shown here) forcing authors to double their stimulus strength. Overall, this result
suffers from flaws which need further exploration, especially regarding the effect on neuronal activity
and what happens at a microscopic level in the vasculature. From [Hosford et al. 2021].

3.3 Modeling the neurovascular coupling

Neurovascular coupling is a complex cascade of reactions, with interactions between many cellular
and molecular actors [Attwell et al. 2010, Andreone et al. 2015, Tadecola 2017]. Getting a grasp of
its overall function or understanding the precise involvement of a given actor is tricky. Modelization
is a valuable tool to overcome these difficulties, and I will shortly review it in this part. I distinguish
and describe three ways of modeling the neurovascular coupling, and I will give a few examples
of the insights they provided. Note that some studies actually mix these types into their model.
Obviously, none of them is perfect and each of them present various limitations. I do not dive
into the details of all these models, e.g. I do not describe the equations underlying them, as this
would be out of the scope of this introduction. A good review of the NVC modelization in the
microvasculature can be found in the second part of Franca Schmid’s PhD thesis introduction
[Schmid 2017]. Another interesting review is from Huneau and colleagues, who go deeper into
neurovascular models used in humans [Huneau et al. 2015].

3.3.1 Physical representation of a vascular network

The most obvious, though not the simplest, way to model NVC is to reproduce how it is at the
macroscale. Such a model will describe connections between vessels, define diameters for them,
introduce known fluid dynamics equations to model the flow inside, etc. The more they fit reality,
the more one can expect them to faithfully predict biological behavior. However, describing reality
supposes to know every single actor of the phenomenon and how all actors interact, which is
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impossible to this day. This is a major limitation. As I will describe below, models usually describe
physical changes in the vessel shape, e.g. dilation, or in the blood characteristics, e.g. hematocrit.

Our team described such a model in a previous work [Rungta et al. 2018]. The main result
of this study was about the backpropagation of the vascular signal through the vascular arbor,
and about the dilation dynamics of the different vascular compartments, i.e. pial, 15 and 274
functional unit of arterioles and capillaries. Modelization, based on experimental data, allowed for
the extrapolation of the results to situations we did not measure experimentally. By interacting with
the model, we showed that active dilations of the upstream compartments can explain the increase
of blood flow, which can passively dilate small capillaries, an effect that further contributes to a
decrease of vascular resistance. This underlines that even the smallest change in capillary diameter

is enough to ease blood flow changes [Blinder et al. 2013, Gould et al. 2016, Epp et al. 2020].

An interesting corpus of work in this domain is made by the publications of Franca Schmid
and colleagues. They developed a model where both interconnected vessels and red blood cells are
represented by the hematocrit (Figure 3.7), allowing for precise flow measurements and avoiding
the pitfall of the interdependence between the flow and the RBC distribution. Amongst other
things, they show that capillary dilation can alter the distribution of the RBC, namely the density
of RBC, rather than the flow. The current paradigm focuses mainly on the RBCs flow, i.e. the
number of RBC per unit of time, and we tend to forget the impact of RBCs density changes ;
i.e. the number of RBC per unit of distance, on energy supply [Schmid et al. 2015]. Their work is
based on experimental measurements done in the somatosensory cortex of the mouse. In the rat
olfactory bulb, we found that the linear density varied in only 25% of non-dilating capillaries upon
odor stimulation. Interestingly, I have contradictory experimental results in the mouse olfactory
bulb, where RBC density seldom changes in capillaries after a nearby neuronal activation. Figure
3.8 shows some acquisitions I have made, where the density is constant, although in some cases it
can quickly vary around the stimulus time. More recently, the same team showed that capillary
dilation is paramount to a localized functional hyperemia [Epp et al. 2020]. As could be expected
by the important vascularization radius for a given penetrating arteriole [Shih et al. 2015], if there
is only arteriolar dilation the increase in blood flow would be spatially non-specific .

To be noted is that modeling vessels through their physical characteristics suffers a major flaw:
the measurement of these characteristics. As stated above, even the tiniest change of capillary
diameter can induce major changes in flow. Thus, the model parameters have to be very close
to reality to allow for extrapolation to biology. Yet, to this day, it is cumbersome to get good
measurements of vessel diameters in depth in vivo, as light scattering limits the application of
models to real vascular arbors.

3.3.2 Effect of a single actor

The second category of models I would like to introduce are those focusing on a single actor of
the NVC. Based on known physical interactions and effects, these models will explore how a single
actor, a molecule for instance, will act on functional hyperemia. These models have to account
precisely for the interactions between the actor and the overall studied mechanism to draw pertinent
conclusions. The ability to predict known effects in silico is the only marker of the pertinence of
the model. It allows for the exploration of experimentally difficult biological measurements as I
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Figure 3.7: Artificial vascular networks.

Panels show two types of artifical vascular network which allow to study hematocrit (H), flow (q)
and pressure (p).

A. This is a two-branch capillary with one branch actively dilating.

B. This one is called "honeycomb network", and comprises many two-branch networks.

From [Schmid et al. 2015].
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Figure 3.8: RBC density does not change upon functional hyperemia in the mouse olfactory bulb.
Red blood cell density is measured as the division of the the RBC flow by the RBC velocity
in a capillary nearby neuronal activation (n = 4 acquisitions, mean + SD). Both are measured
instantaneously. Odorant stimulus (ET 6%, 2 s) is applied at 10 second (shaded area).
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will describe below.

Nitric oxyde (NO) is a well-known actor of NVC |Dirnagl et al. 1993, Iadecola et al. 1993,
Stefanovic et al. 2006, Attwell et al. 2010, Iadecola 2017]. However, it has different origins, ei-
ther neuronal or endothelial [Alderton et al. 2001, Forstermann & Munzel 2006]) and many syn-
thesis pathways [Knowles & Moncada 1994]. Moreover, it has numerous interactions with the
vasculature, eliciting dilation |Furchgott & Zawadzki 1980] or even with neurons|Lancaster 1994,
Kim et al. 2016]. Given all these interactions, the interdependency between each actor, and the
various metabolic parameters underlying each interaction, simulations are perfectly suited to try
and make sense of the effects of NO. One study simulated the release of NO around arterioles and
studied how its increase and decrease, considering washout by the blood flow, impacts vascular
reactions. The authors showed that NO dynamic can explain the presence of the undershoot in
functional hyperemia, the decrease in blood flow following the increase, and also be responsible for
vasomotion in resting state [Haselden et al. 2020]. Of course, these findings require empirical evi-
dence, through optogenetic control of NOS enzymes for instance, but these studies give important
insights on interactions and effects we can hardly imagine on our own.

A recent study focused on oxygen availability after showing that the hippocampus has lower
increases in blood flow following neuronal activations, coupled with a reduced capillary density,
compared to the visual cortex V1. Modeling the characteristics of the hippocampal network and
the oxygen diffusion, they show that oxygen concentrations in the tissue are much lower upon
consumption, compared to V1 [Shaw et al. 2021]. These findings help understand how some brain
areas can be more sensitive to hypoxia or be damaged early in neurodegenerative diseases.

3.3.3 Holistic approach

The main tool of this approach is the transfer function (TF). A transfer function is a function of
time or frequency that models the output of a given system given an input via the convolution
operation (Figure 3.9) [Dijk 2013|. In other words, given a time serie of neuronal activation, the
transfer function representing the NVC can theoretically predict the blood flow response?. I used
“holistic approach” as the TF comprises all mechanisms between the input and the output and
merges them all into a single representation: a mathematical function. Both the advantages and
limitations of this approach are many.

Let NVC be our unknown system. We can devise many inputs, although all from neurons,
and many outputs, at the vascular level. One can study the TF between the spike rate and the
blood flow, or between the neuronal Ca?* measured by GCaMP6f (see section 3.4.1) and the blood
oxygenation, measured with a dye. Each of these TFs may be different, while they all represent
a step of the NVC path. This makes the comparison of TF across studies quite difficult, as well
as their interpretation. Their computation can also be tricky, as I will describe in the second part
of the results. Once computed, using a TF implies important assumptions. A given TF cannot
be simply extrapolated to signals with different sources, as described above with GCaMP and the
spike rate. Moreover, the main assumption when using TF as a biologist is that the studied system
is linear time-invariant. Linear invariant means that for an input multiplied by 2, the output is

2In other other words, for a neuronal activation shaped like a Dirac function, the blood flow will have the shape
of the TF. This is why the TF is also named “impulse response”.
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Figure 3.9: A TF representing the NVC.
The transfer function represents the dynamic relationship between two signals. Here, by using

neuronal activation as input and red blood cell velocity as output, we model functional hyperemia.
From [Aydin et al. 2020]

scaled likewise, e.g. there is no adaptation mechanism. Time invariance means that the system
does not change between any two given timepoints, e.g. the brain state is identical. These are
major assumptions, and they put constraints both on the experimental setup and on the animal
model used.

However, a TF also has important advantages. It captures the complex dynamics of a system
into the simple form of a time-dependent function, and it is a valuable tool to interpret the system
dynamic. Regarding NVC it has been used for a few decades now, mainly for interpreting the
output from BOLD-fMRI |[Silva et al. 2007, Hirano et al. 2011]. Indeed, its obvious use is to find
back the neuronal activation which generated the vascular signal measured with BOLD-fMRI. I
will discuss the specific TF used in BOLD studies in the next chapter.

Our first work mainly relies on the use of a transfer function to study NVC and the output
of functional ultrasound (see chapter 7), so I will quickly review some interesting results from
previous works here to introduce how I used it for my research. A burning question in our field,
is how NVC varies across brain states, mainly resting state and stimulus-evoked activity or across
stimulus types, natural stimulus, i.e. what the mouse may feel in its environment, or forced, i.e.
experimental stimuli that seldom represent the reality of everyday sensory stimuli. A recent study
computed the TFs between electrophysiological recordings in resting state, whisker stimulation
or volitional whisking, and blood volume changes measured with intrinsic optical imaging, in the
mouse somatosensory cortex [Winder et al. 2017|. They show that the dynamic of the TF is similar
between these 3 states (Figure 3.10A) and that they can reliably predict the neuronal activation
from the cerebral blood volume (CBV) changes in stimulus-evoked cases. To be noted is that due
to the high noise level of biological data, prediction of the neuronal activation requires averaging
of vascular responses. And since averaging requires time-locking between onset of stimuli, they
have not been able to predict resting state activity. Moreover, they also show that CBV variations
during resting state is partially conserved while pharmacologically inhibiting neuronal activity
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(Figure 3.10B). This last result shows that the NVC system is not a simple linear-invariant system,
as the vascular output does not scale down to zero with the neuronal activation.
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Figure 3.10: Holistic model of NVC shows that functional hyperemia dynamic is conserved across
neural activation ways.

A. A transfer function (HRF) is computed between neuronal activation, as measured by the
Gamma-band in LFP, and vascular reaction, measured as total hemoglobin with I0S. The HRF
dynamic across neuronal activation types is alike.

B. Either Muscimol, to inhibit neuronal activity, or aCSF, as control, is applied over the brain.
(top) Total hemoglobin shows cyclic variations in both states, (bottom) as does the diameter of a
pial artery at the surface of the brain.

From [Winder et al. 2017].

Another important question in the NVC field is how neuronal activity influences veins, as the
main belief is that they react solely passively to blood flow changes up in the vascular arbour. As I
describe in the BOLD-fMRI part (see section 4.2), BOLD-fMRI relies on signals coming mainly from
the veins [Kim & Ogawa 2012]. However, there is little literature on veins contributions to NVC,
whether it be passive or active. In their study, Huo and colleagues model the spatial and temporal
dynamics of both arteries and veins dilations, measured in two-photon microscopy, in response to
locomotion-induced neuronal activation using TFs. Afterwards, they show that Intrinsic optical
imaging (IOS) response to these same stimuli, at a much greater scale, can be predicted as the sum
of the fast arterial response and the slow venous response [Huo et al. 2015]. Unbiased interpretation
of IOS signals thus requires to take into account the venous contribution. They also show that the
venous signal is spatially larger than the arterial one, underlying the importance of focusing on the
spatial dynamics of vascular responses [Gardner 2010].

In this part, I reviewed the different ways to model NVC which I separated into three different
types: the physical representation of the vascularization at the macroscale, the modelization of a
single actor and the holistic approach . Each one has its own limitations, but all of them bring
important insights into the function and mechanism of NVC. I will get back to modeling the NVC
with TF in the next chapter, which is also important for the analysis of BOLD-fMRI data.
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3.4 Measuring the neurovascular coupling in two-photon mi-
Croscopy

Studying neurovascular coupling is a tedious task since it comprises not only the neuronal OR the
vascular field but both, at the same time. Of course, depending on the scientific question, the
experimental design does not necessarily involve measuring both. As an example, the paper on the
TRPA1 channel in ECs and their involvement in the retrograde transmission did not report any
kind of neuronal activity [Thakore et al. 2021|, nor did one of the seminal papers on the pericytes
role in NVC [Hall et al. 2014].

In my case, it was necessary to measure both, and simultaneously as much as possible. The
first project was about modeling NVC and checking whether it is linear: only acquiring from the
blood vessels would mean to suppose neuronal activation to be constant, both across animals and
across stimuli. The next one was about the oxygen “initial dip”, supposedly reporting local neural
consumption of oxygen. Measuring neural activation was mandatory in both studies.

From a historical perspective, one of our team’s work underlines in its introduction that “studies
have generally assumed that the vascular compartment that regulates blood flow is controlled by
the local activation of neurons but have failed to locate the precise site of neuronal activation in
their in vivo preparations” [Rungta et al. 2018|: neglecting the spatio-temporal characteristics of

neuronal activation may have led the scientific community to lose quite some time3.

3.4.1 Neuronal changes

Neuronal activation has multiple meanings. Canonically, one would think of it as the generation of
an action potential, following a depolarisation which eventually goes over the cell voltage threshold.
These changes in membrane potential are due to a net inflow of positive ions, mainly Na™ and Ca?*
through neurotransmitter-dependent ion channels. However, they do not always trigger an action
potential, as the membrane potential can stay below the threshold in the soma. Thus, dendritic
potential changes do not necessarily reflect the axonal output.

While studying neurovascular coupling, do we want to focus on pre- or on postsynaptic potential
changes? First, as explained above, vascular density seems to be related to the synaptic density,
rather than the somatic one. Second, previous studies have shown that functional hyperemia better
correlates with Local field potential (LFP) |Logothetis et al. 2001], i.e. subthreshold variations of
neuronal membrane potentials. These results point out to the fact that postsynaptic changes are
more related to functional hyperemia than presynatpic ones.

Thus we need an indicator of neuronal activation that can faithfully report dendritic po-
tential changes. We do have other requirements that will reduce our choices. Our model
is based on chronically implanted mice, as acute preparations are known to impair neurovas-
cular coupling [Gao et al. 2017|].  Mice are implanted with a cranial window over the bulb
[Rungta et al. 2017, Boido et al. 2019, Roche et al. 2019, Aydin et al. 2020] because we also need
to make simultaneous microscopic vascular measurements. As I will describe below, microscopic

3Tt would not be fair not to precise that our model, the olfactory bulb, is superior in that aspect, as one can control
very easily the neuronal activation induced by natural stimuli. I discuss it further in the corresponding Chapter.
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vascular measurements are best achieved through light microscopy, which requires a transparent
window for precise measurements.

To precisely measure local changes in neuronal activation, we have two possibilities: taking
advantage of intrinsic or extrinsic optical indicators, visually accessible through the window, or
using electrophysiological recordings.

Extracellular measurements are achieved by means of an electrode which is placed in the brain
parenchyma (Figure 3.11) [Souza et al. 2019]. This electrode measures both action potentials
and postsynaptic potentials. However, surgeries and implants are inflammation triggering pro-
cedures, which are known to act on both microglia [Hirbec et al. 2019] and neurovascular coupling
[Brezzo et al. 2020].In our case, placing an electrode through the window and targetting it to a
specific glomerulus would have been extremely difficult and we decided to focus on calcium signals
to report neuronal activity.
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Figure 3.11: An electrode placed in the brain parenchyma can measure neuronal responses through

local field potential changes.

A. Two-photon imaging of an electrode, filled with Oregon-Green, placed in a glomerulus of a
mouse olfactory bulb.

B. Upon odor application, LFP responses are measured with the electrode. Each response is a
single acquisition, neuronal responses in the glomerular layer are very reproducible and time-locked
with the respiration.

C. Placing the electrode in two different glomeruli shows that each one responds differently to a
given odor.

Adapted from [Chaigneau et al. 2007]

Regarding our studies, we had to be able to measure the activity over the whole bulb, which
makes optical indicators more suited. They are easily operable through a transparent window, as
long as measurements are done not too deep, since two-photon imaging allows for up to hundreds
of ym depth imaging before light scattering impairs acquisitions. Note that this depth depends
on the wavelength used, as longer wavelengths scatter less than shorter ones. In our case, the
glomerular layer of the olfactory bulb is around 60 pm deep (see chapter 5). There are many types
of optical indicators, either genetically-encoded or injected before and, either voltage-dependent
or ion-specific. Below, I will quickly describe GCaMP and especially GCaMP6f which we used to
report neuronal activation.
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Genetically encoded calcium indicators have become increasingly used since their first introduc-
tion in 2001 [Nakai et al. 2001, Lin & Schnitzer 2016, Masatoshi 2020]. GCaMP is one of these,
composed of Cadmoduline (CaM), a Ca?"-binding protein, and Green fluorescent protein (GFP).
Upon Ca?* binding to CaM, GFP changes its conformation and starts emitting fluorescence upon
illumination with specific wavelengths. Further studies optimized GCaMP, until the GCaMP6
[Chen et al. 2013| that we used, and most recently jGCaMP8 [Zhang et al. 2020]. Each subsequent
version improved either the signal-to-noise ratio, or the sensitivity and the dynamic range of detec-
tion, eventually all these features.

Genetically encoded calcium indicators can be expressed either in transgenic mice or after the in-
jection of a viral transgene. Regarding the work exposed in this thesis, I exclusively used transgenic
mice expressing GCaMPG6f under control of the Thyl promoter , and more specifically the Thyl-
GCaMP6 5.11 lineage described in [Dana et al. 2014]. These mice express GCaMPG6f in mitral cells
of the olfactory bulb (Figure 3.12), which is perfect to measure calcium changes in the glomerular
layer which contains mitral cell dendritic tufts. Notably, some transgenic lines of GCaMP mice
have shown to have aberrant neuronal activity, but our mice genotype is not reported in this study
[Steinmetz et al. 2017].

GP5.11

Figure 3.12: Coronal slice of our GCaMP6-expressing model of OB.

Confocal image of fixed coronal sections of the olfactory bulb, using a GFP filter. Labeled cells
are mitral cells, they express GCaMPG6f from the mitral layer (soma) up to the glomerular layer
(dendrites). From [Dana et al. 2014].

Overall, GCaMP6 is a complex proxy of neuronal activation, which measures Ca?* changes asso-
ciated with neuronal depolarisation, firing and second messengers. It is efficient but also imperfect
as additional limitations linked to photomultiplier tubes and electronics need to be considered.

3.4.2 Vascular changes

As with neuronal activity, there are multiple ways to measure vascular activity. Microscopic mea-
surements allow single-capillary measurement of the vessel diameter or the velocity of single red
blood cells. At a mesoscopic scale, intrinsic optical imaging can report hemoglobin-related changes,
since oxygenated or deoxygenated hemoglobin does not reflect light in the same way. At a bigger
scale, BOLD-fMRI and functional ultrasound are available, the next chapter describes them in
detail.
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Here I focus on microscopic measurements of vascular changes, something I had to do for each
experimental study of this thesis. These measurements required the intravenous injection of several
dyes, either fluorescent or a phosphorescent, and which labbelled the plasma. Inside a capillary,
RBCs are forced to pass through one by one, which creates a “black and white” pattern since
RBCs do not uptake the dye (Figure 3.13). In two-photon microscopy, scanning a broken line
repeatedly inside the capillary and outside in the neuropil allow measurements of RBC velocity
and neuronal activity. Part of the time-image scanned through the vessel is used to measure the
RBC shadow angle which directly reports blood speed [Dirnagl et al. 1992, Kleinfeld et al. 1998,
Chaigneau et al. 2003]. The part of the line scanning the parenchyma of GCaMP expressing mice
is used to detect the Ca?" signal from neurons.
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Figure 3.13: Simultaneous RBC velocity and Ca?" measurement with linescan acquisition.

A. Schematic of the linescan acquisition. The vessel is filled FITC, fluorescein in green, and the
parenchyma contains GCaMP-expressing neurons.

B. Scanning the line (x) over time creates shadow-patterns in the vessel part of the line. Left
panel is part of the baseline, right panel is during the stimulus. The number of RBCs (shadows)
increased, their angle decreased showing an increase in velocity. The right part of the line shows
an increase in fluorescence, due to Ca?" increasing in the neurons.

One way of measuring the flow of RBC, that is the number of RBC passing by per unit of time,
is by determining the number of shadows. However, this requires an acquisition with a high signal-
to-noise ratio, to get a perfect binarization of the shadows over the plasma. Experimentally, another
way to measure the flow is to scan over a single point in the vessel, during Poy measurements. This
will create a multiple boxcar-like signal, with the up state being plasma and the down-state being
RBC (Figure 3.14). The Signal-to-noise ratio (SNR) is better as more points are scanned for a
single RBC, which allows for a better binarization. However, in theory, this technique does not
provide the user with both calcium and vascular measurements, simultaneously, as the scanned
point is in the vessel. In practice, given a point-spread function z-projection bigger than the vessel
diameter, changes in fluorescence above and below the vessel can be extracted. Further details
about this are given in the third article of this manuscript (see chapter 9).

The last point I want to explore here is oxygen measurements. At a microscopic scale, the
first techniques used Clark electrodes. This approach reports absolute values of partial pres-
sure in oxygen (Pog) with great spatial resolution and SNR. However, as with neuronal activ-
ity, they are not able to measure Poy at various locations. A few years ago, a phosphorescent
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Figure 3.14: Measuring RBC flow with a pointscan acquisition.

A. A point placed in a capillary (blue dot) is scanned over time.

B. Passing of RBC creates shadows since they do not uptake the fluorescent dye. Each horizontal
line represents & 25 us of fluorescence from the point, the next line is scanned after a rest period
of ~ 250 us. The image represents the first 100 ms of the panel C.

C. Averaging fluorescence (white points) from each line creates up and down states that can be
turned into a suite of box-car functions (red line). Upstate of the red function means there is a
RBC. 4 RBCs are counted for a period of 200 ms, which is a flow of 20 RBC.s™!.
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probe was designed, whose decay time at a given temperature was specific of the absolute Pog
[Sakadzié¢ et al. 2010, Lecoq et al. 2011, Roche et al. 2019] and which was optimized to be used
with two-photon excitation [Mik et al. 2004, Estrada et al. 2008|. By scanning over the same point,
alternating illumination period, to reach the excited state of the phosphorescent molecule, and dark
period, to record the decay, we can measure Poy changes over time (Figure 3.15A, B). The measured
decay has to be fitted with an exponential decay function whose half-life can be translated into a
Poy value in mmHg.
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Figure 3.15: Measuring Pos from a pointscan acquisition in a capillary.

FITC and Oxyphor 2P are injected IV. FITC is used as a fluorophore to detect RBC and Oxyphor
2P is the phosphorescent probe whose decay depends on the partial pressure of Os.

A. Alternating illumination (ON) and rest (OFF) periods while collecting photons allows for si-
multaneous measurement of RBC flow in the green channel and Poy in the red channel.

B. Fitting the average of decays from the red channel computes a 7 which values corresponds to a
partial pressure of Os in the capillary.

C. Separating RBC from the plasma thanks to the green channel renders possible the computation
of either the Poy around RBC or in between (Inter-RBC). The difference is called Erythrocyte-
Associated Transient (EAT).

Having a good fit of the decay is crucial for a faithful measurement of the Poy, and hundreds
of decays have to be averaged to make sure of the fit. Indeed, the first phosphorescent probe
we used in the lab, PtP-C343 had a lower SNR than the one we are using now, Oxyphor 2P
[Esipova et al. 2019]. The new probe allows for less laser power but also for a temporally more
accurate measurement: since less decays have to be averaged, we can afford less fits per time unit.
As of today, we usually average around 1000 decays to get a good evaluation of the Pos, which
gives one point every 250 ms.
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Remarkably, we can use point scan for both flow and Pos measurements. We do it by injecting
both the phosphorescent Oxyphor 2P (red channel) and a fluorescent dye (green channel), as
the SNR of the fluorescent dye is better for RBC detection. In my study, I used fluorescein
(FITC), which emits green light to avoid polluting the red light emission of Oxyphor 2P. Notably,
separating RBC from plasma while measuring Pos in a capillary allows for separating Poy around
RBC from Pos in the plasma (Figure 3.15C). Namely, erythrocyte-associated transient (EAT)
have first been modeled [Hellums 1977] and then experimentally demonstrated |Tsai et al. 2005,
Golub & Pittman 2005, Parpaleix et al. 2013]. Thanks to this separation, our team previously
reported that resting perivascular Pos in the tissue can be estimated by the plasmatic Pog in the
capillaries of acute mice [Parpaleix et al. 2013].

3.5 Conclusion

Neurovascular coupling is the cascade of cellular and molecular reactions linking neuronal activation
to the subsequent vascular one. Nearly every cellular type of the central nervous system appears
to be implicated in functional hyperemia, the local increase in vascular flow following a neuronal
activation. It has been studied for decades now, and our understanding of the topic is increasing.
Notably, the development of models to get insights into the complex interactions underlying NVC
and the new technical tools allowing non-invasive measurements in behaving animals will help
continue in this way. Although its mechanism is far from being fully understood, it has been used
for decades as the physiological basis for BOLD-fMRI interpretation, a vascular-based functional
imaging technique, to determine activated brain areas. Together with Functional ultrasound (fUS),
these techniques are the focus of the next chapter.



CHAPTER 4

FUNCTIONAL BRAIN IMAGING

One must guess the painter in order to
understand the picture.

Friederich Nietzsche in
Schopenhauer as Educator, 1874
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4.1 Imaging the brain

The human brain is a conundrum, still to this day. The numerous interactions between neurons,
between neurons and astrocytes, between neurons and vessels, between astrocytes and vessels makes
its understanding an utopia at the moment. As researchers, we mainly focus on animal models to
advance on the path of understanding. This allows us to measure neuronal activity precisely, with
invasive techniques, and we genetically modify our model to test our hypotheses. For obvious ethi-
cal reasons, it is impossible to do so with a human subject. We shall thus rely on the conservation of
the physiological mechanisms across the evolutionary tree to extrapolate our findings to ourselves,
a concept which has been put to harm a few times now. I cited in the first chapter that the overall
structure of the mammalian brain is conserved: this means that given a section of olfactory bulb,
we could not differentiate whether it is from the mouse or from the human only by looking at
the layer organization. However, at a smaller scale and from a functional perspective, things are
much more complicated. Oberheim and colleagues reported anatomical and functional differences
between astrocytes from mice and humans |Oberheim et al. 2009], and we know that astrocytes
greatly interact with both neurons and vessels. More recently, an RNA-sequencing study of mouse
and human brain slices showed that while there is a high homology between cell types, as anatom-
ically defined, the expression of RNA widely differs, especially regarding neurotransmitters and
ion receptors [Hodge et al. 2019]. This may easily explain why pharmacological preclinical studies
hardly pass the clinical phase, with up to 90% of failure at this phase [Hingorani et al. 2019].

Validating in humans results acquired in animal models, is an essential part of the biomedical
research process. How can we study the human brain function? The most popular technique to
do so is BOLD-fMRI. This will be the subject of the first section. I will not get into all the other
techniques, such as EEG, MEG or other fMRI modalities (Figure 4.1), since they are not directly
linked to my work.

The second section is about a novel technique, functional ultrasound imaging, which we used
in my first study. It shows promising applications both in fundamental research, clinical research
and potentially at the patient bedside.

4.2 BOLD-fMRI

I do not present any BOLD-fMRI experiment in this thesis, although I did some for a side project.
However BOLD-fMRI is a widely used technique in neuroscience and especially in the human, due
to its non-invasive nature, and it solely relies on neurovascular coupling to be well interpreted.
Moreover, my projects had some relationship with BOLD analysis. The first one studied one of
the linearity assumptions of the HRF while the starting point of the last project was based on the
hope of improving the spatial specificity of the signal.
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Figure 4.1: Main brain functional imaging techniques.
Imaging techniques are presented on account of their spatial resolution, temporal resolution and
portability. From [Deffieux et al. 2018|.

4.2.1 Physical principle

The blood oxygen level dependent (BOLD) signal is acquired through a nuclear magnetic resonance
imaging (MRI)!'. Grossly, the MRI machine acts on subatomic particles in our body which are
magnetic, i.e. dipoles, which are mainly protons from the hydrogen nucleus. The MRI scanner
produces a constant and homogeneous electromagnetic field called B0, which sets the dipoles of
the subject to a baseline state. Then, another electromagnetic field, B1, is applied transiently.
B1 “excites” the dipoles which will change their orientation. When B1 disappears the dipoles get
back to their original alignment as determined by B0, they “relaxe”, with different spatiotemporal
characteristics depending on their surroundings. The MRI machine picks up these spatiotemporal
characteristics by measuring the electrical signal produced by the movement of the magnetic dipoles
returning to their baseline state. Upon excitation, multiple relaxation characteristics are measurable
to get anatomical or functional maps of the brain. They are called T1, T2 or T2* for the most famous
ones. I don’t get into more details here, there are great reviews on the topic [Huettel et al. 2014].

The physical principle underlying the BOLD signal was discovered in 1990 by Ogawa and col-
leagues. In their seminal papers [Ogawa et al. 1990a, Ogawa & Lee 1990, Ogawa et al. 1990b|, they
show that the presence of deoxygenated hemoglobin alters the T2 relaxation characteristic of nearby
hydrogen nuclei. Indeed, deoxyhemoglobin (dHb) is paramagnetic as opposed to oxyhemoglobin
(Hb). An increase in dHb, e.g. through neuronal oxygen consumption, will decrease the contrast
by altering the relaxation characteristics of H™. Conversely, increased Hb increases T2 relaxation
time and results in better contrast. Functional hyperemia will reduce the relative quantity of dHb
compared to Hb thus increasing the contrast and BOLD signal. In other words, in BOLD-fMRI
imaging, the signal is related to the ratio % rather than the absolute quantities of either one.

!The N from “nuclear” is left out to avoid scaring patients off with radioactivity when talking about MRI exams.
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Before going further into the analysis, let me define the terms related to the BOLD data.
Putting a subject into the MRI and running a single recording of 5 min, for instance, will result in
an acquisition. This acquisition is composed of voxels from a single slice of the brain, for simplicity
here I only consider a single slice, but multiple sections can also be acquired with some eventual
delay. These voxels are identical in size, sharing the same width, height and depth. Along the 5
min of the acquisition, the BOLD signal is recorded within each voxel. Overall, the raw BOLD
data of a single brain slice, with a thickness equal to the voxel’s depth, can be represented by a 3D
matrix of size m x n x t, m being the number of voxels in the vertical axis, n the number of voxels
in the horizontal axis, and ¢ the number of samples acquired over time. Many acquisitions can be
done sequentially, resulting in a session.

4.2.2 Analysis process

Quite obviously, the interpretation of BOLD data supposes a thorough understanding of functional
hyperemia spatial and temporal dynamics, which we do not yet have at this time in humans
[ladecola 2017, Kaplan et al. 2020]. Moreover, we are aware that hemodynamic changes are not
solely consequences of neural activation, as explained in the previous chapter. These caveats are
known limitations for the interpretation of BOLD functional imaging. The following section will
quickly describe the most used way of analyzing BOLD data to extract neurally activated areas:
the General Linear Model (GLM). It relies on a holistic model of neurovascular coupling, and
the following sections will underline the impact of the studies I conducted during this PhD. Of
course, there are multiple ways to analyze BOLD-fMRI data, with the main ones being described
in [Soares et al. 2016]. Regarding GLM, a critical review of the method is found in [Monti 2011].

The point of any type of BOLD acquisition analysis is to output which voxels are active, i.e.
contains neuronal activation, and what the temporal dynamic of the activation is. Conventionally,
activation is determined by a statistically significant correlation between a pattern of stimulation
and a post-processed BOLD signal. This definition raises two questions: why do we need to do a
correlation analysis, instead of just looking at the actual signal? Why does the correlation have to
be computed with a post-processed BOLD signal, rather than the raw one??

Both these questions find their answer in the signal-to-noise ratio of the BOLD-fMRI. Figure
4.2 shows some BOLD-fMRI time series where we can hardly distinguish between noise and actual
signal. GLM allows for compensating for various noise sources, notable confounding factors such
as motion or heart rate [Soares et al. 2016]. Then, as described above, the absolute BOLD signal
is only proportional to the % ratio but does not inform on physiological values. Moreover, it has
multiple variation sources and needs to be normalized across acquisitions, sessions and subjects
[Poldrack et al. 2009]. It also needs temporal and spatial smoothing [Jezzard et al. 2001]. All in
all, the raw BOLD signal cannot be used as it is, and requires pre-treatment before analysis. Then,
this analysis is a statistical correlation to efficiently extract responses from the noise and have an
objective threshold to distinguish whether a voxel is activated or not.

The GLM point is to explain the variations in the BOLD signal by fitting it with a linear sum
of time-dependent regressors (Figure 4.3). The model is a sum of N "X 3" terms, with Ng being

2 As a friend pointed out, the reasoning below is more “this because that” rather than “that therefore this”, which
can be tricky to follow. This is the way I found out about how it is done, and thus how I chose to write it down.
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Figure 4.2: The BOLD has a very poor SNR.

The mouse received ET 6% for 1 s at t = 0 s while a BOLD acquisition was performed on the
olfactory bulb. (top) Signal from a single voxel and a single acquisition that is above the signifi-
cance threshold (p < 0.05). (bottom) Signal from the same voxel as above but averaged over 15
acquisitions. The response is barely visible.
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the number of regressors, X being a vector of size 1 X t representing one of the regressor and 3 the
scaling factor of this regressor acting on the BOLD signal. Summed with an error term ¢, the point
is to fit the 5 factor of each regressor, for each voxel. The bigger the amplitude factor g of a given
regressor, the bigger the influence this regressor supposedly have on the BOLD signal of the voxel.
Thus, the GLM fits for each voxel a vector of size 1 x Ngr containing the [ values of each regressor
and a vector of size 1 X t representing the error term & over time. A review of the fitting methods
can be found in [Waldorp 2009].

Design Matrix Ambli
BOLD g p::grz::jei e
Timeseries Regressors of Interest Nuisance Regressors Vikiiowm) Term
hYln -xll D, G X ) . . . . 'Xlr- —51-
] .
g,
e,
3 = X E
)
; - p rJd
LY. ] L X s €, |

Figure 4.3: The GLM approach for BOLD analysis.

The BOLD signal from a single voxel (Y') is modeled as the sum of known regressors (X), among
which regressors of interest such as the ones representing the stimuli (X; to X3) and regressors
of noise (X; to X)), scaled with an unknown amplitude factor, and an error term. Fitting the
amplitude factors for each regressor informs on the relative impact of the regressors on the BOLD
signal. From [Monti 2011].

Whether a voxel is activated under a stimulus, i.e. a regressor of the fitting model, is then
determined by the value of the g factor of this regressor. But how is the regressor defined at first,
before even wondering about its 8 value? Here is where we get back to the holistic approach of
neurovascular coupling modeling.

4.2.3 The hemodynamic response function

As explained above, the regressors represent external or internal factors, supposedly influencing
the BOLD signal. The shape of regressor is user-defined and will obviously have an impact on the
fitting of the 8 value. Consider we apply a visual stimulus to a subject and want to extract which
voxels of the visual cortex are activated. We define two regressors, one for the visual stimulus and
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another encompassing the artifacts we have been able to measure, e.g. the movements in different
directions or the drift of the signal. To make sure that the § value of the visual regression is
statistically significant and report the correct activation, one must have the correct regressor shape
for this visual stimulus. This shape is the shape of the theoretical BOLD response to a visual
stimulus in a voxel.

Somehow paradoxical or circular, detecting neuronal activity in the BOLD signal requires to
know the shape of the neuronal activity eliciting the BOLD signal. One of the keys to get out of
the circle is assuming that the neuronal BOLD signal is buried in the noise, and thus accepting
that the only way to analyze is by having some idea of the shape of the response. One of the locks
on the way out is that it is quite difficult to know exactly what shape it should have, I will get back
to this later.

The regressor is computed as follows. The stimulus generates a neuronal activity, and by means
of the neurovascular coupling, neuronal activation generates changes in blood flow which in turns
changes the ratio % and the BOLD signal. Since there is no way to precisely know the shape of
the neuronal activation, the whole point of fMRI-BOLD being its non-invasiveness, one can only
rely on the shape of the stimulus: canonically a square function (Figure 4.4). To improve the
regressor shape, one still has to get from this square function to the expected BOLD response.
This is done thanks to the hemodynamic response function (HRF) that I mentioned in the Chapter
2 (see section 3.3.3). Theoretically, it corresponds to the BOLD signal generated by a Dirac-shaped
stimulus, i.e. an infinitely short in time stimulus. Convoluting this HRF with any kind of stimulus
shape outputs the theoretical BOLD response.

HRF

— Expected BOLD
response pattern

Stimulation

Time (sec) 0 Time (sec)

Figure 4.4: Schematic representation of the HRF use.

A square function goes up when the stimulus starts and down when it stops. When convoluted with
the hemodynamic response function (HRF) it supposedly ouputs the BOLD response measured in
the activated voxels, allowing for a statistical comparison between the actual response and this
expected response.

Many caveats underlie this reasoning. First and foremost, there is no linear relationship
between the stimulus and the neuronal activation it generates, as shown by the habituation
mechanisms.  Since the HRF has a strict assumption of linearity, as any transfer function
(TF), this non-linearity between stimulus and neuronal activation undermines the use of the
HRF. Although very early studies in the BOLD history provided evidence that there is a lin-
earity between stimulus characteristics, e.g. visual stimulus contrast, and the BOLD response
[Boynton et al. 1996, Cohen 1997|, we know that this assumption is wrong: neurons do not be-
have linearly and neither do vessels, as a modelization of their elastic characteristics showed
[Buxton et al. 1998]. Monti clearly wrote in his review “it has now been extensively shown that
there are at least two sources of non-linearities in the BOLD signal”, neurons and vessels. He
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goes on by writing that these non-linearities are ignored by both the neurobiological and psy-
chological BOLD literature [Wager et al. 2005, Monti 2011]. A few explanations may be given
to this seemingly illogical behavior. A study showed that nonlinearities arise in the BOLD
signal below a threshold of 4 seconds of stimulation [Robson et al. 1998, Vazquez & Noll 1998,
but then again, the nonlinearities were only evaluated based on the BOLD signal without in-
sights on neuronal activity. To avoid these non-linearity problems, a few methods were proposed
[Friston et al. 1998, Friston et al. 2000, Calvisi et al. 2004, Monti 2011] but, as Monti puts it again,
“most proposed solutions [...| require fitting of a large number of parameters which may cause severe
degradation of power”.

The nonlinearities aside, the HRF raises questions too. Studies have shown that the HRF
varies across individuals, brain regions and even days [Aguirre et al. 1998, H et al. 2004|. Us-
ing the same HRF makes the analyses prone to creating false positives or false negatives voxels
[Lindquist et al. 2009].

Among the other caveats, which I do not describe in detail here, are the auto-correlation, which
can affect the statistical significance of the activation tests [Friston et al. 1994, Boynton et al. 1996,
Purdon & Weisskoff 1998|. Solutions have also been proposed as detailed in [Monti 2011].

The analysis pipeline I described here is limited to a single-subject analysis. To assess the
robustness observed effects, group analysis is required. These analyses have requirements, such as
the alignment of the anatomical structure. I do not go into these details here as they are not of
significance for my studies.

4.2.4 The initial dip: improving the spatial specificity of the vascular responses

As I mentioned, functional hyperemia involves a larger brain volume than the neuronal activation
that triggered it, due to dilation of the penetrating arteriole which irrigates tissue up to a 500 pm
cylinder around the PA [Shih et al. 2015]. This problem has been known for quite some time, as D.
Malonek & A. Grimvald wrote in 1996, “the vascular response is less localized [than the individual
cortical columns|, spreading over distances of 5 to 3 millimeters” upon sensory stimulus and intrinsic
optical imaging of dHb and Hb [Malonek & Grinvald 1996]. Earlier, an I0S study reported what
may be a solution to this problem and what eventually became an important controversy in the
domain: the initial dip (ID) (Figure 4.5). Two extensive reviews interrogate the origin and existence
of the initial dip [Hu & Yacoub 2012, Hong & Zafar 2018].

4.2.4.1 What is the initial dip?

The ID is a transient decrease in signal reported by several vascular-based techniques following a
neuronal activation and preceding functional hyperemia. It has been first reported using intrinsic
optical imaging [Frostig et al. 1990] and later BOLD-fMRI |Ernst & Hennig 1994]. The hypothesis
was that this “signal drop during the early phase can be attributed to a temporary decrease in
oxygenated hemoglobin concentration due to increased oxygen consumption”. In other words,
neurons burn oxygen before functional hyperemia can compensate for it, and the ID is the burning
that is measured. Malonek & Grinvald in their study [Malonek & Grinvald 1996] showed that an
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Figure 4.5: The initial dip in the HRF.

This curve is a version of the Hemodynamic Response Function, i.e. the BOLD response for a
Dirac-like stimulus. The first part of the response is the initial dip, the transient decrease of signal
supposedly originating from local oxygen consumption before functional hyperemia hits. I do not
describe the post-stimulus undershoot here. From [Hu & Yacoub 2012].

increase of dHb occurs before the increase in Hb due to functional hyperemia, which confirmed the
hypothesis from Ernst & Henig. Most importantly, they observed that the ID is spatially limited
to the cortical columns, while functional hyperemia goes beyond it. This result was elegantly
confirmed by Thompson and colleagues later on, using a Clark electrode in the visual cortex of a
cat [Thompson et al. 2003|. They showed that the initial dip colocalizes with neuronal activation,
in response to gratings with various angles. The ID appears when the angle activates the neurons
and is not there otherwise. Functional hyperemia however is always measured, confirming its spatial
non-specificity (Figure 4.6). It was further confirmed by other studies from the same team in the
same structure [Thompson et al. 2004, Thompson et al. 2005].

The spatial specificity of the ID was assessed with intrinsic imaging or electrodes, but also with
the BOLD signal. Menon and colleagues showed that voxels with an ID localize more in grey matter
areas than the voxels showing a positive response, which were everywhere [Menon et al. 1995],
however there was not any neuronal activity control and there is none to this day, showing a co-
localization of neuronal activation and the ID in BOLD imaging, to my knowledge . Coherent with
what we know of functional hyperemia, the dynamic of the ID is limited in time independently
from stimulus duration [Hu et al. 1997|. Indeed, neurons can only activate and consume so much
while functional hyperemia is less easily saturated and always occurs within the first seconds post-
stimulus, making the ID necessarily short in time.

Our team performed a very elegant description of the initial dip in the olfactory bulb, thanks
to the many advantages of this model regarding the study of neurovascular coupling (see section
5.4). In [Lecoq et al. 2009], we show that the ID is present in the glomeruli of the rat olfactory
bulb. Moreover, we applied NBQX and D-AP5 and showed that the ID disappears in the neuropil
upon inhibiting neuronal activation. This effect was reversible in under 10 min of washout. Later,
we measured the ID in the olfactory bulb of the mouse with PtP-C343, the phosphorescent probe I
described earlier (see section 3.4.2). We measured the transient decrease in oxygenation both in the
tissue and in the capillaries (Figure 4.7) [Parpaleix et al. 2013]. This is an important difference to
keep in mind: tissular oxygenation comes from the vessels, but tissue and vessels are not identical,
in terms of oxygenation, as we measure a delay between the onset of the dip in the tissue and in
the capillary. Indeed, the presence of the ID in the capillaries has never been shown before our
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Figure 4.6: Measure of the initial dip in the visual cortex by Thompson and colleagues.

An electrode is implanted in the visual cortex of a cat while it is imaged with intrinsic optical
imaging. Neuronal response is shown as spike-time histograms by the grey solid area and oxygen
changes is the full line, with 1 SE represented as dashed lines. Gray dotted regions is the stimulus
time, which a sinusoidal gratings with various degrees of orientation. When the recorded area
neurally activates, (top) an intitial dip is visible, (bottom) while functional hyperemia is present
whatever the neuronal response. From [Thompson et al. 2003].



4.2. BOLD-fMRI 49

study in 2013.

A Ethyl valerate B 12

10
8 Odor
o 6
2mmHg N 2 ;
""" | 5% AFIF -2
— Presynaptic calcium —4 RBC flow
@ Tissue PO, — Capillary PO,

Figure 4.7: Measure of the initial dip in the olfatory bulb of the mouse.

A. Application of an odor activates the olfactory bulb of anesthetized mice, as measured by the
GCaMP signal with two-photon microscopy. Using a pipette, PTP-C343 was expelled in the tissue,
reporting a dip in oxygenation starting exactly when neurons activate.

B. Measuring oxygenation in the capillaries shows that the initial dip is delayed there compared to
the tissular dip. Oxygenation increases as soon as the flow increase.

From [Parpaleix et al. 2013].

4.2.4.2 Does it really exists?

There are multiple results contradicting the existence of the ID in BOLD-fMRI imaging. In the
visual cortex of the cat, it was not reported [Jezzard et al. 1997|] where Thompson actually saw in
2003 and where other studies reported it [Duong et al. 2000, Kim et al. 2000]. Identically in the
somatosensory cortex of the rat, a study showed the presence of the ID [Tian et al. 2010] when
others did not [Mandeville et al. 1999, Mandeville et al. 1999, Yu et al. 2014].

Based on these contradictory results in BOLD and in other modalities, multiple hypotheses were
formulated. Funnily enough, one of these could be that the ID is team specific [Hu & Yacoub 2012],
as it was regularly the same research teams looking at the visual cortex and primarily in the humans
that reported it. One study extended experimental data from anesthetized rats into a mathematical
model and deduced that reduced basal oxygen level could induce an ID [Mayhew et al. 2001]. The
use of different anesthetics was also pointed out as an important factor. Isoflurane dilates vessels
and thus reduces vessels capacity for functional hyperemia, potentially increasing the initial dip
size [Logothetis et al. 1999, Duong et al. 2000, Kim et al. 2000]. a-chloralose reduces blood flow,
thus potentially increasing the effect of functional hyperemia, and studies using it do not report
the ID [Silva et al. 1999, Marota et al. 1999, Mandeville et al. 1999].

A very interesting study showed a dependence of the measure of the ID to the lateness of the
functional hyperemia [Watanabe et al. 2013|. By looking at the jitter of the positive peak at a single
acquisition scale, they reported that the BOLD responses having late positive responses show an
initial dip, as opposed to the responses having an early positive response (Figure 4.8). This is in
line with the hypothesis that we most believe in: whether the initial dip can be measured depends
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on the dynamic of the subsequent functional hyperemia. we also agree with the results about the
anesthetics, as lower functional hyperemia with isoflurane seems like a factor increasing the ID.
Very recently, a study using chronic awake animals [Sencan et al. 2020] and measuring oxygenation
in nearly all vessel types but capillaries in the somatosensory cortex did not report the ID. As
we know that acute experiments and anesthesia are impairing functional hyperemia, potentially
increasing the ID size, this result raises the question of the existence of the ID in physiological
conditions and whether what was seen before is an artifact of the experimental design.

percent signal change (%)

-10 0 10 20
time (sec)

Figure 4.8: The BOLD initial dip depends on the lateness of the positive response.

Colored line are single-trials while the average response is in black. The yellow and orange trials
shows a delayed peak compared to the blue trials but also display the initial dip. While it is seen
at a single trial level, averaging the responses hide the dip. From [Watanabe et al. 2013].

¢

4.2.5 Conclusion

BOLD-fMRI is to this day the most used functional imaging of the brain technique. It allows for
brain wide measurements of oxygenation changes, related to neuronal activation, noninvasively for
the human subject. However it has drawbacks: it requires the subject to stay still, making the
study of young children or long sessions quite difficult?, it has a bad signal-to-noise ratio, forcing
the use of analyses techniques with assumptions that may not be met by data, etc. It also relies
on functional hyperemia to infer the location of neuronal activation, a phenomenon we know to be

3 As for myself, I tend to fall asleep very fast there, much faster than in my own bed. Maybe I should install one
in my studio.
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spatially non-specific. Although many important discoveries about cognition and physiopathology
have been made with fMRI, this pushes researchers to try and improve fMRI. One lead is the initial
dip, whose mechanism is not fully understood to this day and existence is regularly questioned.
This is why we designed and did a study to answer the question of the ID, at a microscopic level
and in a neurovascular model that is reliable and easily controlled.

4.3 Functional Ultrafast Ultrasound

As opposed to the last part, the first project of this PhD contains experiments performed with
Functional ultrasound (fUS). It was first presented in 2011 and since then, has been used in many
neuroscience studies, from the first proof of concepts to new results regarding functional connectivity
or information treatment in the brain. Although it has some caveats to overcome, odds are it will
be an invaluable tool both for researchers and clinicians in the years to come. As before, I will
present the physical principle underlying the fUS signal and the canonical ways to analyze it. I will
go over some experimental considerations before quickly presenting some interesting results fUS
yielded in the last years regarding brain physiopathology. More thoughts regarding the challenges
fUS still has to overcome will be found in the discussion regarding my first paper.

Great reviews on fUS are |Deffieux et al. 2018, Rabut et al. 2020b, Edelman & Macé 2021]. I
did not explore the many applications of functional ultrasound, apart from neuroimaging, which
are well-described in [Rabut et al. 2020b).

4.3.1 Physical principle

As its name suggests, fUS physical basis is sending out ultrasound (US) pulses from a probe in an
environment and measuring the echoes from those US which bounced back on scatter objects. The
core principle allowing this is the Doppler effect, which I will describe before going into how it is
applied in fUS.

4.3.1.1 The Doppler effect

Let us consider an object emitting sounds at a defined wavelength in a uniform and homogeneous
medium: the speed of sound in this medium is constant. With the object standing still, the sound
coming out of the object speakers will keep a constant wavelength, i.e. the distance between the
crests of the wavelength is the same. The Doppler effect gets into the game when the object starts
moving. Consider that the object starts moving to the left*, and that we observe the exact moment
when the next crest comes out of the speaker, right after the object moved. The distance between
the crest which came out right before the movement and the one coming out right after will be
slightly shorter than the actual wavelength of the sound due to the object moving toward the first
crest. That is, when an object emits a sound and moves in your direction at the same time, you
will hear a sound with a shorter wavelength than what comes out from the speaker. Conversely, if

4Yup, this is a political stance. Although a bit misquoted here, science is deeply political, as much in its “affairs
of the [people of the| city” original sense as in the ideological sense [Wellerstein 2018].
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you are on the opposite side, the crests will get farther away from each other, and the wavelength
will be longer (Figure 4.9).

<l@) )

Figure 4.9: The Doppler effect. Image from Wikipedia, CC BY-SA 3.0 Tkarcher.

Intuitively, one can get that the faster the object goes, the greater the difference between the
actual wavelength and the one picked up by the observer. This difference allows for measuring the
speed of the object, based on the actual wavelength and the observed one:

_ o

Av =
b 2 fo

(4.1)

with Av being the speed of the object relative to the observer, ¢ the speed of sound in the medium,
fo the original frequency, i.e. the inverse of the wavelength, and f the observed frequency.

The Doppler effect, since its discovery in 1842 [Doppler 1842|, has had great applications and
simply revolutionized many fields of science and everyday life. One of these, maybe my favorite, is
in astronomy where researchers use it to determine whether stars are moving toward or away from
us and even to detect exoplanets, based on the radial changes of their velocity around their star,
the so-called: "red shift".

4.3.1.2 What if the object is a red blood cell?

Now, imagine the object is a red blood cell. “What kind of sound would a RBC emit?”, you may
rightfully ask yourself. The RBC in itself does not emit any sound, as far as I know, but we
can make it sound by sending soundwaves onto it. The wave will echo back to us, which is quite
equivalent to emitting the soundwave by itself. If we send a wave with a given frequency, the faster
the RBC approaches us, the higher the frequency of the echo will be, compared to the original
frequency. The difference can be directly related to the speed of the RBC with the formula written
above. Here we have a way to measure the speed of the RBCs in the brain.

Now imagine we have two RBCs next to each other, going in the same direction at the same
speed. We will not pick up “a single” echo, but “twice” as much since two RBCs are echoing at the
same time. Thus, we also have simultaneously a measure of the quantity of RBCs, i.e. the “blood
volume” if we assume a constant hematocrit, along with their speed.


https://en.wikipedia.org/wiki/File:Doppler_effect_diagrammatic.svg
https://commons.wikimedia.org/wiki/User:Tkarcher
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Note that, if the RBC is moving in a plane perpendicular to us, i.e. does not have any component
of its speed that is going toward or away from us, the echo will have an identical frequency and
the measured speed will be null. The Doppler effect can only measure axial speed, if the axial
component is zero, the observed speed will be zero.

4.3.1.3 The fUS setup

The Doppler effect in ultrasound imaging has been used for a long time now, Doppler echocardio-
graphy for instance is a technique used by clinicians to examine the heart by measuring the speed
and direction of blood flow. However, the canonical echography works like a standard two-photon
microscope: beams focused on a single line in the axial direction are sequentially produced and
their echoes are used to construct the image (Figure 4.10). First, this sequential procedure nec-
essarily reduces the framerate, as each line is scanned after the other. Then, it also reduces the
signal-to-noise ratio since achieving a reasonable frame rate limits the averaging over time.

Functional Ultrafast Ultrasound brought two main improvements to the canonical ultrasound.
It overcame the problem of the focused beam by using a planar wave, scanning all axial lines at once
[Fink & Tanter 2010]. This increased the framerate to more than a kilohertz. Then, to achieve a
high signal-to-noise ratio and increase the sensitivity to image smaller vessels, fUS implements a
sequential emission of tilted planar waves to generate a single image from multiple waves, usually
from -8 to +8 degrees from the vertical axis [Bercoff et al. 2011]. This creates a compound image,
with one image of the brain every millisecond. Moreover, having the whole brain acquired at once
is paramount to study functional events in different areas and be able to correlate changes at a
small time scale. These improvements and their application to brain imaging are described in
[Macé et al. 2011, Mace et al. 2013].

The last point I want to emphasize is the frequency at which the ultrasounds should be emitted
from the US probe. The classical US frequency, distinct from the frequency of emission, is 15 MHz.
RBC velocity in the rodent brain ranges from below 1 mm.s™' for capillaries up to two dozens of
mm.s'. Note that the axial velocity is necessarily lower, since the biggest vessels in the brain are
at the surface, and thus nearly parallel to the probe. Applying the Doppler formula (Equation
4.1), the probe will pick up doppler echoes with a frequency up to 250 Hz, for a velocity of 12.5
mm.s'. In order to measure an echo with such a frequency, the probe should at least emit the
double according to the Nyquist theorem, although it may not strictly apply in the case of Power
doppler (PD), a point which is made in [Mace et al. 2013|, thus 500 Hz. That is, 500 US waves
must be sent each second, with an intrinsic frequency of 15 MHz, to create a single image able to
represent the full range of RBC speed in the brain. Lastly, note that increasing the frequency of the
US, to 30 or 40 MHz, could improve the spatial resolution [Koekkoek et al. 2018| while reducing it
can improve the penetration and the imaging of deeper structures [Deffieux et al. 2018].

4.3.2 Analysis process: extracting a map from the echoes

Once we put the probe over the mouse olfactory bulb, send our tilted US through the craniotomy
and get back the echoes, how do we end up with an understandable acquisition over time?
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Figure 4.10: Functional Ultrafast Ultrasound.
A. Representation of a canonical US acquisition
B. Representation of a fUS acquisition;

From [Mace et al. 2013|.
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Each final image of the acquisition is composed of all the tilted echoes. In order to merge them,
the first step is to perform a beamforming, i.e. to coherently sum the image produced by each of
the tilted waves |Bercoff et al. 2011]. Note that, due to the tilted nature of the waves, the signal
echoed by a given RBC will be different for each tilt since the axial velocity of the RBC changes
with the angle of the wave.

We now have a series of images each representing the state of the olfactory bulb (OB) at a
specific time point. If we take a single voxel and look at its signal over time, the Power Doppler
signal, we should be able to measure the changes in RBC number in this voxel over time, since
more RBCs mean more echoes picked up by the probe. But is all the signal related to RBCs?
Actually, if we look at the raw Power Doppler signal, we will see low frequency changes that are
not related to RBCs but rather tissue motion (Figure 4.11). In the seminal paper, a high pass
filter was applied to get rid of those [Macé et al. 2011| but since then a more efficient technique
has been developed based on single value decomposition (SVD) [Demené et al. 2015]. Grossly, the
principle is to compute eigenvalues representing coherent movement across the slice and across time.
By removing the biggest eigenvalues, that is the coherent movements that are the larger, we can
remove the tissue motion and focus on the RBCs.
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Figure 4.11: The fUS signal comprises both RBCs and tissue motions.
Looking at the raw signal from a single voxel, low frequency variations have to be filtered to focus
on the blood signal rather than the tissue movement. From [Macé et al. 2011].

The last part of the pre-treatment process takes advantage of the Doppler effect. RBCs with
different axial velocities echoe different frequencies to the probe, frequencies which can be found
back in the Power Doppler signal. By filtering the PD signal, we can measure the signal coming
from RBCs with specific speeds (Figure 4.12). Note that we are forced to at least apply a high pass
at around 10 Hz to get rid of the noise that the SVD treatment could not remove. This imposes
a limit below which RBCs aren’t detectable, 0.5 mm.s™' for 10 Hz, meaning some capillaries are
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hardly measurable with fUS even assuming they are wholly perpendicular to the probe.

H
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Figure 4.12: Filtering the fUS signal allows for focusing on specific RBC velocities.

The horizontal axis can either be the speed (as here) or the frequency of the echo emitted by the
RBCs. Filtering some frequencies selects specific axial velocities, while taking the whole integral
of the signal is proportional to the total RBCs quantity, without the central frequencies around 0
which are suppressed due to the SVD filtering. From [Boido et al. 2019].

Once these steps are performed, the experimenter has for each voxel of the slice a timeserie
representing for the chosen speed range the variations of the blood volume, assuming a constant
hematocrit.

4.3.3 Experimental considerations

Experimenting with fUS requires one to keep a few things in mind, in order to correctly interpret
acquisitions and benefit from all the available information.

4.3.3.1 Voxel size and spatial specificity

Depending on the probe and on the intrinsic frequency of the emitted US, the size of the voxel may
be different. The seminal paper presented a probe using 15 MHz US, a frequency we kept in our
experiments, and stated that their “Point-Spread Function” was around 100 x 100 x 200 pm (height
X length x width). In my first study, we did an experimental verification of this measurement
using a glass bead and found similar results. However, this is only available for a bead placed at
the focal distance, which depends on the probe characteristics. Going above or below from this
focal height (when the probe is above the sample), the signal registered to a voxel will originate
from a larger volume than expected. The voxel size being defined, is this enough to discriminate
between functionally different voxels? In the auditory cortex of awake ferrets, functional resolution
has been determined for voxels separated by 300 pm [Bimbard et al. 2018]. Note that in that case,
the “resolution” was determined on the basis of differential responses to different sounds on the
neighboring voxels. More recently, ocular dominance has been shown in non-human primates, with
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ocular columns having a radius of around 250 pm [Blaize et al. 2020]. Of course, this functional
resolution depends on the size of the functional unit in the brain. The rodent OB has glomeruli of
around 60 pm in diameter, separating the activation of a single one would be impossible... and
that is without taking into account the spatial non-specificity of functional hyperemia. Note that an
important increase in sensitivity and spatial resolution is possible by using microbubbles injected
intravenously [Errico et al. 2015, Couture et al. 2018, Sloun et al. 2021], a technique available in
the human subject which achieved down to 25 pm in resolution [Demené et al. 2021]. Microbubbles
replace RBCs as echo-emitters in that case.

4.3.3.2 Heating the tissue

One concern regarding the use of ultrasounds in the brain is that like lasers, US may heat the
tissue it goes through. Our team previously showed that changing the brain temperature impacts
the RBC flow and can thus have an impact of the PD signal [Roche et al. 2019]. No experimental
results have been published regarding this point, as far as I know, but the use of fUS in neonates
[Demene et al. 2017] implies that this verification has been made, at least theoretically, to be in
accordance with the safety rules. Further description of the heating in the brain, which may
be approximated as a water volume due to its composition, and how it varies with the intrinsic
frequency and the power of the probe is required, to better calibrate the preclinical studies. Indeed,
ultrasounds can have deleterious impact on brain physiology if applied for too long or without care
for the power [Ang et al. 2006, Marsal 2010, Lalzad et al. 2017].

4.3.3.3 Vessel orientation

I previously mentioned that only the axial velocity of the RBCs is taken into account by the fUS.
This can make some vessels invisible if they are exactly parallel to the probe. Moreover, it creates
an assumption of similarity between the vascular organization of different areas when comparing
their responses. Consider we filter fUS data between 10 and 30 Hz, thus focusing on RBCs with
axial velocities ranging from 0.5 to 1.5 mm.s™!. Such axial velocities can be found in strictly axial
arterioles but also in large vessels that are slightly non-parallel to the probe, giving them a small
axial velocity compared to their velocity in the parallel plane. Both types of vessels react differently
to neuronal activation. Comparing two areas, one with arterioles and the other one with the large
vessels, without considering this difference in vascular organization can easily lead to misinterpreting
the fUS results. This issue is probably more applicable to the rodent than to the human subject,
since voxel size may allow to determine vessel orientation in the human and thus to compensate
for the axial velocity dependency.

One should also keep in mind that the acquisition is composed of voxels, and that the signal
measured in each one of them is actually the sum of all the RBCs inside.

4.3.3.4 Impact of the surgical preparation

When the fUS probe sends an US wave into the sample and receives an echo, how can it know
where the emitting RBC is? This issue is intuitively resolved by thinking about the physics of the
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mechanism: the wave has a given speed, the speed of sound in the sample, and it travels twice
the distance probe-RBC, once as the emission and again as the echo. Knowing the speed and
the time, the distance is easily calculated. An important assumption here is that the speed of
sound is constant all over the distance probe-emitter. As the brain is mostly water and the gel
placed below the probe is similar, we can assume that the speed of sound in there is the same as
the speed of sound in the water, around 1500 m.s™.
preparation, it will necessarily create artifacts if not taken into account. Indeed, the speed of
sound in bones is higher than in water, above 2000 m.s™' with the precise value depending on the

composition |[Pichardo et al. 2010]. The thickness of the bone also plays a role, although given the

However, if we keep the skull in the rodent

small variations around the skull of a given species, much precision may not be necessary.

An evaluation of the impact of our preparation is done in the discussion of the first study.

4.3.4 Results

Functional ultrafast ultrasound is a technique with a much better spatial and temporal resolution
than BOLD-fMRI. The last decade has been full of studies, showing proof of works for fUS or new
results taking advantage of fUS ease-of-use.

In the seminal paper, the authors showed that fUS could be used to measure the activation
of the barrel cortex upon whisker stimulation of a rat [Macé et al. 2011]. Bimbard and colleagues
recreated a tonotopic map of the auditory cortex of awake ferrets [Bimbard et al. 2018]. Later, the
ocular dominance was assessed in the non-human primates [Blaize et al. 2020]. Combined with a
NeuroPixel probe, the mesoscopic neural basis of fUS signal was studied in the visual cortex of
awake mice |[Nunez-Elizalde et al. 2021].

Our team used fUS to show that using blue light to optogenetically control neuronal activation
had an effect on vascular activity [Rungta et al. 2017|. Later, we compared fUS and BOLD-fMRI
in the same mice and under the same conditions, showing the better spatial and temporal res-
olution of fUS [Boido et al. 2019]. Osmanski and colleagues also used the olfactory stimuli to
image the piriform cortex, a region which is near air-filled cavities and therefore tricky to im-
age with BOLD-fMRI [Osmanski et al. 2014]. Based on their fUS data, and previous literature
[Stettler & Axel 2009], they show that the piriform cortex does not map input data into the cortex
volume as opposed to the other cortical regions. Very recently, fUS was used to study the neu-
rovascular coupling in the white matter by exciting afferent fibers of the spinal cord and measuring
the fUS response, in both physio- and pathological situations [Claron et al. 2020]. A first itera-
tion of brain-machine interface was achieved with fUS in the motor context, to plan and control
movement [Norman et al. 2021]. Imaging in freely-behaving mice with fUS has also been described
[Sieu et al. 2015, Urban et al. 2015]. Whole-brain fUS imaging in the awake mouse showed its abil-
ity to uncover functional characteristics in the thalamus, a deep-seated region of the brain which
is not easy to image, before confirming the results with electrophysiology [Macé et al. 2018].

A very important milestone was passed with a study done in neonates, where the au-
thors measured sleep state and seizure activity, something nearly impossible with BOLD-fMRI
[Demene et al. 2017]. Connectivity of brain areas was also assessed in neonates, making fUS a very
interesting clinical tool to diagnose and evaluate neonates’ brains [Baranger et al. 2021].



4.3. Functional Ultrafast Ultrasound 59

Functional ultrafast ultrasound still has some challenges to overcome. In young animals, tran-
scranial imaging can be achieved [Tiran et al. 2017, Rabut et al. 2020a] but thin-skulled prepara-
tion is still mandatory in adult rodents while craniotomy is needed for thicker skulls, as for primates.
Presence of the skull above the recorded brain volumes creates aberrations, which has to be cor-
rected. Spatial and temporal resolution can still be improved [lanni & Airan 2021]|, while actual
quantitative measurements of blood flow are studied by some teams [Tang et al. 2020].
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THE OLFACTORY BULB, A
NEUROVASCULAR MODEL

Odors have a power of persuasion stronger
than that of words, appearances, emotions,

or will.
Patrick Siiskind in Perfume, 1985
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5.1 Introduction

The human olfactory sense has long been overseen, mainly due to the comparison to the vision or the
audition, considered more important. As Sela and Sobel argue, the human olfactory sense is neither
continuous, as we sniff as we breath, nor spatially informative [Sela & Sobel 2010]. Nonetheless,
we are able to discriminate between up to a trillion olfactory stimuli [Bushdid et al. 2014]. In this
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section, I will not focus on the human olfaction but rather on the rodent olfactory bulb (OB): the
model we chose to study neurovascular coupling. I will mainly describe the outer part of the OB,
the olfactory nerve layer and the glomerular layer as I mainly worked there'. I will first describe
the neuronal organization and then the vascular one. Finally, I will describe how the glomeruli are
a suited model of NVC.

OLFACTO
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Figure 5.1: Schematic coronal slice of a mouse head.
Adapted from |Lohr et al. 2014]. Rose image from Patrick Fore on Unsplash.

5.2 Neuronal organization

5.2.1 General organization

The olfactory bulb is the first relay of olfaction in which axons of olfactory sensory neurons (OSN)
converge (Figure 5.2). Each OSN expresses a singleodorant receptor (OR) type on its membrane,
and upon binding of an odorant molecule sends action potentials to the OB. Notably, an OR is
specific to a given odorant molecule at low concentration. However, it loses its specificity and bind
to other related odorant molecules at high concentration [Nara et al. 2011]. This peripheral part
of the olfactory pathway is subject to adaptation and habituation [Lecoq et al. 2009]. Once in the
bulb, OSN axons expressing the same OR transit in the olfactory nerve layer (ONL) and synapse
in a single glomerulus onto mitral cells (MC) and other cell types that I will quickly mention below.
MCs send their apical dendrite that form tufts into the glomerulus. Axons from the MCs are the
main output of the OB to the piriform cortex and other subcortical structures. To be noted is
the presence of a feedback loop, from the piriform cortex to the OB, regulating the activity of the
mitral cells [Boyd et al. 2012].

The main advantages of the glomeruli, for experimental approaches, is their location in the
mouse: less than a 100 pm from the OB surface, making in vivo access through microscopy quite
easy. Then, as a first relay, we can precisely control the neuronal activation even with natural
stimuli. I will get back to it below.

! And because of a lack of time before handing back this manuscript. Oupsy.


https://unsplash.com/@patrickian4
https://unsplash.com/s/photos/red-rose
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Figure 5.2: Schematic laminar organization of the OB.

ONL = Olfactory Nerve Layer ; GL = Glomerular Layer ; EPL = External Plexiform Layer ; MCL
= Mitral Cell Layer ; IPL = Internal Plexiform Layer ; GCL = Granule Cell Layer.

From [Nagayama et al. 2014].
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5.2.2 The glomerular layer

The ONL is composed of fascicles of axons from OSNs. OSNs expressing the same OR converge
into two glomeruli per bulb, a dorsal and a ventral one. Thus, each glomerulus receives about
5000 OSNs expressing the same OR, with about 15 terminals per axon (i.e. 75000 OSN release
sites). In the mouse OB, there are around 4000 glomeruli which are around 60 pm in diameter
[Richard et al. 2010]. As opposed to the rat OB, the mouse glomeruli are not organized on a single
layer, but are rather superimposed on each other across the glomerular layer (GL). A glomerulus
has been defined as a spherical shaped neuropil by Sheperd and Greer, meaning that it lacks
somata. Indeed, a glomerulus is composed of three elements: the axons of OSNs, the dendrites of
principal and juxtaglomerular neurons and astrocyte processes [Mombaerts 2006]. The somata of
the astrocytes and juxtaglomerular neurons are located in the periglomerular region.

Principal neurons are mainly mitral cells and tufted cells (TC), whose somata are all lo-
cated below the GL. They both make synapses with the OSN axons in glomeruli but also make
dendro-dendritic synapses with juxtaglomerular neurons. These cells are either interneurons,
external tufted cells or short-axon cells. They all form a complex microcircuitry, reviewed in
[Wachowiak & Shipley 2006, Nagayama et al. 2014], which I will simplify in the following para-
graph.

Odorant molecules enter the nasal cavity and go through the mucus to bind to the OR of
OSNs for which they have enough affinity. OSNs fire and presynaptic glutamate is released in the
glomerulus onto MC, TC and other relevant cellular actors. Juxtaglomerular cells provide inhibition
and modulation of theMC and TC activation. Finally, MCs send axons to cerebral structures such
as the piriform cortex, where the olfactory input is integrated with other sensory information and
further processed.

Regarding my work, I focused on postsynaptic activation of MCs expressing GCaMP6f
[Dana et al. 2014|. This activation mainly depends on the signal from the OSNs, although it is
modulated by other mechanisms. We showed that there is an exponential relationship between the
odor concentration and the postsynaptic activation of the glomerulus that is the most sensitive to
the odor, i.e. the one getting input from the OSNs expressing the OR with the highest affinity
[Boido et al. 2019].

5.3 Vascular organization

OB vascular supply originates from branches of the ACA, either the olfactofrontal artery or the
ventral frontal artery |Coyle 1975]. The dorsal part of the OB shows multiple pial vessels, arteries
or veins, which penetrate/come out perpendicularly as penetrating arterioles/venules. Then, they
irrigate the parenchyma by dividing into smaller and smaller vessels to form the capillary network.

A thorough description of the mouse vascular organization in the bulb was lacking until recent
studies which systematically registered vessels down to the capillaries (see section 2.2.2.3). For
simplicity, I will only give a few figures here. In the rat, we observed a very low density of cap-
illaries in the ONL, around 45 mm.mm™ while it is very high in the GL, around 1000 mm.mm™
[Lecoq et al. 2009]. This corroborates the idea that vascular density follows metabolic needs, which



5.4. A neurovascular coupling model 65

is higher around synapses (see section 2.2.2.3).

In the GL, vessels and capillaries do not show any preference for intra- or inter-glomerular space
[Chaigneau et al. 2003]. We have recently shown that the average distance between the PA at the
bulb surface and the capillary inside the glomeruli is around 700 to 800 pm, as the branch coming
off the PA and going to the glomerulus is below the GL [Rungta et al. 2018]. Following a capillary
up to its feeding pial, to study the Pos variations for instance, is quite difficult as we have to go
deeper not to lose it.

5.4 A neurovascular coupling model

The olfactory bulb glomerulus is a good neurovascular model, as I describe below.

The GL is in the outer part of the OB, which is relatively easy to access optically, either through
a chronic cranial window or through the bone thanks to the development of three-photon imaging
and fUS.

In terms of neuronal activation, the glomerulus activation shows a very high degree of repro-
ducibility together with a high spatial specificity when going down to low concentration of odor
[Chaigneau et al. 2007, Boido et al. 2019]. There is a precise exponential relationship between odor
concentration and MC activation, measured as the evoked-calcium response. This is important as
my first study showed that the neurovascular relationship may change depending on the neuronal
activation: we must be careful about how we stimulate the brain.

Vascularly speaking, we also found that RBC velocity and flow increases are highly reproducible
[Chaigneau et al. 2007, Boido et al. 2019]. The high capillary density in the GL provides us with a
wide choice of capillaries to measure, and the stereotypical organization is important to assess the
accuracy of our results.

Overall, I think that the OB is a great tool to precisely characterize neurovascular coupling.
The main difference with the cortex is that the cortex gets activated in a wide and synchronous
manner, thus preventing any precise local measurement. This might also explain the differences we
see, along with subtle changes in the cellular organization. This is discussed in the annexed paper,
which focused on the timing of the vascular activation in the somatosensory cortex.
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In these chapters I tried to introduce the necessary knowledge to thoroughly discuss the results
of this thesis, along with less necessary although interesting information. Below, I will detail what
pushed us to pursue the studies I did in my PhD.

6.1 Linking microscopic neuronal activation to mesoscopic fUS re-
sponse

Since my arrival in the lab, the use of fUS in fundamental and preclinical studies exploded due to the
recent commercialization of the machine. Proof of concepts had been done showing the correlation
between the fUS Power Doppler signal and the neuronal activity. Nonetheless, as I mentioned
previously, a direct relationship between local vascular activity and local neuronal activity is far
from evident, mainly due to the backpropagation of the vascular dilation. A thorough evaluation
of whether fUS can accurately report local activation, in time and space, was missing.
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Then fUS reports a signal that is proportional to a meaningful physiological feature: RBC
quantity. Yet, no one had assessed this proportionality in a living animal at a microscopic level.

Finally, functional vascular imaging of the brain benefits from a complete understanding of the
NVC dynamic. Our two-photon setup allowed us to simultaneously measure neuronal and vascular
activation in a simple model of NVC, and thus bring more insights to the NVC dynamic.

6.2 Iliski

I programmed for the first study scripts to easily compute the numerous TFs we used to assess
NVC dynamic. First as a moral obligation' and then as a way to make our work recognized, we
decided to put these scripts together into a user-friendly interface and publish the software, Iliski,
as a peer-reviewed publication.

6.3 The initial dip: solving a controversy

BOLD-fMRI has some downsides which hardens the interpretation of its signal. Among them,
as for other vascular based imaging techniques, the backpropagation of the vascular signal makes
functional hyperemia less spatially localized than the original neuronal activation. The initial dip,
supposedly reporting local oxygen consumption, could have been the miracle solution. However,
its existence is very controversial as I explained previously. A few years ago, we were able to
measure it at a microscopic level in our model, the OB, and thus we decided to further study its
characteristics: is it present everywhere in the bulb? Is there a neuronal activation threshold to its
measure? Where in the capillary are we able to measure it, near RBCs or in-between them? How
does it vary when measured in a chronic preparation, whether anesthetized or awake, rather than
in an acute preparation?

As the last part of the results will show, our findings are not exactly what we expected. The
study is yet to be finished, but I put together a preprint reporting every result we have to date.

'Read “because I insisted for many weeks”.
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unctional imaging techniques based on blood flow dynamics

are extensively used to investigate normal and pathological

brain function in humans. However, these techniques do not
directly measure neuronal activation, reporting instead functional
hyperemia, a delayed increase of blow flow resulting from neu-
rovascular coupling (NVC). The signaling pathways by which
NVC occurs are known to involve the cooperation of numerous
cell types (neurons, astrocytes, smooth muscle cells, pericytes,
endothelial cells) forming the neurovascular unit. However, the
precise mechanisms by which these cell types interact and con-
tribute to the coupling are highly debated!. In addition, several
studies have shown that local activation of neurons generates a
back-propagating signal along vessels?>~, dilating upstream large
capillaries and arterioles, and increasing the brain volume irri-
gated by functional hyperemia”-8. This raises the question of how
functional imaging techniques based on blood dynamics and used
to map brain activity with a mesoscopic spatial resolution report
local cellular and vascular responses measured with microscopic
resolution, i.e., with two-photon microscopy (2PM).

Functional ultrasound (fUS) has recently emerged as an effi-
cient alternative to BOLD fMRI for functional brain mapping,
with millisecond time and mesoscopic (~100 x 100 x 200 um)
spatial resolution®0. It has been wused to investigate
olfactory>!1:12, visual!314, and somatosensory”!>16 responses in
anesthetized and awake rodents, and applied to ferrets!?,
pigeons!$, monkeys!® and humans?*2!. In the mouse olfactory
bulb (OB), we have recently shown that global fUS sensory
responses are tightly correlated to odor?2. However, a major
question remains: to what extent does the fUS signal report local
brain activation? What Doppler signal change (which reflects the
increase in cerebral blood volume) can be expected from cellular
or vascular responses and reciprocally, what cellular or vascular
responses can be deduced from fUS signals? Understanding these
relationships is essential to interpreting fUS measurements.

Here, we develop a theoretical approach for transfer function
computation and test its validity in establishing TFs between (i)
microscopic neuronal and vascular signals and (ii) microscopic
neuronal and mesoscopic fUS signals. In the OB of GCaMP6f
expressing mice, we first use two-photon imaging to collect
neuronal Ca2™ signals to odor, simultaneously with RBC velocity
changes from capillaries located in the most responsive glomer-
ulus. We then establish the TFs between the two microscopic
signals and demonstrate their robustness and limitations. In a
second step, we measure the fUS signal from the single fUS voxel
containing the responsive glomerulus, i.e., precisely co-registered
in the same animal. Finally, we quantify the extent to which
mesoscopic TFs (MTFs) can be used to predict neuronal
activation.

Results

The TF between neuronal and vascular responses within a
single glomerulus. Using two-photon laser scanning microscopy,
we imaged neuronal activity and capillary blood flow in the dorsal
OB of mice expressing YFP and GCaMP6f under the control of
the M72 and Thyl promoters, respectively. The animals were
chronically implanted with a polymethylpentene (PMP) window,
allowing 2PM and fUS imaging sessions with reproducible
responses over weeks?2. In these animals, the M72 glomerulus
(with terminals converging from olfactory sensory neurons
expressing the M72 odorant receptor) was easily distinguishable
(Fig. 1a) under a stereomicroscope or using 2PM. Vessels were
labeled with Texas Red and linescan acquisitions were used to
simultaneously monitor capillary RBC velocity and neuronal
Ca?* upon odor stimulation. While stimulation with 1-6% ethyl
tiglate (ET) during 5s activated several glomeruli in the close

vicinity of the M72 glomerulus, lowering the odor concentration
in the range of 0.1% enabled us to isolate the most sensitive
glomerulus, which was then selected for the rest of the study.
Figure 1b illustrates a typical neurovascular response to the sti-
mulation protocol (1% ET, 5s) used to build a database from 15
mice, and compute a microscopic transfer function (uTF)
between neuronal Ca?t and capillary vascular responses.
Deconvolution approaches based on Fourier transformation or
Toeplitz matrix were too sensitive to the noise of Ca** and RBC
velocity traces to compute a reproducible pTF. We thus chose to
optimize a transfer function based on the gamma-distribution
function, which is commonly used as a basis for the hemody-
namic response function (HRF) in BOLD fMRI. We did not need
a second, negative gamma-component as there was no post-
stimulus undershoot. We also added a time-shift parameter (p3),
to better match the data (accounting for a vascular delay >1 ms,
H(#) is the heaviside unit step function).

(t — p})P\71p1271 e’Pz(”Pz))
I(py) '

TE(t) = H(t fpa)p4(

The uTF optimization was performed using a nondeterminis-
tic, machine-learning approach based on the simulated annealing
algorithm (see Supplementary Fig. 1 and Methods for details).
One pTF was optimized for each mouse, under the same
stimulation protocol (1% ET, 5s) (Fig. lc, top). Using this
approach, vascular response predictions were excellent (Fig. 1c,
bottom, Pearson coefficient: 0.93 +£0.03, mean+SD). They
remained robust using either the WTF optimized with each
mouse own Ca?t and RBC velocity data (self-validation), or the
UTF optimized with data from other mice (leave-one-out cross-
validation) (Fig. 1d). One pTF, peaking at 0.9 s and providing the
best robustness (self and cross performance, for more details, see
Methods), was then selected as the standard uTF to predict
vascular responses from Ca?* responses (Fig. 1e). The robustness
of this uTF suggests that the ensemble of cellular mechanisms
underlying NVC is tightly and similarly controlled across
animals. However, whether this holds true across different
stimulation durations or intensities remains unknown.

Testing TF robustness through various stimulation conditions.
We first decreased the odor delivery from 5s, the duration at
which the standard pTF was initially optimized, to 2's, 1 s, and
120 ms, the latter duration corresponding to a single sniff sti-
mulation. For such brief stimulation, which suffices for percep-
tion and odor discrimination?3-2, the olfactometer was locked to
the respiration by means of a thermocouple placed close to the
mouse nostril. Figure 2a shows that Ca?t and RBC velocity
responses increased according to the odor duration. Vascular
responses predictions remained robust with all durations (Pear-
son coefficients for 120 ms, 1s, 2s, 55, respectively: 0.74 +0.15,
0.79 £0.16, 0.89+0.07 to 0.89 +0.08, mean + SD, n =5 mice).
This indicates that microscopic functional hyperemia is a robust
reporter of neuronal activation duration. As stimulus intensity
was the second stimulation parameter across which the puTF
needed to be validated, we compared Ca?* and RBC velocity
responses at 1% ET (the concentration used to compute the
standard pTF) and 6% ET (a strong concentration) in five other
mice. As expected, at 1% ET the change in RBC velocity pre-
diction was excellent. However, at 6% ET a secondary delayed
phase of the RBC velocity response appeared and was poorly
predicted (Fig. 2b). This secondary phase, peaking around 30 is
reminiscent of the delayed and astrocyte-mediated BOLD fMRI
signal reported under strong stimulation in the neocortex?®. It
could be isolated by subtracting prediction values from the
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Fig. 1 The transfer function between neuronal and vascular responses within a single glomerulus: p ion and rot across mice. a Left,

schematics of the dorsal olfactory bulb (OB) of a mouse expressing YFP and GCaMP6f under the control of M72 and Thy1 promoters, respectively.
Depending on the odor concentration, ethyl tiglate (ET) activates several glomeruli or only the most responsive one, which is in close vicinity to the M72
glomerulus. Right top, axons converging in the two M72 glomeruli are imaged with a stereoscope through a chronically implanted PMP window
(photographs were taken for all mice). Right bottom, an image showing a capillary labeled with Texas red. A broken line is used in the linescan acquisition
mode to monitor CaZ* in the neuropil (dendritic GCaMP6f) and RBC velocity in the capillary. b For each mouse, a microscopic transfer function (uTF) is
convolved with Ca2+ signals, the uTF being optimized to predict RBC velocity changes in response to odor 1% ET (5s). ¢ Top, uTFs optimized for each
mouse (n=15). The orange curve is the pTF optimized from Ca2+ and RBC velocity responses illustrated in bottom, which gives the prediction curve
overlaid in orange on the RBC response. d Quantification (mean + SD, n =15 mice) of prediction robustness for each pTFs optimized using either the TF
derived from the same mouse (black symbols, single self prediction) or data from other mice (blue symbols, mean cross-validation). The pTF from mouse
#1 (square symbols) gives the best ‘self’ vascular prediction (see €) and good predictions across mice. It was selected as the standard pTF to predict
vascular responses from Ca2t responses. Gray shadow (#12-15) for Pearson coefficients obtained with data acquired in mice from Boido et al, 201922,
e Examples of vascular response predictions from three mice using the standard microscopic TF and optimized for the amplitude (see Methods). Source
data are provided as a Source Data file.

experimental data (Fig. 2¢, black trace) and was observed in all ~ showing a delayed undershoot (Supplementary Fig. 4a), a phe-
mice, starting at ~15s and peaking at ~25-30s (gray traces). To nomenon never observed during anesthesia, vascular responses
improve the standard uTF prediction and account for this sec-  were predicted with Pearson coefficients of 0.91, 0.84, 0.77, 0.92
ondary vascular phase, we first optimized a new set of pTFs for ~(n=4 OBs, 3 mice). Altogether, these results indicate that the
each mouse, linking Ca?* responses and the subtracted secondary ~uTF can be efficiently used to predict vascular responses from
vascular component (Fig. 2d, left). These secondary WTFs dis- neuronal Ca?* signals, across mice, stimulation parameters and
played a strong peak jitter and shape heterogeneity. They could be  brain states. We next asked whether this quantitative approach of
combined with the standard uTF, taking into consideration the linking neuronal and local vascular responses with the pTF could
responses’ amplitude ratio, to predict the vascular response over be extended to mesoscopic imaging techniques. To establish
its full duration (Fig. 2d, inset). We then investigated whether the =~ MTFs, we measured fUS CBV responses from the single voxel
standard pTF could predict responses elicited by a second odor,  (~100 x 100 x 200 um) comprising the most responsive glomer-
isoamyl acetate (1%, 5s). This odor very poorly activates the ulus imaged with 2PM.

glomerulus most sensitive to ET. Supplementary Figure 2 shows

that despite the very modest Ca?* and RBC velocity responses, ~ Single voxel fUS responses faithfully report microscopic
the pTF vascular response prediction remained robust (n=4 responses. To co-register the 2PM and fUS imaging systems, the
mice). Finally, we challenged the yTF robustness in predicting ultrasonic probe was attached to the microscope objective by
vascular responses with our data collected and used in previous means of a 3D-printed holding piece. A 50-um glass bead,
publications: (1) In similarly sedated mice??, the prediction embedded in agar, was first localized with 2P imaging at given
quality of the vascular response initial component remained coordinates in 3D. The ultrasonic probe was then precisely
robust at increasing odor concentrations of 0.4%, 1%, and 6% ET  translated over the bead and moved back and forth in the x, ¥,
(Pearson coefficient: 0.83 +0.08, 0.89 +0.06, 0.89 +0.07, respec-  and z directions (Fig. 3a). This allowed to collect the Gaussian
tively, mean+SD, n=6 mice); (2) In awake trained mice>, fUS intensity profiles in 3D for a selected voxel, which center was
although vascular responses were briefer and occasionally then fixed at the profile maxima, allowing the back and forth
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Fig. 2 Robustness of TFs with respect to stimulation duration and intensity. a Ca2* (top) and RBC velocity (bottom) responses to single sniff (120 ms),
1s, 2s, and 5 odor stimulations. Using the standard pTF (optimized with ET 1%, 5's), vascular response predictions (orange traces) are robust for all
durations. b Increasing the odor concentration from 1% (top traces, average of two trials) to 6% ET (bottom traces, average of three trials) reveals a
delayed secondary vascular response, which is not correctly predicted (orange trace) with the standard TF (1% ET, 55s). ¢ Vascular responses after
subtraction of their prediction using the standard TF (n =5 mice, data from b in black). Note that trace fluctuations between 5 and 15 s (gray background)
result from slight differences of onset, slope, and response peak between real and predicted responses. The second vascular component is clearly delayed
by ~10s. d Left, novel TFs optimized on vascular responses after subtraction (the thick trace is the TF from the data in b and ¢). Note the heterogeneity in
peak jitter and shape. Right, combination of the two pTFs (standard pTF in orange, second component uTF in gray) can predict correctly the entire vascular
response (see inset, same trace as in b) after adjustment of their corresponding amplitude.

displacement of the two imaging systems at the same co-
registered location with a micrometric resolution (Fig. 3b), as well
as the collection of micro/mesoscopic functional dataset. We first
acquired 2PM neuronal and vascular data from the most
responsive glomerulus upon 1% ET (5s). fUS power Doppler
signals were then collected from (1) the single voxel centered on
the most responsive glomerulus, and (2) from a small voxel group
(the specific voxel plus its five nearest neighbors) to account for
the vascular backpropagation (Fig. 3¢, d). Figure 4a shows that
the time course of 2PM Ca?*, RBC velocity and mesoscopic fUS
APD/PD responses acquired at two odor concentrations (1 and
6% ET) and two stimulation durations (120 ms and 5s). The
responses increased with either odor duration or concentration
(n =5 mice). Vascular responses (microscopic and mesoscopic)
4 NATURE CC

i
!

AUNIC

were remarkably similar (Pearson coefficients between RBC
velocity and fUS data (single voxel): 0.52 +.21 (1%, 120 ms ET),
0.73 £0.05 (6%, 120 ms ET), and 0.67 +0.13 (1%, 5s ET), 0.70 £
0.05 (6%, 5s ET) mean + SD). Using our previous TF optimi-
zation approach (single gamma-component), we obtained an MTF
between neuronal Ca?* and the co-registered single fUS voxel
signal. In comparison with the uTF, this neuron-derived MTF had
a slower decay (Fig. 4b). The prediction quality of single voxel
fUS responses were low for brief stimulations, in particular at 1%
ET (with the pTF: 0.33 + 0.13; with the MTF: 0.35 + 0.16, mean +
SD) (Fig. 4c). However, all predictions improved when con-
sidering fUS responses from the six voxels, i.e., with a better
signal-to noise ratio and a dynamic similar to that of the co-
registered voxel. Note that upon high odor concentration (6% ET,
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Fig. 3 Co-registration of fUS (single voxel) and two-photon imaging. a Schematics of the two imaging systems. The ultrasonic probe is attached to the
x20 microscope objective by means of a 3D-printed holding system. A 50-pm glass bead, embedded in agar, is first localized with 2P imaging. The

ultrasonic probe is then translated over the bead and placed at a position where the fUS signal maxima in x, y, and z are centered in a given voxel. The fUS
and 2P imaging systems can then be displaced back and forth to the same co-registered location with a micrometric resolution. b Intensity profiles of fUS
signals in x, y, z. FWHM for full width at half maxima. Square and circle points were acquired during back and forth acquisitions. ¢ APD/PD fUS activation
map of an olfactory bulb coronal section in response to 1%, 5s ET. The enlarged area shows the voxel centered on the most responsive glomerulus (first
imaged with 2P) plus its five neighboring voxels. d From bottom to top, Ca2+ and RBC velocity glomerular responses (2P imaging), APD/PD fUS responses

from the co-registered voxel and the six voxels.

5s), fUS responses showed a delayed secondary component
(Supplementary Fig. 3), similar to RBC velocity responses at this
concentration (Fig. 2b, ¢). Can the MTF be used with techniques
reporting other types mesoscopic signal? We analyzed the freely
available data from Winder et al.27, collected in the somatosen-
sory cortex of awake mice, and in which neuronal activity was
monitored with electrophysiology and mesoscopic CBV responses
with intrinsic optical recordings (IOS). Whisker stimulations
evoked brief changes in the local field potential (LFP) gamma-
band power and in light reflectance. Even though neuronal (Ca?*
versus gamma-band power in the LFP) and vascular (RBC velo-
city versus IOS reflectance) are different proxies signals, the MTF
was still robust in predicting mesoscopic CBV changes (Supple-
mentary Fig. 4b, d). Nonetheless, an ad hoc TF could be further
optimized using our computing approach (Supplementary
Fig. 4b-e, brown versus orange predictions), yielding a significant
improvement to the prediction quality. In total, the MTF com-
puted in the OB remains surprisingly robust in predicting vas-
cular responses in the neocortex, even though it improves with
optimization based on the dataset.

Statistical analysis of single versus six voxels fUS responses. We
have recently shown that due to the poor specificity of odorant
receptors and the vascular backpropagation, ET 1 and 6% activate
numerous voxels in the OB?2. The co-registration enabled us to
test whether at such concentrations, blood flow responses and
statistical analysis enable to extract the voxel containing the most

NATURE COMMUNICATION

sensible glomerulus from its five neighboring voxels. We first
quantitatively compared fUS responses (areas under curves of
APD/PD responses) in the six voxels at 1% ET (5s) (Fig. 5a). The
fUS response from the voxel containing the most responsive
glomerulus was the largest in only one out of five mice. Statistical
analysis, using statistical parametric mapping, the general linear
model, RBC velocity responses as regressors and a statistical
threshold (p <0.01 + FWE), revealed that, as for the fUS signal
(AUC), the t value of the voxel containing the most sensitive
glomerulus was not systematically the highest (Fig. 5b). These
findings remained valid at all four stimulation paradigms (Fig. 5c,
d). Altogether these results point to the fact that at 1 and 6% ET,
activation maps cannot sort out the voxel containing the most
sensitive glomerulus.

Discussion

The OB glomerulus is an efficient biological model to compute
TFs between neuronal activation and microscopic/mesoscopic
vascular responses and test their use as surrogates of NVC,
providing that the model strengths and weaknesses are recog-
nized: as the first olfaction relay, odor processing by centrifugal
inputs is moderate in contrast to sensory cortex models, and odor
triggers local blood flow responses that are odorant-specific,
concentration-dependent and correlated to local presynaptic and
postsynaptic responses’23-30. However, odorant receptor speci-
ficity is odor concentration-dependent and additionally, vascular
responses are not entirely specific as synaptic activation triggers a
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Fig. 4 Co-registration of micr: pic and i lar resp to odor. a Microscopic responses were acquired in a glomerulus located in the

center of a fUS voxel. The four panels illustrate Ca2+, RBC velocity, and the three types of fUS responses (from the specific co-registered single voxel and
the group of six voxels) to four odor stimulation protocols (120 ms and 5 s stimulations at two concentrations). All responses increased with time and odor
concentration. The APD/PD fUS traces from single voxels are in bold. b Comparison of the uTF and the mesoscopic TF (MTF) optimized between ACa2+
(ET 1%, 5s) and the co-registered single fUS voxel signal. ¢ Prediction quality (Pearson coefficients) of single and six voxels fUS responses using either the
WTF (red), the neuron-derived mTF (orange) (n =5 mice). Note that in one mouse (bottom left plot), the single voxel signal ~O (open circles). Source data

are provided as a Source Data file.

vascular signal that propagates retrogradely along the vascular
arbour, causing a dilation of upstream arterioles®. Consequently,
even when targeting the glomerulus most sensitive to a given
odorant, in our case ET, odor stimulation will always cause an
increase of blood flow over a brain volume larger than that of
activated neurons. The use of TFs is thus limited by the spatial
and temporal resolution of NVC. Ideally, modeling of NVC
should give a better read out to predict functional hyperemia, as
well as allowing better inference about neuronal activation from
functional hyperemia. Unfortunately, there is a general agreement
that transmitter release triggers a complex feed-forward cascade,
and the differential weight of all the cellular partners involved in
NVC remains unclear. The timing of Ca?* signaling in astrocyte
processes, endothelial cells, or contractile cells (enwrapping

6 N RE COMMUN

pericytes and smooth muscle cells) is compatible with a role of
these cells in NVC but without testing the functional con-
sequences of silencing specific mechanisms, NVC modeling
remains premature. By bypassing the NVC cellular cascade, TFs
thus appear as efficient surrogates linking local neuronal activa-
tion to vascular responses.

TFs have been used to predict CBV and BOLD responses to
spontaneous and evoked neuronal activation in numerous
studies?”31-37. The novelty of our approach relies on several
technical advances: (i) we measured neuronal responses from a
given compartment (the apical dendritic tuft) of specific cells (OB
principal cells); (ii) we characterized the uTF at the site of
synaptic activation; (iii) we used a machine-learning non-
deterministic approach, based on the simulated annealing
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Fig. 5 Spatial resolution of fUS responses. a Quantification of fUS responses (area under the curve, ET 1%, 5's) in the voxel containing the most sensitive
glomerulus (outlined with a blue frame) and the five neighboring voxels (A-E, n =5 mice, GL glomerular layer, EPL external plexiform layer). The color map
shows that only in one case, the largest response was located in the blue voxel. The color bar was scaled with respect to the highest AUC value across the
six voxels. b Statistical analysis (GLM) of fUS responses in the corresponding voxels using the RBC velocity response (CBV flowing at 0.5-1.5 mms~") as a
regressor. The t value for the voxel containing the most sensitive glomerulus was not systematically the highest one. The applied statistical threshold was
p < 0.01+ FWE correction. NS for not significant. ¢ Quantification of fUS responses (AUC) for four stimulation conditions. For the five mice, the voxel
containing the most sensitive glomerulus and the other five voxels were ranked with the 15t place assigned to the voxel with the highest AUC value.

d Statistical quantification of fUS responses with ranking based on t values. The 15t place was assigned to the highest t value. Source data are provided as a

Source Data file.

algorithm, to optimize our TFs; (iv) we validated the robustness
and reliability of the pTF across mice and stimulation parameters;
(v) we co-registered micro and mesoscopic vascular signals with
the best spatial and temporal resolution so far and could compare
fUS responses of the voxel comprising the activated synapses to
neighboring voxel responses. Note that the comparisons were
specifically limited to CBV changes in vessels with slow velocities,
ie., in capillaries!®22:38, These advances allowed us to uncover
several aspects of NVC. The pTF had fast dynamics compatible
with the previous finding® that Ca?* drops within ~300 ms in
mural cells along the upstream arteriolar compartment, triggering
vessel dilations. The pTF was robust across mice and a wide range
of stimulation duration and intensities. It is important to stress
that between different animals, the uTF robustness concerned the
dynamics of NVC but not its amplitude. Interestingly, upon very
strong stimulation, the uTF and its vascular response prediction
revealed a secondary and delayed CBV response. Note that ET at
high odor concentration did not cause any respiration change,
suggesting that there was no irritation from the stimulus. Bimodal
vascular responses have previously been reported®®0, Schulz
et al.2® suggesting that it results from the activation of astrocytes.
Whatever mechanisms are responsible of the deviation from the
standard uTF, our observations imply that NVC, even in a small
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and well characterized neuronal network, is robust, but only
within a given activation range, since responses become bimodal
with strong odor stimulation. This observation is essential to
correctly process brain activation maps with blood-flow-based
imaging techniques and interpret the linearity of signal processing
upon strong stimulation.

In the second part of our study, we investigated the extent to
which functional hyperemia measured at the site of synaptic
activation is translated at the mesoscopic level, using CBV mea-
surements with functional ultrasound imaging. fUS is now used
to image functional neural circuits in the entire brain, yet, the
biological nature of the fUS signal needs further characterization
with simultaneous recording/imaging of neuronal activity. We
find that fUS responses within the single voxel comprising the
most sensitive glomerulus share the general shape and timing of
RBC velocity responses. Note that they were so similar in time
that they could be linked by a simple Dirac Delta function. As the
uTF tightly couples neural and RBC responses and strongly
resembles the single voxel neuron-derived MTF, the fUS signal
can be considered as a good reporter of local neuronal activity.

Both uTF and MTF were obtained from data collected in
sedated mice. Surprisingly, they still predicted correctly vascular
response dynamics in the OB and the neocortex of awake

[IONS| (2020)11:2954 | https://doi.org/10.1038/s41467-020-16774-9 | www.nature.com/naturecommunications 7



79

ARTICLE

NATURE COMMUNICATIONS | https

/doi.org/10.1038/s41467-020

animals, even when collecting different types of neuronal and
vascular markers. In awake animals, vascular responses are
briefer, and in some cases, followed by a delayed negativity/
undershoot of unknown cellular mechanism and which was never
observed in anesthetized mice. As a result, predictions could be
improved with further optimization using the same computing
approach.

At 1 and 6%, ET strongly activated the OB, and due to vascular
backpropagation®> and nonselective activation of several glo-
meruli, generated a widespread fUS signal in the entire coronal
section (see Fig. 3c). This is in line with what we have previously
reported (see Fig. 5 in Boido et al22). Consequently, the fUS
response from the voxel containing the most sensitive glomerulus
could not be discriminated with respect to the five surrounding
voxels, whether assessed on the Power Doppler signal (AUC) or
its correlation with RBC velocity responses (GLM analysis). This
biological limit points to the risk of inferring with certainty the
location of neuronal activation from single fUS voxels, in the OB.

Overall, TFs are efficient tools to report NVC, their robustness
revealing a quantitative link between postsynaptic Ca?* signal
dynamics and both local microscopic vascular responses and
mesoscopic CBV fUS responses.

Methods
Animal preparation. All animal care and experimentations were performed in
accordance with the INSERM Animal Care and Use Committee guidelines (pro-
tocol numbers CEEA34.SC.122.12 and CEEA34.SC.123.12). Adult mice (n = 15,
3-12 months old, 20-35 g, both males and females, housed in 12 h light-dark cycle
at 24 °C and 50% humidity, fed ad libitum) were used in this study. Thyl-GCaMP6f
(GP5.11)%! mice were obtained from Jackson laboratory and crossed with M72- >
850-IRES-hChRVenus mice*? kindly provided by Thomas Bozza (Department of
Neurobiology, Northwestern University, USA). Surgery, anesthesia and the
experimental sedation protocol were performed as previously?2. For craniotomies,
mice were initially anesthetized with an intraperitoneal bolus of
ketamine-medetomidine (100 and 10 mg kg~! body mass, respectively). Anesthesia
lasted about 2 h, enough to perform the whole surgery. During surgery, mice freely
breathed air supplemented with oxygen (final concentration of 40%) and body
temperature was maintained at 36 + 0.5 °C using a rectal probe and a heating pad.
The bone over the OBs was carefully drilled while taking care of not applying
pressure and avoiding heat with repetitive applications of a cool ACSF solution®3.
A sheet of PMP, either 80 or 125 um thick) was precisely cut to fit the cranium
opening and sealed in place with Tetric Evoflow dental cement (Ivoclar Vivadent
AG, Schaan, Liechtenstein). The same dental cement was also used to form a head-
cap in which a titanium head-bar was embedded after the bone was treated with a
primer, Optibond FL (Kerr Italia S.RL., Salerno, Italia). Antibiotics and anti-
inflammatory were administered as in*? using Baytril 10% (Bayer, Germany) and
Dexazone (Virbac, France) respectively. Buprecare (Axience, France) was used to
relieve pain. Mice were permitted to recover for at least 2 weeks before the
experimental sessions began.

Experiments were performed under light sedation: mice were anesthetized for
2 min with 3% isofluorane and then head-fixed while isofluorane was lowered to
2%. A subcutaneous catheter was placed dorsally and medetomidine injected first
as a bolus (0.05 mgkg~!) and then immediately at a rate of 0.15mgkg~'h~1,
which was maintained during the whole experiment. Isofluorane was progressively
removed within 40 min. An additional 20 min delay was kept prior to recording.
Note that sedation was stable and reliable after 2-3 priming sessions during which
the exact same protocol was applied but without recording. During the
experiments, breathing was monitored with an 80-um-tip thermocouple (Omega
5TC-TT-KI-40-1M) connected to a N9212 amplifier (National Instruments, USA)
and digitized with a cDAQ-9171 (National Instruments, USA). The thermocouple
was placed in front of one of the mouse nostrils and the body temperature was
maintained at 36.5 + 0.5 °C using a rectal probe + heating pad (FHC, Bowdoin,
ME). Mice were supplemented with 40% O, throughout all experiments.

Odor stimulation. All the experiments were conducted following the same sti-
mulation protocol and materials, so no blinding was performed. Odors were
delivered through a home built olfactometer. Odor and exhaust lines were equi-
librated for pressure at the start of each experiment and the odor concentration and
temporal profile was calibrated at the tubing end before every experiment, using a
photo-ionization detector (miniPID 200B, Aurora Scientific, Aurora, Canada). The
concentration reached 90% of steady state within ~50 ms and returned to baseline
within the same range. The final odor concentration values were calculated after
considering the dilution from the supplemental O, line that did not pass through
the olfactometer. To compare the responses to different odor durations or con-
centrations, the stimulations were randomly interleaved, discarding anesthesia-
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related changes. All microscopic (2PM) and mesoscopic (fUS) acquisitions lasted
30, with the exception of strong stimulations (6% ET, 5s), for which 60 s
acquisitions were used to allow complete recovery to baseline. All the traces
reported in the figures represent the average of at least three odor applications, with
the exception of Fig. 3a, top panel (two traces). Single sniff (120 ms) were usually
averaged over 8-12 applications because of the low signal-to-noise ratio, in par-
ticular at 1% ET. The odor delivery was finely time-locked with the inhalation
period, detected with the nasal thermocouple.

fUS data acquisition and post processing. fUS imaging was performed as fol-
lows?2. In brief, a linear ultrasound probe (128 elements, 15 MHz central fre-
quency, Vermon, Tours, France), connected to the ultrasound scanner
(AixplorerTM, Supersonic Imagine, Aix-en-Provence, France), was placed 3 mm
above the window. Custom transmit/receive ultrasound sequences were written in
Matlab (Mathworks, USA). The backscattered echoes of ultrasound plane waves
were collected and beam formed to produce OB echographic images, in the coronal
plane. To increase the SNR of each echographic image taken at 500 Hz, the
echographic images were compounded by transmitting several tilted plane waves
and adding their backscattered echoes. The compounded sequence resulted in
enhanced echographic images, thereby increasing the sensitivity of the Doppler
measurement without aliasing in the mouse brain. In this study, the ultrasound
sequence consisted of transmitting eleven different tilted plane waves (from —10°
to 10° in 2° increments) with a 5500 Hz pulse repetition frequency (500 Hz final
frame rate). Tissue signals were removed from backscattered waves using singular
value decomposition and elimination of the largest eingenvalues. The Power
Doppler was further filtered with a Butterworth filter (fifth order, 10-30 Hz band-
pass). Each voxel signal was obtained by the incoherent temporal average of the
blood signal. Voxel size at the focal plane was: 100 x 110 pm (x and z direction) and
200 pum (y direction,i.e., slice thickness).

fUS analysis. All analyses were performed with custom made software developed
in Matlab 2018a (Mathworks, USA). Beam-formed data resulted in 500 Hz frame
rate time series. GLM analysis of fUS data was performed with SPM12. fUS
recordings were single voxel under-sampled at 20 Hz using a cubic interpolation
(‘interp’ function, ‘pchip’ option, Matlab). Each frame was then converted to a
NIfTT file. The absence of movement was previously assessed using a custom made
Matlab script. No realignment or spatial smoothing was performed with SPM.
Regressors used in GLM analyses were the RBC velocities recorded in the same
mice. We applied a statistical threshold of p <0.01 + FEW correction, in response
to each stimulation condition.

2PM acquisition and data 2PM imaging was performed using an ultra-
flexible microscope?* and data were collected and analyzed using a custom soft-
ware. Eighty femtoseconds laser pulses were delivered by a Ti:Sapphire laser at 80
MHz (MaiTai HP DeepSee, MKS-Spectra Physics, Santa Clara, California). An
acousto optic modulator (MT110B50-A1.5-IR-Hk, AA Optoelectronic, Orsay,
France) was used to modulate the laser power. Laser pulses were scanned on the
sample with galvanometric mirrors (6215H Cambridge Technology, Bedford,
Massachusetts). The excitation light was forwarded through a dichroic mirror (cut-
off wavelength, 775 nm FF775-DiO1 Semrock) and focused on the sample with a
20 x 1.0 NA objective (XLUMPLFLN20XW Olympus, Tokyo, Japan). GCaMP6f
and Texas Red were excited at 920 nm. The collected emission was separated in two
channels with a dichroic mirror (cut-off wavelength, 560 nm FF560-DiO1 Sem-
rock). The signal was filtered with a 525 nm band pass filter (FF03-525/50 Sem-
rock) in the « green channel » and a 620 nm band pass filter (620 nm FF01-624/40
Semrock) in « the red channel ». In both channels, GaAsP PMTs (H10770PA-40;
Hamamatsu Photonics, Japan) were used to collect light, and laser reflections were
blocked with short pass filters (FF01-750/SP-25 Semrock). PMT signals were
amplified, integrated with a custom-built electronic circuit and sampled with a
National Instruments acquisition card (PCI 6115). Vessels were labeled with Texas
Red dextran (70 kDa, Molecular Probes, ThermoFisher, Waltham, Massachusetts),
administered intravenously by retro-orbital injections. Following mapping of the
ET activated region in frame scan mode and selection of the most sensitive glo-
merulus to the odor, broken linescan recordings were performed to record both
RBC velocity and Ca?* signals in the neuropil, as previously described”. Linescan
acquisitions (1.5-3 ms per line) were repeated during the different stimulation
protocols, with 3 min between each trial. Ca>* data were interpolated (10 ms cubic
interpolation, ‘interpl” function, ‘pchip’ option, Matlab), turned into ACa%* traces
by subtracting the average value of the last 5s of baseline. RBC velocities were
extracted and analyzed using a custom software?2. RBC velocity data were inter-
polated (200 ms, cubic interpolation, ‘interpl” function, ‘pchip’ option, Matlab),
turned into ARBC/RBC traces by subtracting the average value of the last 55 of
baseline and then dividing by it. A median filter of three time points was applied to
some traces to attenuate overestimated RBC velocity values.

Co-registration of fUS and two-photon imaging. To ensure that we image the
same brain volume with fUS and 2PM, we attached the ultrasonic probe to
microscope objective with a custom printed ABS holder (Makerbot 2x, USA). A
50-um glass bead (Marteau & Lemari¢, Sorbiers, France), embedded in 2.5% agar,
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Table 1 Parameters of the different TFs computed in
this study.

From > To P P2 Pz P4 (amplitude)
Single-gamma HRF 6 1 0 1

Ca2* to RBC velocity 13 0.5 0.27 0.19

(ET 1%, 55)

Ca?* to Single voxel fUS* 1.99 1.27 on 0.045

(ET 1%, 55)

Source data are provided as a Source Data file.
*0 < Time shift (P3) < 0.5

was first localized with 2PM and then detected with the ultrasonic probe, translated
to a position such that the bead fUS signal maxima in x, y, and z were centered in a
given voxel (Fig. 4a). The fUS and 2PM imaging systems could then be displaced
back and forth to the same co-registered location with a micrometric resolution.
Note that in our experimental conditions, two factors may have influenced the
speed of sound and thus cause approximation along the z axis: the temperature of
the media (brain tissue) and the thickness of the PMP cranial window, both of them
creating a Az approximation < 25 um, for a mean speed of sound of ~1500 ms~L.

TF computation. The transfer function captures the dynamic link between neu-
ronal responses and micro/mesoscopic vascular responses. Using Ca** and RBC
velocity data collected with 2PM and fUS CBV data within the co-registered brain
volume, we built TFs across the different imaging modalities. We used a fitting
approach with a single-gamma distribution function, as there was no undershoot in
flow in our data. We added a time-shift parameter with the heaviside unit step
function, resulting in a total of four parameters for the optimization problem.
These parameters capture the slope, the decay, the amplitude and time-shift,
respectively, but they are not independent from each other: the optimization
problem presents multiple minima configurations, a condition that is not favorable
for quasi-Newtonian optimization algorithms.

All analyses were performed with a custom-written software in Matlab 2018a.

-
The four-parameters function, TF(t) = H(t — p;)p, (W
optimized by minimizing the sum of the square residuals, using simulated
annealing, a machine-learning algorithm (‘simulannealbnd’ function, Matlab).
Note that this is a nondeterministic algorithm: the same set of initial values can
bring to different sets of optimized values for the parameters, unless the initial set
represent a stable minimum for the optimization function. Note that it was not
necessary to modify the Matlab default initial temperature (100) and temperature
function (‘temperatureexp’ function, Matlab). Lower and upper boundaries were set
to 1073 and 10, respectively, for all parameters. Upper bounds were occasionally
increased up to 20 during some optimizations. For Ca2t to RBC velocity
optimization the presence of the time shift granted a better fit of the onset phase of
the responses. For Ca?* to fUS optimization, we used a 0-0.5s time shift.

Transfer functions were computed between two time series (From and To).
Both were cut between 5 and 27 s (for 30 s acquisitions) and between 5 and 59 s
(for 60 s acquisitions). From signals were Ca?* responses and were interpolated at
50 ms (cubic interpolation, ‘interpI’ function, ‘pchip’ option, Matlab), as Ca?* data
can be noisy. To signals were either RBC velocity responses, or 1 and 6 voxels
Power Doppler responses. The residual sum was computed as the difference
between the To signal and the convolution of the From signal and the TF, down
sampled to match To.

Simulated annealing being a nondeterministic algorithm, the initial values of the
parameters are crucial for the outcome and the same set of initial values can bring
to different outcomes at each optimization run. We used an iterative process for
which we started with an initial set of values (the ones of the first gamma-
component of the standard HRF (6; 1; 0.001; 1) with the time-shift initially set to
zero (0.001 for computational requirements), and run the optimization process
multiple times (50-100 times). We then scored the final sets of values based on the
prediction quality and we took the set with the best prediction, provided its
corresponding function started at the origin of the axes and was derivable at least
twice (after the time-shift time). This set was then used as an initial set for another
batch of multiple runs, and so on, until the algorithm did not improve anymore the
prediction made by the set of initial values in a significant manner. Usually this
took no more than three iterations (see Supplementary Fig. 1).

The best set of parameter values determined the TF optimized for a given
mouse in response to 1% ET, 5s. We computed the best parameters set for all the
15 recorded mice and checked each TF to find the best one across all mice by
means of a leave-one-out cross-validation. In detail, each TF, optimized in a given
mouse dataset, was then used to predict the vascular responses of the rest of dataset
made other mice recordings. The best TFs, finally called pTF or MTF, were chosen
being the best performing on its dataset and on dataset from other mice, on the
basis of the highest average Pearson coefficient and smallest coefficient of

, was
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variability, the first preferred when the two conditions were not met by any mouse.
Numerical values of the optimized TF parameters are provided in Table 1.

Analysis of data from Rungta et al.. Vascular responses are those described as
juxta-synaptic capillary in Fig. 7 of the original paper’. TF was computed as before,
except for the fact that time series were only 15 s long. Data were collected in four
OB glomeruli from three different mice.

Analysis of data from Winder et al.. Data from the original paper?’ are available
on the following link: https://psu.app.box.com/v/Winder2017-Code-Data. We used
the data (gamma-band LFP and IOS reflection changes in response to contralateral
whisker stimulations) from the 12 mice (*_EVENTDATA_ files). We averaged every
trace for both gamma-band LFP and IOS reflection changes. Data were changed into
relative values and then averaged for each mouse. TF was computed as before?”.

Prediction computation. Micro and mesoscopic vascular predictions were com-
puted by convoluting the Ca?* responses or the step functions with the corre-
spondent TFs. An optimization of the amplitude of the responses was performed to
best match predictions over experimental data. We optimized a scaling factor with
a classical derivative-free method (‘fminsearch’ function, Matlab) using the resi-
duals between the prediction and vascular responses from 2 to 8 s after the odor
application onset as a cost function. The final prediction was then multiplied by the
optimized scaling factor. Note, this post processing does not affect the Pearson
coefficient we used for all the quantifications of the study.

Custom made scripts to compute the TFs. A simple graphical user interface
version of our scripts is available on GitLab (https:/gitlab.com/AliK_A/buildtf), as
well as some data examples in order to give the opportunity to the reader to
compute the TFs.

Statistical tests. All statistical analyses are reported in the manuscript, with p
values. A confidence level of 5% was chosen, a priori, as threshold for significant
difference between samples, however higher confidence levels are reported in some
figures, with graphical indicators of p values.

Reporting summary. Further information on research design is available in
the Nature Research Reporting Summary linked to this article.

Data availability

The datasets generated and analyzed during the current study are available from the
corresponding authors on reasonable request. A subset of our data is available on Zenodo
(https://doi.org/10.5281/zenodo.3773863) to test our software. Source data are provided
with this paper.

Code availability

The whole code used to analyze the datasets and get the results and figures is available
from the corresponding authors on reasonable request. As described in the “Methods”
section, a simple version of our scripts, with a graphical user interface, and a subset of our
data is available on GitLab (https://gitlab.com/AliK_A/buildtf) and on Zenodo (https://
doi.org/10.5281/zenodo.3773863).
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Supplementary Fig. 1 Optimization of the microscopic transfer function (UTF)

(a) The initial single gamma TF was taken from SPM12, removing the second component
(undershoot) and adding a time-shift parameter, thus making a total of 4 free parameters. Each
parameter modifies the TF shape as shown in the panels. The color scale (Z axis) is the
increasing value of the parameter. Y axis is the amplitude of the TFs generated while
increasing the value of the parameter. Note that ps4 (scaling factor) has a major effect on
amplitude, ps on the onset, p;: and p2 affecting the whole dynamics of the TF. (b) The algorithm
used in the optimization process: with a machine learning optimization (simulated annealing),
the same set of initial values (cost function fixed) result in many optimized TFs, then ranked
with respect to their prediction quality. The best TF of the iteration is checked to be analytically
acceptable (test on shape, see Methods) or discarded and the next TF in the rank is analyzed
and so on. When a TF passes this first check, it is then tested for its stability over a high number
of optimization runs (> 40). If the check on the shape eliminates too many TFs or if the TF is
not stable over most of the optimization runs, its pi-ps parameters are passed to another
iteration process. (c) The optimized TFs found with simulated annealing can be represented
in terms of their first 3 parameters, (p4 is a scaling factor) and the quality of the fit can be
expressed as the inverse of the normalized residuals, color coded. The plot shows 200
optimization runs for a single mouse. Good fit parameters tend to accumulate close to the
origin of the ps1-p. axes. (d) Merging the same data with those from 5 mice. (e) 3D fit of order
2 approximates well the residual distribution (fit weighted by the inverse of the residuals). It
makes further optimization faster to calculate by restricting the 3D space to a portion mapped
by the hyper-plane. (f) Iteration optimization process for the microscopic TF: dispersion of the
final value parameters set after optimization starting from the initial parameters of the single
gamma-component HRF (gray curve in inset) is represented by grey circles (same p:1-ps values
asin (c)). Each optimization run produces a final set, corresponding to a local minimum, usually
different from the initial one. In case the local minimum is very stable, the initial and final sets
are identical. A second optimization iteration consists in 50 other runs, using the best fit from
the previous iteration as the starting value set (green circles). The best fit (green curve in inset)
is the one with the lowest residual and analytically acceptable (see Methods). All the green
circles are stable, i.e., they do not vary after a new optimization process. Parameter stability
over many optimization runs is a mandatory requirement to define a TF as optimal for a given
dataset. In the inset, the gray curve represents the single gamma HRF while the green one is
the best microscopic TF. (g) The choice of the initial value for the first iteration is important:
starting from a function with parameters distant from those of the best TF, as in panel (f),
results in heterogeneous fits, some bad and some possibly good. Choosing, instead, a starting
TF ‘close’ to the best one (gray curve in inset) does not provide much heterogeneity in the fits
and limits the improvement obtained with a second iteration (pink curve in the inset, similar to
the best microscopic TF, but with a worse prediction performance). Source data are provided
as a Source Data file.
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Ca?* and RBC velocity responses to AA (1 %, 5 s). Although the uTF was optimized on

responses to ET, it provided good predictions across animals (Pearson coefficient in 4 mice:

0.77, 0.59, 0.86, 0.82).
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(a) Ca?* (top) and fUS (bottom) responses to 6 % ET (5 s) for 3 mice. Vascular responses are
not correctly (orange traces) predicted with the MmTF. (b) fUS vascular responses (single and 6
voxels) after subtraction of their prediction using the mTF. As at the microscopic level, traces
fluctuations between 5 and 15 s (gray background) result from slight difference of onset, slope,

and response peak between real and predicted responses. The fUS secondary component is

delayed by ~10-15 s.
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Supplementary Fig. 4 Application of the TFs to the OB and the somatosensory cortex
of awake mice

(a) Ca?" (top) and RBC velocity (bottom) responses to mild odor concentration (orange
background) in the OB of awake mice. Data from Rungta et al., 2018 . (b) Gamma-band LFP
(top) and 10S reflection changes (bottom) from the somatosensory of awake mice. Data from
Wwinder et al., 2017 2. Orange traces are the prediction made by our MTF, brown traces are the
predictions made by a new TF optimized on these data (see below). (c) Comparison between
the two TFs. (d) Prediction quality of both TFs (n=12 mice). Note the improvement with the
new TF (paired two-sided t-test, p=8.10®). (e) As in Fig.1d, quantification of the prediction
robustness (mean + SD, n=12 mice) for each TF, either on the data used to compute it (same
mouse, self-validation, black square) or on other mice’s data (cross-validation, blue symbols).
Source data are provided as a Source Data file.
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Abstract

Understanding the relationships between biological processes is paramount to unravel
pathophysiological mechanisms. These relationships can be modeled with Transfer Func-
tions (TFs), with no need of a priori hypotheses as to the shape of the transfer function. Here
we present lliski, a software dedicated to TFs computation between two signals. It includes
different pre-treatment routines and TF computation processes: deconvolution, determin-
istic and non-deterministic optimization algorithms that are adapted to disparate datasets.
We apply lliski to data on neurovascular coupling, an ensemble of cellular mechanisms that
link neuronal activity to local changes of blood flow, highlighting the software benefits and
caveats in the computation and evaluation of TFs. We also propose a workflow that will help
users to choose the best computation according to the dataset. lliski is available under the
open-source license CC BY 4.0 on GitHub (https://github.com/alike-aydin/lliski) and can be
used on the most common operating systems, either within the MATLAB environment, or as
a standalone application.

Author summary

Iliski is a software helping the user to find the relationship between two sets of data,
namely transfer functions. Although transfer functions are widely used in many scientific
fields to link two signals, their computation can be tricky due to data features such as mul-
tisource noise, or to specific shape requirements imposed by the nature of the signals, e.g.
in biological data. Iliski offers a user-friendly graphical interface to ease the computation
of transfer functions for both experienced and users with no coding skills. It proposes sev-
eral signal pre-processing methods and allows rapid testing of different computing
approaches, either based on deconvolution or on optimization of multi-parametric func-
tions. This article, combined with a User Manual, provides a detailed description of Iliski

PLOS Computational Biology | https:/doi.org/10.1371/journal.pcbi. 1008614  June 14, 2021
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functionalities and a thorough description of the advantages and drawbacks of each com-
puting method using experimental biological data. In the era of Big Data, scientists strive
to find new models for patho-physiological mechanisms, and Iliski fulfils the require-
ments of rigorous, flexible, and fast data driven hypothesis testing.

This is a PLOS Computational Biology Software paper.

Introduction

Modelling and understanding of the relationship between complex and intermingled biologi-
cal signals is often difficult, particularly when the drivers of the signals are unknown. The
problem of the relationship between two time series can be addressed using deconvolution,
which provides Transfer Functions (TFs) representative of the system processing on the input
signal to generate the output signal [1]. Extracting the transfer function linking neuronal activ-
ity and imaging data is widely used in functional brain imaging [2-9], but TFs can also solve
general problems in signal analysis, such as predicting the output of complex electrical circuits
[10] or other industrial systems, for which a proper model is overly complex due to multiple
processes working in parallel[11]. In brain imaging based on blood flow dynamics, transfer
functions are classically used to lump the multitude of cellular and molecular processes linking
neural activation to changes in blood flow. This coupling between neural activity and hemody-
namics is known as neurovascular coupling (NVC) [12]. While there are many successful
phenomenological models of NVC [3,13-17], most physiology-based models of neurovascular
coupling[18-21] focus on a single cellular mechanism. As NVC is mediated through multiple
processes (several molecular cascades, each mediated by different cell types), a more integrated
approach is necessary. NVC has often been assessed with deconvolution [8,22], either in the
frequency domain or with matrix-based approaches, like Toeplitz matrices[23]. While these
approaches allow the unbiased extraction of the TF, these deconvolution methods suffer from
sensitivity to noise, affecting the quality of the computed TFs. Reducing the noise (or band-
width) of the signals improves the estimate of the TF. Alternatively, one can opt for optimiza-
tion of known functions or a kernel of functions [7,9]. The first option may lead to
information loss, e.g., in cases where the noise is not well characterized. Sophisticated smooth-
ing methods partially prevent this loss, like Savitzky-Golay filter, or noise modelling as pro-
posed by Seghouane and colleagues [24]. The second option relies on parametric functions to
find the TF best linking the input to the output signals. The transfer function for neural activity
to hemodynamic signals has been canonically modeled using a gamma-distribution function
[3,14-16]. While making assumptions as to the shape of the TF has some drawbacks, it is
robust in the face of noise and generates parametric representations of intrinsically smooth
TFs. These approaches still can suffer from under/overfitting and the search for the minimum
of the cost function for ill-posed problems may represent a challenging exercise. A valuable
help comes from non-deterministic optimizations like simulated annealing or genetic algo-
rithms, which despite their computational expense have potential advantages in extracting TFs
from time series.

Recently, our group has been extensively involved in TF computation of neurovascular cou-
pling in a study based on multi-modal recordings, namely two-photon microscopy and ultra-
fast functional ultrasound [25]. For the required task, we comprehensively tested many
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deconvolution and optimization algorithms to choose the best-suited approach. We noticed
that there is no standard software package providing all these different TF extraction tools, nor
a program where all these approaches are available in a comfortable signal pre-treatment and
1/0 workflow. Here, we present Iliski ([1l1fk1], meaning “relationship” in Turkish), a software
which contains all the functionalities that we previously used (Aydin et al.) and which, being
open source, can be further improved by the users. Although Iliski was initially thought to help
data analysis in Biology, its features make it suitable for diverse applications [26,27].

Design and implementation

Iliski can compute TFs between an input and an output time series, regardless of their nature.
The originality of Iliski resides in its multiple options to process and analyze input signals.
Iliski provides users with efficient pre-treatment and several deconvolution or optimization
algorithms, through a clear graphic interface. It is meant to be easy-to-use for anyone, even
with basic digital signal processing skills. The experienced users, instead, will find both convo-
lution and function optimization approaches—two classes of problems usually comprised in
different toolboxes—in a single data analysis environment.

Tliski can be used either as a suite of functions or through a Graphical User Interface (Fig
1A). Functions are grouped according to the analysis workflow to keep the interface simple.
Fig 1B shows the general purpose of Iliski.

Data loading and pre-treatment

We propose two input files format: either plain text files or HDF5 data, the latter being an
open-source file format with advanced database features. As experimental acquisitions are
prone to multiple component noise, we provided, as an option to the analysis workflow,
smoothing (Savitzky-Golay method) and median filter functions, to exclude outliers. The
input and output signals are interpolated to a chosen time interval (At). Both signals can be cut
between two given time points to study continuous recordings while computing TFs on
chunks of signal (Fig 1C). As an option, boxcar function of variable duration can be used in
place of the input signal. Note that Iliski was not coded to handle complex-valued signals.

TF computation options

Two main types of TF computation are proposed: deconvolution or function optimization.
The former is straightforward, either Toeplitz or Fourier deconvolution, and does not require
any specific settings. The latter is the optimization of a parametric function, which requires
further settings depending on the chosen algorithm. Beside the proposed fitting functions, the
users can input their own function in the graphical interface or add it to the default ones by
modifying a text file (the procedure is described in the Iliski Manual). The TF dimension is
user-defined, with setting of the TF duration and ‘Sampling Time’ parameters that match the
original data or can be augmented by non-linear interpolation. Optimization of parameters
can be done with various Matlab algorithms, each coming with pros and cons (see Results sec-
tion) (Fig 1C, middle).

Evaluation of the TF accuracy

A TF is evaluated comparing its prediction-the convolution of the input signal and the TF—to
the expected output. Two metrics are used in Iliski: the Pearson coefficient (corrcoef function,
Matlab, Fig 1C, right) and the residual sum of squares. The former was chosen to have a met-
ric solely focusing on the dynamic, allowing for inter-subject comparisons, while the latter

PLOS Computational Biology | https:/doi.org/10.1371/journal.pcbi.1008614  June 14, 2021 3/14
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Fig 1. Overview of Iliski. (A) Iliski has a clear interface with tabs bringing through the analysis steps. (B) The usage of
Iliski are many; although it has been conceived for biological data, there is no limitation to load any discretized signal.
Iliski can easily be used as a tool for fast testing different approaches for TFs computation. (C) Iliski workflow is
modular so that signal pre-processing is optional and functions to compute TFs can be modified by the user preserving
the I/O modules.

https://doi.org/10.1371/journal.pcbi.1008614.9001

evaluates the overall fit, considering the amplitude of the prediction. The cost function of all
the optimization algorithms tested in this article is the residual sum of squares (hereinafter
referred to as "residuals").

Post-computation

The results structure is arranged to be as informative as possible while avoiding useless repeti-
tion of data. Iliski allows for loading previously computed results structures to check them
again. After TF computation, results structure can be saved either as XLS file, readable by any
Excel-like software, or as a MAT-file (MATLAB formatted binary file format), but it is also
available in Matlab workspace to be exported in various data formats by the user.

Implementation

Iliski is accessible both as a GUI and as a set of functions to be used in scripts. It has been
developed using Matlab R2018a, with the following dependencies: Optimization Toolbox, Sig-
nal Processing Toolbox and Global Optimization Toolbox.

Common user errors are thoroughly prevented by various messages and fail safes. In paral-
lel, all errors are treated and saved in a log file, to allow for efficient bug-fixing by any devel-
oper. We purposely kept just a few parameters to modify through the GUI, with the goal of
providing an easy-to-use tool for people not used to these functions. In most cases, Matlab
default parameters of each deconvolution/optimization function worked well with our data,
and we believe that it can be extended to many biological datasets. However, a user skilled
with Matlab and optimization algorithms can easily modify the parameters of each function
used.

Animal research

This study uses already published data of animal experimentation (Aydin et al.). All animal
care and experimentations were performed in accordance with the INSERM Animal Care and
Use Committee guidelines (protocol numbers CEEA34.SC.122.12 and CEEA34.SC.123.12).

Results

Here we present the use of Iliski to find the best mathematical representation of neurovascular
coupling, an ensemble of cellular mechanisms that links brain activation to local increases of
blood flow. Neural activity is reported by GCaMP6f [28], a calcium-sensitive protein expressed
in specific neurons. Blood flow is quantified by measuring red blood cells velocity changes in
capillaries [29].

Several deconvolution and function optimization algorithms are provided. Choosing the
algorithm(s) and settings to compute a TF that gives faithful and robust predictions is not
always a straightforward task. It must be done according to the data features. Here we use
some data from our published study on neurovascular coupling [25] to point out how TFs
change with different algorithms and settings, and we show the critical points in the usage of
non-deterministic methods. Finally, we propose a step-by-step guide to optimize the best TF
on practical situations.

PLOS Computational Biology | https:/doi.org/10.1371/journal.pcbi. 1008614  June 14, 2021 5/14



PLOS COMPUTATIONAL BIOLOGY Iliski, a software for robust calculation of transfer functions

Choosing the best TF computation approach

Fig 2 shows TF computation with different settings over the same couple of signals: neuronal
(Ca*") activations and vascular (red blood cells velocity) flow increases recorded in a mouse
upon odor application. Our example data display unavoidable and complex noise coming
from many sources: the biological system, the optical setup, the electronics, etc. Deconvolution
with Fourier or Toeplitz approaches predicts the vascular responses very well for a given data
set. However, the high-frequency noise is amplified by deconvolution [24] and transmitted to
the TF, the predictions are not robust across data sets and the actual dynamics of neurovascu-
lar coupling is completely hidden in the TF noise (Fig 2). In this example, we show what we
regard as a typical case of overfitting. The TF is capturing the high frequency noise of the sys-
tem because it does not have any previous expectations for the shape of the relationship
between the input and the output signals. This contrasts to the optimization of a parametric
function approach which, although it imposes constraints on the shape of the TF, gives mean-
ingful neurovascular relationship and does not need noise clearing. In blood flow-based neu-
roimaging, the standard function used to represent neurovascular coupling is composed of
one or two I"functions, depending on the nature of the signals, i.e. purely vascular or based on
oxygen level[30].

Below is the one I™-driven function we used with our data.

(t _pa)mfl .pgl . g~P2(t=p3)
Lp))

Where p;,.., p4 are the parameters to optimize, and H is the Heaviside function that includes
a time-shift parameter (p;), In some cases, the time shift significantly improved the prediction

TE(t;pys Pas P3s py) = H(t = p3) - py -

and is a known biological phenomenon to consider[31]. Its four parameters are not all inde-
pendent from one another, e.g., p;, p> and p, all impact the TF amplitude. This inter-depen-
dency between the parameters brings an ill-posed optimization problem with multiple local
minima of the cost function, the sum of the residual squares, in the 4D space of the parameters.
To tackle the function optimization problem, we chose standard algorithms (all implemented
in the Optimization Toolbox of Matlab) to encompass the main available options.

A derivative-free optimization method [6] is provided by the fminsearch function in Matlab,
which uses the Nelder-Mead simplex algorithm. This approach on our data produced a TF
with more than one underivable point that is not representative of the smooth dynamic of neu-
rovascular coupling.

Another common option is provided by Quasi-Newton optimization algorithms, which
uses an approximation of the Jacobian: for this approach too, we tested an unconstrained
built-in method (fminunc function, Matlab). This prediction is, overall, as good as with fmin-
search (Fig 2, Pearson coefficients, fminunc vs. fminsearch: 0.95 vs. 0.96), but the onset phase is
not properly fit. Moreover, although not evident from the plot, the optimized time shift was
negative (-120 ms), implying that the onset of the vascular response precedes the neuronal
activation.

All the optimization methods tested above are deterministic, meaning that repeating them
with the same initial parameters will bring the same result. The pitfall of these methods when
applied to ill-posed problem is that optimization process will get attracted to the nearest local
minimum, regardless of the many other deeper minima, which may be far away in the parame-
ters space. In other words, deterministic algorithms are sensitive to the initial parameters set
before starting the optimization.

Non-deterministic algorithms exist to overcome the local minimum issue, adding some
level of randomness in the optimization process, and for this purpose Iliski uses the Simulated
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Fig 2. Comparison of deconvolution and optimization algorithms on a batch of data. Odor stimulation elicited a neuronal response in the Olfactory Bulb of a
mouse, reported by a calcium-dependent fluorescent signal (in blue, left panel), providing the input of TF computation. Output is given by the vascular response,
measured as the change in speed of red blood cells flowing inside a capillary proximal to the recorded neuronal activation (in yellow, right panel). Both experimental
data have been resampled at 50ms and used to compute a set of TFs (in orange) either with direct deconvolution approaches (Fourier or Toeplitz methods, middle-
upper panel TFs) or with 1-T" function optimization performed by 3 different algorithms (middle-lower panel TFs). Complex TFs bring accurate prediction but
amplify the noise of the data used to deconvolve them, with a consequent loss of robustness on other datasets. Smoother TFs are less accurate on the training dataset,
but much robust when applied to test datasets.

https://doi.org/10.1371/journal.pcbi.1008614.9002

Annealing algorithm. Each optimization run can yield a different result, reaching possibly a
different cost function’s minimum each time. We define as ‘run’ a single application of the
optimization with a given set of initial values, and ‘iteration’ the ensemble of runs sharing the
same initial values. By running the algorithm multiple times, one can choose the result with
the lowest residual, while avoiding TFs which shape are biologically not acceptable. In fact, to
represent the NVC, a TF cannot start at 0 sec, because of the delay due to the cellular cascades
triggering the vascular response, and it must be smooth to comply with the progression of bio-
logical processes. In Aydin et al. (2020), we described a workflow of runs and iterations to get
to biologically consistent TFs (see Supplementary Fig 1 in Aydin et al. [25]). To speed up com-
putation, we imposed bounds over the parameters. Note that such bounds can be set through
the Iliski GUI for any constrainable algorithm.

Using our data, Simulated Annealing gave a smooth TF and a prediction as good as fmin-
search for the onset phase of the vascular response. The data shown in Fig 2 is representative
of the rest of the data. In fact, optimization of TFs using neural and vascular recordings from
other mice, tested with the same odor stimulation, produced similar residual values of the cost
function across the 3 optimization algorithms presented above (1-way ANOVA, F(2,17) =
0.035, p = 0.97, Fig 3A). However, as in the example of Fig 2, deterministic algorithms are
prone to biologically inconsistent TFs (Fig 3B). The non-deterministic, Simulated Annealing
algorithm with subsequent iterations method allows to efficiently exclude these TFs and obtain
the best trade-off between prediction performance and biological consistency at the cost of a
longer computation time. Direct deconvolution is a good option when the goal is the predic-
tion quality within the training database. Deterministic optimization algorithms are fast but
yield to TFs that may have biologically inconsistent dynamics. Note that for all the computa-
tions we used a short At (50 ms) for interpolation to preserve most of the information.

Evaluating the number of runs in a non-deterministic case

As already mentioned, the Simulated Annealing algorithm requires several runs and iterations
to obtain a good TF, where ‘run’ means a single optimization and ‘iteration’ an ensemble of
runs sharing the same initial values of the fitting function. In our experience, starting the opti-
mization with a ‘bad’ TF—whose shape is different from what is expected for the processed
dataset—helps to collect more local minima in a pool of optimization runs. For example, in
our previous study [25], we proposed iterations of 50 runs and started with the initial values of
the standard TF (one I"HRF) which, peaking at 5 seconds, turned to be much slower than any
of the optimized TFs. The sequence of 50-runs iterations stopped when, within an iteration,
no clear improvement was found in the optimized TF [25]. On average, 2 iterations were suffi-
cient to get a stable TF with Pearson coefficient above 0.9. Here, we investigated if a higher
number of runs is beneficial to the detection of the minimum of the cost function and if it pre-
vents the need for further iterations. We compared 50 and 200 runs with single and double
iterations, in cascade (Fig 4A). In a mouse dataset, we observed a non-significant trend
towards more scattered TFs shapes for computation using 50 runs versus 200 runs (1-way
ANOVA, F(3, 16) = 2.086, p = 0.14, Fig 4B). Similarly, the quality of the TFs did not
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Fig 3. Prediction performance of different optimization algorithms. (A) 3 algorithms were compared in terms of
the residuals of the cost function of the optimized TF on 7 mice datasets (Derivative free algorithm failed in optimizing
a TF in a mouse). No significant difference was found across the 3 methods. (B) However, simulated annealing was the
only approach to provide TFs consistent with the nature of biological data (TF with no more than 1 non-derivable
point), while both the other deterministic methods run into inconsistent TFs in roughly 60% of the cases.

https://doi.org/10.1371/journal.pcbi.1008614.9003

significantly improve with increasing runs (1-way ANOVA, F (3, 16) = 2.299, p = 0.12). Asa
result, TFs with fast dynamics (peaking within 1 and 2 sec), was a common feature indepen-
dently of the adopted protocol (Fig 4C). In a dataset from another mouse (Fig 4D and 4E),
TFs with sparse time to peak values after 200 runs improved after a second iteration, with the
same number of runs (2.3 + 0.3 s VS 1.5 + 0.1 s (mean + SEM), two-tailed T-test, unpaired,

p =0.02 < 0.05). Note that this compression of TF dynamics was not accompanied by a signifi-
cant improvement of the TF quality (residuals: 10.1 + 2.1 vs. 6.9 + 0.8 (mean + SEM) for 200
and 200 + 200 runs respectively, two-tailed T-test, unpaired, p = 0.19). To conclude, depending
on the input/output signals, non-deterministic algorithms can produce TFs with different
dynamics but close performances in the prediction. The choice of a specific optimization pro-
cess, with more or less iterations and runs, becomes crucial when the interest is not limited to
the prediction quality, but extends to the temporal dynamics of the TF. Because of the noise,
TFs with distinct shapes can yield very close residual values.
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Fig 4. Influence of the number of runs and iterations on the TF shape and quality. (A) Using the Simulated Annealing algorithm, we
tested 4 protocols of 50 or 200 optimization runs, either done a single time or repeated (5 TFs computed for each protocol). (B) Residuals of
the cost function do not significantly differ across the protocols, although the protocols with the highest number or runs show a trend of
smaller residuals. (C) Similarly, there was no significant difference for TFs time-to-peak values. (D, left) Same protocols comparison on a
dataset from a different mouse revealed a sparse dynamic of optimized TFs, even if the best TFs were selected on a pool of many TFs (200
runs). (D, right) A second iteration of 200 runs gave more homogeneous TFs dynamics. (E) Quantification of the dynamic heterogeneity was
made by measuring the time-to-peak which resulted in a scattered distribution for the 200 runs protocol, packed up repeating the same
iteration a second time. Residual values, not reported in this figure, were not significantly different for mouse 1 and 2.

https://doi.org/10.1371/journal.pcbi.1008614.9004

Guide to choose the algorithm best fitting your needs

We provide a decision diagram to choose the best approach to compute a TF based on the fea-
tures of the user’s dataset (Fig 5). Nonetheless, we believe it is always a good choice to test dif-
ferent approaches before making the final choice.

Discussion

Iliski provides a user friendly, interactive, and rich in options software for quickly testing
different methods and settings to compute TFs between biological processes. In addition
to its standard integrated functions, it also allows for user-defined functions of any num-
ber of parameters and the possibility of replacing an input signal with a boxcar function,
enlarges its usage. Using data from the NVC field, we demonstrate how critical is the
choice of the method for computing TFs and the caveats of parameters such as the number
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Fig 5. Decision tree to help choosing the most efficient method to compute a TF with Iliski, based on the data
features.

https://doi.org/10.1371/journal.pchi.1008614.9005

of iterations necessary to non-deterministic algorithms. Note that we did not report the
influence of smoothing, interpolation, fitting and cost functions choice that are also
known to affect the result. The use of multimodal datasets, i.e., neuronal calcium signal,
measurements of vascular responses at both the microscopic and mesoscopic scales
enabled us to demonstrate that NVC is represented by a similar TF which is much faster
than the classical HRF, a finding which is getting accepted in the field of brain imaging
based on blood flow [5,25,32,33].

Availability and future directions

Iliski is open-source and freely available under the Creative Commons Attribution 4.0 Interna-
tional (CC BY 4.0) license. Iliski is maintained on GitLab, enabling user-friendly bug report
and community work to make the tool fit the users’ need. It can be found here: https://github.
com/alike-aydin/Iliski.

In the neurovascular imaging field, computing the hemodynamic response function is para-
mount to interpreting vascular activation in terms of neural activation. In any other field, com-
puting TFs may be of help to go deeper in the interpretation of the results. For these reasons,
we think it is extremely helpful to have a data analysis tool which lets fast testing of different
algorithms with a user-friendly interface.
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Supporting information

S1 Data. Raw Data: This HDF5 files contains both the raw numerical data shown in the fig-
ures and the experimental biological data used to compute them with Iliski.
(H5)

$2 Data. GitHub Repository Clone: This ZIP file contains a clone of the GitHub repository
at the time of the publication (also available at https://doi.org/10.5281/zenod0.4765555).
Current version is available at https://github.com/alike-aydin/Iliski.

(ZIP)

$3 Data. Example Data: This ZIP file contains example data for testing purposes. A
detailed description of the data is available on Zenodo at http://doi.org/10.5281/zenodo.
3773863.

(Z1P)

S1 Text. User Manual: This is Iliski’s User Manual at the time of the publication. Current
version is available in the GitHub repository at https://github.com/alike-aydin/Iliski.
(PDF)
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capillaries of chronically prepared mice

Abstract

Functional brain imaging techniques such as BOLD-fMRI rely on functional hyperemia, a local increase of
blood flow to map brain activated areas. However, functional hyperemia extends over a brain volume
larger than the original neuronal activation. This discrepancy has pushed the fMRI community to look for
a biological marker with a better spatial specificity, such as the BOLD initial dip, a transient decrease in
oxygenation due to local neuronal consumption. The existence of the initial dip and its characteristics
have remained controversial. Here, we used two-photon life time microscopy and precise Po;
measurements to investigate the initial dip characteristics in olfactory bulb capillaries of anesthetized
mice, chronically prepared. Targeting the glomerulus most sensitive to a specific odor, we show that the
dip is detectable, but of very low amplitude and its amplitude is much smaller than in acutely prepared
mice. The dip is exclusively present in the most highly responding and when functional hyperemia is
delayed. Our results suggest that if the initial dip is an elusive signal to enhance BOLD fMRI spatial

resolution, it could be used as biological marker of delayed functional hyperemia.
Introduction

Functional hyperemia is the increase of blood flow that follows neuronal activation, and
which is used by functional imaging techniques to map brain activation. The signaling pathways
by which neurovascular coupling generates functional hyperemia are known to involve the
interactions of several cell types but their respective contribution to the coupling is not fully
established (ladecola, 2017; Kaplan et al., 2020). In addition, the local activation of neurons
generates a back-propagating signal along upstream vessels, generating a dilation of large
arterioles and the irrigation of a brain volume exceeding that of the activated neurons (Rungta et

al., 2018, 2021). Overall, the spatiotemporal dynamic of functional hyperemia is still poorly
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understood. This raises the question of how functional imaging techniques based on blood

dynamics faithfully report local neuronal activity.

BOLD fMRI remains the most used functional imaging technique to map brain activity in
human. The classical positive BOLD signal depends in a complex manner on changes of blood flow,
blood volume, oxygen consumption and mostly reports signal changes from the venous side of
the vascular arbor, i.e. not necessarily close to the neuronally activated area. The origin of the
BOLD signal has been widely discussed (Drew, 2019; Fukuda et al., 2021; Howarth et al., 2021;
Logothetis and Wandell, 2004). The spatial limitation in the mapping of neural activation was
acknowledged early and incited several groups to investigate if the initial dip, an early negativity
preceding the positive BOLD signal, could be used to improve BOLD spatial resolution (Hong and
Zafar, 2018; Hu and Yacoub, 2012). The nature of the initial dip was initially considered to reflect
a rapid and local increase in deoxyhemoglobin resulting from neuronal oxygen consumption, as
first reported with intrinsic optical signal imaging (I0S) (Frostig et al., 1990). The dip was later
supported by local oxygen measurements directly in the visual cortex of the cat(Thompson et al.,
2005, 2004, 2003). Still several studies raised concerns regarding the existence of the BOLD initial

dip, creating an important controversy extensively discussed in (Hu and Yacoub, 2012).

We previously studied the initial dip in our neurovascular model, the glomerular layer of
the rodent olfactory bulb. Using Clark electrodes and two-photon laser scanning microscopy
(TPLSM), we investigated the correlation between firing, synaptic transmission, and oxygen
consumption during sensory stimulation (Lecoq et al., 2011). We found that odor triggers an initial
dip in the glomerular neuropil oxygenation, characteristic of an immediate consumption, and a
delayed Poy increase resulting from local functional hyperemia. The oxygen dip started within 100
ms of neuronal activation and was blocked by focal application of glutamate receptor antagonists
in the activated glomerulus i.e., the oxygen dip resulted from postsynaptic activation. We then
used two-photon phosphorescence lifetime microscopy (2PLM) to monitor Po, changes in both
the vascular and tissue compartments of rat and mouse glomeruli (Parpaleix et al., 2013).
Although we systematically observed the Po; initial dip in the tissue, it was barely detectable in

individual capillaries. However, averaging the responses from numerous capillaries and thus
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54  improving the response SNR revealed for the first time a small (=1 mmHg) Po2 vascular dip in

55  capillaries.

56  Several limitations may have impaired our previous studies of the oxygen dip. The experiments
57 were performed in animals that underwent acute neurosurgery and during anesthesia, both
58 experimental conditions affecting resting homeostasis (Kaplan et al., 2020) and increasing the
59  delay between neural activation and functional hyperemia (Gao et al., 2017; Rungta et al., 2021).
60 In addition, in the OB the initial dip was investigated in responsive glomeruli but not in the most
61 sensitive (MSG) one to a given odor, which can be expected to show a higher oxygen
62  consumption. Finally, we used PtP-C343, an oxygen sensor that has a two-photon cross section

63  lower than the recent Oxyphor 2P (Esipova et al., 2019).

64  Here, we reinvestigate the issue in mice chronically implanted with a glass window, and which
65  express post-synaptic GCaMP6f in the glomerular layer. We measured changes of neural Ca?* and
66  capillary velocity with TPLSM and monitored Poz in the glomerular capillaries and neuropil with
67  2PLM and Oxyphor 2P. Our results show a very small initial dip in = 60% mice and only in the most
68  sensitive glomerulus to our odor, where activation is theoretically higher. This further indicates

69 that the use of the initial dip is not a viable option for improving BOLD-fMRI.
70  Results

71  Po2 responses in anesthetized mice supplemented with oxygen.

72 We focused our work on the MSG to Ethyl tiglate (ET), as in our previous work (Aydin et
73  al, 2020). Mice were anesthetized (see Methods) and the most sensitive glomerulus was found
74 in the vicinity of the glomerulus labelled with YFP under the M72 promoter, by lowering the ET
75  concentration to the range of 0.4% where only a single glomerulus shows high and fast Ca?*
76  response in its postsynaptic dendrites (Fig 1A). Intravenous injection of Texas Red coupled with
77  linescan acquisitions further confirmed that the activation of the MSG is concentration-
78  dependent both for Ca?* and RBC velocity responses (Fig 1B). To account for the jitter related to
79  the mouse breathing, we aligned every response so that the onset of the neuronal response starts

80 at 10 s. Linescan acquisitions were easily timeshifted since neuronal activation was measured
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simultaneously to RBC velocity. However, oxygen measurements are done with a pointscan
acquisition in the capillaries, with theoretically no excitation in the tissue. Nonetheless, we took
advantage of the point-spread function (PSF) of our setup which is slightly larger than the capillary
to measure simultaneously the neuronal response and the Po, one (Fig 1C). Measuring the
functional hyperemia in the same capillary as in Fig 1B, we see concentration dependent Po;
increases, even at low ET concentration. However, no initial dip was detectable prior to the Po,
increases, even when averaging the responses from all mice (Fig 1D) or when comparing Po;
values immediately after neuronal activation (see the first 3 bins preceding the Po> increase) (Fig
1E). It is worth stressing that as mice were anesthetized, the dip was not masked by a change of

breathing frequency, which increases vascular Po; in awake mice (Zhang et al., 2019).
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Fig 1. The initial dip cannot be measured in the most sensitive glomerulus to Ethyl tiglate.

A. The most sensitive glomerulus (MSG) to Ethyl tiglate (ET) is determined by lowering ET concentration in the vicinity
of the YFP-expressing M72 glomerulus. MSG (blue square and trace) shows fast and high neuronal (Ca?*) responses
to very low concentration of ET. Traces are single acquisitions spatially averaged over the squares shown on the left,
for a single mouse.

B. Single (thin) and average (thick) responses to increasing odor concentrations in the MSG for a single mouse.
Neuronal (Ca?*) and vascular (RBC velocity) responses are acquired simultaneously with a linescan in two-photon
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99 microscopy. Each acquisition is aligned on the onset of the Ca?* response. n = [2, 2, 2] single acquisitions, respectively
100 for ET0.1%, 1% and 6%.

101 C. Alignment for pointscan acquisitions is done thanks to the PSF of our system being slightly larger than the capillary
102 radius (left). This allows to extract from the ON period of the pointscan (see Figure 2A and Methods) the Ca?* shape
103 in the green channel, while the red channel stays flat (middle) Normalized average responses from the pointscan
104 (orange) and the linescan (black) are superimposable (R? = 0.97), shade is + 1 SD (right).

105 D. Single (thin grey) and average (thick colored) Po: responses to increasing odor concentrations in a capillary of the
106 MSG for the same mouse as in panel B. n = [5, 3, 3] single acquisitions, respectively for ET 0.1%, 1% and 6%.

107 E. Average for a single mouse (thin grey) and average over all mice (thick colored) Po2 responses to increasing odor
108 concentrations in a capillary of the MSG. Thin black curves correspond to the average response of the mouse shown
109 in panel B and C. n= [6, 4, 14] mice, respectively for ET 0.1%, 1% and 6%.

110 F. Area under the curve (AUC) histogram (binned over 0.5 s) of the Po2 responses over all mice.

111 To maximize our chance of detecting the initial dip, we normalized our timeseries by the
112 noise in the baseline and plotted Z-scores (Fig2A bottom). To detect whether the dip was present
113 in average, we bootstrapped the baseline values and computed a 95% confidence interval (see
114  Methods). The initial dip location was chosen as the period between 0.5 and 1.5 s after the
115  stimulus, as we previously determined (Parpaleix et al., 2013). In the response averaged over all
116  mice at a rather high concentration (ET 6%), we found that there is an initial dip with a mean value
117  of 0.3 SD (Fig 2A). By focusing on individual mice, we found that 8 of the 14 mice exhibited the
118 initial dip (Fig 2B). We have been able to measure the flow of RBCs for only a subset of these mice
119 and we report that there is a delay of 0.7 s between Po; onset and flow onset (Fig 2C).
120  Interestingly, we found that the mice with an initial dip all have a longer delay for their flow
121 response compared to the mice without an initial dip with an apparent threshold between 1.2-

122 1.6s.
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Fig 2. A small initial dip is visible in the Z-score response to high ET concentration and is correlated with a longer

delay of flow response onset.

A. Generating a distribution (top) of the baseline values in Z-score (bottom) shows that the initial dip, calculated as
the average value of the signal between 10.5 and 11.5 s, is out of the 95% confidence interval of the baseline
distribution (see Methods). The average initial dip has a value of 0.26 SD. n = 14 mice, p = 0.

B. 8 out of the 14 mice show an initial dip in their responses to ET 6%. p = [0.96, 1, 1, 0.92, 0.99, 0.89] for the top
part, from left to right and up to bottom. p = [0.0023, 0, 0, 0, 0, 0, 0, 0] for the bottom part, from left to right and up
to bottom.

C. There is a delay between the flow and the Po: onset, as measured by fitting single mouse responses with a
sigmoidal curve (colored full line) and taking the 20% mark as onset (colored dotted line) (left). Mean flow delay is
1.3 s while mean Poz delay is 2 s (top right). Dispersion is represented by the single measures (black dot). p = 0.0156,
one-sided Wilcoxon signed rank test. The delay between Ca?* is significantly higher between mice showing a dip (n =
3) and those without (n = 6) (bottom right). p = 5.4:10-4, one-sided two-sampled t-test.

We previously demonstrated that 2PLM measurements have the necessary spatial
resolution to measure the Po; fluctuations associated with the passage of individual erythrocytes
over the scanned point, i.e. erythrocyte-associated transients (EAT) capillaries (Lyons et al., 2016;
Parpaleix et al., 2013; Roche et al., 2019). Fig 3A illustrates this concept. Separating the Po, RBC,
i.e. measured the RBCs border, and the Po; InterRBC, i.e. measured at mid-distance of flowing
RBCs, we report that the increase in Po, Mean, i.e. measured at all time, is due to both an increase
in RBC oxygenation and in plasmatic oxygenation (Fig 3B). By averaging all mice, we see that the
previously reported initial dip in Po, Mean is observed in the Po; InterRBC traces rather than Po;

RBC traces (Fig 3C).
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147 Fig 3. Separating RBC and plasmatic oxygenation shows that the initial dip is seen in the plasma.

148 A. Averaging Oxyphor 2P decays in-between RBCs allows for measuring the plasmatic Po., called Po: Inter. The decays
149 next to RBCs approaches the Po2 in the RBCs, namely Po, RBC. Upper panel is a schematic of the point scanned (blue
150 dot) with RBCs flowing, allowing to measure either Po: Inter or Po2 RBC. Po2 Mean is measured by averaging every
151 decay. Lower panel shows an acquisition where the ON period separates RBC (blue part) from the plasma (yellow
152 part), and the OFF period contains the decays where Po2 is measured.

153 B. Single (thin grey) and average (thick black) reponses acquired with pointscans to ET 6% in the MSG for an individual
154 mouse. Po2 Mean is separated into Poz Inter and Po2 RBC.

155 C. Single mouse response (thin grey) and average over all mice (thick black, n = 9) in Z-score, with the SD determined
156 as the average SD over the baseline. Po2 Mean is already shown in Figure 2A. Average Po: Inter shows the initial dip
157 while we do not see it in Po2 RBC.

158 Notably, we solely worked in the most sensitive neuronal network to our odor in these
159  experiments, which hypothetically increases the size of the initial dip due to higher neuronal
160 activation. Taken together, these data suggests that the capillary initial dip is smaller in chronically
161  implanted mice, 0.3 SD, than in the acute mice where we previously reported an initial dip of over
162 2 SD of amplitude with PtP-C343 (Parpaleix et al., 2013), which is noisier than the Oxyphor 2P

163  used in this study (Esipova et al., 2019).

164  Effects of oxygen supplementation suppression

165 One study hypothesized that inhaled oxygen level can impact the presence of the initial
166  dip (Mayhew et al., 2001). As its current amplitude in the MSG is of no use to BOLD-fMRI, we

167  wondered if reducing inhaled oxygen was able to enhance it and whether it would be sufficiently
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high to be useful in vascular functional imaging. Thus, we performed experiments where we
sequentially measured the neuronal and vascular responses to ET 6% with and without oxygen
supplementation (30% vs. 21% in the inhaled air) in anesthetized chronic mice breathing freely.
Fig 4A illustrates a typical case where removing the supplementation changed all resting vascular
parameters: Po, Mean, Po, RBC and Po; Inter decreased, whereas RBC velocity and flow
increased. In response to odor, neuronal calcium increased similarly, whereas functional
hyperemia was reduced and the evoked-increase of Po, suppressed. These consequences of O,
removal were robust (Fig 4B-D) while the timing of Calcium, RBC velocity and flux responses
remained stable. Note that as resting Po; Inter reports Po; in the juxta-capillary tissue (Parpaleix
et al., 2013), one can expect a drop of tissue by at least 50%. Given that Po; RBC is in equilibrium
with the oxygen inside RBCs and using previously published values of the Hill coefficient and P50
for C57BL6/) mouse hemoglobin (Uchida et al., 1998), resting hemoglobin saturation dropped
from 70%, in accordance with previously reported measures (Lyons et al., 2016; Roche et al.,

2019), to 37.5%.

Averaging the responses from all mice (Fig 4E) shows (Fig 4E) that whereas neuronal
response dynamics was not sensitive to the drop of resting Po,, RBC velocity and flux responses
slowed down. Applying the same procedure as in Fig 2 revealed that there was a significant initial
dip in both oxygenation conditions and that dip amplitude increases from 0.33 SD to 0.47 SD upon

removing Oz supplementation.

Overall, these data shows that i) neuronal responses are insensitive at a small time scale
to the drop of resting Po, Mean and ii) removing oxygen supplementation effectively increase the
amplitude of the initial dip when normalized by the noise however, iii) the initial dip is still small

and hidden in the noise.
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Fig 4. Reducing the oxygen supply to the anesthetized mouse does not reveal a large initial dip in the MSG.

A. Comparison of the responses to ET 6% 2 s in an individual mouse, either oxygenated or with reduced oxygen
supply. Ca2+ response remains constant (top left), while both baseline values and overall dynamics of vascular
responses changes (middle and bottom left). Po2 response totally disappears with reduced 02 supply, with even a
tendency to a decrease of Poz in this mouse (right panels). Traces are shown as average + 1 SD (shaded area). Upper
and middle left panels are linescans (n = [4, 4] for oxygenated or reduced O2 respectively). Bottom right and left
panels are pointscans (n = [8, 8] for oxygenated or reduced O2 respectively).

B. Reducing the oxygen supply significantly alters the capillary Po2. p = [2.4:10-4, 0.02, 0.02] respectively from left to
right, one-sided Wilcoxon signed rank test.

C. Reducing the oxygen supply significantly increases the baseline values of RBC velocity and flow. p = [0.0046, 0.0195]
respectively for top and bottom panels, one-sided Wilcoxon signed rank test.

D. Reducing the oxygen supply does not change the onset delay for RBC velocity and flow responses. p = [0.36, 0.11]
respectively for top and bottom panel.
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E. Comparison of the average paired responses to ET 6% 2 s in all mice, either oxygenated or with reduced oxygen
supply. Traces are shown as average = 1 SD (shaded area). n = [9, 6, 10] mice, respectively for the upper panels, the
bottom left and the bottom right one.

F. As in Figure 2A. In both conditions, the initial dip is significantly different from the baseline distribution. The initial
dip value is slightly enhanced upon Oz reduction.

Po; responses in other glomeruli than the most sensitive one

Is this observation a general rule that can be extended to glomeruli, non-specific to ET? At
high odor concentration, odorant receptors lose their specificity (Wachowiak and Cohen, 2001).
Thus, we randomly looked for responsive glomeruli in 4 mice. Each dorsal olfactory bulb was
divided into 6 areas and recording responses from one glomerulus per area (Fig 5A, B). In average,

we did not measure any initial dip in the 22 glomeruli tested (Fig 5C, p = 0.89).

B 6 glomeruli from a single mouse C 22 glomeruli
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Fig 5. Non-specific glomeruli do not show any initial dip.

A. Image acquired with a stereoscope through the chronically implanted window. Each olfactory bulb was divided
into 6 different regions. A glomerulus responding to ET 6 % was selected in each region.

B. Neural and vascular responses to ET 6 % for an individual mouse.

C. As in Fig. 2A. Here the bootstrap confidence interval contains the initial dip period. p = 0.89.
Discussion

Using the the olfactory bulb glomerulus, a suited model for neurovascular coupling study,
we investigated the existence and characteristics of the oxygen initial dip in capillaries. Previous
studies raised the controversy regarding whether the initial dip was a regular phenomenon and
thus could be used to improve the spatial specificity of BOLD-fMRI. Here we report that the initial
dip can be detected in the capillaries of the most sensitive glomerulus in response to ET (6%, 2 s)
when responses are normalized by the noise. The amplitude of the initial dip is then only about

0.3 SD in average. Interestingly, the initial dip is present in mice having a larger flow delay and is
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230  carried mostly by plasmatic Po, (Po; Inter). Decreasing resting Po, modestly increases the dip
231 amplitude from 0.34 SD to 0.47 SD, the dip remaining below the noise level. Finally, the dip is
232 specific to the glomerulus best activated by its specific odor.

233 These results are in line with the presence of the initial dip being dependent on the
234  impairment of NVC dynamics. Previous results from our group (Parpaleix et al., 2013) reported an
235 initial dip ~ 2 SD of amplitude. However, the experiments were performed in in acute mice,
236  anesthetized and under condition of neurosurgery, i.e. with a long delay between neuronal and
237  vascular responses. In chronically implanted mice, i.e. with > 1 week of recovery post-surgery,
238  functional hyperemia is faster and the amplitude of the initial dip is smaller. We expect that in
239  awake mice the capillary initial dip may not be measurable anymore, even in the MSG.

240 One limit of our study is that it focuses on the vascular initial dip, rather than on tissue
241  Poz. We hypothesize that the decrease measured in Po; Inter faithfully reports the juxtacapillary
242  tissue change as we previously showed in resting state. The remaining question is to determine
243  the actual amplitude of the tissue dip in chronic awake mice, as it was only ~ 2 mmHg in the acute
244  anesthetized rat (Parpaleix et al., 2013). A recent study reported that no initial dip is measurable
245  with I0S in the cortex of awake animals (Sencan et al., 2020) but this technique lacks the spatial
246  resolution of 2PLM measurements and was in a model with a much more difficult neuronal
247  activation control.

248 How should we interpret BOLD-fMRI studies that reported the existence of an initial dip
249  in awake humans? BOLD fMRI voxels are large and may sum better the small signal. However,
250 the BOLD SNR is bad in comparison to 2PLM. Functional hyperemia in human could be slower,
251 revealing better the local oxygen consumption. The study from Watanabe and colleagues
252  supports this hypothesis (Watanabe et al., 2013). However, in regards with our results which bring
253  precise insights into the physiology of the initial dip, using it for a better interpretation of the
254  BOLD-fMRI remains poorly plausible, unless we find a pharmacological trick to remove functional
255  hyperemia safely and transiently.

256

257 Methods

258  Animal preparation
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All animal care and experimentations were performed in accordance with the INSERM Animal
Care and Use Committee guidelines (protocol numbers CEEA34.5C.122.12 and
CEEA34.5C.123.12). Adult mice (n=XX, 3—12 months old, 20-35 g, both males and females,
housed in 12 h light-dark cycle at 24 °C and 50 % humidity, fed ad libitum) were used in this
study. Thy1l-GCaMP6f (GP5.11) mice (Dana et al., 2014), from Jackson Laboratory, were crossed
with M72->S50-IRES-hChRVenus mice (Smear et al.) kindly provided by Thomas Bozza
(Department of Neurobiology, Northwestern University, USA). All mice underwent a surgery
composed of the placement of a headbar on the bone behind the craniotomy, above the
olfactory bulbs. Anesthesia was performed as before (Roche et al., 2019), thanks to an intra-
peritoneal bolus of ketamine (100 mg.kg-1 body mass) and medetomidine (0.5 mg.kg-1 body
mass). To prevent inflammatory reaction and avoid infections, Enrofloxacine (Baytril 10%, Bayer,
Germany) and Dexamethasone (Dexazone, Virbac, France) were administered 1 hour before the
surgical procedure, respectively at 5 mg.kg-1 and 6 mg.kg-1 body mass. For the time of the
surgery, mice breathed oxygen-supplemented air ([O2]final = 40%) while their body temperature
maintained at 36 + 0.5 °C using a rectal probe and a heating pad. The headbar is first placed
with Tetric Evoflow dental cement (Ivoclar Vivadent AG, Schaan, Liechtenstein) after treating
the bone with a primer, Optibond FL (Kerr Italia S.RL., Salerno, Italia). The bone above the
olfactory bulbs was carefully drilled and removed, while making sure no pressure is applied on
the brain tissue and heat is regularly dispersed by means of a cool aCSF solution (Holtmaat et
al., 2009). A cranial window cut out of glass was placed over the bare olfactory bulbs and sealed
in place with the same dental cement as the headbar. Buprenorphine (Buprecare, Axience,
France) was injected to relieve pain at 0.05 mg.kg-1 body mass. 3 days of post-surgery follow-up
was systematically performed to make sure mice were safe. They recovered for more than a

week before starting experimental procedures.

Experimental procedure under anesthesia

Mice were injected with the same mix as for the surgery, ketamine-medetomidine at 100 and

0.4 mg.kg-1 body mass respectively. Dextran Fluorescein (MW = 70kDa, D1823, ThermoFisher,
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287  Waltham, Massachusetts) mixed with Oxyphor 2P (Esipova et al., 2019) (5 uM in the mouse

288  blood) was injected intra-venously by retro-orbital injection right after the induction. Mouse
289  temperature was monitored as during the surgery, and unless it is otherwise stated

290 supplemented with oxygen to attain 30% of O; in the breathed air. Notably, in the Fig 4, oxygen
291  supplementation was removed to evaluate the effect of the oxygenation level on the initial dip.
292  Inthat case, Oz concentration in the air was 21% as no supplementation was provided.

293  Experiments were stopped as soon as the mouse showed signs of awakening.
294
295  Odor stimulation

296  All experiments from a given figure were performed with the same stimulation protocol, so no
297  blinding was involved. Odor delivery follows similar procedure as previous studies (Aydin et al.,

298  2020; Boido et al., 2019). Odors were delivered thanks to a home built olfactometer, based on

299  the one from the Ringer Lab (https://www.janelia.org/open-science/olfactometer), and

300 controlled by a custom LabView software. Odor and exhaust lines were systematically

301 equilibrated before each day of experiment, to avoid neuronal activation to pressure changes.
302  Odor concentration and stability over the stimulus were assessed and calibrated using a photo-
303 ionization detector (miniPID 200B, Aurora Scientific, Aurora, Canada). To check for anesthesia-
304 related variations, the different stimulus conditions were randomly interleaved by the

305 experimenter. Except for the Fig 5, where linescans were performed once to allow for a high
306 number of glomeruli, all traces are the average of at least 2 responses. See the figure legends
307 for details regarding the acquisition number for each mouse. Odor applications were separated
308 by 3 min period, to allow neuronal and vascular activity along with the neurovascular coupling

309 toreturn to baseline.
310

311  TPLSM acquisition

312  TPLSM imaging was performed with a custom-built microscope, previously described (Lyons et

313  al, 2016; Roche et al., 2019) and data collected with a custom LabVIEW software (National
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Instruments). 120 femtoseconds laser pulses were delivered by a Ti:Sapphire laser (Mira by
Coherent, Santa Clara, California, 76 MHz). Laser power was modulated with an acousto-optic
modulator (AA Optoelectronic, Orsay, France, MT110B50-A1.5-IR-Hk). Galvanometric mirrors
(Cambridge technology, Bedford, Massachusetts) were used to focus to target the sample at the
desired points. Light was focused onto the sample through either a 40XW 0.8NA or a 60XW
1.1NA objective (Olympus, Tokyo, Japan). GCaMP6f, Fluorescein and Oxyphor 2P were excited
at 920 nm, and their emission was separated from excitation light with a dichroic mirror (DXCR
875, Chroma, Bellows Falls, Vermont). Red light from Oxyphor 2P was filtered through a E800
(Chroma) and a FFO1 794/160 (Semrock), while GCaMP6f and Fluorescein emissions passed
through a E800SP2 and a HQ525/50 nm (Chroma). The “red channel” photomultiplier, placed
after the filters, is a R6357 photomultiplier tube (Hamamatsu, Naka-ku, Japan), while the “green
channel” one is a GaAsP photomultiplier tube (Hamamatsu). Output of the photomultipliers was

amplified by custom-built electronics and sampled at 1.25 MHz.

Linescan acquisitions were performed by scanning with a broken line (1 to 2.5 ms per line) for
30 seconds. Part of the line was in a capillary, allowing for velocity measurements in the green
channel thanks to the intravenous fluorescein as previously described (Aydin et al., 2020;
Chaigneau et al., 2003; Jukovskaya et al., 2011; Roche et al., 2019). The rest of the line scanned

the parenchyma, allowing for GCamP6f measurements.

Pointscan acquisitions were performed by scanning over a single point, either in a capillary or in
the tissue. In the capillary, it allowed us to measure simultaneously the RBC flow and the Po..
Each scan is composed of an ON period, lasting for 25 us, where the point is excited by light at
920 nm, and an OFF period, lasting for 225 us. RBC flow is extracted from the ON period in the
green channel, thanks to fluorescence variations related to the RBCs flowing. Po; is extracted
from the OFF period, by estimating the decay of phosphorescence in the red channel and
converting the half-life of the decay to an absolute value of partial pressure of oxygen in mmHg
(Esipova et al., 2019). Note that our experiments were done at a brain temperature of 35.7 °C,
as measured in Roche et al. (2019) and that the corresponding calibration curve between half-
life and Po, was used. A single point of Po, in our timeseries is the result of the average decay

over 250 ms i.e., 1000 decays for Po, Mean. Po; RBC and Po; Inter are extracted on the same
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timescale, but by averaging only the decays around RBCs or in-between RBCs, respectively. Note
that the number of averaged decays for a single Inter RBC Po; point is thus lower than Po;
Mean. Decays regarding Po; Inter were discarded if they were too close to the RBCs, to measure
the bottom part of the erythrocyte-associated transients and report the real plasmatic Po> (see
Parpaleix et al., Roche et al. and Figure 2). Due to this lower number of decays, the signal-to-
noise ratio is higher and some obviously out-of-range points (> 100 mmHg change for a single

point) were removed, for a maximum of 6 points over all the entirety of the acquisitions.

Linescan data analysis

Raw calcium timeseries were downsampled to At = 50 ms (interp1 function, ‘pchip’ option,
MATLAB 2018a) and aligned so that their onset is at 10 s. Response onset was determined by
the experimenter by looking at each single trace in its raw form. After alignment, single
acquisitions were normalized by subtracting the mean baseline value of the last 5 seconds

before stimulus onset. Traces were then averaged per stimulus condition and mouse.

RBC velocity extraction from the linescan acquisition is done with a custom LabVIEW software,
with a point every 300 ms. RBC velocity is also aligned with the same timeshift as the
simultaneously acquired calcium trace. Timeserie is then upsampled at At = 100 ms.
Normalization is done by subtracting the mean baseline value of the last 5 seconds before
stimulus onset, to get the ARBC velocity timeseries in mm.s-1. Fig 5 shows ARBC velocity
timeseries in % of changes, where the previous timeseries is divided by the same baseline value.

Traces were then averaged per stimulus condition and mouse.

Baseline values shown in Fig 3 are computed as the average value before the stimulus onset of

the average non-normalized timeseries per stimulus condition and mouse.

Pointscan data analysis
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Timeseries from the pointscan is aligned on the Calcium onset, simultaneously acquired, as
described in Figure 1 and the next section. Each trace is aligned so that the neuronal response

starts at 10 s.

Raw RBC flow, Po,, Mean, RBC or Inter, is first aligned and then upsampled to At = 100 ms.
Average baseline value of the last 5 seconds before the stimulus onset is subtracted to
normalize the timeseries, before averaging per stimulus condition and mouse. Z-score traces are
computed by using the normalized acquisition and dividing the trace by the average standard
deviation (std function, MATLAB 2018a) over the last 5 seconds of the baseline. Single

acquisitions are then averaged per stimulus condition and mouse.

Baseline values shown in Figure 3 are computed as the average value before the stimulus onset

of the average non-normalized timeseries per stimulus condition and mouse.

Alignment of Pointscan data

Linescan data are easily aligned on the calcium response onset, since the calcium is
simultaneously acquired in the parenchymal part of the linescan. To do the same with the
pointscan data, only acquiring in theory vascular activity, we took advantage of the radius of the
capillaries, which is slightly smaller than the PSF in its z axis. Thus, GCaMP6f changes in the
parenchyma can be recorded in the green channel (Fig 1C). To extract the most faithfully
possible the calcium response, we only extracted the response when RBC were passing below
the point to avoid pollution from plasmatic fluorescein. Focus on RBC was done by using the
points that are in the first 30% amplitude part of the green channel signal. Full amplitude was
computed as the difference between the minimum and the maximum signal in 30 ms windows,
to make sure that RBCs pass in this time window. Fig 1C shows that we can faithfully recover the
calcium response dynamic, and we keep a steady trace in the red channel. Time shift for the

alignment is defined for each acquisition by the experimenter, as for the linescans.

Vascular onset computation
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395  Asshown in Fig 3, vascular onsets were determined by fitting RBC velocity, RBC flow or Po,

396  Mean traces with a sigmoidal function thanks to custom-made script (MATLAB 2018a). The

397 onset was determined as the 20% amplitude mark of the sigmoidal fit. Each fit was hand-

398 checked by the experimenter to make sure that the fits were faithful. Note that this way of

399  measuring onset supposes that the increase rate of the responses are similar for the first 20% of
400 the response, otherwise the 20% mark would be biased as it would not report onset differences

401  faithfully.

402  Statistical analysis

403  Comparison between paired onset delays (Fig 3, 4) was performed with a one-sided Wilcoxon
404  test (signrank function, MATLAB 2018a), as we do not have enough data to assume the normal

405  distribution and because we had hypotheses regarding the direction of the differences.

406  To determine whether there is a dip in each mouse or in average we performed a bootstrap test
407  (Fig 2, 4, 5), adapted to consider the noise of the responses. A bootstrap distribution of the
408  average value of the baseline was determined by the following procedure: 1/ get all the single
409  acquisition for a given mouse (or the average per mouse), 2/ generate 10,000 new baseline by
410 picking up, for each timepoint of the baseline, the corresponding timepoint from a random
411  acquisition (or mouse), 3/ compute the average baseline value for each of the 10,000 new

412  baselines, 4/ generate a 95% confidence interval based on the distribution of the baseline

413  values. A significant dip is defined by the average value of the dip, computed as the mean

414  response between 10.5 and 11.5 s (see Results), being smaller than the lower threshold of the
415  confidence interval. The p-value of the test is determined as the number of baseline values
416  smaller than the average dip value, divided by 10,000. Baseline distribution is generated by
417  considering the timepoints before the stimulus onset. All traces were Z-scores.

418
419

420  Aydin A-K, Haselden WD, Houssen YG, Pouzat C, Rungta RL, Demené C, Tanter M, Drew PJ,
421 Charpak S, Boido D. 2020. Transfer functions linking neural calcium to single voxel functional
422 ultrasound signal. Nat Commun 11:2954. doi:10.1038/s41467-020-16774-9
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10.1 Summary

In this first study, we took advantage of the olfactory bulb model and its specific neuronal char-
acteristics in the glomerular layer. We focused on the most sensitive glomerulus for the odor we
use, Ethyl tiglate (ET). Thus, we could record the same functional area across mice. We measured
simultaneously the neuronal activity using GCaMP6f fluorescence in MC dendrites and vascular
activity via RBC velocity in a nearby capillary. Then, we computed a transfer function to quantify
NVC. Remarkably this TF, computed over the data of a single mouse at a given odor concentration
and duration, was able to reliably predict the vascular response shape of all the other mice at
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an identical stimulus. This shows that for a given neuronal activation, NVC dynamic is reliably
conserved across animals at a microscopic level. This TF peaks at ~ 1 s and onsets at ~ 250 ms.

By predicting the vascular responses over a wide range of durations and concentrations we
experimentally acquired, we showed that the single TF is still reliable. Notably, we wondered
whether NVC changes at very weak or very strong stimuli. We went down in duration to a single
sniff, the smallest natural stimulus, by optimizing our delivery process to match the breathing
frequency of the mouse, and we could still confirm the validity of the TF. However, at high odor
concentration, nonlinearities appear and the TF is unable to predict an additional late response that
we named “the 2" vascular component”. Thus, NVC dynamic is highly conserved across neuronal
activation characteristics, apart from very strong neuronal activations where another mechanism
emerges.

Going from microscopic to mesoscopic with fUS, we wanted to make sure that we were measuring
the fUS signal from the same location as with the microscope. We developed a 3D-printed module
physically securing the objective of the microscope to the fUS probe. We precisely evaluated the
displacement of the 3D-printed module to focus at the same place between both modalities by
means of a 50 pm glass bead. This allowed us to measure the “Point-Spread Function” of the fUS,
which were similar to a previously one (160 x 110 x210 pm). We show that the microscopic shape
of the functional hyperemia closely relates with the fUS response shape. We compared the voxel
containing the most sensitive glomerulus in the fUS slice to the 5 around it and found that their
shape was reliably similar. This is discussed below.

Despite this resemblance, we reported that the TF computed between local neuronal activation
and the co-registered fUS response is slightly different than the microscopic TF. Nonetheless, they
both peak at the same time.

Finally, we analyzed whether activation maps based on this vascular modality faithfully reported
local neuronal activation. First, thanks to the good SNR of the fUS, we considered the integral
of the fUS signal as a proxy for neuronal activation. Surprisingly, the voxel containing the most
sensitive glomerulus was not reliably the most active one. We went further by using the canonical
way to analyze BOLD-fMRI data, a General Linear Model approach, and again the single voxel
never got to be the most active one. In one mouse, the co-registered voxel, did not even pass the
threshold for significance. Both these issues are discussed below.

10.2 Discussion

I will only discuss the points that are not in the actual paper here.

10.2.1 Transfer function computation

The common way to test whether a TF based on actual data is relevant, is to do the computation
on half of the data and test it on the other half. I performed the computation of the TF on each
mouse and assessed whether a single one was relevant for the whole batch of mice, a technique
named “leave-p-out” with p = n — 1. To our surprise it did, and that is why I did not go further
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by doing it the canonical way. For the sake of the demonstration, I will present this canonical way
of computing at the thesis defense!.

During the analysis, we computed a single TF per mouse, all slightly different from one another.
One can wonder why it was not the same each time, and deduce that NVC is not as constant
as we say it is. I think these discrepancies are due to the unsteady SNR of the different mice.
Brain movement due to vessels dilating can render the acquisitions noisy, and thus alter the TF
computation. Indeed, the mouse in which we found the TF provided beautiful traces.

10.2.2 Co-registration

As I mentioned in the introduction (see section 4.3.3.4), the location of a given voxel is calculated
based on the speed of sound in water. However, the skull or the PMP window we used changes
the speed of sound. This changes the relative location of the voxels. Usually, this does not cause
any problem because every voxel of the slice is located under the same thickness of skull/PMP:
the artifact is the same everywhere and can be ignored. However, the co-registration is based on a
bead placed in a petri box without skull/PMP above it. Thus, the localization of the right voxel is
different between the calibration and the actual experiment.

Let us calculate the amount of displacement. The speed of sound in the PMP is around 1900
m.s, and it is 100 pm thick. Going back and forth through the PMP, the US wave takes around
53 ns, while it would take 67 ns in water. This 14 ns difference translates into an error of 21 pm,
which is > 5 times smaller than the actual height of a voxel. Thus, we did not compensate for this
systematic error.

10.2.3 Functional ultrasound activation maps

Our results showed that the voxel containing the most sensitive glomerulus is almost never the most
activated one in the vicinity of the co-registered voxel. It can seem like a major downside to using
vascular based imaging for inferring neuronal activation. Here I provide some hypotheses on this
uncertainty on the localization of the highest neuronal activation using blood flow based imaging.
First, due to the odor concentrations we used in order to get a good signal, there was a wide
activation of the olfactory bulb. It may be that due to adaptation of the most sensitive glomerulus,
which then was not actually the most active [Lecoq et al. 2009]. Second, the vascularization pattern
may change between voxels: if a voxel has numerous vessels parallel to the fUS probe, its signals will
be much lower than its actual blood volume. Third, we filtered the signal to get only the small axial
speeds, between 0.5 and 1.5 mm.s™', which can also alter the inference. Lastly, the backpropagation
of the signal dilates larger vessels upstream. If these vessels are close to the co-registered area, they
can make a larger signal in fUS than the co-registered voxel. Nonetheless, the largest response is
not where we expect it to be and further research is needed. I will come back to this in the next
section.

! And not here for two reasons: (i) to keep some surprises but mostly (ii) because I did not have the time yet.
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10.3 Perspectives

To precisely evaluate whether fUS is able to reveal the most activated area, the OB is the perfect
model. By going down to very low concentrations, we are able to activate a single glomerulus
[Boido et al. 2019]. Thanks to the co-registration and by averaging enough acquisition, we can
assess whether the low precision in localizing the most sensitive glomerulus with fUS is due to
our experimental design or to the backpropagation of the vascular signal. If the last is true, an
evaluation, at microscopic scale, of the vascular arbor of the brain and of the NVC dynamic would
be required to evaluate the spatial specificity of the fUS. Moreover, using various speed filtrations,
we could gather interesting information.

Another experiment would be to simultaneously record wide-field Ca?" changes, together with
IOS and fUS, via a 3D-printed holder. We would correlate neuronal activation with the fUS changes
and the oxygen consumption at a very large scale. Expression of the GCaMP would have to be
well known, as we know that postsynaptic activity is probably the best correlate of FH, rather than
somatic or axonal activation.

Vessel anisotropy evaluates vessel orientations, i.e. how much they are parallel to the transversal
plane. Recently, a study of vessel anisotropy came out down to the capillary level, together with
their diameter [Ji et al. 2021|. In resting state, these numbers and the location of vessels can help
correct the orientation-dependence of the fUS signal, by applying a factor to each voxel depending
on the diameter and anisotropy of vessels inside. However, it is a huge work that is probably
feasible in only a handful of mice. I would use it to check whether correcting for the orientation-
dependence drastically changes in resting state the fUS signal across voxels. Doing it upon neuronal
activation would be limited by the assumption that all vessels dilate identically, independently of
their direction or their location. A full characterization of the flow changes in all vessels from a
voxel is needed to interpret fUS upon stimulus.

10.3.1 Transfer function to dissect NVC

The main advantage of using a holistic approach to model NVC is that it comprises all of the
mechanisms inside. By cancelling various known pathways of NVC and computing new TFs, we
could precisely assess an eventual impairment of the NVC dynamic for a given phenotype. Note
that this would have to be done on a small timescale to avoid any adaptation of the physiological
mechanisms and be reversible to make sure that the silencing did not perturb the NVC irreversibly.

As a proof of concept, you can see that in the Figure 4 of the study in annex (see annex B) we
measured the difference in NVC dynamic between anesthetized and awake mice by means of TFs.
As expected, we show that anesthesia slows acrshortNVC and makes acrshortFH lasts longer.
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11.1 Summary

Iliski is the software I developed to perform TF computation easily and I used in the previous
project of my PhD period. To share it and make it user-friendly, I developed a graphical user
interface allowing anyone to use it with or without the necessary computational background. One
can still use it as MATLAB functions in its own scripts, as the code and every function is available
on GitHub. The current version of the user manual is in the appendices (see annex A).

The paper introducing Iliski presents all processes made available in Iliski to compute TFs, all
of which are highly adaptable by the user. Then, we make use of the Results section to present
how we computed the TFs of [Aydin et al. 2020]. Biological data have specific characteristics that
need to be taken into account to produce meaningful results, e.g. the noise of both biology and
acquisition setup or inherent restrictions deriving from the physiological processes. Thus, we present
several possible ways to compute TFs and how we chose non-deterministic algorithms with specific
boundaries: for instance, functional hyperemia cannot start either before or right at the time of
the neuronal activation. For this purpose, we set the time-shift parameter, which does not exist in
the classical HRF, to be at least 1 ms. Using non-deterministic approaches, we have to repeat the
computation process to find out a deep minimum of the cost function. We provide insights into
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how increasing the repetitions impact the final result, based on our biological data.

Finally, we provide a decision tree to help anyone who might need it to choose the best compu-
tation approach.

11.2 Discussion

With Iliski we put a step into open science (OS) and the open software world, providing the scientific
community with all we have used for the previous study. The OS framework comprises multiple do-
mains (Figure 11.1). The main ones, or the most known, are Open Access and OpenData/Software.
I will only focus on Open Data and Open Software below, as I found a lot of confusion about it in the
last years. The interested reader can find more information on Open Access in |[Fraser et al. 2020,
which presents the impact of publishing preprints, in [Eve & Gray 2020]|, a book raising concerns
about its possible consequences.

Open Science Taxonomy

& Open Access Definition
Open ALCESS 5 - o Open Acess Inftiathas o Gold Route
Opan ACCess RouTes o
Green Route

o Dpen Adcedd Ude and Beute
@ Qpen Big Data

Open Data Defnition
& Dpen Data Journals
o Dpen Dats Standands
o Spen Data Use and Rouse
& Open Gowemment Data
& Defirtion of Open Roproducible Research

Open Data -

o Irreproducibility Studies
o Dpen Lab'Notebooks
Dpen SClenos Workflows
& Open Sourcs in Opan Sciands

Oipen Sclence o Open Reproducible Research -

Dpen Science Delinition & Reproducibility Gusdelines
o Peproducibility Tedting
Open Metrics and Impact g

Open Science Evaluation g, o Semantometrics
o Open Poar Reviaw
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& Bibiometrics

o ‘Webometrics

Opan Science Guidelnaes Funders polies
Organisationsl mandates g & Governmental pelicies
Qpen SCepnce POhCies g o Estitubional policies

o Open Access policies

Opin Soience Propsits Subject policies_g D; Data FCI‘I;I:E'S
o Dpen Repositanises.
FOSTE H Qpen Scierde Tools g @ Open Serdces

Open Workflow Tools

Figure 11.1: Open Science Taxonomy. From [Pontika et al. 2015].

Recently, many peer-reviewed analyses show how much of published scientific studies are ir-
replicable, i.e. the overall finding of the study cannot be found by other laboratories, or irre-
producible, i.e. using the same data the analysis output is different [Kerr 1998, Fanelli 2010,
John et al. 2011, Munafo et al. 2017]. Of interest, researchers showed that only 11% of 53 pre-
clinical research papers on cancer were found replicable while trying to develop the corresponding
treatment |Begley & Ellis 2012|. 21 of those articles were published in journals with an impact
factor > 20, thus supposedly with higher expectations regarding their methods and results. Indeed,
the majority of researchers themselves believe that there is a reproducibility crisis in our scientific
results [Baker 2016].
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Munafo and colleagues provide in their 2017 paper many explanations as to why and when
problems can happen in the whole scientific process [Munafo et al. 2017]. Data analysis is one of
them. Indeed, a recent study showed that only 26% of the results were replicable using the same
software and the same data as the original authors, in a sample of 203 papers from Science after
they updated their policy to force scientists to share more [Stodden et al. 2018|.

Sharing our code forces us to have clean code, debugged and double checked by other
users/developers. Sharing allows others to reuse our code and gain time to produce new results,
while citing our own work. Overall, sharing is the best way to promote our own work. Recent events,
the infamous COVID-19 pandemic, showed that sharing is an inestimable tool to evaluate and accel-
erate research results and help save lives. This specific issue is discussed in [Besancon et al. 2021].

11.3 Perspectives

Upcoming work on Iliski will mainly depend on whether users from other labs need anything, sup-
posing they find it useful. On my side, I plan to develop two new features: allow for a customizable
cost function and, as I described in the discussion of the first project (see section 10.2.1), allow the
computation of TFs based on multiple traces rather than a single one.






CHAPTER 12

TO DIP OR NOT TO DIP

12.1 Summary

In this study, we wanted to gain insight into the physiological mechanisms underlying the initial dip
(ID). The ID is elusive since its first description (REF SUBSECTION), yet it may be an important
tool for the interpretation of BOLD-fMRI. We mainly focused on the most sensitive glomerulus to
Ethyl tiglate, under the assumption that it activates and consume oxygen more than others and
should thus create a bigger ID than elsewhere. We started by measuring neuronal and vascular
responses at various concentrations in the most sensitive glomerulus (MSG). As expected, MC
dendritic activation measured with GCaMP6f shows a concentration-dependent behavior, like the
RBC velocity in a nearby capillary measured simultaneously. We showed that hyperemic responses
are also concentration-dependent, as expected. Looking at the responses normalized by the baseline
and averaged, we did not report the ID in any of the concentrations.

However, by turning the traces into Z-scores we revealed the presence of an initial dip at high
concentration with an average amplitude of 0.3 SD, in 60% of the mice. Analysis of the delay
between neuronal and RBC flow onset showed that the mice with ID all have a longer delay (> 1.6
s) than the other mice (< 1.2 s).

We went further in the analysis by separating the oxygenation of either the RBC (Pos RBC) or
the plasma (Pog Inter). Doing so, we showed that while the ID is not seen in the average Z-score
of the Pos RBC, we see a decrease in the Poy Inter.

As a previous study modeled the initial dip amplitude and showed that decreasing the oxy-
genation level could enhance it [Mayhew et al. 2001|, we tested this hypothesis in our model. We
reduced the oxygen level by removing the oxygen supplementation in the anesthetized mice. Com-
paring both conditions, we reported that neuronal activation stays stable while Poy resting values
decrease, as could be expected. Both resting RBCs velocity and flow increase in response to hy-
poxia. We measured that the overall dynamic of the vascular response changes in response to
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hypoxia: RBCs velocity and flow responses get back to baseline much slower, but their onsets did
not change. Strikingly, the Pos response nearly disappears in this new condition. We reported that
this hypoxic state slightly increased the amplitude of the initial dip, from 0.33 to 0.47 SD, while
still being below noise level.

Then, we wondered what would be measured in other glomeruli. Hypothetically, the initial dip
would be smaller as neuronal activation is lower than in the MSG. Indeed, we did not report any
initial dip in the 22 glomeruli measured.

Taken together, these results undermine the usefulness of the initial dip in BOLD-fMRI inter-
pretation. The only way to detect it is by turning traces into Z-scores and, even in that case its
amplitude is ridiculously small. Given the signal-to-noise ratio of BOLD, we do not believe that it
is a suitable solution. However, these results bring insights into why it has been measured many
times in the last decades: both anesthesia and acute preparations are known to impair NVC. This
is in line with the fact that the ID is seen in mice having a longer delay for the RBC flow onset
upon neuronal activation.

12.2 Discussion

I will go over some of the points that are not discussed in the preprint. The main question, whether
the ID exists and upon which conditions, is already extensively discussed in the paper.

12.2.1 Delay between RBCs flow and hyperemic responses

In Figure 2C we show that there is a delay of around 0.7 s between the onsets of the RBCs flow
and the Pos increases. At first, I was surprised about this difference: the increase in flow is what
brings more oxygen in the capillaries and by diffusion into the tissue. However, this difference can
be due to which RBC brings more oxygen. If we imagine that the hyperoxygenated RBCs are quite
upstream of the capillary, there should be a delay between the increase in flow, which is nearly
instantaneous upon vessel dilation [Rungta et al. 2018|, and the subsequent increase in Pog which
depends on the hyperoxygenated RBCs reaching the capillary.

Nonetheless I measured a delay of around 0.7 s, and we previously measured the distance from
the arteriole, being the primary dilating compartment, to the capillary in the OB to be 700-800
pm. With a very conservative RBC velocity of 1 mm.s-1 in upstream vessels, as it is the speed
in capillaries, the hyperoxygenated RBCs should get to the capillary in 700-800 ms. Given that
the actual speed is much higher, we previously reported 5 mm.s™ in the large dilating capillaries
in resting state, this delay should be smaller. We do not know to what extent. It was part of the
initial project to determine the rate of single RBC deoxygenation along its path, but the results
regarding the dip changed these plans.



12.3. Perspectives 137

12.2.2 Changes in vessel dynamic upon hypoxia

While comparing oxygen supplemented and not supplemented responses, we saw that the response
shapes are quite different for the RBCs velocity and flow. Obviously, the output of neurovascular
coupling changes, as neuronal activation is stable while the vascular one is different. What can
explain this difference? My main hypothesis would be that vessels dilate due to the hypoxic
state, which is corroborated by the increase in resting RBCs velocity and flow, and that this
dilation changes the subsequent vascular reaction to NVC. In other words, the cellular and molecular
mechanisms of NVC makes the vessels act differently depending on their initial dilation. Another
plausible explanation would be that NVC itself changes, i.e. the cellular and molecular mechanisms
are different depending on the oxygen levels. The adaptation is quick, we waited 15 min between
removing oxygen supplementation and the first acquisitions in the hypoxic state. I doubt that
there are changes in the proteome changing NVC, but several enzymes have KDs depending on
oxygen and thus, NVC could slightly differ with Pos. This is clearly supported by the fact that
hyperemia nearly disappears in the hypoxic state. This at odd with previous papers stating that
FH is independent of oxygenation |Lindauer et al. 2009].

I intentionally left out some considerations on the experimental and analytical process, especially
regarding the difficulty to get accurate Poo RBC and Pos Inter measurements . Both related to
physiological parameters of the vasculature, notably velocity and flow, and to having animals that
keep a clean window over the weeks and the experiments, it explains why the measures of Pog RBC
and Posy Inter are scarcer than Poy Mean.

12.3 Perspectives

This work is not yet finished, some experiments are going on and the final version of the article
should have a few figures more which will be presented at the defense. Some of them are quickly
described below, among other considerations.

Three main experiments should be performed to better understand the physiological mechanisms
behind the ID. First, our experiments should be reproduced in the awake animals. With a faster
functional hyperemia, we could check the hypothesis that the ID is due to NVC impairment. Given
our current data, we would have to focus on the MSG since this is the only location where we
measure it in the anesthetized mice.

Second, as mentioned in the discussion of the paper, tissular Poo measures are important as
they are different from the capillary ones.

Last, we could co-register two-photon microscopy and BOLD-fMRI, like we did in the first
study. Given that the BOLD signal originates not only from local Pos, it would be a very elegant
way to further link microscopic and mesoscopic measures.
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Iliski: User Manual

Ali-Kemal Aydin
INSERM, CNRS, Institut de la Vision, Sorbonne Université, Paris, France

Davide Boido

NeuroSpin, Béat 145, Commissariat a ’Energie Atomique-Saclay Center, 91191,
Gif-sur-Yvette, France

Iliski is a software developed in the Charpak Team. It aims to compute Transfer
functions between any two timeseries, to represent their dynamic relationship.
Iliski is further described in the following pre-print available on BioRxiv.
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1 Overview of Iliski

Iliski ([1lifk1]) means relationship in turkish. It computes relationships between
timeseries'of any type. Figure 1 shows the software’s Graphical User Interface
(GUI). The user can also use the scripts independently of the GUL. Iliski is written

with MATLAB.
4 liski - a X
Text Files HDFS Files Load from
Help From File Browse QR HoEs
To File Browse
About
> Informations
Data & TF
From TE To
1 1 1
05 05 05
0 0 0
0 02 04 086 0sg 1 0 02 0.4 06 o8 1 0 02 0.4 06 R 1
Time (s) Time (s) Time (s)
[+] Show legend =
| Plot Qut Figures
Pre-treatment TF Computation Saving & Loading results
From - Boxcar generator From To
Use boxcar a.s From signal Median Filter (pts) | o= Median Filter (pts) ol
Baseline (s) 100 . r :
7 SGolay Filter (pts) o= SGolay Filter (pts) o=
Up (s) 52
< = Interpolation Method | spline v/ Both
Total (5) 30 %
Sampling time (ms) 1005 Range from (s) | 55 to | 27-=
Setting the parameters value to 0 cancel the filtering

Figure 1: View of Iliski right after it being launched.

1.1 Where to find Iliski?

Iliski can be downloaded on GitHub at the following link: https://github.com/
alike-aydin/Iliski. Refer to the ReadMe part of the repository for more details on
what version to download depending on your system and MATLAB installation.

!Although we state here and in Iliski that data are time-dependent, there are no such require-
ment. One can use any type of x coordinates, but will have to be careful with the options

regarding the time to keep the resulting TFs reliable.
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Some example datasets are available on Zenodo: https://doi.org/10.5281/zenodo.
3773863 and some are already in the ExampleData folder.

1.2 Overview of the workflow

Iliski gets two different signals as inputs: the 'From’ signal, herein after refered
as From, and the "To’ signal, similarly refered as To, both functions of time!. Iliski
will compute Transfer function (TF) to accurately solve (1.1). The % operator de-
notes the convolution operation.

From(t) « TE(t) = To(t) (1)

Each option of Iliski aims at modifying the way the TF will be computed,
either directly with the computation options or indirectly with the signal pre-
processing options. There are three main parts to the computation process, illus-
trated in Figure 2:

1. Data pre-treatment: From and To data are modified to allow for a better
TTF computation.

2. Transfer function computation: there are several ways to compute a TF.

3. TF evaluation: a TF computed from a parametric function optimization
algorithm never perfectly predicts the test dataset. It has to be evaluated.

Every option of each part is described in the section 3.2 (page 12).

1.3 How to use Iliski?

As written above, Iliski can be used in two different ways: through its GUI, or
by directly calling its functions in one’s own scripts. Note that everything has
been written in MATLAB 2018a (see section 6, page 20). The GUI version can be
used as a MATLAB file, thus needing an operational MATLAB installation, or as
a standalone application. Refer to the section 5 (page 20) for more details on the
various functions at the user’s disposal for using Iliski as a suite of scripts.

2 Input data

2.1 Input files

Iliski can treat various file formats as input data. The simpler one is text-based,
e.g. .txt, numerical data-file. Iliski also allows for HDF5 files but it will need
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Figure 2: Iliski’s workflow is separated in three main parts, from left
to right: pre-treatment of the input data, computation of the TF and
evaluation of the computed TF.

a more restrictive format, as described in section 2.1.2.1 (page 7). There are two
tabs, depending on the file format. The user must also specify the format corre-
spondant to the input data above the Load and Display button (see Figure 3 and
Figure 4). Note that Iliski was not coded to handle complex-valued signals.

Iliski supposes From and To data are timeseries. For this reason, we will call
’time’ the vector of x coordinates of From and To. As such, it needs to have a time
vector matching the data vector for both. Note that the sampling does not need
to be identical between both signals: Iliski provides interpolation to account for
that (for more details see section 3, page 10).

2.1.1 Text-based files

Both From and To must have their own file (see Figure 3). Data inside a text-
based file should be in a column form, separated either by tabulations or spaces.
Depending on the number of columns, Iliski will interpret the files differently:

« Two-columns file: the first column is the time vector, while the second one
is the data vector.
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+ One-column file: the only column will be used as the data vector. The
x vector will be artifically created as a vector starting from 0 up to the
number of points, with a step of 1.

Make sure that this interpretation will not create discrepancies between the
From and To signals.

+ More than two columns file: only the first two columns will be accounted
for, respectively as time and data vectors.

Text Files HDF5 Files Load from
From File | [ | Browse | CEED SLl
To File | Browse |

| Infermations |

Figure 3: Paths to the From and To text data files should be put in the
left red box. The right red box specifies what format is to be loaded.

2.1.2 HDF5 files

Iliski accesses data stored inside HDF5 file (Hierarchical Data Format)?. Paths
to the HDFS5 files containing the From and To data must be written in the boxes
circled in Figure 4. Note that if the HDF?5 file containing the From and To data are
the same, a checkbox is placed on the right to avoid typing twice the same path.
Figure 5 shows Iliski after loading data from an HDFS5 file (VT31.h5, available on

the GitLab repository).
Text Files HDF5 Files Load from
From HDF5 || 1 Browse et
To HDF5 |Same | Browse | - "':"
Path - From | | Path-To |

Figure 4: Paths to the From and To HDF5 data files should be put in the
left red box. The right red box specifies what format is to be loaded.

2.1.2.1 HDFS5 files requirements for Iliski

HDF5 files contains data organized in groups, i.e. folders and subfolders. To
access the data to compute a TF on, Iliski has two separate text boxes for the

2 HDF official website & HDF Wikipedia page
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Figure 5: From and To data are loaded from an HDF5 file.

From and To data files. Figure 6 shows where they are.

| TextFiles | HOFS Files

Load from
From HDF5 | | [ Bowe ) T
To HOF5 | | [Isame | Browse | !.O&ad
Ealn—From [ | Pan-To | ﬁ Display Data

Figure 6: Paths to the From and To data, inside the HDF5 files, should
be put in the boxes circled in red.

For Iliski to retrieve the corresponding time vector inside the HDF5 arbores-
cence, it follows two rules (see Figure 7):

+ The time vector is supposed to have the same dimensions as the data vector,
since every datapoint has its corresponding time point.
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« The time vector is placed in the same group as the data vector and is named
‘time’.

~ B/ VT31.hb
0 Aligned
) Delta
~ @ DeltaCverBSL
~ @ Ca
Sy AA BOmY_bsec
Cy ET_200mv_120msec
) ET_200mY_1sec
) ET_200mY_2sec
~ @ ET_200mY_Bsec
BT
T2
B3
i avg
) ET_7_Bsec
2 FUS
2 RBC
2 Raw

Figure 7: The x coordinates vector must be named ’time’ and be in the
same HDF5 group as the y coordinates vector, here ’avg’ for instance.
Screenshot from the HDFView software.

2.2 Use a boxcar function as From signal

We developed Iliski to study the neurovascular coupling. One main application
is a better understanding of the Blood Oxygen Dependent Level based Func-
tional Magnetic Resonance Imaging (BOLD-fMRI). Extracting activated brain ar-
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eas from BOLD-fMRI requires to somehow represent the neural activation. If no
information is available on the neuronal activity, a conservative approach con-
sists in using the temporal representation of the stimulus application with the
shape of a boxcar function (see Figure 8) going from 0 to 1 when the subject
under the BOLD-fMRI is stimulated®.

Iliski lets the user use a boxcar function as the From signal if needed. Figure 8
shows where the parameters are placed in the GUI:

« Baseline: Duration, in second, of the pre-stimulus 0 period.
« Up: Duration, in second, of the stimulus 1 period.

« Total: Duration, in second, of the total timeserie (baseline + stimulus +
post-stimulus periods).

» Sampling time: Time between points, in milliseconds.

Once the corresponding boxes are filled with the paths to the input files, a
click on Load and Display Data makes Iliskiload them. If you want to use a box-
car function, fill the To path(s) before checking the checkbox among the boxcar
parameters.

3 TF computation process

Figure 2 outlines the main parts of the computation process.

Once Iliskiloads your data, as described in section 2 (page 5), the computation
process can start. After clicking on the Compute TF button in the GUI, Iliski will
first treat your data.

3.1 Data pre-treatment

Iliski allows for cutting signals to a given time range, specified by two parame-
ters: start and end timepoints. Both of them are in the same unity as your time
vector, which is displayed as "seconds” in the GUL

Your input data, either From or To, may be noisy. To get a meaningful TF, i.e.
a meaningful relationship between your input data, removing part of the noise
can be useful while paying attention to keep as much information as necessary
in your timeseries. Iliski offers two methods you may combine:

1. Median Filter*: to remove outliers from your timeseries. The parameters

? Dear BOLD-fMRI people, apologies for the quick-and-dirty explanation.
* Moving median function movmedian MATLAB documentation

10
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Figure 8: The lower red circle outlines the parameters placement for the
boxcar function, while the upper red circle show the resulting signal.

value is the number of points to apply the median filter on. If selected, this
filter is applied first.

2. Savitzky-Golay Filter’: to smooth your timeseries while avoiding the shift
caused by a sliding average. In practice, he filter will go over each point
of the timeserie and fit a 3rd degree polynomial. The current point will
then be replaced by the time point corresponding in the fit. The parameter
corresponds to the number of points to fit, note that it has to be an odd
number so that the current point is the center of the fit.

Both these parameters are available for the From and To signals. Use 0 as
parameter to specify not to use these filters.
The last step of the data pre-treatment is the interpolation of the input data.

3 Savitzky-Golay filter function sgolayfilt MATLAB documentation

1
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Iliski has different behaviors depending on the TF computation you chose (see
section 3.2, page 12):

« Deconvolutional approaches: either through Fourier Transform or Toeplitz
Matrix. Both signals must share the same time vector, thus, both From and
To have to be interpolated to the same sampling time.

« Optimization algorithm: either with a deterministic or non-deterministic
algorithm. This TF computation process does not require the To to have
the same sampling time as From (see section 3.3, page 17).

« Using a boxcar function as From signal: interpolation is not performed to
avoid changing the shape of the boxcar function (note that in Figure 8, the
pre-treatment parameters are grayed).

There are two parameters to set for the interpolation:

« Interpolation method®: Iliski uses the interp1 MATLAB function. The drop-
down list allows you to chose the interpolation method used by the interp1
function.

 Sampling time: the new sampling time in milliseconds (namely one thou-
sandth of the unity of your time vector’). Note that if your time vector is
regularly spaced and you put the original sampling time, no interpolation
will occur. Also, note that this parameter should be equal to the sampling
time of the boxcar function if you use it as From timeserie, otherwise an
error message will pop-up.

See Figure 9 to get the parameters placement on the GUIL

3.2 Transfer Function computation

Once the input data is pre-treated, the TF can be computed. Iliski offers several
ways to do so. See the attached scientific paper for more details on the difference
between them (BioRxiv paper). The parameters for each type are described in
the subsection 3.2.3 (page, 16).

% Interpolation function interpl MATLAB documentation
7 Well, not necessarily time as already stated page 4

12



154

Appendix A. Iliski: User Manual

Iliski: User Manual

= i - o x
40
TextFiles | HDF5 Files Load from —Filtered form
Help | From ko5 [vT3ths Browse A2 OREA pr
ToHOF5 | VT31h5 I same Load
About &
Path- From | /Dela/CalET_200mV._bseclavg Path-To | IDetadverBSURBGIET 200mV_Sseciavg Display Data || 20
Data & TF
From T To 10
2
R oy
15 0
1
05 -10 '
0 10 15 20 25 30
o 5 1 15 2 25 3 0 02 04 06 08 1 0 5 1 15 20 25 30
Time (s) Time (s) Time (5) 2
S Filtered form|
o legent
Compute TF & Plot Out Figures
15
Pre-treatment | TF Computation | Saving & Loading results
1
From - Boxcar generator From T
Use boxcar as From signal = =
Median Fier (ts) o Median Fier (pts) 3= 05
Baseine(s) | 10]-%
SGolay Fiter (pts) oo = SGolay Fiter pts) o=
Up () 5
= Interpolation Method [ spine v Both 0
Total5) [ 30[%
Sampling time (ms) 1002 Renge fom(5) | 51= ] to | 27] =
-05
Setting the parameters value to 0 cancel te fitering 5 10 15 20 25 30

Figure 9: Circled in red are the parameters for the pre-tratment of the
input data. On the right are the resulting data, treated according to the
parameters on the left.

3.2.1 Deconvolutional methods

Deconvolutional methods are the canonical way to compute TFs. They avoid
making any assumptions on the shape of the relationship. However, they are
very sensitive to the noise of the signal: although there is a pre-treatment step,
it may not be enough to get a clean enough signal while keeping all the relevant
information.

Iliski proposes two deconvolutional methods:

« Fourier Transform
+ Toeplitz Matrix

Most of the time, they will both give close results.

3.2.2 Optimization algorithms

Optimization algorithms require to define a function whose parameters are to
be optimized to minimize a cost function value (see section 3.3, 17). Iliski has
pre-registered functions, useful in the neurovascular coupling field, but one can
use his own function too (see section 3.2.2.3, page 14). We propose two classes
of optimization algorithms in our software: deterministic and non-deterministic
algorithms.
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3.2.2.1 Deterministic algorithms

3 different deterministic algorithms are proposed:
« fminsearch®: unconstrainable ;
« fminunc’: unconstrainable ;
« fmincon'’: constrainable.

For fmincon and the non-deterministic algorithms, constraints can be applied
to the optimization of the parameters. The user can define upper and lower
bounds for each parameters in the GUI (see Figure 10).

3.2.2.2 Non-deterministic algorithms

Non-deterministic algorithms have a random component in their optimization
process, to be able to jump from one cost-function minimum to another. Their
purpose is to skip local minima and to reach the global minimum. In Iliski, we
propose:

1. Simulated Annealing'': constrainable ;

2. Simulated Annealing followed by fminunc: the point here is to try to get
a deeper minimum by adding a layer of determinictic optimization over
the non-deterministic one. The underlying hypothesis is that Simulated
Annealing may not get to the absolute minimum but still be inside the
well, in which case fminunc will go down to the minimum of that well.

3.2.2.3 Pre-registered and personalized functions

Iliski has two embedded functions, with ¢ being the time and p the parameters
to optimize:

« 1-Gamma Hemodynamic Response Function: with H being the Heaviside
function and Gamma the Gamma function.

(t — p3)P1*1 % pIZ’I « e—P2x(t—ps)
Gammoa(p;)

H(t — ps) X pa x( ) (1.2)

¥ fminsearch function MATLAB documentation

® fminunc function MATLAB documentation

1 finincon function MATLAB documentation

! Simulated Annealing function simulannealbnd MATLAB documentation

14
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« 2-Inverse Logit

1 1
Ps X — i ~Pe X iy (1.3)
l+e » l1+e P4

The user can optimize its own function either by typing directly in the right
box (see Figure 10, choose Personalized Function in the Function dropdown
list) or by making it a pre-registered function, as described below. Either way,
the function has to follow some ground rules to be interpreted by Iliski:

+ The function follows MATLAB writing rules and calls MATLAB functions
when needed (e.g. the exponential function exp). Note that the function
can call any function recognized by MATLAB.

« The function is written as an anonymous function, according to the pattern
below. Note that t is necessarily the = vector and the last parameter.

@(Parl, Par2, ..., t)FunctionHandle

o As t is the x vector, the function handle has to be adapted to it. It may
have to use element-wise operator like ./ instead of the classical /.

If you want to introduce your function as a pre-registered one, the following
rules also apply:

 You have to add your function to the DefaultParametricFunctions_Iliski.txt
file as a new line.
« The line is made of three parts, each seperated by the *:” symbol:
1. the function name, showed in the GUI ;
2. the anonymous function handle, as described above ;

3. the default parameters to be showed in the tab of the GUI (see Fig-
ure 10)

As an example, here are the lines for the two-pregistered functions (with #
when there is a new line for reading purposes) in DefaultParametricFunctions Iliski.txt:

1-Gamma: @(pl, p2, p3, p4, t)((t-p3)>=0).*p4.*(t-p3)."(pl-1).*(p27pl).* #
exp(-p2.*(t-p3))./(gamma(pl)):[6 1 0 1]

2-Inverse Logit: @(pl, p2, p3, p4, p5, p6, t)p5*(1./(1l+exp(-((t-pl)/p3)))) #
- p6*(1./(1l+exp(-((t-p2)/p4)))):[2 2 2 2 2 2]

15
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3.2.3 Parameters for TF computation

Parameters are outlined in Figure 10, although depending on the algorithm some
parameters are not used.

First of all, the user can choose the function to use in the corresponding drop-
down list. If the user chooses a deconvolutional approach, i.e. Fourier or Toeplitz,
all other computation parameters will turn gray as they are useless. Otherwise,
the following parameters are used:

« Duration: Duration, in seconds, of the parametric TF to optimize.
For every optimization algorithms, deterministic or or non-deterministic. The
TF dimension is user-defined, with setting of the TF duration and ‘Sam-
pling Time’ parameters that match the original data or can be augmented
by non-linear interpolation.

« Number of runs: Number of subsequent runs of the non-deterministic algo-
rithm with the same starting parameters. Note that a counter is available
below the TF plot to go over all the optimized TFs, as many as the number
of runs.

Only for non-deterministic algorithms.

« Algorithm: as described above. Check the corresponding checkbox to run
Simulated Annealing before fminunc.

+ Parameters tab: This tab contains 4 columns.
For every optimization algorithms, deterministic or or non-deterministic.

1. Parameters name, as it appears in the default functions file or in the
personalized function handle ;

2. Starting value: the optimization algorithm will set the parameters to
those values before working its way to better ones ;

3. Lower and upper bounds: if the algorithm is constrainable (fmincon,
fminsearch, simulated annealing), these values will restrain the pa-
rameters optimization. Otherwise, these parameters will do nothing.

« GONG: as the computation can take some time, checking this box will
sonorize the end of the computation process.

A click on the Compute TF button starts the computation, once all settings
are fine.

16
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Figure 10: TF computation parameters are circled in red, in the second

tab of the lower part of Iliski.

3.3 Evaluation of the TF

TFs are evaluated in two different ways, both of which quantify the correspon-
dence between the actual To signal and the prediction made by the TF, i.e. the
result of the convolution between From and the TF.

 Residual sum of squares: this is the absolute difference between the two
timeseries. This metric is used as the cost function for the optimization
algorithm. It varies from 0 to +00, 0 being a perfect overlap of the curves'?.

« Pearson coeflicient: this metric measures how well two timeseries follow
each other in their dynamics. It does not take into account the amplitude

2 Note that this metric only makes sense for a given couple of From & To signals and their
pre-processing parameters, since it has no normalization process.
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but only the increases and drecreases of the curves. It varies from 0 to 1, 1
being perfect correspondence.

When the user computes multiple runs with a non-deterministic optimization,

the runs are ordered by residual sum of squares in the increasing order.

3.4 Available options

The table below lists and serves as a memorandum for all the parameters Iliski
offers. They are divided according to their purposes.

Input data pre-treatment

Median filter (number of points)
From Savitzky-Golay filter (number of points)
Sampling time (ms)

Median filter (number of points)
Savitzky-Golay filter (number of points)
Baseline duration (s)

Step duration (s)

Total duration (s)

Sampling time (s)

To

Boxcar function generator

TF computation

Fourier deconvolution
Toeplitz deconvolution
Function 1-Gamma

2-Inverse Logit
Personalized function

Non-deconvolutional approaches

fminunc (D & U)

fmincon (D & C)

fminsearch (D & C)

Simulated Annealing (ND & C)

Simulated Annealing and fminunc (ND & U)
TF duration (s, ND & D)

Number of runs (#, ND)

Starting parameters (a.u., ND & D)

Lower and upper bounds (a.u., C)

Algorithm"

Optimization algorithm

3D : Deterministic, ND : Non-Deterministic, U : Unconstrainable, C : Constrainable.
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4 Saving a computation and accessing a previous one

Iliski’s results can be saved in an Excel file or in MATLAB binary format: MAT-
File. Once a computation is done, go to the corresponding tab to save it (see
Figure 11). Note that you can only load back results into Iliski if they have been

saved as MAT-File.
4] lliski — O x
Text Files HDF5 Files Load from
Help | FromHDFs [vT31hs Browse U QN
;  ToHDFs |vT31hs | Isame | Browse Load
About 3 | -
: Path - From | /Delta/Ca/ET_200mV_5sec/avg Path-To |/DeltaOverBSL/REC/ET_200mV_5seciavg Disp|ay Data
Data & TF
From x10% TF To
40 2 2
30 15 15 = TF Prediction
20 1
1
10 e
0 W 0
-10 0 05
5 10 15 20 25 3 0 5 10 15 & 10 15 20 25 30
Time (s) Time (s) Time (s)
7] Show legend PlotRun | 3= Residual valus 3.06377
Compute TF E | Plot Out Figures |
5 ) [+] Show treated data [ | spow initial TF - Pearson value 0.97341
Pre-treatment TF Computation Saving & Loading results
MAT file XLS file
File | resuits.mat | | Browse
If the file already exists, the current computation
output will be added to the file as a structure named
liskiQutput YYYYMMDD_HHMMSS (although
your system may warn you it will delete the file)
Otherwise. the siructure will be saved in a new file

Figure 11: The user can save and load back his results in the third tab of
the lower part of Iliski, either as a MAT-file or as an Excel Spreadsheet.
Here, the displayed tab is for saving as a MAT-file.

4.1 Saving as a MAT-File

If the saving file already exists, it will add the current results to the one already

registered inside. Else, it will create the file.

You can load an old result file by clicking on the appropriate button, and go
through the results as if they were just computed. If multiple computations were
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saved to the same MAT-file, the Results to load dropbox will let you choose the
one to load.

4.2 Saving as Excel file

Likewise, you can save the results in an Excel file. The tabs in the resulting
spreadsheet are quite self-explanatory. Note that if you used a non-deterministic
algorithm and multiple runs, although every set of computed parameters will be
saved, only the first TF and Prediction timeseries will be written in the corre-
sponding tab (i.e. the one with the smaller residual sum of squares).

5 Iliski as a suite of scripts

As described in section 1.3 (page 5), Iliski can also be used as scripts. The main
function to call is Iliski TF.m, in the Functions folder. An example is available
in the test Ilsiki.m file, to explain how to use it.

6 Specifications

Iliski has been written with MATLAB 2018a, while the GUI was made with Ap-
pDesigner from the same MATLAB version. It has been tested on both Windows
10 and Mac OSX 10.14.3 (Mojave), and it should run on any computer running
MATLAB 2018a and the following depencies: Global Optimization Toolbox, Op-
timization Toolbox and Signal Processing Toolbox. Its standalone version does
not need MATLAB to be installed.

7 Contact

In case of questions or bugs, do not hesitate to contact us at ali-kemal.aydin@inserm.fr

and davide.boido@cea.fr. An Errors.log file inside the software folder is up-
dated with every error Iliski encounters, please send the file alongisde your bug
description so that we can help you in the best way.

You can also open an issue directly on the GitLab repository, do not hesitate
to do so and to thoroughly describe the problem you encounter: https://github.
com/alike-aydin/Iliski/issues.

20



162 Appendix A. Iliski: User Manual

1liski: User Manual

Glossary

from From is the input signal, to be convolved with the Transfer function to get
To. 3, 5-12, 17,18, 21

to To is the output signal, corresponding to the convolution of From and Transfer
function. 5-8, 10-12, 17, 18, 21

transfer function Mathematical object representing the relationship between two
signals. Hereafter, it is the function linking the input signal From and the
output signal To. 1, 5, 21

Acronyms

BOLD-fMRI Blood Oxygen Dependent Level based Functional Magnetic Resonance
Imaging. 9, 10

GUI Graphical User Interface. 4, 5, 10, 12, 15

TF Transfer function. 5-7, 10, 12, 16—18, 20, 21

TFs Transfer functions. 4, 13, 16, 17
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The spatial-temporal sequence of cerebral blood flow (CBF), cerebral blood volume (CBV)
and blood velocity changes triggered by neuronal activation is critical for understanding
functional brain imaging. This sequence follows a stereotypic pattern of changes across
different zones of the vasculature in the olfactory bulb, the first relay of olfaction. However, in
the cerebral cortex, where most human brain mapping studies are performed, the timing of
activity evoked vascular events remains controversial. Here we utilized a single whisker
stimulation model to map out functional hyperemia along vascular arbours from layer 1I/1ll to
the surface of primary somatosensory cortex, in anesthetized and awake Thyl-GCaMPé6
mice. We demonstrate that sensory stimulation triggers an increase in blood velocity within
the mid-capillary bed and a dilation of upstream large capillaries, and the penetrating and pial
arterioles. We report that under physiological stimulation, response onset times are highly
variable across compartments of different vascular arbours. Furthermore, generating transfer
functions (TFs) between neuronal Ca2* and vascular dynamics across different brain states
demonstrates that anesthesia decelerates neurovascular coupling (NVC). This spatial-
temporal pattern of vascular events demonstrates functional diversity not only between
different brain regions but also at the level of different vascular arbours within supragranular
layers of the cerebral cortex.
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and CBV fMRI are commonly used to infer neuronal

activation patterns in humans and in animal models.
They report dynamic parameters of functional hyperemia, i.e.,
changes of CBV, CBF, or their consequences on brain oxygena-
tion. However, despite their importance for the interpretation of
various functional imaging techniques, the spatial-temporal
sequence of these vascular events remains unclear.

Across different brain regions, it has become common practice
to name different vessel segments based on their branching order
with respect to the upstream arteriole. In the specialized olfactory
bulb (OB) glomerular model, synaptic activation is concentrated
around the mid-capillary bed, constituted by an extremely dense
network of capillaries outlined by long thin-strand pericytes.
Upon activation, a vascular signal back propagates rapidly along
the vasculature to activate sub-types of mural cells (ensheathing
pericytes and smooth muscle cells) on dilating capillaries and
arterioles, thereby increasing blood flow in a capillary bed
volume larger than that of activated neurons!. Importantly, the
temporal pattern of diameter changes in OB is stereotypic; the
onset of dilation occurs in the parenchymal arteriole and the
proximal part of the 1st order emerging branch, and delayed
dilation occurring in downstream 2nd to ~4th order capillary
branches and upstream pial arteriole. In the rapidly dilating
compartment, red blood cell (RBC) velocity can decrease, remain
stable, or increase with a delay, and is a poor correlate of blood
flow due to a local increase in blood volume!. The retina is
another region where the spatial-temporal sequence of vascular
events has been quantitatively investigated. There, a global light
flickering stimulus regulates the amplitude of vessel dilation
differently in the superficial, intermediate and deep vascular
layers, although, with no statistical difference in onset times
between different vascular branch orders®. However, whether
such stereotyped patterns of activation across specific segments
of the vascular arbor extend to higher-order cortical regions
remains unclear.

In the cortex, past studies on the dynamics of diameter changes
across different types of vessels have yielded inconsistent
results>~7, some reporting that vasodilation occurs earlier in
penetrating arterioles and others in the proximal capillary bran-
ches (1st-4th order). One possible explanation underlying these
differences is methodological differences between studies; (1) the
location of neuronal activation was not systematically mapped
out in relation to the vasculature, (2) electrical stimulations were
used, (3) the use of acute surgical preparations or anesthetics, (4)
the methods used to define the latency of dilation, of importance
as baseline vasomotion may vary with the vessel type. In addition
to methodological differences, it is important to note that the
anatomical and functional properties of vascular compartments
could vary beyond the simple distinction based on their vascular
branch order. For example, increasing evidence suggests that the
“transitional segment”, “pre-capillary arteriole” or “secondary
functional unit” (as we named in the OB) must be considered a
specific functional compartment, distinct from both the down-
stream capillary bed and the upstream arteriole. This compart-
mentalized distinction is highlighted by recent anatomical studies
characterizing the presence and variability in the morphology of
smooth-muscle cell and pericyte sub-types and their expression of
the contractile protein a-SMA, exhibiting variable length and
branch order coverage after the penetrating arteriole between
different vascular arbors®-10, thereby raising the question of
whether similar branch order variability could exist in the onset
timings of compartment specific vasodilation. Here, we utilized a
single whisker deflection paradigm and neuronal Ca?™ signals in
Thyl-GCaMP6 mice to reinvestigate the degree of stereotypy or
diversity of the sequence of diameter and velocity dynamics along

I Iemodynamic-based imaging techniques such as BOLD

layer 2/3 (L2/3) vascular arbors in relation to sensory-evoked
neuronal activity.

Results

We first set out to examine the dynamics of functional hyperemia
across the vascular arbor of ketamine-medetomidine anesthetized
mice. Chronic glass windows were implanted over vibrissae
somatosensory cortex (vS1) of mice expressing GCaMP6s under
the Thyl promoter!!. All but 1 whisker were trimmed (~0.5 cm)
to ensure activation of a single “spared” whisker which was
deflected at a rate of 5Hz (Fig. la). In a first step, we used a
stereoscope and widefield Ca?t imaging to identify the area of
neuronal activation evoked by deflecting the whisker. Consistent
with previous studies using voltage indicators!2, we observed that
although only a single whisker was stimulated, the neuronal Ca?*
signal spread over an area larger than the barrel column itself
(Fig. 1b). Thresholding the signal (see methods) allowed sorting
out the area with the largest increase in fluorescence (Fig. 1b) for
subsequent 2-photon imaging sessions. Similar to our previous
study in OB, we measured functional responses first in capillaries
of the mid-capillary bed in relation to local neuronal activity, and
then retrogradely traced the direction of blood flow to locate the
upstream feeding vessels, i.e., “transitional dilating capillaries”,
the 15 order branch, the penetrating arteriole, and the pial
arteriole (Fig. 1c), then sequentially measuring the diameter and
velocity changes in each compartment. In contrast to the OB, the
single whisker stimulation systematically evoked widespread
calcium signals in pyramidal cell somata and/or the neuropil,
surrounding all types of vascular compartments (Fig. 1d, e), from
the mid-capillary bed to the upstream penetrating arteriole. As
expected, these calcium responses were followed by increases in
red blood cell (RBC) velocity in capillaries and dilations of the
upstream arteriole (Fig. 1f). However, in many experiments, the
magnitude of the velocity or diameter changes were small com-
pared to the “~0.1 Hz” baseline fluctuations!®14. Therefore, to
precisely determine and compare the onset time of vessel
responses, we computed the z-score for each trial with a 9.5 s long
baseline (see methods), prior to averaging the trials (Fig. 1g). The
data was then fit with a sigmoid function. The time to 25% of the
peak of the fit was used to calculate the onset of the diameter
change or the RBC velocity change. This systematic approach
minimized the contribution of the trials with the largest baseline
fluctuations (see a case with particularly large fluctuations in
Fig. 1g). Of note, trial-to-trial variability in the magnitude of
evoked diameter increases was similar across different compart-
ments with no pattern of adaptation across consecutive trials
(Supplementary Fig. 1).

Averaged diameter increases across different compartments of
10 vascular networks from 6 mice show that all upstream
compartments, from the transitional segment (3rd, 2nd order
branches), to the pial arteriole, increase their diameter in response
to sensory stimulation (Fig. 2a). However, across the analyzed
compartments these dilations were much smaller in percentage
change than those previously observed in the OBl (eg.,
for penetrating arterioles 8% vs. 29%, for the transitional segment
6% vs. 13%, pial arteriole 6% vs. 27%), and the onset of
the diameter increases overlapped from one compartment to
another. Note that for higher-order capillaries (24th order),
diameter changes were minute, as was the case in the OB! and
we did not further quantify their onset, although it appeared
delayed compared to the local velocity increase in the average
across mice. Using the z-score approach improved the analysis for
individual vessels (Fig. 2b), however, it did not further reveal any
statistical differences in timing onsets (Supplementary Data 16,
time to 10, 25 and 50% of the peak). Figure 2c, displays the onset
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times of each compartment across all the vascular networks
imaged. Similarly, RBC velocity changes in vS1 were much
smaller than those in the OB (Fig. 2a), measured in classical
capillaries (24th order, lumen diameter of ~2-4pm) and
upstream vessels (vertical penetrating arterioles could not be
correctly measured with line scans). This indistinguishable
sequence of events in the cortex, contrasts to what was observed
in the OB! and resulted from the fact that averaged responses
masked a diversity of response onsets along the vascular arbors in

the cortex (Fig. 2c) and not in the OB (Fig. 2d). In the OB, the
parenchymal arteriole and proximal portion of the Ist order
branch dilated faster than downstream 2nd-3rd order vessels and
upstream pial arteriole (Fig. 2d, Supplementary Data 16, z-score
analysis of a data set that is primarily composed of experiments
from Rungta et al.!). Figure 2e shows examples of timing dif-
ferences in individual vascular networks in the cortex. In
some, the 2nd order vessel dilated fast, whereas in others it
dilated with a delay. In others, the pial vessel dilated as fast as
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the penetrating arteriole, whereas in the OB it was routinely
delayed. Finally, velocity responses were also not consistent across
cortical vascular arbors and did not always increase in the dilating
transitional segment and pial arteriole. Note that the z-score
responses of velocity were small (Fig. 2b, e), as single-trial
responses were not much larger than the resting fluctuations.
Overall, the dynamics of functional hyperemia in layer II/III
reveal a diversity across vascular networks that contrasts to the
OB stereotypy.

We further examined these responses to investigate potential
sources of variability. In mouse vS1 the diameter of the first order
offshoot from the penetrating arteriole is correlated with a-SMA
expression further downstream?, raising the question of whether
1st order branch variability could account for some of the
variability in onset timing. Consistent with this previously
described anatomical correlation, we observed a trend towards
faster onset times in second-order vessels originating from large
first-order offshoots (>8 pm), compared to those from smaller
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first-order offshoots (<6 um) (Supplementary Fig. 2a). We also
assessed if baseline vasomotion affected the responses, vasomo-
tion being an indicator of vessel contractility but also sponta-
neous neuronal oscillations'>!4. We analyzed the baseline
vasomotion by calculating the power density of the low frequency
band centered around 0.1 Hz (0.02-1 Hz) for single-trial diameter
baselines, and did not detect any correlation between the power
density of vasomotion and onset times in any compartments
(Supplementary Fig. 2b). However, there was a positive correla-
tion between baseline vasomotion and the amplitude of the dia-
meter increases, which was removed or became slightly negative
when plotted against the z-score amplitude, reinforcing the use of
this approach to normalize responses across trials (Supplemen-
tary Fig. 2). Finally, we assessed if the phase of the low frequency
vasomotion (~0.1 Hz) across single trials had an effect on the
responses as it may be expected that those in a certain phase (i.e.,
increasing at stim onset), would show stronger responses. No
effect of the vasomotion phase on response amplitude was
observed across all compartments from the Pia to 2nd order
vessels when the responses were normalized to the entire baseline
period. However, if alternatively, an offset was applied to co-align
the baselines of different phases at stimulation onset, the phase
did appear to have an impact on the response as in this case the
change from baseline incorporated additive effects of vasomotion
and the stimulation evoked response (Supplementary Fig. 3).

Next, we aimed to compare these dynamics to the awake
mouse (n=26 vascular networks, 4 mice). We used a single
whisker stimulation protocol developed for minimizing move-
ments of the mouse during stimulation and which does not evoke
increased arousal!®. The mice were trained to lick a water reward
at the end of each trial for >3 weeks prior to recordings, resulting
in them staying still during imaging trials. First, we tested whe-
ther the single whisker stimulation (90Hz, 3s, Fig. 3a), was
capable of evoking functional hyperemia in awake mice. Indeed,
increases in mid-capillary bed velocity changes were often
observed adjacent to neuronal Ca2" increases (Fig. 3b, c), how-
ever, both the evoked neuronal and vascular responses under
these conditions were variable from one trial to the other, and
blood velocity changes were small in amplitude (mean + SEM,
16.1+ 1.6 % for >4th order capillaries in vS1 cortex, compared to
86.7 +5.8% increase in the OB!). As in anesthetized mice, the
upstream transitional segment, penetrating arteriole, and pial
arteriole increased their diameter, however, with variability in
diameter and velocity changes across different vascular networks
(Fig. 3d, e). Small >4th order capillaries remained the compart-
ment of largest RBC velocity increases in percentage, as was
observed during anesthesia. In 4 out of 6 vascular networks, we
were able to find and image a segment of the penetrating arteriole,
which was parallel to the imaging plane for a very brief length,
and found that, as expected, RBC velocity did not increase
(Fig. 3d), and even appeared to decrease in some cases (Fig. 3e,
bottom left), similar to in the OB!. Pial arteriole velocity changes
also rarely increased under these conditions in awake mice
(Fig. 3d, e), suggesting that the increase in flow in arterioles is
primarily mediated by a change in blood volume.

Finally, we examined the impact of anesthesia on neurovas-
cular coupling (NVC) dynamics. We used transfer functions
(TFs) to serve as a proxy for NVC!6, TFs allowing us to directly
compare the relationship between calcium and vascular dynam-
ics, even though the stimulation paradigm differed during brain
states (5s for anesthesia, 3s for awake). We first computed
transfer functions (see ref. 1) using the response means across
anesthetized mice between neuronal Ca?*t and either capillary
RBC velocity (Ca?*-RBC) or penetrating arteriole dilation (Ca*-
dilation) (Fig. 4a-d). Both the Ca?*-RBC and the Ca?*-dilation
TFs predicted their respective signals when tested on

experimental data from individual vascular networks of anes-
thetized mice (Fig. 4e, Pearson coefficient mean + SD, Ca2*-
dilation: 0.93 +0.04, Ca2t-RBC: 0.83+0.11, 10 vascular net-
works, 6 mice). However, when the same anesthetized TFs
(TFan) were used to predict awake responses, they were much
less accurate (Fig. 4g, h), with predictions evidently delayed
compared to the data. Therefore, we generated new awake TFs
(TFaow) for both Ca?*-dilation and Ca?t-RBC, using mean
responses of the awake data set (Fig. 4f). Indeed, the TF 5y was
faster and significantly better than the TF,y at predicting awake
data across all networks for both Ca2*-dilation and Ca?*-RBC
(Fig. 4g-i and Supplementary Data 16). These results demon-
strate that NVC is faster in awake animals.

Discussion
Here we address the sequence of compartmentalized vascular
changes that occur across vascular networks in 12/3 of primary
whisker somatosensory cortex in response to physiological sti-
mulation. Our work extends on previous studies which have
examined the dynamics of diameter changes in different com-
partments in several ways: (1) we trace out and map the vascular
network in relation to neuronal activity in transgenic mice, (2) we
use a single whisker stimulation to better spatially control the
stimulation, (3) our experiments are performed in chronic rather
than acute preparations, and were extended to the awake state, (4)
we record both diameter and velocity changes across several
compartments of the same vascular network from the mid-
capillary bed to the upstream pial arteriole, and (5) we investigate
the impact of vasomotion on the stimulation driven vasodilation
across compartments. Under these conditions, our results reveal
that among dilating compartments, the location of onset varies
across different vascular arbors. Averaging all responses per
compartment masked this diversity and resulted in the inability to
identify the fastest dilating compartment. This contrasts with our
previous work in the OB, where we observed a more stereotyped
pattern of activation. In OB, although intracellular Ca?* dropped
synchronously in pericytes of the transitional segment and the
upstream arteriole, diameter changes occurred fastest in the
parenchymal arteriole and proximal 1st branching vessell.
Although the functional diversity across compartments seems
surprising, put in the context of the literature, it is similar to the
anatomical diversity which has been described by other groups, in
which branch order transition points in the expression of proteins
such as smooth-muscle actin can vary across different vascular
arbors®%17:18, Here the purpose of our work was to examine the
degree of stereotypy and/or diversity in the timing of compart-
mentalized functional responses across the vascular arbor, and
not add to the controversy over whether capillaries actively dilate
which is in part an issue of semantics. It is now evident that
different microvascular zones exist!?, defined by the molecular
expression patterns of endothelial and mural cells as well as their
morphology®?. Importantly, there exists a transitional segment
between the arteriole and mid-capillary bed, in which the mural
cells exhibit pericyte-like ovoid cell bodies, and express the con-
tractile protein a-SMA. This transitional segment is analogous to
what we called the secondary functional unit in the OB, which
actively dilated with a delay. In barrel cortex, the expression of a-
SMA is more likely to extend to 2nd and 3rd order branches
when the 1st order offshoot of the arbor has a large diameter®.
Consistent with this anatomical correlation, we observed a trend
towards faster dilations of 2nd order vessels arising from larger
diameter 1st order offshoots, suggesting that some of the observed
functional diversity may be due to branch order variability in a-
SMA expression levels. This adds to the emerging picture from
several labs showing the importance of the transitional segment
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Fig. 3 Single y in awake mice. a Schematic of experimental setup, single whisker threaded into a capillary tube and
deflected at 90 Hz. Modified from ref. 1. b Example images showing increase in neuronal Ca2+ following stimulation adjacent to a capillary labeled with
intravenous Texas Red-dextran. ¢ Single trials (black) and mean (red) response of neuronal Ca2+ (top), and capillary RBC velocity (bottom) to single
whisker stim. Data were acquired by scanning along the line path shown in b (dotted line) and the portion outside the vessel used to record the Ca2+
signal. d Average z-score changes in diameter (top), RBC velocity (middle) and average % changes in RBC velocity (bottom) across different
compartments. Dotted lines represent SEM. Data from 6 whisker/vascular arbor pairs in 4 mice (not all compartments recorded in each network). Inset
shows a histogram of onset times (25% of fit peak) across different compartments. e Examples of timing of diameter and velocity increases (z-score), from

3 different vascular networks.

A further complication in determining onset times arises from
the spontaneous vasomotion of individual compartments. We
found that vasomotion power was significantly correlated with
the magnitude of the stimulation evoked diameter changes.
Furthermore, at a single trial level, the phase of the low-frequency
vasomotion ~0.1 Hz had an impact on the dynamics of the dia-
meter change, indicating that the time-locked response represents
a mixture of the stimulation evoked response superimposed upon
the vasomotion. To minimize the effect of vasomotion on the
onset time calculations we normalized each trial to the standard
deviation of the baseline (z-score), and then averaged z-score
trials obtained from each compartment of each arbor. This
approach minimized the contribution of those trials with the
largest vasomotor fluctuations. We implemented a sigmoid fitting
approach and calculated onsets on % peak values of the fit. This
removes variability caused by different “signal to noise” levels
between different compartments of different arbors, which are
subjective to error when using threshold values on the traces
themselves (e.g., time to 2 standard deviations). Although we
were not able to statistically separate onset times across com-
partments due to them being masked by variability in the
sequence across different arbors, this does not exclude the pos-
sibility that differences in mean onset times would become
apparent with much larger sample sizes.

The neural circuitry in L2/3 vS1 differs from that of the OB. In
the OB, odors selectively activate few glomeruli at low
concentration?#?>. In the mouse, these glomeruli represent
individual functional units of ~50-100 um diameter where an
estimated 75,000-150,000 olfactory sensory neuron terminals
converge?®27 and surround the mid-capillary bed contacted by
thin-strand pericytes!. In L2/3 of vS1, touch evoked spiking
patterns are sparsely distributed?8-31. As a result, synaptic activity
is less spatially concentrated than in OB and occurs more spread
out across different compartments of the vascular arbor in vS1.
This may contribute to the smaller magnitude vascular responses
in vS1 compared to OB and potentially to the greater compart-
ment specific heterogeneity we observed in vS1. vS1 has become
the most utilized brain region for the study of neurovascular
coupling due to its well-defined circuitry®?> and vascular
anatomy>3. Here we chose to study the dynamics in superficial
L2/3 due to ease of optical access with 2P microscopy and for
better comparison with previous studies. In vS1 first order tha-
lamocortical input from VPM arrives predominantly in L4 (and
L5b) whereas L2/3 receives second-order projections within a few
ms (much faster than the hemodynamic responses that are
evoked). To ensure stimulation of a single whisker we trimmed all
but one whisker to ~0.5 cm in length, a commonly used protocol
which is known to induce circuit remodeling, but importantly in
this model, excitatory population responses retain the highest
levels of activity within the whisker specific column (L2/3 neu-
rons ~twice as likely to respond to touch as those in neighboring
columns?Y). Tt is important to note that dilation onset times and
fMRI responses have been reported to occur faster in deeper
layers”-34, which may add a further level of complexity to the

diversity we report within L2/3. Furthermore, as pial vessel
dilation is mediated by the integration of retrograde signals from
several penetrating arterioles®>3¢, a possible source of onset
variability in the pial arterioles could therefore arise from dif-
ferences in the arteriole networks they perfuse.

One limitation of this study is that we limit our recordings of
neuronal activity to Thyl expressing excitatory pyramidal neu-
rons. The purpose of recording neuronal activity in this study was
to examine the location and timing of the neuronal response, and
not intended to shed light on the specific cell types involved.
Given the contribution of interneurons and astrocytes to neuro-
vascular coupling®’, it would indeed be possible for mismatches
between the level of local excitatory neuron activity and vascular
dilation to occur. Optogenetic stimulation has become a popular
tool for dissecting the contribution of specific cell types to
increases in blood flow, however, this triggers robust and syn-
chronous activation of populations of cells, which does not
replicate their sequence of activation during natural stimulations.
As we aim to understand the microvascular changes that con-
tribute to hemodynamic based functional imaging signals, we
believe it is important to understand the spatial-temporal pattern
of vascular changes to natural stimulations.

It is widely acknowledged that anesthetics affect neurovascular
coupling®®-40. In the OB glomerulus, these effects are likely less
dramatic as it is a first synaptic relay and therefore, information is
less susceptible to thalamic modulation by anesthesia, in contrast
to the neocortex. Using simultaneous measurements of neuronal
and vascular responses, we find that in L2/3 the temporal
dynamics of functional hyperemia differed according to the brain
state. As the onsets and overall dynamics of the neuronal calcium
responses in anesthetized and awake animals overlapped, whereas
the slope and peak of vascular responses (arteriole dilation and
RBC velocity responses) were flatter and delayed during anes-
thesia, we demonstrate that NVC is faster in awake animals. By
computing TFs between calcium and both types of vascular
responses, we ensured that this difference was not due to a dif-
ference in stimulation duration. These differences in awake vs.
anesthetized TFs have important implications for brain mapping
studies (e.g., fMRI), which routinely employ hemodynamic
response functions to map activity patterns. As the transfer
function between neuronal activity and vasodilation is brain state-
dependent, modifying the hemodynamic response function to
account for differences in brain region and the state of the animal
would be important for improving the accuracy of fMRI mapping
and interpretation.

In summary, we report functional diversity of neurovascular
coupling dynamics between different brain regions (OB vs. vS1
cortex) and between microvascular zones of different vascular
arbors within L2/3. These results outline how these different
microvascular zones cooperate to increase cerebral blood flow
during functional hyperemia in response to a well-defined and
physiological sensory stimulation. They also outline the spatial-
temporal sequence of blood volume and velocity changes that
underlie human brain mapping techniques.
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Fig. 4 Analysis of differential NVC dynamics in awake vs. anesthetized mice using TFs. a Overlaid dynamics of Neuronal Ca2+ (GCaMP6 signal), RBC
velocity (>4th order capillaries), and penetrating arteriole diameter from all anesthetized experiments (10 vascular networks, 6 mice). b Mean traces of
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experiments (TFayn), top and bottom are paired experiments. f TFs optimized to predict arteriole dilation (blue) or RBC velocity (green) dynamics
computed with the mean awake data (TFaw). & Comparison of (TFaw) and (TFan) prediction for arteriole diameter (top) and RBC velocity (bottom) from
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Methods

Animals and chronic window implantation. All animal care and experimentation
was performed in accordance with the INSERM Animal Care and Use Committee
guidelines. Adult mice (2-6 months old, 20-35 g, both males and female, housed in
12-h light-dark cycle) were used in this study. Thyl-GCaMP6s (GP4.3) mice were
purchased from Jackson laboratory. All mice were bred on a C57BL/6 background.
Chronic craniotomies were performed as previously described*!. In brief, mice
were initially anesthetized with an intraperitoneal (IP) bolus of
ketamine-medetomidine (100 and 0.4 mgkg~! body mass, respectively). Further
10-20% of the same mixture was injected IP as necessary to maintain surgical plane
anesthesia. During surgery, the mice breathed a mixture of air and supplementary
oxygen and the body temperature was monitored with a rectal probe and main-
tained at ~36.5 °C by a feedback-controlled heating pad. A craniotomy (3.5 mm
lateral and 1 mm posterior to bregma) was performed with a dental drill, care was
taken not to apply pressure to the bone and the area was regularly flushed with cool
aqueous buffer solution to avoid damage or heating of the underlying tissue. A
cover glass (100 um thick) was used for the window and sealed in place with
photopolymerizable dental cement, which was also used to form a head-cap in
which a head-bar was embedded. Mice were permitted to recover for at least

3 weeks before the imaging sessions began. For anesthetized experiments, mice
were anesthetized with ketamine-medetomidine (100 and 0.4 mgkg~! body mass,
respectively) injected IP. Experiments were routinely performed between 25 and
120 min after the first injection, and a second bolus IP was occasionally injected
during the experiment if the animal’s respiration rate started to increase. Breathing
rate (2-3 Hz, regular and rhythmic) was monitored with a pneumogram transducer
(Biopac Systems). Body temperature was maintained at ~36.5-37 °C using a
heating pad. Blood pressure and heart rate were not measured. Mice breathed a
mixture of air and supplementary oxygen (the final inhaled proportion of oxygen
was ~30%). Under these same conditions, we have characterized brain temperature
at the surface of the brain to be ~32 °C, with capillary PO2 to be similar to in awake
mice*2. No post-mortem analysis was performed to access the integrity of the
cortex.

Imaging. All but one spared whisker were trimmed down to ~0.5-1 cm to facilitate
single whisker stimulations. Mapping of epifluorescence GCaMP6 signals was
performed on a Zeiss stereomicroscope (Stereo Discovery V20, GFP band pass
filter of 525/50). ~5-15 trials were averaged and images were displayed as the
integral of the change in fluorescence during the stimulation period relative to the
baseline. This mapping procedure was done >3 days before 2-photon imaging
sessions began. Signals were thresholded to identify the region with the largest
increase in fluorescence and guide subsequent 2-photon imaging experiments. 2-
photon imaging was performed as previously described!, using a femtosecond laser
(Mai Tai eHP; SpectraPhysics) with a dispersion compensation module (Deepsee;
Spectraphysics) emitting ~70-fs pulses at 80 MHz. GCaMP6s and Texas Red were
excited at 920 nm. Emitted light was collected with either a x60/1.10NA (Olympus)
or x40/0.8NA (Leica) water immersion objective and was sent to a pair of lenses,
coupled into a 2-mm diameter core polymethyl methacrylate optical fiber. Col-
lected light was split using a dichroic mirror at 580 nm and the signals were each
detected with a dedicated GaAsP photomultiplier tube (Hamamatsu) after passing
through an appropriate emission filter (GCaMP6: 525 nm, 50 nm bp; Texas Red:
620 nm, 60 nm bp). Customized Labview software was used to control imaging
parameters. Texas Red dextran (70 kDa, Molecular Probes) was administered
intravenously by retro-orbital injection. For awake experiments, mice were briefly
(<2 min) anesthetized with isoflurane in order to inject the Texas Red dextran and
recovered for >1 h before the experimental session began. Recordings of diameter
and velocity across different segments were made sequentially across different
trials. In a subset of experiments in which two segments were visible in the same
plane, the line scan was extended to capture both of their diameter changes in the
same trial.

Stimulation setups. Awake mouse whisker stimulation was done as previously
described!®. A custom-made head-fixation box was built for chronic imaging and
stimulation as previously described in detail*>. A click noise 1 ms duration with
2-18-kHz bandwidth and delivered by stereo speakers positioned 20 cm away from
the animal’s head was sounded to indicate the end of each trial upon which the
animal could lick to receive a water reward. The drinking spout included a piezo
sensor (LDT0-028K; Measurement Specialties) and was mounted in front of the
animal. The spout was connected to a solenoid valve (Type 0330; Burkert) that
controlled water delivery upon spout deflection. To stimulate a single whisker, it
was threaded into a glass capillary affixed to a piezo element (T223-H4CL-303X;
Piezo Systems) vibrated at 90 Hz. A custom-made piezo movement sensor for
monitoring movement was positioned under the animal’s body. A camera with an
infrared light source was used for monitoring animals. We used the custom-written
LabVIEW program (Version 2012; National Instruments) and multifunctional data
acquisition cards to control and monitor all components of the behavioral
apparatus®3. For anesthetized mice, the whisker was stimulated with metal

rod attached to a mechanical shutter/chopper which deflected the whisker at a
rate of 5 Hz.

Training. Animals were first handled and familiarized with the experimenter,

1 week after implantation at least 2 times a day (~15-20 min) and acclimatized to
the behavioral setup. They were gradually accustomed to tolerate brief periods of
head fixation and to drink water from a pipette tip administered by the experi-
menter. Water-deprived mice (12 h before training sessions) were then accustomed
to head fixation in the experimental setup and to drink water from a spout
delivered at fixed intervals and preceded by a sound cue. Finally, mice were
habituated to the stimulation of a random whisker and water delivered at the end
of each trial. The total training procedure required a minimum of 3 weeks before
data was acquired.

Transfer function computation. TFs were computed between an input (GCaMP6,
Ca%t) and an output signal (RBC velocity or arteriolar dilation). Computation was
done with a home-made software, based on the scripts from!%4445, The following

L1 o (t=py
%) using the
simulated annealing algorithm (“simulannealbnd” function, Matlab). Initial values
for the parameters were (1.3; 0.5; 0.27; 0.19) as found previously for a TF repre-
senting the NVC!6. Two rounds of 200 optimization runs were performed, the
second run initial values being the parameters for the best TF found from the first
run. The final TF was the one showing the smallest coefficient of determination
between the output signal and the convolution of the TF and the input signal, while
being physiologically plausible (i.e., TFs =0 for time = 0 and none non-derivable
point in the TF after the onset).

function was optimized TF(t) = H(t - p3)p4(

Prediction of the TFs p ion. Predictions are the result of the convolution
between the Ca2* signal of the mouse with the corresponding TF. Amplitude was
optimized to match the experimental data when TFs were applied on datasets
different from the one on which they have been optimized. The scaling factors were
found with the “fninsearch” function of Matlab by using the sum of the square
residuals as the cost function. The final evaluation of the prediction quality, the
Pearson coefficient, is not impacted by the amplitude but only by the dynamic
which remains the same with the scale factor.

Quantification. Ca* signals were calculated as AF = (F — Fy) where F, represents
baseline fluorescence and F the fluorescence at time ¢ in arbitrary units. Vessel
diameter and velocity measurements were made as previously described!. Red
blood cells were imaged as shadows within the fluorescent plasma and their
velocity was calculated based on the distance traveled per unit of time. Lumen
diameters were measured with line scans perpendicular to and crossing the vessel
and calculated using the fluorescent boundaries of the Texas Red (70 kDa) fluor-
escence, which labels the blood plasma (excluding the glycocalyx). A 200 ms mean
filter (preceding time, t) was used, and fluorescence was interpolated between pixels
on the distance axis. A subset of the recordings was made in frame scanning mode.
z-score traces were calculated on individual trials relative to baseline and then
averaged across each vessel segment from each vascular network. These average z-
score traces were fit with a sigmoid, using the method of least squares (Matlab fit
function). Onset times were calculated as the time to reach 10, 25, and 50% of the
peak on the fit.

Statistics and reproducibility. The anesthetized data set consisted of data from 10
vascular arbors of 6 mice. The awake data set consisted of 6 vascular arbors from 4
mice. Statistical analysis was conducted using R (version 3.6.2, R Core Team, 2019).
Linear mixed-effects models*® were used to analyze the differences between onset
times of different compartments. The vascular compartment was specified as fixed
effects, and intercepts for each mouse were specified as random effects. P-values for
differences between groups were obtained post-hoc using the Tukey correction for
multiple comparisons?’. All P-values are reported in Supplementary data 16. The
data from the histograms show data per vascular network, not grouped by the
animal. Average data throughout the paper is displayed as the mean + SEM. No
randomization or blinding was used. No statistical methods were used to pre-
determine sample sizes. A subset of mice did not respond efficiently to the training
protocol and were not used to collect data.

Inter-trial variability. Inter-trial variability was measured from z-score traces by
calculating the standard deviation (STD) of the response amplitude across trials for
each vascular segment from each vascular network. Trial-to-trial adaptation of the
response was assessed by comparing the amplitude of the response between the
first three trials for each vascular segment.

Vasomotion estimation. Baseline vasomotion was estimated by performing a
power spectrum analysis in the 0.02 to 1 Hz frequency band, encompassing
vasomotion oscillations as previously described*8-50. Average bandpower in the
0.02-1 Hz frequency band was extracted from the baseline of relative diameter
change traces (% change) using the classical method (Matlab bandpower function).
To analyze the contribution of the low frequency (~0.1 Hz) vasomotion cycle phase
on measured dilations, single-trial traces were sorted based on the pattern of
vasomotion oscillation before stimulation onset. First, diameter traces relative to

COMMUNICATIONS BIOLOGY | (2021)4:855 | https://doi.org/10.1038/542003-021-02382-w | www.nature.com/commsbio 9



173

ARTICLE COMMUNICATIONS BIOLOGY | https.//doi.org/10.1038/542003-021-02382-w

the baseline period (% change) were lowpass filtered with a 0.2 Hz threshold. Then,
filtered traces were classified based on their oscillation pattern in a 2.5 s window
before stimulation onset, corresponding to a quarter of an oscillation cycle at 0.1
Hz. Traces were classified as above baseline average and ascending (phase 1), above
baseline average and descending (phase 2), below baseline average and descending
(phase 3) or below baseline average and ascending (phase 4) as illustrated in
Supplemental Fig. 3A.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
Data files associated with the manuscript are available as Supplementary Data 1-15.

Code availability
Code and software used to generate transfer functions are available online*44> https://
doi.org/10.5281/zenodo.4765555.
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Supplementary Figure 1: Individual trial variability

a) STD of z-score peak amplitude between different trials of individual vascular networks (connected lines),

sorted by compartment.
b) No pattern of trial-to-trial adaptation was observed across consecutive trials. Left, z-score peak; Right,

percent increase from baseline.
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Supplementary Figure 2: Relationship between first order offshoot size and vasomotion with stimulation
evoked diameter increases.

a) Difference in onset times between connected arteriole — 2™ order branch pairs (lag), on vascular arbours
with large vs. small 1" order branch offshoots. p = 0.01, paired t-test if different vascular networks from
same mouse considered independent, p = 0.06 when grouped by animal (see methods), n = 8 vascular
networks, 6 mice.

b) Onset time is not correlated with vasomotion power, colour coded circles represent trial averaged data
from individual vascular arbours. None of the fits significantly deviated from 0.

¢) The stimulation evoked diameter peak amplitude (% change, purple) and (z-score, green) vs.
vasomotion power. Data points are single trial data across multiple vascular arbours. Shaded area on 2™
order plot represents a re-scaling of the y-axis. All fits of data in % change relative to baseline (purple)
significantly deviated from 0 (p <0.05).
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Supplementary Figure 3: Relationship between low frequency vasomotion phase and stimulation evoked
response.

a)
b)

<)
d)
¢)

Flow chart describing single trial phase classification as “Phase 1-4”

Four trials from a pial arteriole lowpass filtered and characterized as different phases by analyzing the
polarity and direction in the yellow shaded area (2.5 seconds).

Peak amplitude of each trial grouped by their phase classification for different vascular segments.
Average traces obtained from trials grouped according to phase.

Same as in (d), except the baseline was re-aligned to the time of stimulation onset (10 seconds). Shaded
colours in (d and e) represents standard error of the mean (SEM). Grey bar indicates time of whisker
stimulation.
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