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Summary

1. Introduction

The observation at the core of this investigation is that economic performance during and after
economic shocks and recessions differs widely between regions. While some regions recover
easily and might even profit from a crisis, other regional economies experience a prolonged
downturn in their fortunes (Davies 2011; Giannakis and Bruggeman 2017a). The present
analysis follows an evolutionary perspective on spatial economics and focusses on the process
of (regional) economic resilience in explaining this divergence (Simmie 2014; Dubé and Polese
2016; Martin et al. 2016; Briguglio et al. 2009). More specifically the inquiry is focused on the
measurement of the phenomenon of regional economic resilience and the search for
explanations of regional divergent resilience performance in the face of adverse economic
circumstance. Simply put, the central question asked is: What makes some regions perform

better than others in the face of economic crisis?

To offer a sufficient base for such explorative research, the subject of the empirical
investigation is set as broad as feasible. Instead of focusing on individual countries, regions, or
individual shock events as previous studies on resilience do for the most part, the discussion
and analysis of the phenomenon of economic resilience presented here is conducted over a time
span of 30 years (1988-2018) across 15 different European countries at the smallest regional

division generally available.
2. Theoretical approach and methodology

Three overarching steps towards attempting the exploration of European regional economic
resilience are set out: First, to identify shock events of relevance at different levels of the
economy and to measure the extent of their immediate impact. Second, to create a method of
measuring the elusive phenomenon of resilience in a way which makes regional economic
resilience performance observable and, especially, comparable in an objective way unbound by
restrictions of individual crises or geographic locations. Third, to explore the reasons which
make some regions thrive, perish, or just reflect the general economic trend in the aftermath of
a crisis — i.e., the explanatory capabilities regions possess (or do not possess) to improve their

economic resilience performance.

To lay the groundwork for these steps, an in-depth discussion of current theoretical approaches

on the phenomenon of (economic) resilience is conducted (section 2 and section 3). After the
v



discussion of several interdisciplinary approaches, the theoretical framework of adaptive
resilience proposed by Ron Martin and his co-authors is deemed as most appropriate for the
regional economic context (Martin and Sunley 2020, 2015a; Simmie and Martin 2010). This
approach describes regional economic resilience as a dynamic process during which regional
economies to not only bounce-back, but potentially adapt and change in an evolutionary fashion
throughout the process. Thereby the resulting assessment of the relative quality of resilience

outcomes goes beyond simple, binary, engineering resilience (Simmie and Martin 2010).

Using this approach as a theoretical blueprint, the outline of a methodology to identify, assess,
and measure the resilience process and its outcomes is defined (section 4). The methodology,
settled upon after discussing several different approaches, is built on the work of the work of
Hill et al., who conducted a similar large N study on US metropolitan region (Hill et al. 2012).
Their fundamental work is amended substantially by the author to take account of the concept
of adaptive resilience as outlined by Martin, as well as to adapt it to the special circumstances
of the European theater. The result is a dynamic approach capable of identifying different shock
and downturn types and measure resilience performance in two continuous dimensions — i.e.,
the recovery of the development level and the growth trajectory retention — across a long time

series and a wide geographic scope.
3. Empirical analysis

This new method to measure multi-dimensional and intertemporal comparable resilience
performance is subsequently applied to the European NUTS 3 level, based on data on regional
gross value added (RGVA) as well as regional employment (section 5). The decision to use
these two measures of economic performance is based on the consideration that, for the level
of local constituents and actors, both factors matter with regards to economic wellbeing. While
testing the methodology for robustness, the results of the application offer an in depth look at
the regional resilience performance across 30 years? of (Western) European history at a level

of geographic resolution so far not achieved in the literature to the same extent.

The resulting measures of resilience performance are then analyzed in two separate steps. The
first of these mainly concerns the geographic, temporal, and typological distribution of

resilience performance among the observations (section 6). The results of this step of the

! Additionally, this approach is theoretically scalable to any level and flexible enough to be applied in different
scenarios and geographic areas if a substantial database can be provided.

2 Though the actual number of years for whom the full measure of resilience performance can be applied is lower
due to methodological restrictions.
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analysis consist of four main findings3: First, that resilience, or rather resilience performance,
is highly dependent on timing — e.g., observations falling in the phase from 2000-2003 regularly
preformed worst by comparison. Second, the nature of the shock causing a regional economic
downturn is a major determinant — e.g., national economic downturns result in better resilience
performance if measured by RGVA, while (local) industry shocks have the same effect if
measured based on employment. Third, country association and country level effects have an
outsized influence on resilience performance at a regional level. Last, the urban-rural regional
cleavage is less significant than often assumed, at least in context of regional economic

resilience®.

The second step of the analysis concerns the exploration of potential regional characteristics
enhancing regional economic resilience performance — i.e., the regional resilience capabilities.
As a guideline for this explorative analysis a literature review on the explanatory factors of
regional resilience performance is conducted, the results of which were translated into testable
hypotheses and measurable indicators (section 3 and section 7.1). These hypotheses and
indicators are then subjected to quantitative analyses across all observations collectively
(section 7.2), as well as along several categorical sub-samples (section 7.3). The main

conclusions of this analysis are the following:

1. Across all measures, high levels of microeconomic market efficiency, especially in the
form of liberal and flexible employment markets, have a major positive effect on

regional economic resilience performance.

2. A positive reaction of regional economic resilience measures to deficit spending hints
at the effectiveness of anti-cyclical spending and Keynesian politics in response to

economic shock events®.

3. Specific to RGVA-based resilience performance are the positive effects of low regional
economic concentration, a regionally large public sector, high levels of regional social
capital in the form of organizational membership, and of a large economically active

population.

3 For a more detailed summary cf. section 6.5.

4 Though there persists a slight positive bias towards rural and intermediate regions, which however is not
constant throughout the time series.

5 This is further underlined by the analysis along the different periods of the time series where, for example, the
crises of 2008-2009, with its more or less Keynesian response, performed regularly better than the measures
related to the crisis period from 2000-2003 which is often associated with neo-classic responses.

VI



4. Specific to employment-based resilience performance, are the positive effects of labor
productivity and related to this economic concentration and specialization, as well as

the very strong positive effect of a high national current account surplus.

Of these main findings only two are potentially mutually exclusive. The effect of regional
economic concentration seems to affect RGVA- and employment-based resilience in different
ways. However, as discussed in section 7.3.1 and 7.4, the extent of this effect is, in turn, affected
strongly by country association. This last observation underlines a general pattern found
throughout the analysis: The circumstances of a regional economic shock and downturn, be
they through the regional country association, the timing of the shock event, or the specific
shock type, are major decisive factors influencing the results of the regional resilience process,
far beyond the individual influence of any single observed resilience capability or their

indicators.

Similar to other long-run studies like the work of Cellini and Torrisi, who in their 120-year
analysis of Italian regional economic resilience could not identify any significant regional
specificities influencing post-shock recovery, the present analysis offers no simple recipe for
regional economic resilience (Cellini and Torrisi 2014). However, just because there is no
simple ‘one size fits all’ solution to regional economic resilience or even a kind of universal
resilience function as in some natural sciences (Gao et al. 2016), this does not inherently

undermine either the theoretical concept or its empirical investigation.

As the application of the proposed methodology on resilience measurement shows through the
resilience patterns it reveals, the empirical phenomenon of regional economic resilience is
undeniable. One might argue about the position of (regional) resilience in the greater economic
discussion on growth and development related theories, as well as its value as a stand-alone
subject of investigation, however, that resilience makes a difference on a very material and
physical level and matters to firms, decision makers, as well as citizens is beyond doubt. As
such, and for the very real consequences a low regional economic resilience performance has
on a population, the phenomenon deserves further study. The method proposed in this study to
measure regional resilience performance offers a blueprint for such investigations which,
through its scalability and flexibility, can be applied to a diverse set of scenarios and at all levels
of the economic investigation. Therefore, it can be a tool in future investigation into more
conceptually guided, detailed, and focused (i.e., country or crisis specific) explorations into the

research subject.
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1. Introduction

Regional economic development and its trajectory often tends to be associated with relatively
fixed, path dependent factors such as a region’s natural and human resources, regional climate,
geography, and demographics. This “territorial capital” is further shaped by a region’s
interaction with wider economic, historical, and political or institutional contexts and trends,
which are often seen as explanatory for regional economic prosperity (Perucca 2014; Fratesi
and Perucca 2018). The theoretical approaches explaining the causal mechanisms can differ
significantly. They range from the idea of regions and nations with a historically well-developed
institutional framework tending to do economically better than their less institutionally
developed contemporaries (Acemoglu and Robinson 2013), to more materialist approaches
focusing on the easy access to various natural resources which may shape a region’s economy,
trade and even cultural outlook by giving it, depending on interpretation, a competitive
advantage, or a path dependent lock-in (Gunton 2003; Innis 2001; Mackintosh and Dales 1964).
Other important factors and approaches contributing to the explanation of regional economic
development include, without making the claim to a comprehensive list, human capital, social
capital, cultural heritage, competitiveness, level of urbanization, geographic centrality, and
innovative capabilities (Kebir and Crevoisier 2008; Porter 2008; Sycheva et al. 2019; Evenhuis
2017; Putnam 1992). While not all regional economic divergence can be explained by these
and similar regional factors and their interaction, they evidently have a strong collective
explanatory power for the spatial distribution of economic development within and across

nations (among others Perucca 2014; Fratesi and Perucca 2019; Zeibote et al. 2019)

This thesis concerns itself less with the factors leading towards certain regional economic
successes (or lack thereof), but instead with the mechanisms and factors allowing a regional
economy to maintain its existing level of development and general development trajectory in
the face of uncertainty, economic shocks, and economic downturn. The goal of the present
investigation is first, to analyze the effects of such events. Second, it aims to measure and
describe how well, or poorly different regional economic setups handle the stress of such shock
events. And third, it poses, and attempts to answer the question of which factors make regional

economies thrive, plateau, or decline as the result of such disruptive events.

The underlying phenomena related to these questions and therefore the concept central to this
analysis is regional economic resilience. This term describes regional economic development

from an evolutionary perspective on spatial economics, which postulates mechanisms of natural



selection as the cause of a region’s retention, change, or adaption of its fundamental

characteristics throughout and beyond a crisis event (Martin and Sunley 2020).

The determinants of these mechanisms are termed, for the present purposes, regional resilience
capabilities and they can allow a region’s economy, under favorable circumstances, to not only
soften the negative effects of a crisis but even thrive in the aftermath. Regions with these
capabilities can bounce back quicker than others after a crisis event and potentially recover
faster than their contemporaries. Consequently, they might find themselves on an improved
growth trajectory and, in the mid-term, change their economic development to higher levels
than before the crisis event. Alternatively, depending on interpretation, certain regional
resilience capabilities might enable a regional economy to establish a completely new economic
equilibrium based on a changed economic structure better adapted to new circumstances in the
wider economic environment. Meanwhile regions with reduced resilience capability might for
example be caught in an economic negative cycle, perpetually lowering their economic growth
and development, neither adapting to the changing times nor compensating for the negative
effects of an initial shock event (Modica and Reggiani 2015; Christopherson et al. 2010;
Simmie and Martin 2010).

In their fundamental nature, regional economic resilience capabilities can resemble the diverse
factors driving general regional economic development often summarized as ‘territorial capital’
(Fratesi and Perucca 2018). However, the causality of their effect on regional economic
resilience potentially differs significantly from their general effect on long-term economic
development. For example, some types of natural resources might have been beneficial to a
region’s economic development in the past (for example coal or metals), but in the times of an
economic shock upsetting the general economic structure, they might create a lock-in through
overspecialization, just when regional economic flexibility might be needed most. This in turn
can decreases the region’s ability to withstand and recover from a shock event and might result
in a regional economy permanently lowering its overall development level and leading to a
different, declining growth trajectory. Conversely, a region with a strong social development
but weak overall economic performance might suddenly find itself in a position of being able
to adjust quickly to new economic circumstances due to the microeconomic flexibility of its
citizenry or firms. As a result, this region might experience an economic boom in the aftermath

of a shock event (Simmie and Martin 2010; Fratesi and Perucca 2018; Perucca 2014).

To investigate regional economic resilience, as well as how it is influenced by regional

resilience capabilities, this thesis will focus its analysis on the regional economic resilience
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performance of the western EU1S5 states in the time between 1988 and 2018 on the NUTS 3
regional level —i.e., the smallest geographical unit within the standardized data gathered by the
EU statistical office (Eurostat) across its members®. With regard to the European regions, this
contribution is not unique — several papers have studied the resilience of European regions, or
at least regions in individual European countries, with different methodologies in the recent
years (i.a. Fratesi and Perucca 2018; Giannakis and Bruggeman 2020, 2017a; Davies 2011;
Brakman et al. 2015; Oprea et al. 2020; Di Pietro et al. 2020; Webber et al. 2018; Martin 2012).
However, the present investigation differs in substantial ways from these previous

investigations.

First, while other investigations for the most part focus on specific shock events and mostly on
the Global Financial Crisis (GFC) from 2008-20097 and its aftermath (e.g. Fratesi and Perucca
2018; Sensier et al. 2016), the present research attempts a study of the patterns of resilience
across a relatively long time series covering 30 years® from 1988 to 2018. The intent is thereby
to isolate patterns of resilience (and their variations) in response to various crises, as well as the

effect of a changing economic environment on regional economic resilience.

Second, with their nearly exclusive focus on the effect of great economic depressions of the
national or European business cycle, most existing works present a potentially very narrow
viewpoint of regional economic resilience. In fact, not all shock events are of an extra-regional
nature — i.e., caused by a national economic downturn, a financial crisis, or global recession —
but can be regionally focused events which might have their origin, for example, in the
foreclosure of a big regional employer or a wider downturn to an industrial sector of only
regional importance (Hill et al. 2012; Martin and Sunley 2015a; Foster 2012). It is the goal of
this study to address this by covering the resilience to shocks of regional origin and those

originating on higher levels equally.

Third, many interpretations of the process of resilience and subsequent measures of resilience

performance focus solely on ‘bounce back’ scenarios and less on resilience as a dynamic

6 The nomenclature of territorial units for statistics (NUTS ) consists of four levels of statistical regional units:
NUTS 0 corresponds to countries themselves; NUTS 1 consists of regional units containing between three and
seven million inhabitants; NUTS 2 consists of regional units containing between 800.000 and three million
inhabitants; NUTS 3 consists of regional units containing between 150.000 and 800.000 inhabitants (European
Commission 2003).

7 The author is aware that the GFC technically begun in 2007. However due to the nature of the methodology
chosen in this work the period of interest in regard to the effects of the GFC is centered on the years 2008-2009
(cf. Chapter 6.1). To avoid confusion the author maintains the dating for the GFC from 2008 to 2009 throughout
the text.

& Though the actual number of years for whom the full measure of resilience performance can be applied is lower
due to methodological restrictions.
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process which potentially changes the prospective development of a region (Hill et al. 2012;
Martin 2012; Modica and Reggiani 2015). There are notable exceptions of course (Sensier et
al. 2016; Fratesi and Perucca 2019), however the methodology to measure and understand

resilience as more than static simple engineering resilience is in need of amendment.

Fourth and finally, by expanding the analytical horizon on resilience performance and its
causes, i.e., the regional resilience capabilities, this work attempts to be more than a one-size-
fits all general analysis as often results from a narrow scope. By having a detailed look at the
resilience processes across three decades and 15 European countries, the discussion on
resilience is not bound to one event and place but allows a comparative look at the changes as
well as the constants determining regional economic resilience across space and time. This
explorative approach might result in a lower explanatory power for regional economic
resilience performance for each discrete observation, but also allows for a more transferable

perspective on resilience than given by a more singular focus.

To achieve these goals and answer the stated questions, the author will first discuss the
theoretical origins of the concept of resilience, its different interpretations, as well as the general
state of the field (Chapter 2). Due to the somewhat transient nature of resilience within the
fluctuations of regional fortunes, as well as a certain arbitrariness in the use of the term
‘resilience’ in the wider literature, this discussion must include the definition of the term itself.
This concerns the timing, duration, and nature of regional economic resilience as well as the
attempt to draw the boundaries of such a definition relative to other concepts. Another focus of
this discussion will be the exploration of different approaches to the determinants of the
resilience capacity of regional economies (i.e., different resilience capabilities), from which

hypotheses will be derived to be tested (Chapter 3).

Next, the author explores different methodologies to make regional economic resilience
measurable — including preceding shock events, their causes, and their nature (Chapter 4). The
merits and disadvantages of several approaches will be contrasted, finally focusing on an
approach to measure resilience based on the works of Edward Hill et al. who analyzed the
resilience performance of American metropolitan regions in a large-N study (Hill et al. 2012).
This approach will then be amended substantially by factors tailored towards the goals of this
study — namely the observation of subsequent growth and developmental trajectories in a
comparative framework — which in turn is inspired by other, more recent, authors on the topic
of regional economic resilience. The method derived will allow this work to distinguish

between observation of the resilience of regional development levels focusing on short-term
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equilibria and the more long-term adaptive changes to the regional growth trajectory as the

result of overall resilience process.

The outlined methodology then forms the basis of the further empirical measurement of
regional economic resilience performance in a time series analysis (Chapter 5). This
quantitative investigation will consider not only the whole time series from 1988-2018, but also
look at different spatial and temporal sections of the data set to draw conclusions about the
regional resilience performance of specific countries, types of regions, as well as the potentially

effects of different shock events and their timing (Chapter 6).

Subsequently, using these observations and the measures made of European regional resilience
performance, the author will investigate the explanatory power of a framework of determinants
of regional economic resilience capacity. This means to test for the effect of diverse resilience
capabilities hypothesized to be of beneficial or detrimental nature to regional economic
resilience performance (Chapter 7). The goal is to identify factors shaping the immediate
resilience performance of regions in response to crisis. Finally, the results of these steps will be
discussed and the consequences for regional economic resilience research and potential

implications for policy will be explored (Chapter 8).

2. Theoretical outlines of regional economic resilience

To define regional economic resilience, the first step is a theoretical distinction to establish a
clearer picture of resilience: This analysis is focused on resilience performance, meaning that
when speaking of resilience in general terms, it is understood as a process which can lead to
positive or negative outcomes, i.e., performance, for a region. This distinction is important since
within the literature the term resilience is often understood as a fixed regional capacity that
determines the recovery and growth trajectory after shock events (among others Briguglio et al.
2009; Evenhuis and Dawley 2017; Brooks et al. 2005; Chay Brooks 2017; Capello et al. 2015;
Fratesi and Perucca 2018). When discussing this regional capacity, this thesis will instead speak
of a region’s resilience capacity. Meanwhile the individual factors determining this capacity
will be termed resilience capabilities or determinants (Martin and Sunley 2020; Sensier et al.
2016). Both terms are used interchangeably. Obviously, the discussion and analysis of regional
economic resilience must include both the consideration of resilience performance itself, as
well as the factors determining a region’s resilience capacity (Bristow and Healy 2015; Bristow

2010).



A general definition of regional economic resilience is relatively easy to come by, e.g. this
concise definition by Kathryn Foster who describes regional resilience as the “ability of a region
to anticipate, prepare for, respond to, and recover from disturbance” (Foster 2012, p. 29).
However, the exact definition, role, and especially the processes behind regional economic
resilience have been fervently discussed in recent years, and a number of, sometimes
contradicting, concepts and research designs have emerged (Modica and Reggiani 2015;
Palekiene et al. 2015). In their meta-analysis of the literature on resilience in the field of regional
economics for example, Modica and Reggiani identify at least seventeen main trends for

definitions and descriptions of resilience within the field (Modica and Reggiani 2015).

The concept of resilience derives from ecological science and concerns the description of
complex biological systems in an evolutionary context (Modica and Reggiani 2015). From this
biological and evolutionary perspective, the long-term survival of complex ecological systems
— and by extension all complex dynamic systems including socio-ecological and socio-
economic systems like regional economies — depends on their resilience, i.e. the capacity to
change (adapt) continuously while remaining within certain thresholds (to survive) (Carl Folke
et al. 2010; Holling 1973). As such, and here all interpretations agree, resilience relates to the
response of a system to shock and other extraneous pressures disturbing existing equilibria and

(perceived) stable states.

Therefore, the first important distinction must be between the vulnerability (or positively shock
resistance) and resilience of a system itself. As Seelinger and Turok state: “Resilience is the
responsiveness of the system, i.e., its elasticity or capacity to rebound after a shock, indicated
by the degree of flexibility, persistence of key functions, or ability to transform. Vulnerability
is more about the susceptibility of the system or any of its constituents to harmful external
pressures” (Seeliger and Turok 2013, p. 2119). Hence a system’s vulnerability or conversely its
ability to resist shocks of diverse kind is a quality which determines whether, or to what extent,
a shock affects a system in the first place and as such exists before and during a shock event.
Meanwhile resilience relates to the ability, type, and quality of a system to respond after a shock
when the negatively affected system is experiencing an environment of increased uncertainty,
scarcity, and other pressures. With regard to country level economic resilience, Briguglio et al.
describe this as the distinction between exposure to shock (vulnerability) and the coping ability
(resilience) of a region: “[E]conomic vulnerability is ascribed to inherent conditions affecting
a country’s exposure to exogenous shocks, while economic resilience is associated with actions
undertaken by policy-makers and private economic agents that enable a country to withstand

or recover from the negative effects of shocks” (Briguglio et al. 2009, p. 230). As will be made
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clear later, this distinction is important for the empirical analysis of resilience. Since systems
showing a low vulnerability or which prove highly shock resistant cannot show their resilience
performance in an empirical analysis due to it not being realized (Martin and Sunley 2020).
Therefore, despite potentially having a high capacity for resilience, regions with low
vulnerability and high resistance will only play a minor role in the empirical parts of the present

investigation

Beyond the distinction of vulnerability and resilience, there are two classic conceptual
approaches to the analysis of resilience. One is generally known as engineering resilience, the
other one as ecological resilience (Modica and Reggiani 2015; Martin and Sunley 2020). The
first approach, alternatively often called “equilibrium resilience”, stems from Stuart L. Pimm
and his work on the complexity and stability of ecosystems, and defines resilience as “[h]Jow
fast the variables return towards their equilibrium following a perturbation” (Pimm 1984). This
definition assumes the existence of a single stable state for a system and describes resilience as
a measure of the extent and speed of return to this stable equilibrium after a shock event. This
is akin to what material or engineering sciences and economics refer to as ‘elasticity’ (Martin
and Sunley 2020). This interpretation of resilience is widespread in defining economic
resilience, as it refers to the ability of a (regional) economic system to return to a stable state
after a shock, similar to the general equilibrium model (Norris et al. 2008; Christopherson et al.
2010; Martin and Sunley 2020). Beyond simple single stable state equilibrium models,
expanded versions of engineering resilience can encompass notions of adaptation in an
economic system, such as the reorientation of a knowledge-driven industry at the end of an
innovation trajectory in a Schumpeterian sense, or the adaptation of a regional economic
structure necessitated by a changing environment (natural, legislative, or economic). To a
certain extent, this extended approach reflects the concept of multiple equilibria within

economics (Simmie 2014).

However, the basic concept of engineering resilience takes no specific account of the ongoing
capability of a system to remain within the critical thresholds of survival. Yet, in the science of
ecology, the survival of complex, ecological systems under non-equilibrium circumstances, i.e.,
situations of prevailing uncertainty (Knight 1964), is seen as central to their long-run success.
Because an uncertain environment is far more common in nature than a prevailing stable state,
such survivability is fostered by continuous system change which allows for flexible adaptation
to new environments (Holling 1973). Regarding regional economies, this survivability
component of resilience cannot be ignored. Like most complex biological systems, socio-

economic systems exist under the constant selective pressure of their inherently uncertain
7



natural, social, and technological environment (Holling 1973). And while the literal ‘survival’
of regions and their economies is rarely in question, maintaining the quality of life within a
region and allowing its inhabitants to prosper under prolonged macroeconomic uncertainty is,

arguably, no less a feature of economic survival.

The closest concept in economics to this ecological approach is the idea of multiple equilibria
approaches, mentioned earlier. As Martin and Sunley state, a shock to a regional economy can
be strong enough to “change economic structures, behaviors and expectations” resulting in a
permanent shift towards a new equilibrium state — usually perceived as less desirable and
prosperous than the old equilibrium (Martin and Sunley 2020, p. 13). Therefore, like biological
systems, socio-economic systems must be able to retain their general shape and function during
periods of environmental pressure, under which no stable equilibria are discernable or even
exist, until a stable state can be achieved again (Beckert 1996; Berkhout et al. 2013).
Furthermore, unlike simple engineering resilience, this ecological resilience includes, for the
first time, the possibility of a permanent shift of regional economic trajectories through regional

adaptation, albeit a usually negative one (Holling 1973; Modica and Reggiani 2015).

To get a realistic picture of the complex system of a regional economy, any analysis needs to
cover aspects of both concepts of resilience — engineering as well as ecological resilience.
Hence any approach taken must be able to: first, identify the capacity of a system to bounce
back to a stable state, as well as the change to a new stable equilibrium; and second, describe
the process of this return — i.e., the capacity for endurance, change, and elasticity that give a
system time to adapt or alternatively retain its shape and function. This dual conception of
resilience for social systems is best summarized by Cutter who states that “[r]esilience is the
ability of a social system to respond and recover from disasters and includes those inherent
conditions that allow the system to absorb impacts and cope with an event, as well as post-
event, adaptive processes that facilitate the ability of the social system to re-organize, change

and learn in response to a threat” (Cutter et al. 2008).

Therefore, economic analysis cannot simply view the resilience of regions as either the product
of their adaptability (i.e., their movement towards a new equilibrium) or elasticity, but must
consider factors which keep socio-economic systems stable in the absence of a clear adaptive
solution i.e., aspects enhancing their ‘survivability’. This necessitates observation of the
resilience performance of regions not only in the short run but also over longer timeframes, to
evaluate the sustainability of adaptations and re-established equilibria, as well as the underlying

changes to those systems. The approach best suited to fulfill these demands for a concept of



regional economic resilience is the approach outlined by Ron Martin and other authors in the

concept of adaptive resilience and its extension transformative resilience (Martin 2012; Martin

and Sunley 2020; Folke 2006; Folke et al. 2002)

According to Martin and Sunley, adaptive resilience describes “the ability of a system to resist
external and internal disturbances and disruptions if necessary by undergoing drastic change in
some aspect of its structure and components in order to maintain or restore certain core
performances or functionalities” (Martin and Sunley 2020, p. 14). This interpretation builds
strongly on concepts of organizational theory and psychological sciences and finds parallels in
the area of evolutionary economics and encompasses both elements of engineering and

ecological resilience (Martin and Sunley 2020).

Originally Martin described this approach to adaptive regional economic resilience as a path-
dependent process by which regions react to shock (Martin 2012). According to him, this
process can result in multiple distinctive outcomes which can be identified by observing the
extent to which a region is affected by a shock, measured by selected economic performance
indicators, and how its recovery is achieved — Martin uses a sensitivity index for these purposes.
The process itself then relies on a region’s economic endowment (as in pre-existing regional
capacities and resources) and on its ability to realign growth trajectories by adapting its
economic system’s composition and function through the process of “hysteresis” (Martin
2012). Hysteresis or a hysteretic shift, according to Martin, describes the process through which
a one-time shock-event, which negatively influences the growth path of a regional economy,
has a severe enough impact on the economy to change the behavior of both economic agents
and the composition of the economy as a whole (Martin 2012). As a concept, hysteretic shifts
are similar to the adaptation to different equilibria described by ecological resilience (Martin

and Sunley 2020).

Classic adaptive resilience focusses mostly on hysteretic shifts as an adaptation towards a
“bounce back” understanding of resilience — implying that a former stable state can be achieved
through realignment of a regional economy. In this sense hysteresis, while describing the
adaptation of a region’s economic system to the shock and its causes, leads only to a recovery
of aregion’s former status while generally maintaining the system’s performance (Martin 2012;
Martin and Sunley 2015b, 2020). By contrast transformative resilience goes further and covers
the notion that a shock can be of such scale and impact that the original system cannot be made
sustainable through relatively minor adaptation to organization or structure, but has to change

fundamentally, leading to the “redeployment of resources and the reorientation of system
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dynamics and performances to achieve a more sustainable and viable state of the system in
question” (Martin and Sunley 2020, p. 15). The difference between both approaches is basically
one of scale. It can be imagined as the difference between shoring up the foundations of a
building damaged in an earthquake but otherwise keeping things in place, and completely
tearing down the structure to build a new and potentially fundamentally changed building with

the rubble as well as new materials.

Despite the difference in scale between these approaches, for the purposes of this work both are
treated as components of a wider evolutionary concept of resilience and the term adaptive
resilience will be used to cover both approaches. Like Martin and Sunley, this thesis therefore
defines resilience as: “The capacity of a regional or local economy to withstand or recover from
market, competitive and environmental shocks to its developmental growth path, if necessary
by undergoing adaptive changes to its economic structures and its social and institutional
arrangements, so as to maintain or restore its previous developmental path, or transit to a new
sustainable path characterized by a more productive and equitable use of its physical, human

and environmental resources” (Martin and Sunley 2020, p. 15).

2.1 Patterns of resilience performance

Continuing to follow Martin’s and Sunley’s approach, the resilience of a regional economy —
1.e. the process shaping resilience outcomes — is determined by four steps: Risk, resistance,

reorientation and recovery (Martin 2012; Martin and Sunley 2020).

Risk describes the chance of a shock influencing a system in the first place and thereby concerns
the nature of shocks which will be discussed below in further detail. Meanwhile, resistance is
related to a region’s initial vulnerability to shock events or, alternatively, its shock resistance.
It describes the initial sensitivity of a regional economy to a shock event and takes account of
the fact that some regional economies have the capacity to withstand shock events without them
having a significant effect. As such, resistance is not a direct dimension of regional resilience,
however it remains an important concept to distinguish (cf. the discussion on vulnerability in
Chapter 2). Furthermore, the level and duration that a shock influences a region is a determining
factor in the evaluation of the region’s subsequent resilience performance (Martin and Sunley
2020). For example, this means that a region which suffers a short one-off economic downturn
and then recovers must be evaluated differently to a region which had poor past economic
performance, then suffered a severe long-term shock but subsequently recovered despite these

negative prior conditions. Re-orientation describes the extent of adaptation of a regional
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economic system, or lack thereof, as a reaction to a shock event. This in turn is directly linked
to Recover(ability) which describes either a measure of classic engineering resilience as the
“speed and degree of recovery of [a] regional economy from a recessionary shock™ (Martin
2012), or the extent of change to a region’s growth path, i.e.. a hysteretic shift towards a new
(higher or lower) trajectory and overall development (Martin 2012; Martin and Sunley 2020).
Since it is the goal of this research to measure the comparative resilience performance of
European regions, the focus of this investigation lies on the last step of the adaptive resilience
process — i.e., recoverability. The extent of re-orientation, i.e., the (adaptive) change of the
economic system, will only be discussed in so far as the regional growth trajectories diverge

from the pre-shock trend.

According to Martin, recovery can lead to five different outcomes distinguished by their
respective recovery of the overall level of the development (based on absolute economic
measures like total economic output or employment projected over time, i.e. trend paths) and
the direction and extent of the regional (post-)recovery growth trajectory (Martin 2012; Martin
and Sunley 2020, 2015b). Two of these outcomes are described as negative (though the
negativity is somewhat debatable) and two are positive according to Martin, while the last
corresponds to the classic understanding of the “return to equilibrium” engineering resilience
(cf. Figure 1). Common to all resilience outcome scenarios is the existence of an initial negative
effect of a recessionary shock temporarily lowering the level of development in an economy
(e.g. increased unemployment or decreased regional total production) (Martin 2012; Martin and

Sunley 2020).

The two negative scenarios assume that the level of development is permanently lowered —i.e.,
in a counter-factual comparison, the actual level of development stays permanently lower than
the projected level without a shock event occurring. The difference between both negative

scenarios is the (post)-recovery growth trajectory.

In the first case, the growth trajectory recovers to its pre-recession levels, but on a lower trend
path. This could be the case in a region where the employment or productive base is destroyed
by a recession to a severe extent but the capacity to compensate (a component of resilience)
allows the regional economy to continue or adapt in a way that it at least achieves similar growth
rates as before the crisis (Martin 2012; Martin and Sunley 2020). Despite the negative impact
— a permanently lower employment or economic development level compared to a
counterfactual no-downturn scenario — in this scenario a region shows a certain degree of

resilience performance as it at least recovers its pre-crisis growth rates (cf. Figure 1b). In this
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work, regions following this pattern will be termed stable underperformers’® (i.e., an overall

lower level of development, but recovery of a stable growth trajectory).

The second negative scenario is more severe than the case of stable underperformers since it
assumes that both the level of development as well as the post-recovery growth trajecotry are
permanently lowered. This corresponds to regions which after a recessionary shock not only
have a lower employment or production base but also see a permanent decline in growth rates.
In such cases the local economic system has neither the capacity to recover its former growth
rates, nor to adapt to potentially new economic realities. This trend is made permanent through
knock-on effects, such as reduced local demand, a smaller local labor pool (through
emigration), and reduced attractiveness of out-region investment (cf. Figure 1c). All this leads
to a permanent contraction of the regional economic system and a negatively changed growth
trajectory (Martin 2012; Martin and Sunley 2020). Subsequently, regions showing this pattern

will be called declining underperformers.

The two positive scenarios focus on situations where a hysteretic shift leads to an increased
level of development. This means that the mid- to long-term effect of the shock is not only
negated but the regions manage to ‘profit’ from the change of exogenous variables and the
endogenous adaptation of economic processes. Both scenarios describe regions where the initial
negative effect of a shock is more than negated by a higher initial post-downturn growth rate
(compared to the pre-crisis growth rate), resulting in a region with an overall higher economic
development than before. This can be imagined as a region where a crisis opened opportunities
for firm and job growth, new technologies, process adaptations, and opportunistic or optimistic

investments tapping into unused potential (Martin 2012; Martin and Sunley 2020).

The two positive scenarios are subsequently distinguished by the sustainability of these initially
high growth trajectories. In one case the initially high post-downturn growth rate flattens off to
pre-crisis levels because the region was not able to find the resources, investment, or labor
forces etc. to sustain it. This results in a region which has similar levels of growth but a higher-
level development than before the crisis (cf. Figure 1d). These regions will be termed stable

overperformers (Martin 2012; Martin and Sunley 2020).

If a region can sustain the higher post-crisis growth trajectory by drawing in more resources —
labor, investment etc. — then the result will be a booming region with not only a higher level of

development but a permanently higher growth trajectory (i.e., higher growth rates than before

9 The names for the different scenarios are by the author, they do not reflect the original articles quoted.
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the shock event). Regions such as this manage to become centers of investment, migration,
innovation, and firm growth and therefore become permanently better off through the
opportunities offered by the crisis (cf. Figure 1e). For the purposes of the present work, regions
showing this pattern will be termed growing overperformers (Martin 2012; Martin and Sunley

2020).

Lastly, there are the regions which bounce back in the classic sense of engineering resilience
(cf. Figure 1a). According to Martin this is not a result of hysteretic processes but “classic”
engineering resilience. These are regions which manage to recover from the negative effects of
a recessionary shock through a short phase of higher growth rates, but do not exceed their pre-
downturn level development and simply return to the old level of development and growth from

before the crisis (Martin 2012). These regions will be termed adequate performers.

Martin’s (and Sunley’s) classification of resilience as a multi-dimensional adaptive process
with not just a binary outcome (resilient or non-resilient), serves as a foundation for the further
analytical work on regional economic resilience. The great advantage of this approach is that it
offers a framework for classifying resilience outcomes and performance (stable
underperformers, declining underperformers, stable overperformers, growing overperformers,
and adequate performers). This allows a more differentiated picture of the effect that shocks,
and the subsequent regional resilience performance have on regions. Furthermore, the inclusion
of hysteresis within the concept of resilience takes account of first, the elasticity of systems
with different development trajectories, and second, the ability of systems to adapt and change.
Both factors are demanded by the concept of ecological resilience and allow the model to

encompass the elasticity assumptions of classic engineering resilience.

Consequently, this work attempts to translate this classification system of resilience outcomes
into a quantitative empirical analysis of the resilience patterns within the Western European
Union NUTS 3 regions. Therefore, the methodology to measure regional economic resilience
outlined in Chapter 4 focusses on the two resilience dimensions determining the different
resilience patterns outlined in this chapter (i.e., the regional level of development as well as the
growth trajectory during and after the recovery phase). While a strict classification in the
different patterns of resilience performance as outlined by Martin is not the direct goal of this
analysis, both dimensions still form the foundation for the present analysis of resilience

performance based on the concept of adaptive resilience.

13



Employment’/ Employment’ Employment/
Output Output Output
A A A

0
) ) |
! = . H
5: é: | =)
) Racovery o | - 7 10 prano .
g ;wa?m 208 tovd Y t m‘z:n sty H
& &' &
2+ Dowamen |  Recovery Sevalopment =1 | devslof daveiopmant =1 Dowomen |~ Recovery development
St ' 2 | ! H
2 | 2] | i 2 i
I 1 > 1 1 L) > 2 I »>
ty ty ty t; Time to t, t, t; Time ty t; t t; Tima
a) Adequate performers b) Stable underperformers c) Declining underperformers
Employment/ Employment/
Output Output
A A
/, v,/'
)
1 1
] 1
1 )
1 )
] ]
1 ¥ I
' P |
1 J 1
' . |
l . )
' 0 |
| ’ | |
g ‘ ] !
2, ' 2 |
' Racovery 1o praahock 4 H
5: : gzw’:::gmx:hism E: | Recovery o 2 maioad
2| Dowsmen | Recovery ! levelof development 2| Dowemen | Recovery | mEher owheas
Hh ! i (le—>  — | ——»
B ' i : B ' | '
I 1 ! > 1 L L] >
tg ty ty ty Time to t ty ty Time
d) Stable overperformers e) Growing overperformers

Figure 1: Different resilience scenarios. Figure by author, based on Martin 2012.



2.2 Shocks and the comparative context for resilience performance

The specific goals for the empirical analysis of the resilience performance of the NUTS 3
regions need to be discussed, as they set the framework for the choice of methodology. This
includes a short discussion on the nature of shock events, the question of timeframes for
different components of the resiliency process, as well as a discussion of the value of relative

and absolute resilience measures.

Nearly as important as the definition of the underlying concept of regional economic resilience
is the nature of the shock itself, as without a shock regional resilience cannot be made
observable. As Martin and Sunley state “it is only when a shock occurs that we can ascertain
whether, and to what extent, the evolutionary development (ongoing adaptation or major
transformation of a region’s economy) has imbued it with resilience” (Martin and Sunley 2020,

19).

Much of the literature on regional economic resilience is focused on specific, mostly national
or even worldwide phases of economic downturn (among others Davies 2011; Doran and
Fingleton 2016; Dubé and Polese 2016; Fingleton et al. 2015) or alternatively on the long-run
historical resilience performance of specific regions in managing the ups and downs of the
regional business cycle (i.a. Martin 2012; Fingleton et al. 2012; Paolo Di Caro 2017; Foster
2007). Significantly fewer authors attempt an analysis of resilience of a wide spectrum of
geographic entities while at the same time allowing for different geographic levels of economic
shock events, and even fewer of those expand the temporal framework beyond a single event
(among others Sensier et al. 2016; Hill et al. 2012; Foster 2012; Fratesi and Perucca 2018;
Giannakis and Bruggeman 2020; Crescenzi et al. 2016; Cellini and Torrisi 2014).

From a theoretical perspective, Martin and Sunley distinguish between four general types of
shocks classified along two dimensions: Their scale (local to global), and their speed and
duration (sudden to ‘slow burning’). Sudden shocks range from localized effects like the closure
of major regional producers or localized natural disasters, to the national and global effects of
recessions and economic crises or even global events such as the COVID-19 crisis ongoing at
the time of writing. These scenarios all have in common that the original shock causes a
relatively sudden downturn of regional economic fortunes. Meanwhile, the ‘slow burning’ long-
term type of shock includes factors like regional loss of competitiveness, adverse policies on a
national scale and slowly developing global shocks like global warming. This latter group of
factors usually affects a regional economy only slowly by reducing growth trajectories and the

general level of development across longer time scales (Martin and Sunley 2020).
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Since the present analysis aims to include a wide variety of shocks across a wide geographic
area (EU15) over arelatively long timeseries (1988-2018), the method chosen to identify shocks
must work on all geographic levels. On the one hand, it must be able to identify different
national shocks based on the respective national business cycles that are often but not
exclusively related to global shocks, e.g., a global financial crisis. On the other hand, it must be
able to identify events of mainly local relevance like the foreclosure of a large-scale employer
or a regional economic downturn caused by natural disaster (Sensier et al. 2016; Martin and

Sunley 2020; Pendall et al. 2010).

With regard to the duration dimension of the shocks analyzed, this thesis will follow the
approach of several authors working on the empirical measurement of resilience performance,
and focus solely on sudden shock events (Martin and Sunley 2020; Foster 2012; Sensier et al.
2016; Hill et al. 2012; Hill et al. 2008). As Martin and Sunley point out, slow burning shock
pressures are, in the context of an adaptive conceptualization of resilience, to be seen more as
determinants and symptoms of the regional resilience capabilities than as good starting points

to evaluate the resilience performance of a region itself (Martin and Sunley 2020).

This distinction between sudden and slow-burning shocks is of further importance considering
the variety of regional long-term development paths. Even the restriction to the Western
European EU15 countries includes a wide spectrum of regional development trajectories. In the
first ten years of the 21* century one can find economic trajectories ranging from low to
negative average growth in regions in France or Italy, to comparatively quickly expanding
regional economies in Germany or Spain (Postoiu 2015). This picture becomes even more
varied across a longer time span and diverse measures of economic performance other than
simple GDP growth, like employment, or even explanatory indicators like capital formation

(Capello et al. 2011; Capello et al. 2015).

The point is that one cannot ignore the fact that some regions, or even whole countries, seem to
be on inherently different long-term trajectories than others. Which begs the question: what
does this mean for resilience? Does one judge a high-growth region which recovers slowly to
its relatively high levels of development after a shock differently to a slow-growth or even
shrinking economy which nevertheless managed to return quickly to former trajectories after a
shock? And should one judge a low-growth region as more resilient if it improves its overall
growth trajectory post-shock and recovery, even if it is still lower than a contemporary region

with habitually high levels of growth?
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These questions inherently complicate cross-regional and particularly cross-national
comparisons of resilience performance (Sensier et al. 2016; Foster 2012; Fingleton et al. 2015;
Doran and Fingleton 2016). However, the focus on sudden shocks in the form of regional
economic downturns, caused by national or regional events, can to a certain extent mitigate this
issue. Assuming that sudden shocks can affect both high- and low-growth regions equally
relative to their previous growth trajectories and development levels, only the respective post-
shock resilience performance matters for relative comparisons, not the pre-shock overall level

of development (Sensier et al. 2016; Hill et al. 2012).

This last point relates to a further issue which must be discussed: Should resilience performance
be measured relatively or in absolute terms? Simply put, should a region’s resilience be
measured as a binary state (resilient or non-resilient relative to a chosen threshold) (Hill et al.
2012), or should different levels of resilience be based on certain threshold assumptions of
recovery and trajectory development (Sensier et al. 2016; Giannakis and Bruggeman 2020), or
can resilience be best evaluated in a relatively continuous fashion with some regions being more

or less resilient than others (Briguglio et al. 2009; Martin 2012; Fratesi and Perucca 2019)?

These questions become even more important if one considers what benchmark or reference
states are chosen to declare whether a region is resilient or not — or relative to which one
measures continuous, non-categorical, resilience performance. Some authors choose, for
example, to use a national, or European reference as a benchmark. In simple terms, this means
that they choose to define a region as resilient if and when it equals or exceeds some national
reference value of growth or development (Fingleton et al. 2012, 2015; Martin 2012; Giannakis
and Bruggeman 2020). Other authors choose various counterfactual regional scenarios as a
reference point — i.e. a what-if scenario for regional growth or development under the
assumption of a no-shock scenario (Sensier et al. 2016; Hill et al. 2012; Foster 2012; Capello
et al. 2015; Fratesi and Perucca 2019).

Having set the goal to consider as many different types of shock as possible and to make
resilience performance comparable across a relatively long timeseries under widely varying
national economic contexts, this thesis will propose a relative measure of European regional
economic resilience performance based on region-specific counterfactual reference scenarios
as benchmarks for continuous resilience measures (cf. Chapter 4). The argument for this
approach is that the comparison to a region-specific counterfactual scenario measures a region
against its own past performance and therefore allows the comparison of various regions

independent of their different backgrounds (high- or low-growth regions are only compared
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against their alternative selves) (Sensier et al. 2016). Furthermore, a relative resilience measure
—1.e., a continuous cross-regional comparison in different variables — will allow the comparison
to go beyond simple binary or categorical statements about resilience. This in turn allows for a
deeper discussion of the effect of different capabilities of resilience and their relative

contribution to a region’s overall resilience (Martin 2012; Briguglio et al. 2009).

In summary, the methodological focus of this thesis is based on relatively sudden shock events
as the causal event for the analysis of the subsequent regional economic resilience performance.
In this the direct cause of the respective sudden shock event affecting a region can be either in
form of a high-level economic event (like a national recession or a global financial crisis) or of
a more local or industry specific type (like the foreclosure of a local industry or the general
decline of an economic sector). Furthermore, the measures of resilience performance in the two
dimensions of regional resilience patterns as outlined in Chapter 2.1, will be based on a
quantitative approach which puts a regions economic performance in the aftermath of a
downturn into a self-referential comparison with either its past performance (in the case of the
growth trajectory) or a counterfactual scenario (in case of the regional development level). The
resulting methodology described in Chapter 4 allows thereby for a relative comparison of
different regions resilience performance even if the underlying regional economic development
level and long-term growth trajectory differ widely, and the external economic circumstances

diverge significantly.

2.3 Mechanisms of regional economic resilience

While the previous chapters focused for the most part on the theoretical underpinnings of the
phenomenon of regional economic resilience itself, this chapter will discuss the processes
determining a region’s resilience outcomes and reaction to a shock event itself, i.e., its capacity
for resilience. Therin this discussion will focus at the present point on the general theoretical
approaches explaining the mechanisms behind a region’s regional capacity for resilience. The
subsequent Chapter 3 by contrast will focus on specific factors — i.e., individual resilience

capabilities — increasing said capacity and derive testable hypotheses.

Starting, as before, with Martin’s thorough investigations on regional economic resilience, the
capacity for resilience of a regional economy —i.e. the sum of the effects of regional capabilities
influencing regional resilience outcomes — can be described by four general categories, namely
a regions (cap)ability for resistance, recovery, renewal and reorientation (Martin 2012). This

approach of course harkens back to different steps in the resilience process outlined by Martin
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and described in Chapter 2.1. In the wider field of resilience research, especially in the area of
ecological studies or disaster management, other authors add several further broad categories
of resilience capabilities, including robustness, redundancy, resourcefulness, and rapidity
(Palekiene et al. 2015; Norris et al. 2008; Sherrieb et al. 2010; Bruneau et al. 2003). Robustness
describes the “resource strength” and a region’s “probability of resource deterioration”.
Redundancy — as the word implies — describes the extent to which elements of a system are
substitutable by other system components, e.g., the ability of a region to compensate for job
losses in one industry by growth in another industrial sector. Resourcefulness describes a
system (or rather its actors’) capacity to “identify problems, establish priorities, and mobilize
resources”. Lastly, rapidity describes a system’s capability to achieve its recovery “in a timely
manner in order to contain losses and avoid future disruption” (Bruneau et al. 2003, p. 737).
However, the advantage of using Martins four-step approach to describing the role of resilience
capabilities in explaining regional resilience processes and regional resilience capacity, is that
these dimensions are tailored specifically towards the spatial economic resilience process as
outlined in Chapter 2 and encompass components of the additional dimensions previously

mentioned as best applicable.

Resistance is related to the concept of vulnerability of a regional economic system to shock
events and the possibility of initial shock resistance outlined above. It describes the initial
sensitivity of a regional economy to a shock event and takes account of the fact that some
regional economies have capabilities that increase their capacity to withstand shock events
completely, or at least significantly reduce their potential immediate negative impact. As such,
resistance is not a direct dimension of regional resilience, however, as mentioned before, it is
an important concept to distinguish (Martin 2012). Recovery corresponds to the measures of
classic engineering resilience and describes the “speed and degree of recovery of [a] regional
economy from a recessionary shock; [and the] extent of return to [a] pre-recession growth path”
(Martin 2012, p. 12). Therefore, this describes the extent and capacity of a regional economy
to resume its pre-shock economic equilibrium. Renewal concerns the extent of change to a
region’s growth path, e.g., following a pre-crisis growth trajectory or a hysteretic shift towards
anew (higher or lower) trajectory (Martin 2012). Finally, re-orientation describes the extent to
which regional capabilities enable (or prevent) the adaptation of a regional economic system as

a reaction to a shock event (Martin 2012).

In describing these dimensions of regional resilience capacity Martin underlines that, despite
the focus on dynamic adaptive processes, the capabilities determining these dimensions can be

both “ad-hoc” — i.e., spontaneous responses to a shock event like a change in the behavior of
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economic actors, the formation of new networks etc. — and path dependent, i.e., determined by
extant factors acquired in the past or inherent to a region (Martin 2012). The latter implies that
the pre-existing properties of a region, such as a “region’s industrial legacy and the scope for
re-orientation skills, resources and technologies inherited from that legacy”, matter

significantly with regard to its resilience performance (Martin 2012, p. 11).

Expanding on this, another distinction of resilience capabilities again focuses not so much on
the specific effect individual capabilities can have on the resilience process, but on their
respective mode of operation. Here resilience capabilities are divided into inherent resilience
abilities and adaptive resilience abilities (Rose 2004, 2007). This distinction by Adam Rose is
compatible with Martin’s approach and gives definition to resilience capacities which are path-
dependent (i.e., inherent) and derive from “ad-hoc” changes of actor behavior (i.e., adaptive).
Rose defines inherent resilience capabilities as a regional “ability [existing] under normal
circumstances (e.g. the ability to substitute other inputs for those curtailed by an external shock,
or the ability of markets to reallocate resources in response to price signals)” (Rose 2004,
p. 308). This corresponds to Martin’s pre-existing properties of a region that give it the ability,
to resist, to adapt and reorient. In contrast, adaptive resilience capabilities correspond to the
ability for system change, which in turn derives from the behavior and reactions of regional
economic actors, policy makers etc. These are defined as a regional “ability [realized] in crisis
situations due to ingenuity or extra effort (e.g. increasing input substitution possibilities in
individual business operations, or strengthening the market by providing information to match

suppliers without costumers to customers without suppliers)” (Rose 2004, p. 308).

As a becomes clear by the description of those two broad categories of resilience capabilities,
the inherent capabilities are far easier to measure empirically than their adaptive equivalent.
While existing accumulated resources like regional capital, infrastructure, industrial base, or
accessibility (among others) are relatively easy to observe, adaptive capabilities are capabilities
‘in being’ which only are realized (or not) during the resilience process itself. As such, indirect
indicators must be used to catch the potential of local actors for such ‘ingenuity and extra effort’.
The present study therefore will include several ‘soft’ indicators like human capital and

innovation indicators, as well as even softer social factors like social capital.

In addition to this distinction between inherent and adaptive capabilities, Rose outlines the level
at which resilience capabilities manifest: the microeconomic level, i.e. individual behavior of
firms, households or organizations; the mesoeconomic level, i.e. changes in, and effects to

specific markets or economic sectors; and the macroeconomic level, i.e. the combination of
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above levels including interactive effects (Rose 2007). The conceptual combination of the
approaches and classifications by Rose and Martin of the factors contributing to regional
economic resilience performance allows the construction of a framework in which an empirical
assessment of capabilities determining a region’s potential capacity for resilience can take

place.

Obviously, there are a wide number of hypotheses, theories, and models about diverse resilience
capabilities, the direction and nature of their effects, and how their interactions can lead to
higher or lower regional resilience capacity and performance. A short but incomplete summary
of these different approaches is offered by Simmie and Martin, who outline four general models
on the interactions of various determinants of regional resilience performance. They describe
these different resilience concepts as Generalised Darwinism, Path Dependency, Complexity

Theory, and Panarchy (Simmie and Martin 2010).

Generalised Darwinism centers on the idea of variety, novelty, and selection as the drivers of
resilience within regions. Of special importance within this framework are variation in sectoral
and firm behavior (towards signals, innovation, and adaptation). This model mainly focusses
the innovative or adaptive ability of firms, institutions and other local actors, and their openness
towards signals, 1.e., the local ability to access and use new information and (re)act on this
information. These factors are related to inherent abilities on a microeconomic level and
concern the dimensions of renewal and re-orientation, however this should not imply they are

completely detached from higher level capabilities (Simmie and Martin 2010).

Path Dependency in contrast approximates the idea of “lock in” of certain trajectories of
regional development (Simmie, Martin 2010). However, this is not necessarily as negative as
this term implies, since path dependency also refers to the “pre-existing resources,
competences, skills and experiences inherited from previous local paths and patterns of
economic development” (Simmie, Martin 2010, p. 32, italics by the author). Therefore, path
dependency as a process generates regional ecological resilience through past accumulation of
resources, skills, and capital. These factors are by their nature inherent to a region and are
strongly, but not exclusively, connected to the dimensions of resistance and recovery on a
macroeconomic level. As a result of past development resulting in a region’s endowment with
such factors, path dependent approaches and such explanatory variables can be treated as

factually exogenous variables among regional resilience capabilities.

Complexity Theory describes adaptive systems by their functions and relationships across the

individual components of a system, e.g., a system’s connectedness and connectivity —i.e., the
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density and frequency of connections among regional economic actors. Related capabilities
favor the emergence of self-organization and spontaneous formation of new macro-level
organizational structures from micro-level behavior (Simmie, Martin 2010). As such,
capabilities contributing to a higher level of system connectedness and connectivity are adaptive
features acting mostly on a microeconomic level by enhancing a region’s capacity for renewal
and reorientation from the bottom up. While the level of connectedness and connectivity are
highly determined by past events, the mechanism by which they contribute to resilience are
more ad-hoc, i.e., a regional problem solution mechanism centered around the dynamic
adaptation through individuals and their networks to challenges posed by shock events (Simmie

and Martin 2010).

Panarchy describes a four-phase model of continuous adjustment of social systems either in
response to external change or internal pressure. This dynamic model takes a somewhat
different approach towards some of the factors of resilience mentioned above (specifically
compared to the complexity theory). While in the case of the complexity theory and to a lesser
extent in the other models, system diversity and specifically connectedness and interdependence
are positive factors for a region’s resilience (due to increased innovative and adaptive capacities
caused by them), Panarchy sees the relationship between those factors and resilience as
potentially negative. As Simmie and Martin write, Panarchy is based on the assumption “that
there is a trade-off or conflict between connectedness and resilience: the more internally
connected is a system, the more structurally and functionally rigid and less adaptive it is”

(Simmie and Martin 2010, p. 33).

As such Panarchy concerns resilience capabilities which are primarily of adaptive nature, and
how these capabilities are employed during the “adaptive cycles” as described by Simmie and
Martin (Simmie and Martin 2010, p. 33). These adaptive cycles reflect Panarchy’s nature as a
phased resilience model and divide the economic recovery period post shock into a
reorganization phase, an exploitation phase, a conservation phase, and a release phase. The
main assumption is that, as the recovery process of a region proceeds, connectedness increases

to the detriment of resilience (Simmie and Martin 2010).

As Pendall et al. outline, a severe economic shock causes a region to enter a reorganization
phase in which the regional economic system’s connectedness and interdependency is initially
reduced —i.e., the previous regional economic equilibrium and mode of production is in disarray
— and new pathways of regional economic development can be explored. During the following

exploitative phase, comparative advantage leads to regional growth, which expands the capital
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base, know-how and individual skills. As Martin writes, this is a period of “growth and seizing

opportunities” (Simmie and Martin 2010, p. 41; Pendall et al. 2010).

During this phase, connectivity is low, and the resulting low level of interdependency increases
resilience. As connectedness increases due to economic development of complex
interdependent production and social processes, a system shifts into the conservation phase.
The conservation phase is marked by high capital accumulation and concentration. Combined
with the business cycle, this leads to the ‘release phase’, which marked by the increased
employment of the accumulated capital to counter recessionary forces. In this phase, the
resilience of a regional economy is lower due to higher rigidity caused by the increased
interdependency of actors and institutions in a regional economy. Only when the business cycle
again enters a phase of severe recessionary shock, strong enough to dissolve this connectedness,
will resilience increase once more due to loosened connectedness and a reorganization of
markets and regional industry — i.e. the release phase (Simmie and Martin 2010; Pendall et al.

2010).

Therefore, following the Panarchy approach, a region’s capacity for resilience and its
subsequent resilience performance are determined less by a specific resilience capability, but
by the phase the region is in at any given time in this cyclical model. A regional potential for
high connectedness and connectivity can be a positive feature during the reorganization and
expansion phase and lead to a positive resilience performance should a shock event occur.
However, the very same features can have a negative effect during the conservation and release
phases and reduce regional economic resilience. In effect, this means that a uniform relationship
of resilience capabilities to a region’s subsequent resilience performance cannot be expected in

every case — especially relating to resilience capabilities of an adaptive nature.

In a summarized fashion, these four approaches cover the most common explanations of the
interactions of resilience capabilities in determining a region’s economic resilience
performance. As a result, they can serve as a foundation for the future analysis of regional

resilience patterns by drawing conclusions from their shared patterns.

First, the extent of innovative abilities and signal openness of regions and their actors matter as
they can be seen as an adaptive, microeconomic aspect of resilience. This includes the abilities
and openness of individual actors, like firms or individual employees, as well as the wider

society, its institutions, markets, and policy-making mechanisms.

Second, the (pre-)existence of resource and skill endowment of a region, as well as the

importance of past developments, institutions, and trends, can be interpreted as positive
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macroeconomic factors since they increase adaptive abilities and offer ‘buffering’ resources
(both material and social). However, these path dependent factors can have negative impacts,

since obviously they can produce a lock-in situation resulting in non-adaptation in face of crisis.

Lastly, as expressed by complexity theory and Panarchy, the nature of a system’s
interdependency and connectedness matters immensely. As a social microeconomic factor,
interdependency and especially connectedness can be positively associated with regional
resilience by enabling the identification of problems and the generation of microeconomic
solutions on the level of individual actors, with respective positive effects on a macroeconomic
level. However, as shown by the idea of Panarchy, as a cyclical long-term dynamic property of
the overall economic structure of a region, connectedness and specifically interdependency can
have a negative influence on resilience by reducing the redundancy of a system and increasing

the danger of economic lock-in of that system.

To summarize, the varying potential mechanisms explaining a regions resilience capacity mean
that the causal link between resilience capability and resilience performance is not necessarily
always uniform. Depending on which resilience process and mode of interaction between the
different capabilities is seen as valid — be it Panarchy, Path Dependency, Complexity Theory,
or Generalized Darwinism — the effect of different capabilities on a region’s resilience capacity
and subsequent performance can vary significantly in direction and interpretation. This
potentially strong variation on the causal link between resilience capability and performance
underlines the importance of a study of resilience across an extended timeline and wide
geographic area, thereby allowing testing and isolation of regional resilience ‘behavior’ under

different environmental frameworks.

3. Capabilities determining regional resilience capacity

While the approaches by Simmie and Martin and others outlined in the previous chapter are
helpful to understand the mechanics of resilience and give a framework for the classification of
resilience capabilities, such a high-level discussion is rarely directly applicable to an empirical
investigation. By contrast, other works and authors provide a more grounded basis for the
discussion of resilience capabilities and their arguments will be introduced in this chapter!®.

Using their work is necessary because the goal of this analysis is a quantitative study of

10 This is not to mean that Simmie, Martin etc. are not more concrete about cause and effect at other times as
well.
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European regions, their economic resilience performance over time, and a deeper look at
potential explanatory factors for the divergent performance across regions (i.e., the effect of
different regional capabilities for resilience). As such, this chapter will look at the different,
mostly quantitative, investigations and derive variables and factors of importance describing

the capabilities which shape the regional capacity for resilience!!.

To organize this discussion, the present work will structure diverse resilience capabilities and
their theoretical origins according to a generalized classification system. This follows Cutter et
al. (2008) who, despite being focused on regional catastrophe resilience, offer a useful
classification system for different resilience related indicators. Their classification of resilience
variables is based on the dimensions of ecology, society, community competence, economy,
institutions, and infrastructure (Cutter et al. 2008). While the ecological dimension as outlined
by Cutter et al. is of less interest here — since it is highly specific to resilience against natural
catastrophes — the other dimensions outlined have a significant impact on resilience

considerations across different fields of resilience analysis.

Another resilience model with a useful classification of resilience indicators, with a focus on
national economic resilience, comes from Briguglio et al. 2009. In their work on the resilience
of the economies of relatively small states — Singapore, Hong Kong, Costa Rica etc. — Briguglio
et al. outline a country-level equilibrium resilience index which includes components on
macroeconomic stability, microeconomic market efficiency, good governance, and social

development (Briguglio et al. 2009).

Other authors again focus on diverse sets of regional resilience indicators, many of which are
commonly referred to as territorial capital (Fratesi and Perucca 2018). They can range from
regional economic variables, to demographic, cultural and social features, all the way to
geographic regional markers (Hill et al. 2012; Foster 2012; Simmie and Martin 2010;
Christopherson et al. 2010; Crescenzi et al. 2016; Fratesi and Perucca 2018; Folke 2006).

To structure this multitude of capabilities and theses on the origins of regional economic
resilience capacity, this chapter will follow the example of Cutter et al. and Briguglio et al. and
divide the discussion into four broad categories: Structural capabilities, institutional
capabilities, social and demographic capabilities, and endowment and path dependent

capabilities.

11 'While the respective variables will be introduced in this section, their detailed operationalization and sources
will be discussed alongside their analysis in section 7.
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These categories are obviously not strictly exclusive and placement within these categories has
no normative evaluation attached. The categories simply serve to structure the discussion and

keep an overview of the general discussion, as well as the variables and hypotheses derived'?.

3.1 Structural resilience capabilities

This chapter will summarize approaches to explaining the differing capacity for regional
economic resilience based on the structure of a regional economy itself, i.e., capabilities
concerning factors such as sectoral economic composition, specific types of industries, capital

endowment, and other defining ‘material’ factors.

The first thesis in this category is relatively simple and concerns regional economic
concentration. The basic assumption is that regions with a higher economic diversity —i.e., less
sectoral concentration and higher diversity in firm characteristics — show a stronger economic
resilience performance. The logic behind this approach is twofold. First, diversity makes a
regional economy less vulnerable to downturn, or as Hill et al. put it: “Just as a financial
portfolio with all its eggs in one stock basket leaves the investor vulnerable to market shocks,
so does an industrial portfolio that specializes in or on a limited few industries leave a region
open to economic vulnerabilities in times of economic downturn” (Hill et al. 2012). Second,
and this concern is more central to economic resilience itself, it is assumed that a diverse
regional economic structure allows a region to shift resources, employment, and productive
capacity more easily towards alternative markets or a new growth trajectory. Thereby, a diverse
sectoral structure creates economic redundancy and allows industries, individual firms, and
individuals to make up for the downturn in one specific economic area, and, as a result, to
compensate for regional economic loss and facilitate a return to a new growth trajectory more

readily (among others Hill et al. 2012; Simmie and Martin 2010; Crescenzi et al. 2016).

This latter assumption that economic diversity can have a positive effect on regional resilience
beyond reduced vulnerability is supported by several studies. For example, in their study on the
economic resilience — specifically the resilience of regional employment — of Ohio counties
(US), Brown and Greenbaum find a significant positive connection between industrial diversity
and regional economic resilience (Brown and Greenbaum 2017). They suggest “that while

counties with higher industry diversity tended to experience higher unemployment rates when

12 A summary of all categories, hypotheses, and corresponding indicators can be found in table 1 at the end of
section 3.5.
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the national economy was doing well, they had relatively lower unemployment rates when the
national economy experienced employment shocks” (Brown and Greenbaum 2017, p. 1360).
Similar conclusions have been drawn for diversity in firm size, as shown in the paper by
Garmestani et al. on the resilience of different industries in South Carolina. This paper found a
strong relationship between the employment trends of different industries and their functional
and size diversity (Garmestani et al. 2006). These findings on the positive connection between
economic diversity and regional resilience performance are supported by several authors,
including Foster, Martin, Hill et al. among others (Foster 2007, 2012; Hill et al. 2012;
Christopherson et al. 2010; Cutter et al. 2008).

Despite these findings, economic diversity as an explanatory factor for resilience seems to have
its limits. As Garmestani et al. and Brown and Greenbaum both point out, the effect of economic
diversity varies significantly depending on regional size (smaller regions profit less from
diversity with regard to resilience) or dominant industry type (Garmestani et al. 2006; Brown
and Greenbaum 2017). Additionally, Navarro-Espigares et al. hint at the potential positive
effect of specialization in the service sector on regional economic resilience in their analysis of
the resilience of Spanish regions (Navarro-Espigares et al. 2012). Furthermore, as Tainter and
Taylor point out in their historical analysis, one result of economic or social diversity can be
higher economic and social complexity (Tainter and Taylor 2014). While this complexity can
be both a product and source of immediate problem-solving, in the long run it can undermine a
society’s resilience capacity through increased interdependence and resource competition, as
postulated by the concept of Panarchy (Tainter and Taylor 2014; Simmie and Martin 2010).
However, for the purposes of this study, the hypothesis will be that a higher economic diversity
(i.e., sectoral heterogeneity and varying firm characteristics) contribute positively to a region’s

economic resilience capacity.

From a methodological perspective, the diversity of a region will be operationalized by two
variables. With regard to the sectoral economic diversity, the analysis will make use of the
Herfindahl-Hirschman Index (HHI) as a measure of regional economic concentration based on
the sectoral shares of the regional gross value added (RGVA) (Rhoades 1993; Fahrmeir 2004).
The diversity of firm characteristics is operationalized by the average number of employees,
with a smaller average indicating a higher diversity among firms as well as a lower
concentration in general. Additionally, as pointed out by Navarro-Espigares et al., increased
labor productivity can be an indicator for regional specialization through the “convergences of
regional productive structures” (Navarro-Espigares et al. 2012, p. 573). Hence, this indicator

will be used as an additional approximation of specialization.
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The thesis about diversity concerns mostly how a regional economy is organized and what
effect this mode of organization has on resilience. The next logical question is what the
economy comprises — i.e., its nature or the regional economic structure. This means looking at
the type of industries forming the dominant regional sources of employment and/or value
generation, and what effect different regional structures have on a region’s economic resilience.
The central idea behind this thesis is neither new nor especially revolutionary; it assumes that
different industries or sectors react differently to economic shocks. Therefore it is safe to
assume that economic sectors and their share of a region’s economy also have significant
influence on the economic resilience of a region (Hill et al. 2012; Foster 2012; Christopherson
et al. 2010; Malizia and Ke 1993; Crescenzi et al. 2016; Giannakis and Bruggeman 2020;
Pendall et al. 2010). As to the effects of different economic sectors on regional resilience

performance, the literature identifies several different hypotheses.

An assumption often made is, that regions which have an employment or production base
dominated by construction and manufacturing industries (machines, car making etc.) tend to be
more susceptible to the effect of initial shocks (vulnerable) but also faster in their recovery,
compared to regions based on service industries (banking, insurance, trade etc.) (among others
Angulo et al. 2018; Lagravinese 2015; Hill et al. 2012; Giannakis and Bruggeman 2020). The
idea itself is based on simple assumptions about the relationship of national and global demand
for manufactured goods and the movements of business cycles in general. As Edward Hill et
al. point out “[j]ust as cyclical demand for durable goods makes [manufacturing] susceptible to
downturns, so too does the eventual uptick in demand allow it to be resilient” (Hill et al. 2012,
p. 16). Similarly, the construction sector is assumed to be more vulnerable to a shock than other
sectors, especially if the shock is caused by or coincides with a shortage of capital, but can show
a positive effect on resilience performance in the recovery phase, especially in more urbanized

regions (Giannakis and Bruggeman 2020).

With regard to the role agriculture and service industries, their effect on regional resilience is
judged somewhat ambivalent in the literature and empirical studies (Faggian et al. 2018;
Giannakis and Bruggeman 2020; Martin 2012; Navarro-Espigares et al. 2012). Generally, it 1s
assumed that service industries (especially foodstuffs, and health and social care services) and,
to a lesser extent, agriculture are less vulnerable to the immediate effect of shocks. That is, that
humans need certain services and agricultural goods to a similar extent no matter the general
health of the economy. However, the same stable demand for such goods and services also
prevents a region with a strong service or agricultural focus from profiting from the subsequent

economic recovery.
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Hill et al. outline this logic for health and social services: “Because [service industries are] not
especially cyclical, health care and asocial assistance employment makes a region less
susceptible to downturns [...] but makes it more difficult for the region to recover from
downturns once they occur” (Hill et al. 2012, p. 17). The potential difference in resilience
performance between manufacturing and services with regard to resilience may be amplified
by the fact that goods produced by manufacturing can generally seek new extra-regional
markets with greater ease, while services offered by the direct-to-consumer service industries
(i.e., health care, gastronomy, social services etc.) are significantly more place dependent and

cannot simply seek ‘greener pastures’ of demand.

The operationalization of composition of the regional economy is rather straight forward and
relies on simple relative shares of the different economic sectors by NACE'? definition of the
RGVA or regional total employment depending on the underlying economic indicator used to
measure regional resilience performance (i.e., total employment or RGVA). Due to data

restrictions, only the top-level sectoral distinctions will be used for this purpose'.

The next point about the structural capabilities of regional economies focusses on resilience as
an adaptive process. This is summarized by Simmie and Martin in the “Generalised Darwinism”
model, which centers on the idea of variety, novelty, and selection as drivers of resilience
generation. Of special importance within this framework is variation in sectoral and firm
behavior (towards signals, innovation, and adaptation). This model concerns the innovative
ability of firms and local actors and their openness towards signals, i.e., the local ability to
access and use and react to new information. The factors named in this model relate to inherent
abilities on a microeconomic level and concern the dimensions of renewal and re-orientation
(Simmie and Martin 2010). A similar view on the importance of regional innovativeness and
infrastructure supporting innovation is advocated by several other authors, such as Hill et al.
who name the existence of knowledge or technology industries as one of the most important
characteristics of a regional economy for regional economic resilience (Hill et al. 2012; Clark
et al. 2010; Boschma 2015). Furthermore, innovativeness is acknowledged to have positive

effects on employment and firm survival (Piva and Vivarelli 2018; Smith and Romeo 2012).

To reflect these and similar views about the importance of innovative capabilities of local firms,

it is common to operationalize such factors through variables concerning private patent

13 The “Statistical Classification of Economic Activities in the European Community” which establishes the
statistical classification of economic activities in the European Union and therefore European databases on GDP,
GVA, sectoral employment etc. (European Commission 2006).

14 Further details on the treatment of these indicators can be found in section 7.1.
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applications, as well as private research spending and personnel. The basic assumption is that
the prevalence of these indicators indicates a higher innovative ability and openness towards
signals of firms and thus a higher regional economic resilience (Clark et al. 2010). Due to the
lack of firm-level data for the whole time series, regional expenditure on research and
development as a share of regional GDP and the employment share of research and
development personnel will serve as a proxy. While rightly criticized as simplistic measures of
regional innovative ability with significant shortcomings, a better solution was not possible
given the data constraints (Katz 2006). To amend this, other variables like regional social or
human capital and societal development can be used to support assumptions about the capability
for regional adaptiveness, as these related variables can also contribute positively to firm-level
innovative capabilities (Dakhli and Clercq 2004; Landry et al. 2002; Wu et al. 2008; Mihaela
and Titan 2014).

Other structural regional resilience capabilities are of a more prosaic economic nature. One
feature — especially related to path-dependent approaches to resilience — concerns the capital
endowment of a region. The importance of accumulated past resources on an aggregate and
individual level is underlined by many authors and reflects possibilities for regional
redundancies, firm flexibility, the resilience of local labor against unemployment among other
attributes (Fratesi and Perucca 2018; Christopherson et al. 2010; Martin 2012; Giannakis and
Bruggeman 2017a). To reflect this, two indicators are added to approximate this regional
capability: Gross fixed capital formation (GFCF) and the real GDP per capita (corrected for
purchasing power to allow for comparability). The first will serve as an approximation of how
much of a region’s generated value is invested instead of consumed, thereby generating
accumulated resources which a regional economy can draw on in times of crisis (Giannakis and
Bruggeman 2017a). The second indicator serves a similar purpose for the individual level of a
region’s citizens and their well-being (Giannakis and Bruggeman 2017a). Both variables align
with the basic assumption that “more is better” when it comes to regional resilience
performance. However, there are also counterarguments to this, depending on the type of
downturn observed —i.e., RGVA or employment downturns. For example GFCF could, through
increased investments in labor-saving methods, have a negative effect on employment
resilience performance in the aftermath to employment shocks and downturns (Piva and

Vivarelli 2018).

In summary, the resilience capabilities covered as regional structural features of a regional
economy — though the term could be stretched further — include the extent of regional economic

concentration, the nature of the regional economic structure, the regional actors’ innovative
30



capabilities and signal openness, and the regional economic endowment. Extensive regional
economic concentration, mainly in the form of sectoral specialization and a tendency to larger
firm sizes, is generally, though not exclusively, conceived as a negative capability. High
economic concentration is assumed to reduce a regions resilience performance by lowering
regional economic redundancy and increasing the dependency on few core industries. The
potential influence of the regional economic structure as a resilience capability is viewed more
nuanced. For the most part a stabilizing effect of service-related industries is hypothesized,
while a strong manufacturing sector seems to contribute to a quick recovery of the regional
growth trajectory. Regional innovative capabilities and the general signal openness of regional
actors are often thought to be able to further regional resilience through increased adaptability
and flexibility. Meanwhile, regional economic endowment is discussed regularly in the context
of past accumulated resources. Such a regional endowment can have the theoretical potential to
increase regional economic ‘endurance’ throughout a crisis, thereby furthering a quicker and

more sustainable recovery.

3.2 Institutional resilience capabilities

This chapter summarizes the discussions about the effect of the regional institutional framework
(i.e., government, law, market structures and organization) on resilience performance. As such,

the resilience capabilities addressed here vary in their type and causal relationship to resilience.

The approach to measuring national economic resilience proposed by Briguglios et al. focuses
on the relationship between institutional framework, resilience capacity and performance. As
mentioned previously, this model includes four central variables determining resilience
capacity: macroeconomic stability, microeconomic market efficiency, good governance, and
social development (Briguglio et al. 2009). All of these, except social development, refer to the

framework of institutions prevalent in a country or region.

According to Briguglio et al., macroeconomic stability relates to the “interaction between an
economy’s aggregate demand and aggregate supply” (Briguglio et al. 2009, p. 7). They follow
the assumption that a balanced economy with low inflation, sustainable fiscal deficit, an
external trade balance, and an unemployment rate close to the natural rate, can be considered
relatively resilient to adverse economic shocks (Briguglio et al. 2009). Similar arguments about
the importance of the macroeconomic level are made by several authors, and are often
summarized as providing a contextual framework for regional resilience and shock

vulnerability (Martin 2012; Martin and Sunley 2015a; Crescenzi et al. 2016; Lane and Milesi-
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Ferretti 2011). Martin and Sunley also point out the importance of these factors in relation to
the effect of shocks — and subsequent resilience — on urban and metropolitan regions (Martin
and Sunley 2015a). The shared assumption of all these authors is rather straightforward: they
postulate that a stable macroeconomic base will result in lower vulnerability and an increased
resilience to adverse shocks, while economies in disbalance are more likely to be negatively
affected by an economic shock in the first place and subsequently prove less resilient.
Furthermore, it can be assumed that a stable economic foundation makes government
interventions and stability programs as a response to a crisis more likely (Martin and Sunley
2015a; Gylfason et al. 2010; Burda and Hunt 2011; Gehrke et al. 2019). With regard to regional
—i.e. sub-national — resilience, these factors are to a certain extent ‘out of the hands’ of regions
(Crescenzi et al. 2016). This means that many of them must be seen as part of the external
framework of a region imposed from above —i.e., the national level. As will be discussed later,
the influence of the national level on the regional economic experience is further considered in
the context of different shock types as well as through a region’s national association (cf.

Chapters 4, 6, and 7).

Additionally, many variables concerning macroeconomic stability are simply hard to estimate
as variables for a small sub-national entity and will therefore be derived from data on the
national level — specifically the fiscal and trade balance. Despite these restrictions,
macroeconomic stability on a national level may undeniably be a big factor for regional
resilience and will be treated accordingly. Therefore, this investigation will employ data on the
national current account balance and the government deficit, each as a share of national GDP
as indicators for macroeconomic stability. Both are measures commonly chosen in the literature
on the topic and strongly indicative for macroeconomic stability of a country (among others

Crescenzi et al. 2016; Sutherland and Hoeller 2012).

Microeconomic market efficiency with regard to resilience follows the logic that when “markets
adjust rapidly to achieve equilibrium following an external shock, the risk of being negatively
affected will be lower than if market equilibria tend to persist” (Briguglio et al. 2009, p. 8).
Therefore, this resilience capability is of interest in relation to the adaptive capacities of a
region, as it counteracts the assumed (and potentially negative) effect of lock-in postulated by

Martin (Martin 2012).

Following this approach, a flexible market environment allows for easier adaptation to new or
changed externalities and economic pressures than a rigid market framework. According to

Briguglio et al. and Hill et al., who refer to the same concept as ‘microeconomic flexibility’,
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this resilience capability decreases recovery time and enables new growth equilibria to be found
via flexible institutions in employment and financial markets. Microeconomic market
efficiency also reflects aspects of the General Darwinism approach proposed by Simmie and
Martin with regard to firm behavior and adaptability in response to a shock event (Simmie and
Martin 2010). Conversely, as is underlined by the findings of Hill et al., high microeconomic
flexibility can be positively correlated with regional unemployment (Hill et al. 2012). This is
not unexpected since, as the authors postulate, higher flexibility leads to a faster decrease during
the immediate shock event (vulnerability), but also facilitates a faster recovery afterwards (Hill

et al. 2012; Briguglio et al. 2009; Duval et al. 2007).

Like macroeconomic stability, microeconomic market efficiency is difficult to operationalize
on a regional level as it encompasses numerous framework conditions, such as the efficiency
of bureaucratic processes, the legal framework of employment and credit markets, or the level
of unionization and worker protection (Briguglio et al. 2009; Caballero et al. 2013; Formosa
2008). Birguglio et al. use the “Economic Freedom of the World Index” to indicate the
functioning of the banking industry (dominance of private banking institutions, competition by
foreign banks, credit supplied by private sector and control of interest rates) and the set-up of
the labor market (level of unemployment benefits, dismissal regulations, minimum wage,
centralized wage setting, unionization etc.) (Briguglio et al. 2009, p. 8). Similarly, Hill et al.
use the existence of “right to work laws” (which restrict the extent and level of unionization
and other forms of collective bargaining) in different American regions as a proximate indicator
for a high microeconomic flexibility (Hill et al. 2012, p. 12). Since regional and national
jurisprudence on the topic of employment varies widely between and even within European
states, this analysis will use several proximate indicators for the microeconomic flexibility and
efficiency of markets. Again, due to the lack of sufficient data on a regional level, national level
indicators have to be utilized. These consist of the “ease of getting credit” compound indicator
from the World Bank’s “Doing Business” data set (World Bank 2020), and data on national
unionization density and an index on multi-level labor bargaining supplied by the ICTWSS data
base from the Amsterdam Institute for Advanced Labour Studies (Visser 2019). The cost of
labor will also be taken into account (through data on standardized and purchasing power

corrected labor compensation)'>.

15 Additionally, the cost of labour might also be interpreted as a structural factor as well as a part of the human
capital dimension.
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Conceptually, good governance is the hardest variable to catch reliably and in an unbiased
measure. But since Briguglio et al. refer to good governance simply in relation “to issues such
as law and property rights” and the analysis presented here concerns exclusively European
regions with a stable tradition of law and protection of property, good governance in this wide
sense can be assumed to be equal in all concerned cases (Briguglio et al. 2009, p. 9; Freedom
House 2020). However, in a wider sense, good governance can also refer to the type and quality
of actions taken by a government for its society and economy (Weiss 2000). Because
governmental actions are hard to quantify across a time series, even for economic stabilization
policies and monetary actions, this element of good governance will be only discussed based

on qualitative evidence in connection to specific events and observations.

However, good governance can also be evaluated by the closeness of a government to its
subjects (Kyriacou and Muinelo-Gallo 2015). This is more important with regard to regional
resilience from an institutional and governance perspective. ‘Closeness of government’ in this
case implies the relative ease of access to policy makers, administrative institutions, and (state)
fiscal resources. As such it constitutes, from an constitutional point of view, an element of
decentralization or at least devolution of central governmental power in varying policy fields

(Ivanyna and Shah 2014; Kyriacou and Muinelo-Gallo 2015).

This is important for two reasons. First, since this thesis looks at regional economic resilience
in Europe, the institutional structure of these countries can vary widely, ranging from politically
and fiscally relatively centralized countries like France, to constitutionally highly decentralized
countries like Germany. Different levels of decentralization of political power can influence a
wide range of areas, ranging from cultural and economic diversity to fiscal autonomy and can
have both positive (higher redundancy and stability) and negative effects (higher economic
specialization) on resilience (Jeffery et al. 2014; Malizia and Ke 1993; Carniti et al. 2019).
Furthermore, the connection of decentralization and government closeness to regional
resilience becomes more important when taking into account the works of Elinor Ostrom and
others on polycentric institutions and the problems of collective action, trust and cooperation

(Ostrom 1990).

According to Algica and Tarko, polycentric decentralized systems increase regional economic
resilience by “(1) creating the conditions for bottom up experimentation and competition and
providing public goods at the appropriate levels set up by economies of scale; (2) creating
safeguards against error by allowing local governance systems to rescue the system when

higher-up agencies mess up and allowing the higher governance levels to help local
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communities when they are affected by disproportionate (endogenous or exogenous) shocks;
and (3) creating safeguards against corruption and exploitation by, on the one hand, preventing
‘local tyrannies’ and, on the other hand, keeping the authority of the central government in
check by the authority of the local levels” (Aligica and Tarko 2014, p. 73). This idea is similar
to the functions of complex adaptive systems, i.e. complexity theory, described by Simmie and
Martin in connection to adaptive resilience, where the advantage of such systems lies in their
“tendency for macroeconomic structures and dynamics to emerge spontaneously out of
microscale behaviors and interaction” (Simmie and Martin 2010, p. 32). Following this
interpretation of Ostrom’s work by Aligica and Tarko, high levels of decentralization and the
existence of lower level economic and social centers increases regional resilience capability
through increased adaptability. To operationalize the extent of decentralization within regions,
or rather the countries in which the regions are based, this analysis will employ the government
closeness index as conceived by Ivanya and Shah based on World Bank data on factors

including fiscal and political decentralization (Ivanyna and Shah 2014).

Lastly, a further factor not yet mentioned with regard to institutional resilience factors, is the
existence of research institutions and knowledge networks. The argument behind this approach
is similar to the logic behind the argument for the innovative potential of private firms (i.e.
increased innovative capability strengthens the adaptive resilience capacity of a region), as

outlined in Simmie and Martin’s Generalized Darwinism (Simmie and Martin 2010).

With regard to institutions able to shape the innovative capacity of regions, there exist of course
many approaches. These include considering the balance and existence of firm networks
(clusters), dominant or satellite players in innovation, and the existence of innovative central
non-business players of innovation (i.e. universities or research NGOs) (Clark et al. 2010; Pike
et al. 2010; Boschma 2015; Porter 2008; Simmie and Martin 2010). Without going to deep
down the rabbit hole of regional innovation policies, two aspects of these innovation institutions
will be tested in the present analysis. The first centers on the existence of regional knowledge
networks. To assess the existence of such networks, this analysis will use data from the
European Cluster Observatory, which define clusters as “regional concentrations of activities
in groups of related industries” (European Cluster Observatory 2015). These have
corresponding positive effects and spillovers among firms leading, among other positive
effects, to the increased regional exchange of knowledge and innovation growth (Ketels and
Protsiv 2016). The disadvantage of this approach is the short timeframe covered by the
Observatory, as it consists mostly of one-off data from the early 2010s. However, the indicators

used to assess firm and actor-level openness to signals (cf. Chapter 3.1), can also be used to
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indicate the existence of knowledge networks, hence they form the pillar of the second aspect
to approximate the existence of regional knowledge networks. This particularly concerns the
regional share of research and development personnel who would be part of any such network.
The standard thesis, based on most of the literature on the topic, assumes that in both cases

‘more is better’ with regard to regional resilience capacity.

This chapter laid out the arguments for the effect of a diverse set of capabilities on a region’s
resilience capability generously summarized under the term ‘institutional resilience
capabilities’. The first of those, macroeconomic stability includes classic aspects on the
macroeconomic ‘health’ of a (national) economy. As discussed, it is assumed that a balanced
macroeconomic environment — here in form of national deficit and the trade balance —
contributes positively to regional economic resilience by providing a stable economic
environment and by increasing the potentially availability of resources and market access.
Similarly, high microeconomic market efficiency in the form of flexible regulations as well as
liberal employment and financial markets, is often considered to have a positive influence on
regional resilience capacity by facilitating a fast recovery through adaptation. Conversely,
however, microeconomic market efficiency might also contribute to the initial effects of a shock
being more severe than in a more stringent and regulated framework. Good governance in the
form of government closeness postulates an increase in regional economic resilience through
higher institutional accountability, increased local governmental resources, and a potential for
flexible regional solutions to challenges posed by a crisis. Meanwhile the existence of
knowledge networks reflects the assumptions about the adaptive benefits of increased
innovativeness and signal openness, but also takes account of the existence of regional
industrial networks and clusters as a potential source of regional resilience capacity. However,
as postulated through the idea of Panarchy outlined Chapter 2.3, negative effects through high

levels of firm level connectedness cannot be excluded.

3.3 Social and demographic resilience capabilities

This chapter will investigate a wide field of capabilities with potential influence on the
resilience capacity of regions. Summarized as social and demographic resilience capabilities,
they include properties related to the demographics of a region, as well as the general
framework shaped by the society within a region — i.e., this chapter covers a combination of

hard and soft factors about a region’s population in a general sense.
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Many elements in this chapter concern a region’s capacity for problem solution and shock
compensation through the individual abilities and networks of its population. Of the four
resilience dimensions discussed by Briguglio et al. in Chapter 3, only social development has
so far been excluded. According to them, social development is a major factor in regional
economic resilience since it “indicates the extent to which relations within a society are properly
developed, enabling an effective functioning of the economic apparatus without the hindrance
of civil unrest” (Briguglio et al. 2009, p. 10). This means social development can serve as an
indicator for “social dialogue [taking] place in an economy which, in turn, would enable
collaborative approaches towards the undertaking of corrective measures in the face of adverse
shocks” (Briguglio et al. 2009, p. 10). As such, social development is for Briguglio et al. a
stabilizing factor which helps to prevent an already bad situation — caused by the economic
shock — from becoming worse and allows a region’s economy to find new and innovative
solutions to the challenges posed by an economic downturn. The factor of social development
as outlined by Briguglio et al. reflects the ideas described by Simmie and Martin in their
resilience approach called Generalized Darwinism, where they put specific focus on the
openness of firms in a given region to signals and innovative abilities. However, in the case of
Briguglio et al., these abilities are made a property of the population itself, while Simmie and

Martin refer to these abilities mainly in the context of firms (Simmie and Martin 2010, p. 31).

Similar conclusions about the social dimension of regional economic resilience are drawn by
Kathlyn Foster, who relates individual educational attainment to “the notion that persons with
higher education are more flexible and options-rich in the face of regional stress” (Foster 2012).
As an empirical indicator for this factor, Briguglio et al. and Foster propose the use of a series
of variables on education and human capital, such as the ratio of educational attainment levels,
adult literacy rates, school enrolment etc., as well as general indicators for population health
and health standards as an approximation of social development (Briguglio et al. 2009). This
approach is also reflected in works by Foster, Hill et al. and others (Foster 2012; Hill et al.
2012; Pendall et al. 2010). Other authors use similar variables relating to human capital or social
development (among others Fratesi and Perucca 2018; Crescenzi et al. 2016). Similar indicators
will be used in this analysis. In addition to the already mentioned indicators on human capital
in research and development, these mainly include data on sub-national human development.
Specifically these indicators entail the use of the sub-national human development index
(SHDI) as calculated by the Global Data Lab project of the University of Radboud
(Netherlands) (Global Data Lab 2020). The advantage of this index is the combination of data
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on public health, educational attainment, and income which offers a good picture of regional

human and social development in general.

Furthermore, with Complexity Theory and Panarchy there are two approaches proposed by
Simmie and Martin which explain regional economic resilience through the micro-level
functioning of societies themselves (Simmie and Martin 2010). Both models concern the
density (connectedness) and intensity (connectivity) of interaction in a regional economic and
social system, though the conclusions for the interplay of these factors with the phenomenon of
regional resilience differ. Complexity Theory sees an inherent advantage in a strongly
interconnected region and society as a possible source for adaptive solutions to shocks through
micro-level interaction. Meanwhile, Panarchy proposes potential negative effects resulting
from increased levels of interdependency between different parts of a regional economy and

society.

Within the sphere of the social dimension discussed here, connectedness and connectivity can
be seen synonymous to the widely discussed concept of social cohesion or social capital.
According to one of the foremost theoreticians of the concept, Robert D. Putnam, social capital
“refers to connections among individuals — social networks and the norms of reciprocity and
trustworthiness that arise from them” (Putnam 2000, 19). The development of social capital is
strongly related to the level of civic engagement of a population and in particular the horizontal
engagement with other members of a society. In Putnam’s study on Italian civic traditions for
example, social capital is at least partially seen as a result of a tradition of membership in civic
associations, stable cultural institutions, and civic participation — and can be regarded “as the
density and vitality of existing horizontal associations in a community” (Sabatino 2019, p. 31).
Due to its long-term accumulation through civic interaction, social capital has to be seen as an
exogenous or path-dependent variable which can nonetheless decline (Putnam 1992; Sabatino

2019; Putnam 2000).

Social capital in this sense can function as both a private and public good. With regard to
resilience, social capital as a private good of individuals can increase those individuals’
resilience (e.g., through personal connections) and can lead to positive spillovers to other
individuals (i.e., they can ask for help and expect and receive reciprocity from others). As a
public good, the existence of social capital can stabilize systems by creating trust and
accountability throughout a society, in particular towards office holders and economic decision
makers (Putnam 1992). Thereby social capital enables decisions, investments, and other

measures impossible without these mechanisms.

38



As Putnam and other authors have shown, there is a strong connection between the existence
of social capital on the one hand and economic performance and well-being on the other hand
(Putnam 2000, 1992; Helliwell 2001; Sabatino 2019). As Sabatino finds in his study on social
capital and regional resilience, “[t]he presence of a climate of trust and solidarity helps to find
a path of development after an economic shock” (Sabatino 2019, p. 32). To operationalize
social capital, this analysis will follow the approach taken by Francesca Parente, who uses
selected items from the European Value Survey data set to approximate the extent of social
capital in Europe. Of specific interest are items relating to the social network aspect of social
capital, approximated by civic participation in groups, parties, and organizations (Parente

2019).

In her study on the resilience capacity of American metropolitan regions, Kathryn Foster draws
a connection similar to Birguglio et al. and Simmie and Martin on the social cohesion of
societies and resilience. However, instead on focusing on somewhat intangible indicators like
social capital or connectedness, she additionally proposes the use of income inequality as an
indicator for social cohesion, specifically a regional Gini coefficient. This follows the
assumption that high income inequality is an indicator for a lower social cohesion resulting in
decreased resilience. This applies the same logic as the other authors mentioned above in the
context of social capital (Foster 2012). Additionally, Foster makes the argument that general
income levels can influence regional resilience by postulating that higher individual income
increases microeconomic resilience (e.g. an individual experiencing unemployment might
prevail longer within a region without reducing their individual demand), thereby helping to
stabilize a region’s aggregate demand (Foster 2012). As data on income inequality or poverty
rate is not reliably available on a regional level for most of the observed timeline in the empirical
analysis, standardized regional income per capita (corrected for purchasing power parity) is
used as an approximate indicator to at least cover differences between regions if not within

them.

Lastly this analysis will look at fundamental demographic variables within the observed
regions. Some basic demographic variables relating to social development and composition of
the labor force have already been mentioned. Others will be included at later points especially
regarding population density and geographic distribution, which will be covered in the context
of urbanization in Chapter 3.4. The focus here is on age demographics as well as interregional

migration.
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Similar to the argument about higher educated or wealthier individuals being more options-rich
during regional stresses, Foster argues that a higher share of population in working age (and
able to work) results in a “greater capacity to efficiently respond to a crisis mentally, physically,
or materially” (Foster 2012). This causal connection is also referred to by other authors like
Hill et al. or Simmie and Martin and has a seemingly logical causal link to resilience (Hill et al.
2012; Simmie and Martin 2010). Additionally, a younger population is often associated with a
higher productivity, innovativeness, and economic adaptiveness — all features positively

associated with regional economic resilience (Lovasz and Rigé 2013; Dixon 2003).

However, one argument counter to these assumptions, is the phenomenon that older generations
(specifically in countries experiencing a severe demographic shift in age distribution) may have
access to more accumulated material and financial resources, than younger populations (Taylor
et al. 2011; Afman 2020; Ihle and Siebert-Meyerhoff 2017). This could have a positive effect
on regional aggregated demand and thereby, as can be argued following the same arguments as
brought forward by Foster, might have a somewhat positive effect in some resilience scenarios.
Conversely, as Ihle and Siebert-Meyerhoff as well as Afman show, the same phenomenon can
increase potential inequalities in a society and therefore also influence resilience negatively
(Ihle and Siebert-Meyerhoff 2017; Afman 2020). Hence, the direction that the effect of age has
on regional resilience performance is by no means clear and must be investigated further in the

empirical analysis of the phenomenon.

The indicators employed in this investigation will be the regional share of the potentially
economically-active (civilian) population (15-64) and an ‘aging index’ i.e. the number of
persons above retirement age (65+) relative to the number of people younger than 15 years of
age (Preedy and Watson 2010). The reason for this approach is simply that indictors like

regional median age were not available to the extent needed for the intended purpose.

As with population age, the effect of migration and even its causal relation with resilience is
inconsistent within the literature. This reflects the general inconclusiveness of studies on the
economic effect of immigration, which range from negative effects on labor markets and wages
(especially the low skilled sectors) and increased cost for social services to positive implications
as a driver of growth and even innovation (Johnson 1980; Ben-Gad 2004; Bratti and Conti
2018; O'Connor 2020). For regional economic resilience, Foster summarizes that migration,
and specifically international migration, can be seen as a shock event in itself. Large migration
movements might potentially cause financial stresses, straining public services and add a badly

integrated, low-income population, which is competing with already existing vulnerable native
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populations for scarce resources and thereby might decrease overall social stability (Foster
2012; O'Connor 2020). With regard to resilience, immigration, specifically of non-native
speakers, can additionally have a negative effect through a “reduction in social solidarity”, i.e.

a reduction of social capital and cohesion of a region (Foster 2012).

However immigration can also be immensely positive for a regional economy by adding to a
(potentially scarce) labor force, rejuvenating an ageing native population, increasing
consumption, leading or necessitating innovation, contributing to the tax base, and by
immigrants becoming job generators themselves (Foster 2012; Pastor et al. 2012; Bratti and
Conti 2018). Furthermore, if integrated properly into the job market in a diverse manner across
a wide variety of occupations and spatially distributed, immigrants can contribute to the
diversity of the labor base and thereby increase the resilience of regions, especially with regard
to employment (Lester and Nguyen 2016). Lastly, there is a causality problem with (internal
and external) migration as a factor contributing (positively or negatively) to resilience, since it
is not clear if a region becomes more, or less, resilient because of migration, or if an already
resilient region attracts a lot of migration specifically because it is resilient or at least

economically successful (Van der Gaag et al. 2008).

Since this analysis concerns the resilience of regions — i.e., sub-national units — migration
obviously is not restricted to only international migrants, but also includes domestic migration
from one region to another. This consideration is of importance for two reasons. First, one can
assume that the argument about lowering social cohesion and average qualification level does
not hold in this case, since one can feasibly assume a certain homogeneity of populations in
inter-regional migration movements within one national entity. Second, since one can assume
that the mobility of native populations for inter-regional migration — especially from
geographically close regions — is comparatively high, their movement patterns may have
significant influence on regional resilience, especially with regard to regional labor shortages
and lack of skilled employees (Foster 2012; Hill et al. 2012). In this context, a strong regional
pull factor for inter-regional migration can be seen as a positive factor in resilience

considerations.

However, as with international migration, the problem of cause and effect of migration remains.
As Hill et al. point out, migration from a region is often caused by a lack of resilience, since the
lack of recovery (due to a low regional resilience) can cause mobile laborers to seek job
opportunities in other regions, thereby depleting the regionally available labor pool (Hill et al.

2012). As a consequence, even if such a region recovers to pre-shock growth levels, it will do
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so from a permanently lower level of aggregated employment, while the smaller available labor
force will make reinvestment in such regions less attractive for potential employers (Hill et al.
2012). Hence outward migration can be interpreted as both a symptom and a cause of low
resilience performance. A similar argument can be made for highly resilient regions whose very
resilience becomes a pull-factor for inward migration by strengthening labor markets and
regional consumption. Because of this ambivalence about the cause-and-effect relationship
between migration and resilience, it is hard to preconceive a hypothetical relationship between
the two. Therefore, this matter must be relegated to the empirical investigation where regional
migration will be investigated based on the regional annual net migration rate preceding the

respective shock events.

The resilience capabilities discussed in this chapter included for the most part characteristics of
the regional society and its demographic factors, all of which can be seen as fundamental
aspects of any regional economy. The idea of social development as a resilience capability
centers mostly on the positive effect of a highly developed level of regional human capital and
the general socio-economic wellbeing of the populace. While the former is often assumed to
contribute positively to economic adaptability, the latter is seen as a stabilizing factor during
crisis phases on an individual level. Social cohesion ties into the idea of regional networks and
a high level of connectedness and connectivity furthering micro-level interaction and thereby
the facilitation of new macroeconomic solutions (adaptation) as postulated by Simmie and
Martin. Though, as described in their idea of Panarchy the effects of high levels of
connectedness and connectivity might not always be beneficial (Simmie and Martin 2010).
Regional age demographics can, as outlined in this chapter, have potentially positive and
negative effects on the regional resilience capacity. On the one hand a younger population might
be more adaptable and handle underlying changes to the economy easier. On the other hand,
the accumulated individual resources of an older population can potentially be a significant
source of economic stability too. Of all factors discussed in this chapter migration is potentially
the most volatile capability, potentially fluctuating quickly. The effect of migration on regional
economic resilience, and economic development, is highly contested in the literature.
Arguments can be made for positive effects through, for example, an increase in the regional
labor pool or consumer base. Similarly negative effects could be caused through factors like a
depression of wages or a lowered regional social cohesion. Regardless, the controversy around

migration by itself already justifies a closer investigation in an empirical analysis.
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3.4 Resilience capabilities of geographical endowment

Most of the resilience capabilities described thus far are, in a certain way, a product of regional
endowment and determined by a certain path dependent regional development trajectory. In
this sense they are all types of exogenous variables determined by developments of the past.
This includes capabilities that can lead to increased resilience performance through adaptive
responses, like knowledge networks, social networks, or human capital. Neither the regional
economic structure of industry types, a region’s human capital, or the extent of regional social
capital can change overnight. Instead, they are the product of years, if not decades, of
developments. The most flexible resilience capacity factors described so far are probably those
concerning government policies, certain aspects of demographics (e.g., sudden surges of
migration) and, to a certain extent, firm structure and economic concentration (such as the
closure of a big employer or producer, which can significantly change the regional balance of
sectors and the average numbers of employees). This chapter, however, will look specifically
at resilience capabilities which are, to a certain extent, permanent as in they relate to actual

geographic or fixed regional features.

The first of these regional geographic features is the level of urbanization and, relatedly,
population density. Generally, the assumption in the literature is often that resilience is higher
in more urbanized and well connected areas (Capello et al. 2015; Reggiani et al. 2011; Reggiani
et al. 2002; Holl 2018; Giannakis and Bruggeman 2020; Capello et al. 2011). However, the

picture is not always as clear.

For example, in their study of the influence of cities on the resilience of European regions after
the 2008-2009 financial crisis, Capello et al. identify several positive effects of urbanization on
regional resilience processes and performance (Capello et al. 2015). While initial losses after
the shock event (i.e., the recessionary shock of the financial crisis) were felt most strongly in
urbanized regions characterized by smaller “second rank cities”, followed by metropolitan and
agglomerated regions (i.e., regions with a population density of between 150 and 300
inhabitants/km? and a center with at least 300.000 inhabitants), rural regions (populations less
than 100 inhabitants/km?) were affected relatively little. However, after entering the recovery

phase of the business cycle after 2009, this order reversed (Capello et al. 2015).

Metropolitan areas and regions with high population agglomeration grew significantly faster
than mid-density urban regions and low density rural regions (Capello et al. 2015). As Capello
et al. state: “This result is in line with the expectation that, because cities are the loci of

productive activities, they lose more than other areas during the crisis period, but are the first
43



to gain in the recovery period” (Capello et al. 2015, p. 15). Furthermore, they find that
metropolitan areas'® outperformed even agglomerated areas of similar density during the
recovery. Since these metropolitan areas are characterized by “the quality of the activities
hosted and of the production factors, the density of external linkages and cooperation networks
and the quality of urban infrastructure”, they conclude that these factors are central to the

metropolitan resilience performance (Capello et al. 2015, p. 15).

However, the results from Capello et al. stand in contrast to other studies which find indicators
for a higher shock resistance and higher post shock resilience performance for rural and
intermediate regions (Giannakis and Bruggeman 2020; Zenka et al. 2017; Zenka et al. 2019;
Holl 2018; Giannakis and Bruggeman 2017b). Often the results for the different performance
along the urban-intermediate-rural typology are not quite clear and depend on underlying
measures (economic or employment growth), nature of regional industries (especially the role
of agriculture), and levels of connectivity (Giannakis and Bruggeman 2017b; Holl 2018;
Faggian et al. 2018; Zenka et al. 2017; Zenka et al. 2019).

To investigate the nature of regional economic resilience performance and the urbanization
level of regions, this study will employ the regional classification method employed by the
European Union for its statistical analysis. This approach classifies European regions into rural,
intermediate and urban regions based on their population density and the existence of urban
agglomerations (Eurostat 2021f)!”. As such, this approach is more nuanced and detailed than
simple reliance on indicators like population density or built area per km? and will replace such

indicators for the subsequent empirical investigation.

Due to the category-based and descriptive nature of the urban-rural typology as a variable, it
and its relationship to regional economic performance will be discussed together with other
regional categorical distinctions'® (country association, timing of shock, and shock type) in

Chapter 6 separately.

Related to the importance of urbanization is the question of the geographic location, or rather,
a region’s centrality. In general this concerns the location of a region relative to trade and
economic hubs, as well as the spatial neighborhood of a region, and the effect these features

have on regional economic resilience (Osth et al. 2015; Capello et al. 2015; Fratesi and Perucca

16 In the terminology of Capello et al called “MEGASs”, which are defined as large population centres with high
density fulfilling certain economically, socially, or political core functions (2015).

17 For details on the methodology see section 6.3.

18 Though not further discussed here, since they do not qualify as regional resilience capabilities per se, each of
the regional categorical descriptive variables which will be discussed in section 6 are, by themselves, obviously
potential explanatory factors of regional resilience performance as well.
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2018; Giannakis and Bruggeman 2020). As Capello et al. write, national and regional shocks
and their impacts can have severe spillover effects across regional and national borders —e.g. a
regional employment shock caused by the closure of a big manufacturing firm might affect

demand in a neighboring region specializing on services and trade (Capello et al. 2015).

Similarly, there might also be growth spillovers where a very resilient region effects the
neighboring regions positively by generating demand for labor or products (Fratesi and Perucca
2018; Osth et al. 2015). In this sense, inter-regional accessibility, defined as the “relative ease
of reaching a particular location or area” (Osth et al. 2015, p. 150) , can be a major contributor
to a region’s resilience by offering the opportunity for interaction. As Osth et al. write: “In the
event of a shock to the local economy (a down-sizing, closing of a major plant or something
similar), both employers and employees may find alternative solutions without relocating
outside the community. However, if accessibility is low similar shocks to the local economy

can be devastating” (Osth et al. 2015, p. 153).

The importance of accessibility is further underlined by its relation to modern physical
infrastructure. The importance of the physical regional infrastructure for resilience has been
pointed out by several authors, as it serves as base for the functioning of regional firms and
labor markets and increases accessibility of new resources and markets (Rose 2004; Simmie
and Martin 2010; Palekiene et al. 2015; Norris et al. 2008). As Capello et al. point out “the
density of external linkages and cooperation networks and the quality of urban infrastructure,
are all factors giving greater economic resilience to cities and to the regions that host them”
(Capello et al. 2015, p.4). Furthermore, as Martin points out, public spending (and the
possibility thereof) on physical infrastructure can form an important part of fiscal stabilization

measures taken by government (Martin et al. 2016).

To approximate accessibility and its related effect on resilience performance, this analysis will
use data on the multimodal accessibility of NUTS 3 regions gathered by the European Spatial
Planning Observatory Network (ESPON). The advantage of using multimodal accessibility
instead of individual indicators like road density or number of airports is that it attempts to
capture all important infrastructure within a region, as well as the size of potential markets
reachable through that infrastructure (or rather, a comparative estimate of the time needed to
access them). As such, it is more reliable than individual indicators which might for example
overlook the importance of water transport or railways for a region or disregard the existence

of transport hubs in neighboring regions.
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As mentioned in the introduction to this chapter the resilience capabilities described herein are
of the most permanent nature as they concern nearly constant regional features (or at least
regional characteristics evolving relatively slowly). The first capability discussed here
concerned the regional level of urbanization and population density. Generally, higher levels of
urbanization are seen as positive influences on the regional economic resilience capacity. The
central arguments for positive effects of urbanization center for the most part on the assumed
increased levels of interaction (i.e., connectiveness and connectivity) and better access to
regional resources (including human capital) in urbanized areas. That said, as was discussed
above, arguments can be made in favor of a higher resilience in rural regions as well. The second
capability whose effects on regional resilience capacity were discussed concerns the levels of
regional accessibility. Different to urbanization, however, higher levels of accessibility are
nearly exclusively seen as a positive feature for regional resilience capacity by increasing the
access to markets and resources. Furthermore, another ‘fixed’ factor whose discussion was
omitted at this point, is the national association of a region (i.e., the country a specific region is
part of). Due to national association being pretty much its own category in the observation of

European regions, this will be discussed separately in Chapter 6.4 and 7.2.4.

3.5 Summary of resilience capabilities

As identified in the previous chapters, the discussion of potential resilience capabilities and
their indicators presented here does not make a claim to completeness. Similarly, the directions
of individual effects on (and sometimes even causal relationship to) regional resilience
performance are not always clear. This reflects the relative youth of the field of (regional)
resilience investigations in economics, uncertainty about appropriate methods, and the
occasionally unclear definitions of regional economic resilience presented by researchers
concerned with the phenomenon (among others Modica and Reggiani 2015; Giannakis and

Bruggeman 2017a; Martin and Sunley 2020).

Instead, the resilience capabilities discussed in the previous chapters and summarized in Table
1 are purposely intended to provide a wide sweep of potential relations between regional
characteristics and regional economic resilience performance. The goal in this is twofold: first,
to test and demonstrate the usefulness of the novel approach to measuring resilience
performance outlined later. Second, to form the basis of further investigations on the origins of
resilience performance and to formulate tentative policy recommendations for regional

economic resilience.
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Towards this goal, the next chapter will outline the methodology used to identify shocks and
downturns on a regional economic level and to measure regional resilience performance in a
meaningful way. This method will then be applied to a 30-year timeseries across a wide
geographic space (EU15) to analyze different resilience capabilities outlined here. The focus
on this long timeseries and wide data set will enable evaluation of the origins of resilience
capacity and performance in a dynamic European setting. This approach, with its wide scope,
contrasts with other studies centered on a far smaller number of resilience capabilities and
individual shock events like the financial crisis from 2008-20009 (i.a. Giannakis and Bruggeman

2020; Fratesi and Perucca 2018; Sensier et al. 2016; Crescenzi et al. 2016).

The research does not aim to identify a clear-cut cause-and-effect relationship between a few
specific regional features and economic resilience performance, as is often the goal of other
studies, but instead to offer a general perspective on the phenomenon of regional economic
resilience performance. While detailed study of regional economic resilience has value, one
central assumption of the present study is that, as a phenomenon, regional economic resilience
is not yet understood well enough to derive generalizable explanatory models. As such, a
narrow focus, taken too early and centered on a few recent shock events, might lead the field to
overlook potentially important avenues of investigation. It is the goal of this work to contribute

to the avoidance of such a blind spot.
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Category

Resilience

Capability

Hypothesis

Indicator*

Structural
resilience
capabilities

Institutional
resilience
capabilities

Social and
demographic
resilience
capabilities

Resilience
capabilities
of
geographical
endowment

Regional economic
concentration

Regional economic
structure

Innovative capabilities
and signal openness of
regional firmsand actors

Regional economic

endowment

Macroeconomic stability

Microeconomic market
efficiency

Good governance

Existence of knowledge

networks

Social development

Social cohesion

Age demographics

Migration

Level of urbanization
and population density

Regional accessibility

Higher levels of diversity increase regional resilience
through redundancy

Manufacturing and construction sectors are more
vulnerable to shock and downturn but recover faster
in recovery period.

Conversely, the service sector and agriculture are less
vulnerable but show a lower performancein the
recovery phase.

High innovative resources and signal openness allow
firms and local actors to quickly adapt to and profit
from changes in markets and economy leading to
increased resilience performance

Accumulated past resources increase potential
economic redundancies and individual actors'
endurance during downturns and thereby increasing
resilience performance

A stable macroeconomic environment results in
lower regional vulnerability and higher regional
economic resilience performance

Flexible legislation, government institutions, and
market framework potentially increase vulnerability,
but also allow regional economies to recover faster
post-shock

High levels of decentralization/government closeness
increase resilience through redundancy,
accountability, and facilitation of regional ad-hoc
problem solutions

Like innovative capabilities of firms, the existence of
regional knowledge networks and nodes is assumed
to increase the regional adaptive qualities

Highly developed social factors (education, income,
and health) increase regional stability and the
innovative ability on a microeconomic level

A high social connectedness and connectivity
increases the probability for macroeconomic
solutions through micro-level interaction thereby
(usually) increasing regional economic resilience
performance

A vounger population has a greater capacity to
respond to a crisis and recover from it. Conversely,
an older population often has access to more
accumulated resources (wealth).

General effect inconclusive, a positive connection to
resilience can be inferred from effect on labor
market, economic growth, and the consumer base.
Negative effects could be expected through effect on
wage levels and the potential for deteriorating social
cohesion

Cities and more densely populated regions show a
higher resilience due to higher-levels of interaction
possibilities and resources

A high accessibility to neighboring markets and
resources increases resilience

a) Sectoral concentration, measured by HHI based on
sectoral GVA weights (HHI)

b)  Average firm size by employees (Avg_bus)

c) Labor productivity (PROD) as an indicator of
specialization

Relative weights of sectors measured by RGVA and
regional employment respectively (Agri GVA/EMP,
Manu GVA/EMP, Const GVA/EMP, Serv GVA/EMP,
Pub_GVA/EMP)

a) Researchand development spending as a share of
RGDP (RnD_GDP)

b) Researchand development employment as a share of
local employment (RnD_EMP)

a) (Standardized) Gross fixed capital formation per
capita (GFCF_PC)

b) (Standardized) GDP per capita (purchasing power
corrected) (GDP_PC)

a)  National Current Account Balance as share of GDP
(Cur_blc)
b) Government deficit as share of GDP (Gov_debt)

a) “Ease of getting credit” index from “Doing
Business” data set (EoC)

b) Level of national union density (Union)

c) M-Level index of multi-level bargaining (ML _barg)

d) (Standardized) Regional average labor compensation
(purchasing power corrected) (Lab_comp)

Use of government closeness index conceptualized by
Ivanya and Sha (2014) based on World Bank data seton
fiscal decentralization (Gov_close)

a) Existence of regional cluster networks based on data
from the European cluster observatory (Clu)

b) Regional spending onand employment in research
and development (see above) (RnD_EMP)

a)  Sub-national Human Development Index (SHDI)
b)  Share ofresearch and development personnel (see
above) (RuD_EMP)

a) Items from the European Value Survey connected to
social capital (civic engagement, club/party
membership) (SC_Org)

b)  GDP per capita (see above) as a proxy for
interregional inequality (GDP_PC)

a) Ageing index (Pop_age)

b)  Share of potentially economically active population
(15-64years of age) (Pop_work)

Regional net-migration rate (Mig_net)

Urban-rural typology of regions by Eurostat (cf. section
6.3)

Multi modal accessibility item provided by ESPON
database (MM_Ac)

*Details on the specific data, sources, and methodology used behind each indicator can be found in section 7. Codes in brackets referto the respective indicator.

Table 1: Overview of resilience capabilities
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4. Methodology: Observing shock, resilience, and resilience
performance

Given the continual change in regional economic resilience as a process in flux, it follows that
any empirical investigation of the phenomenon must at least partially rely on a time series
analysis to identify specific turning points in a region’s development. Using Martin’s work
outlined in Chapter 2.1 and the further provisions outlined in 2.2 as reference points, any

empirical approach to regional economic resilience performance must be able to:

1. Measure the overall level of development and a region’s growth trajectory right before
a crisis,

2. identify significant shock events of different nature and their scope,

3. observe whether such shock events result in an economic downturn or if a region proves
resistant,

4. determine the extent and duration of the immediate economic downturn caused by the
shock event and mark the beginning of an eventual recovery period,

5. measure the extent of the recovery post-downturn relative to a counterfactual no-shock
scenario,

6. and to measure the level of development as well as the growth trajectory and its

sustainability in a (post-)recovery phase.

In the literature on resilience and specifically the empirical measurement of resilience
performance, there are several approaches which come close to satisfying major parts of the
conditions set out above. One such approach is by Edward Hill et al. (Hill et al. 2012) who, in
their study of metropolitan regions in the United States, outline an approach to measuring
regional economic resilience which is noteworthy for its ability to identify shocks of different
origins and geographic scales relatively easily. Their approach allows the identification of
shocks relatively independent of a region’s comparative development by identifying shock (and
resilience) only in relation to a region’s own past growth trajectory — subsequently defining a
region as resilient if it reaches pre-shock growth rates within a defined time period. While

covering a majority of the requirements set out above, their approach falls short in several areas:

- First, their resilience measure is of purely binary nature (resilient/non-resilient);
- Second, it does not take into account the absolute level of recovery but only focusses on

the growth trajectory;

49



- Third, by excluding the absolute level of recovery and a relative evaluation of resilience
in general, it does not allow for a deeper comparative investigation or ranking of resilient

and non-resilient regions (Hill et al. 2012).

The second approach which comes close to the demands set out above is outlined by Sensier et
al. in their 2016 paper on the measurement of regional economic resilience in European regions
(Sensier et al. 2016). Their study has the inherent advantage that it is already applies to
European regions (however at a higher geographic level than this work). Additionally, it targets
the adaptive or evolutionary concept of resilience outlined in chapter 2.1, and described first by

Ron Martin, by allowing for multiple resilience outcomes (Sensier et al. 2016; Martin 2012).

However, the approach by Sensier et al. has two inherent disadvantages: first, its measure of
shock events is based on a concept of regional business cycles, which while admirable in its
descriptive purposes, leads them to automatically identify any economic downturn as an
economic shock — irrespective of how sudden or “slow-burning” the downturn was.
Furthermore, in contrast to the trajectory-based approach of Hill et al., their approach only uses
the absolute recovery of a region’s economy as a measure of resilience performance, and hence
has the disadvantage of not being able to make predictions about a region’s post-shock and

recovery trajectory (Sensier et al. 2016; Hill et al. 2012).

Other approaches are also promising. For example, the approach by Giannakis and Bruggeman
is based on labor market data which derives a category-based evaluation of regional economic
resilience of NUTS 3 regions, in turn derived from a comparison of regional employment losses
and relative losses on the European level (Giannakis and Bruggeman 2017a). The problem with
this approach, for the present purposes, is that it only works for a specific fixed period of shock
and recovery and cannot be used in a dynamic fashion across a longer time series. Furthermore,
this approach cannot identify and observe different types of shock and the corresponding
regional economic resilience patterns on a solely regional level. Lastly, the focus on a specific
point in time, their category-based distinction of resilience, and their choice of a European
reference benchmark restricts them, and other similar approaches, from generating a general
comparative, continuous measure or resilience performance, which was set out as a goal of this

present investigation.

Another series of approaches is exemplified by the work of Fingelton et al. who — using
employment data from UK NUTS 1 regions — identified five national recession periods and
measured engineering resilience based on the relative actual performance of regions compared

to a counterfactual scenario (Fingleton et al. 2012). This method was also used by Cellini and
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Torrisi to measure the resilience performance of Italian regions over an impressively long
period from 1890-2009, a feat possible thanks to the thoroughness of Italian record keeping
(Cellini and Torrisi 2014).

While this type of approach delivers impressive results, it has the disadvantage, like many other
approaches, of focusing only on previously identified national level recessions. This begs the
question of whether the business cycles in Europe are harmonized enough to use this approach
across several countries in parallel to produce comparable data. Additionally — despite attempts
by Cellini and Torrisi to amend this — this approach is not sufficient since it is aimed only at
measuring the elasticity of regional economic development levels along a presumed growth
path, thereby remaining focused on the presumptions of classic engineering resilience (Cellini

and Torrisi 2014; Fingleton et al. 2012).

The last approach worth mentioning at this point is by Fratesi and Perucca who, using a
counterfactual non-shock scenario based on autoregressive moving averages, derived five
different measures of resilience based closely on the model of Ron Martin outlined in chapter
2.1 (Fratesi and Perucca 2018; Martin 2012). While this approach, which generates self-
referential and therefore comparable resilience performance indicators for European regions on
NUTS 3 level, is very close to what is intended in this investigation, it again has the shortcoming
of being bound to singular large recessionary shocks and needs pre-defined dates for the initial
shock and the end of any subsequent recovery period (Fratesi and Perucca 2018). As the authors
point out, this is restrictive and can reduce the validity of results, especially in regions where a
shock leads to a protracted long-term crisis due to the artificial end date set a priori'® (Fratesi

and Perucca 2018).

All approaches also lack in one point which is significant, especially with regard to the
potentially transformative nature of the resilience process: They do not allow for an evaluation
of whether and how a region changes its economic pathway in a sustainable long-term fashion.
The notable exception to this can be found in the works of Fratesi and Perucca, and perhaps
Cellini’s and Torrisi's amended method based of Fingelton et al.’s approach (Fingleton et al.
2012; Cellini and Torrisi 2014; Fratesi and Perucca 2018). Furthermore, the binary or category-
based evaluation of approaches of a region’s resilience, like Hill et al., Giannakis and
Bruggemann or Sensier et al., severely restricts the deeper comparative analysis of determinants

of resilience (i.e., resilience capabilities) with quantitative or qualitative methods.

19 A persistent problem to any approach chosen, even the one proposed in the present work.
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The approach to the measurement of regional resilience performance outlined in the subsequent
chapters therefore will attempt to tackle the shortcomings of these approaches. While many
elements, especially the methodology for shock and downturn identification, are based
fundamentally upon Hill et al. and amended by components from Sensier et al. and especially

Fratesi and Perucca, the proposed method is more ambitious than any of these approaches.

Like the approach of Fratesi and Perucca, it will measure resilience in more than one dimension.
But, instead of five dimensions, it will attempt to reduce them to the more manageable number
of two resilience performance measures, i.e., the recovery of the level of development, as well
as the change and retention of the recovery phase growth trajectory. The goal is to open a way
to estimate the future direction and sustainability of development for a regional economy post-
shock and allow for a relative comparison of regional economic resilience performance across

Europe.

Due to the complexity of this approach, the following sub-chapters will outline the proposed
methodology in detail and discuss its merits and disadvantages compared to (and inspired by)
the alternatives. The subsequent main chapter then presents the results of the described baseline
approach accompanied by a discussion on the robustness of the underlying assumptions of the
approach. Only once these observations and discussions of resilience performance have taken
place, can the investigation of the effects of the different potential resilience capabilities

commence.

4.1 Identifying shocks

As mentioned above, while the overall goal remains to identify the different resilience scenarios
outlined by Martin along multiple continuous dimensions (Figure 2.), the initial steps of the
analysis are inspired by the work of Hill et al. and their study of the economic resilience of
metropolitan regions in the United States (Martin 2012; Hill et al. 2012). This approach is of
special interest because, as will be shown, it allows for the identification of shocks at different
levels (national and regional) and even of different nature with regard to the broad economic

sectors concerned. Their approach is divided into three broad methodological steps:

1) The identification of economic shock events;
2) the observation of the effect of these shocks on a regional economy, i.e., the
vulnerability of a region to a shock event; and

3) abinary distinction between resilient and non-resilient regions (Hill et al. 2012).
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The identification of economic shock events and the subsequent steps are based on data on
regional sectoral employment, as well as sectoral production. As such, this approach is able to

cover two areas of measurement of resilience: employment and regional production.

Economic resilience to the effects of national economic downturns, i.e. general national level
shock events like recessions, is the most analyzed pairing of shock and resilience within the
literature across all levels —i.e. at national, regional, and even microeconomic levels (Gylfason
et al. 2010; Rocchetta and Mina 2019; Webber et al. 2018; Sensier et al. 2016; Hill et al. 2012;
Doran and Fingleton 2016). National economic downturns are the easiest to observe type of
shock and therefore central to the observation of resilience patterns within the literature (Martin
2012). This holds true irrespective of whether they are in the form of one-off extreme sudden
external events — like severe recessions as caused by a financial crisis, exchange rate, or
commodity price shocks etc. (Pendall et al. 2010) — or the potentially endogenous regularities

of rise and fall across the business cycle.

National economic downturns have the advantage of serving as a commonly agreed upon
marker for the beginning of an economic shock. They set a defined framework (i.e. financial
crisis, oil crisis etc.), and allow for a methodically stable analysis across a large set of regions
affected, since the (valid) assumption is that all regions under observation are affected at
approximately the same time (Sensier et al. 2016; Martin 2012). Hence, since the present
methodology aims to analyze a relatively long time series across different countries, a main
feature here, naturally, must be the observation of the national business cycles and national or
even global economic shock events. Different to some approaches which focus on one
individual event, the goal here is to make any significant national economic shock events visible
across the observed time series. This is similar to the works of, for example, Fingelton et al. or

Cellini and Torrisi (Fingleton et al. 2012; Cellini and Torrisi 2014).

Following the approach by Hill et al., such national economic downturns are methodologically
defined by a one-year downturn of the growth rate by more than two percentage points
compared to the average annual national growth rate (approximated by measuring the slope of
the logarithmic regression of production or employment over the last eight years) (Hill et al.
2012). This approach is based on a method originally derived by Hausmann et al. and their work

on growth accelerations. It employs a logarithmic regression to estimate average growth rates’.

20 The growth rate gy ¢, at time ¢ over horizon # is defined to be the least squared growth rate of GDP per capita
(y) from t to +n defined implicitly by: In(y;4+;) = @ + g¢e4n * t, i = 0, ..., n. Change in growth rate at time ¢ is
the change in the growth over horizon 7 across that period: Ag, , = gt t4n — Gt—n,- (Hausmann et al. 2005, p.
306).
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This approach takes additional measures to account for high-growth countries, defined as
countries with an average growth trajectory above four percent, by defining an economic
downturn in these cases as a yearly drop in growth equal to at least half the average pre-shock
levels (Hausmann et al. 2005; Hill et al. 2012). This identification of national economic
downturns is employed without changes, i.e., the unit of reference remains the average growth

121

rate on the country level, not at the European level~', despite analyzing the whole range of EU15

regions.

The advantage of this approach for the purpose of the study of European regions is twofold:
first it allows the identification of different national economic downturns across European
countries. This is of central importance since the synchronicity of the national business cycles
is not necessarily given, and can potentially vary widely across the observed time series and
countries covered (Degiannakis et al. 2014). This is even more important, considering that this
study involves two underlying economic performance indicators: regional production measured
by RGVA and regional total employment. Second, in contrast to approaches which focus on
tipping points in the absolute level of output or employment (cf. Sensier et al. 2016; Cellini and
Torrisi 2014), the identification of negative change in the overall growth trajectory defined by
a set threshold (i.e. the two percent - or more - drop compared to the eight-year average) holds

certain advantages, despite seemingly being less flexible.

One advantage is that a fixed threshold more easily allows testing of the robustness of the model
by varying its value and observing the changes to the outcome®?. More importantly however is
the focus on the change in growth trajectory itself. While an approach focused on the absolute
level is great for identifying general business cycles, a method based on the growth trajectory
allows identification of sudden one-off shocks and enables them to be distinguished from slow-
burning events more easily. Furthermore, an approach focused on the absolute level of growth
has problems identifying shocks in high-growth nations and regions — as long as the absolute
level of output or employment doesn’t drop, a shock will not be identified — as well as in times
when a long-term downward trajectory prevails (Sensier et al. 2016). For both scenarios it must
be underlined that an unexpected strong drop of the growth trajectory in a high-growth region,

or a sudden change to an even lower growth trajectory, are arguably both as much a shock to

21 The effect of using a European reference for the national — then European — shocks will be discussed in
chapter 5.1.

22 As mentioned in footnote 21, these variations will be discussed in chapter 5.1. In general, all assumptions on
which the model is based will be tested in section 5, in addition to the base model.
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an economic system as a shock identified by a drop in the absolute level of development in a

‘normal’ region (Hill et al. 2012).

Below the high-level national economic downturns come industry shocks, in the terminology
of Hill et al. (Hill et al. 2012). According to these authors, such industry shocks are specific to
economic sectors and industries of high regional importance (Hill et al. 2012). These types of
shocks are of a narrower geographic and/or sectoral scope than overarching national economic
downturns. This idea follows the very simple argument that not all shocks to regional
economies are of global or national origin, but can have very local causes, potentially unique

to a region (Martin and Sunley 2020).

Such local shocks can be relatively sudden — e.g., caused by the closure, or significant
downsizing, of a large regional employer, a natural catastrophe of regional scope, or the result
of local decision making in politics or administration. That said, they may also include long-
term slow-burning processes of fundamental change to a regional economy which eventually
reach a final tipping point — e.g. a structural shift in a region focused on mining and heavy
industry or the slow development of new industries leading to a point where the loss of
comparative advantage or competitiveness have finally become unsustainable (Pendall et al.

2010; Foster 2007; Sensier et al. 2016; Hill et al. 2008).

As with national economic downturns, this analysis will focus mainly on sudden industry
shocks and follow the original approach by Hill et al. According to them the first step towards
measuring industry shocks is based on the identification of industrial sectors of regional

importance — which they term export industries® (Hill et al. 2012).

An economic sector is defined as an export industry if its sectoral share** of regional total
employment or by regional gross value added® is equivalent to at least one percent of the
respective total and exceeds the same sector’s share of national production or employment?® by
at least 80 percent in a given year (Edward Hill et al. 2012). Hill et al. argue that this definition

helps to isolate the parts of the local economy which are of specific regional importance and

23 Arguably the term export industry is somewhat misleading as the method basically describes industries of
outsized regional importance. Despite this the original expression is maintained to provide for continuity.

24 The original work by Hill et al. used a 3-digit level for sectoral distinction according to the North American
Industry Classification System (NAICS), which roughly corresponds to European NACE level 2 divisions. As
will be discussed later, due to a lack of data at a regional level, the analysis of European regions had to be moved
one level higher (i.e. summarized level 1 divisions).

25 Originally gross metropolitan product (GMP) and employment were employed. For the purpose of this
analysis, regional gross value added (GVA) was used instead of GMP, consequently sectoral weights are
calculated based on their respective gross value added.

26 For the purpose of the research presented here, the national average corresponds to the European average
(EU15). The consequences of this switch will be discussed in section 5.1.
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add disproportionally to the regional economic base. As such, a disruption to these industries
and economic sectors has a direct and disproportionate detrimental influence on a regional

economy (Hill et al. 2012).

Such a sectoral disruption is identified, once such an export industry experiences a one-year
annual decline equivalent to at least 0,75% percent of the total regional employment or
production. As a result, the corresponding region is defined as experiencing an industry shock.

These sectoral shocks are then further distinguished by their geographic scope (Hill et al. 2012).

If a sector is in shock at the national®”

as well as the regional level, this shock is termed a
national industry shock (Hill et al. 2012). The underlying idea of a national industry shock
relates to overall sectoral shifts in the economy — e.g., a shift of an economy away from
manufacturing towards a focus on the service sector. Such a shift, while on national level
potentially a slow-burning trend with a short-term impact too small to trigger a national
economic downturn, might nevertheless have a severe localized influence in regions with a high
density of that sector. This harkens back to the distinction between the slow-burn pressures —
in this case the general economic shift — and the sudden regional effect of these pressure, i.e. a

(national) industry shock with a strong regionalized effect (Hill et al. 2012; Pendall et al. 2010;
Martin and Sunley 2020).

Meanwhile, industry shocks of purely regional significance are termed local industry shocks
(Hill et al. 2012). While national economic downturns and national industry shocks signal a
general economic shock or sectoral change which might potentially influence several if not all

regions within a country, a local industry shock, as the name suggests, is a region-specific event.

This distinction of shocks is not only conceptually useful, but also offers analytical insight as it
allows evaluation of resilience outside the context of easily observed “big” crises. Furthermore,
as stated by several authors, not every crisis and shock event are the same or even necessarily
similar (Sensier et al. 2016; Simmie and Martin 2010; Pendall et al. 2010). This means that not
only is the identification of different levels of shocks useful, but the possibility of identifying

shocked economic sectors —even in a broad, sweeping fashion — is potentially of an even higher

27 As with the other assumptions made in this section, variations on these and other thresholds will be discussed
in chapter 5.1.

28 1f two or more export industries exist in a region and all experience a decline by at least 0,75% of total RGVA
or employment, the industry with the biggest share of the total loss in RGVA or employment is defined as the
cause for the industry shock.

2 Tdentified in the same fashion to a national economic downturn, i.e., if the growth rate of national sectoral
employment or sectoral GVA declines by at least two percentage points (half the pre-shock growth rate in high-
growth sectors) compared to the eight-year sectoral average growth trajectory. The same provisions for high-
growth sectors are taken as for national economic downturns.
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value, since it allows identification of additional long-term determinants (i.e., the slow burning
pressures of economic change and adaptation). Consequently, the analysis of the wide variety
of European regional economies and their resilience will profit from a more fine grained
resolution when it comes to shock events (Hill et al. 2012; Pendall et al. 2010; Sensier et al.

2016).

To summarize, the methodology proposed here and originally described by Hill et al. uses pre-
determined loss-thresholds to identify three different types of sudden shock events (national
economic downturns, national industry shocks, and local industry shocks) (Hill et al. 2012).
While national economic downturns are triggered by a decline of the annual national growth
rate compared to the average national past growth trajectory, industry shocks of both kind focus
on annual losses in regionally dominant economic sectors (in case of national economic shocks
the concerned sector is in shock on a national level as well). The result of this approach is the
ability to distinguish between higher-level economic events and geographically focused shocks,

as well as general downturns of the business cycle and sector specific events.

4.2 Economic downturn and recovery

Within the methodological framework Hill et al. describe the shock event itself is distinguished
from its effect. This means that while a shock is causally linked to a regional economic
downturn within this approach, the shock does not inevitably cause such a downturn every time
(Hill et al. 2012). This stands in contrast to other approaches, for example Sensier et al. who
equate shock and downturn directly and thereby make it hard to distinguish resistance to a shock
from the actual resilience of a region —i.e. they treat the resilience of all regions within a country

as if a national shock would affect each region equally (Sensier et al. 2016).

By distinguishing between shock and downturn, Hill et al.’s method allows clearer distinction
between vulnerability, resistance, and resilience (Hill et al. 2012). Following this approach, the

event and identification of a shock and its effect are divided.

In Hill et al.’s methodology a shock leads to a regional economic downturn only if in the
aftermath of a shock the annual growth rate of a region, measured by total employment or
RGVA, drops significantly compared to the average growth rate over the previous eight years>’

(i.e., a regional economic downturn is measured in the same way as a national economic

30 As before approximated by measuring the slope of the logarithmic regression of production or employment
over the last eight years.
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downturn). Thereby a region is defined as experiencing an economic downturn if it shows a
comparative reduction in the yearly annual growth rate of at least two percentage points within
the two years after the shock event. In the case of subsequent shocks preceding a downturn
within two years, the first shock is seen as the causal event for the downturn. Parallel to the
identification of national economic downturns, in high growth regions with an average eight-
year growth rate of four or more percent, a drop in the yearly growth rate equivalent to at least
half the number of percentage points of the average regional growth rate is necessary to
constitute an economic downturn. Regions not experiencing a downturn are termed shock
resistant and hence their performance is not further evaluated with regard to resilience (Hill et

al. 2012).

As mentioned above, the advantage of this approach is that one can easily distinguish between
regions in which a shock has little or no effect, regions which negate the shock’s effects very
quickly, and regions which prove vulnerable to a specific shock and experience a severe sudden
shift of their fortunes. For example, while one region may manage to compensate easily for the
closure of a big regional employer because it is immediately replaced by an alternative, another
region might have trouble compensating for the lost employment opportunities and experience
a serious economic downward spiral caused by such a local industry shock. This distinction is
of even greater importance when consider national economic downturns, which by their very
nature as ‘global’ shocks potentially affect all regions within national or European borders. The
question of why some regions are more vulnerable than others to such inclusive shocks is

worthwhile considering all on its own.

This focus on regions which experience an actual downturn is justified since, as underlined by
Martin and Sunley, resilience is a process that only begins once a region undergoes a shock
with a severe regional economic effect (i.e. an economic downturn) of sufficient scope and
duration (Martin and Sunley 2020). Therefore, only regions which have experienced a downturn

—1i.e., have not proven shock resistant — merit investigation of resilience performance.

From this point onwards, the methodology applied in this work will differ from the approach
chosen by Hill et al. While the binary measure described below is the endpoint for their
approach to describe the resilience process, the methodology outlined here takes this point as

the actual starting point for the description of the mechanics of resilience.

According to the original approach by Hill et al. the resilience or non-resilience of regions
affected by a downturn is determined by the return of a region’s annual growth rate to its

average pre-shock rate within four years of the last downturn. This means that, if a region
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achieves a onetime annual growth rate equal or greater than the eight-year average within those
four years, it is deemed resilient (and non-resilient if not). The final product of this step of
analysis by Hill et al. is a binary evaluation of resilience based purely on the one-time return to

pre-shock event growth rates within a defined timeframe (Hill et al. 2012).

If a region experiences several shocks and downturns within these four years, the four-year
timeframe for the recovery of the previous growth rate is shifted to begin after the last downturn.
The comparative value (i.e., the average eight-year growth rate) however remains based on the
period before the very first shock event in a series. As will be pointed out later, this approach
of measuring recovery from the last downturn relative to the growth trajectory before the first
downturn, is the reason why the further investigation will focus on first downturns in a series
only (Hill et al. 2012). This is also one of the reasons why the resilience of some regions is
occasionally hard to evaluate since subsequent shock-downturn cycles have pushed them
beyond the observable timeseries covered by the data. This problem is common to many other
approaches, such as the analysis of Greek regions in the approach demonstrated by Fratesi and

Perucca (Fratesi and Perucca 2018).

While the method described by Hill et al. has distinct advantages — namely the ability to
distinguish between geographic and sectoral origins of an economic shock — it lacks subtilty in
its analysis of regional resilience. First, aspects of their approach have a certain axiomatic
rigidness to them. For example, instead of using flexible arrangements to measure the duration
and severity of shock events (cf. Sensier et al. 2016), they rely on fixed timeframes for the
measurement of pre-shock growth trajectories and a fixed four-year upper timeframe for
recovery back to these pre-shock growth levels. Furthermore, the identification of national and
regional economic downturns, export industries and industry shocks all depend on threshold
‘trigger’ values, mostly related to relative annual growth changes. Some of these values are
based on standard assumptions and definitions. For example, the eight-year measure of the pre-
shock average growth trajectory and the four-year maximum timeframe to return to that growth
rate, correspond roughly to standard historic assumptions about the length of business cycles
and contraction phases respectively (Hill et al. 2012). Both of these mostly hold up in American
and European contexts (Bergman and Jonung 2011; Degiannakis et al. 2014; NBER 2020;
Koopman et al. 2016).

Despite this rigidity, the present work will rely on the fundamental assumptions made in Hill et
al.’s work in this regard. That said, the effects of changes to these thresholds will be subject of

several robustness tests with the goal observing potential consequences (cf. Chapter 5).
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However, with regard to the goals of this research, a more severe problem looms in Hill et al.’s
simple dichotomous distinction between resilient and non-resilient regions. This can be
extended to a fundamental critique of Hill et al.’s binary resilience understanding tailored

towards an engineering interpretation of resilience (Hill et al. 2012).

In summary, it is the goal of the present work to amend the approach by Hill et al. by
incorporating the ideas of hysteresis, adaptive, and transformative resilience as described by
Martin and others. Towards this goal the approach developed in this thesis will — after some
tests on the robustness of the underlying assumptions — retain Hill et al.’s definitions of shock
events and the idea of the post-shock growth trajectory as a significant indicator. However,
instead of focusing solely on the recovery to the pre-shock growth trajectory in a narrow post-
downturn period, the presented approach will use this point in time as a marker from which the
analysis of resilience performance can meaningfully begin in the first place. This means instead
of being the point of division between resilience or non-resilience, the return to the pre-shock

growth trajectory will mark the beginning of the recovery period (cf. Chapter 4.3).

4.3 A comparable relative measure of resilience performance

Following Martin, the return to pre-shock growth levels is only the beginning of the recovery-
phase of the resiliency process in the empirical approach presented here (t2, Figure 2.). Hill et
al. identify this point easily with their approach since it is signaled by a return to or even excess
of the regional pre-shock average growth levels. However, while Hill et al. see this return as a
sign of a resilient region (cf. Chapter 4.2), in the resilience process described by Martin, this
point only marks the end of an economic downturn —i.e., the extent of the immediate negative
effects of the shock event itself (t - t2, Figure 2). Meanwhile, according to Martin, the quality
and outcome of the resilience process, i.e., the resilience performance, only become apparent
during and after the recovery phase (t2 onwards, Figure 2). Only starting with this phase can
one begin to evaluate the sustainability of the post-downturn growth rate and the overall
recovery of developmental levels compared to pre-shock levels (cf. Figure 1 for details on the

different resilience scenarios a-e).

This interpretation also fits better with the conception of resilience as defined by Holling and
others, who in their ecological conception of resilience include the notion of a system surviving,
at least with regard to its functional essence, during prolonged periods of uncertainty (Holling

1973; Folke et al. 2002). In line with this interpretation, the proposed methodology will use the
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return to pre-shock growth levels as measured by Hill et al. as the starting point for the recovery
period and therefore the subsequent measures of regional economic resilience performance. In
the case of regions that do not return to their pre-shock growth levels, the four-year cut-off set
by Hill et al. will serve as the fixed latest starting point. A similar however less flexible approach
(as it is bound to pre-defined fixed dates) is taken by Fratesi and Perucca, who set a general
four-year deadline for the downturn phase after the financial crisis in 2008-2009 (Fratesi and

Perucca 2018).
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Figure 2: Summary of resilience scenarios (figure by author, based on Martin and Sunley
2020)

Treating the return to a previous growth trajectory as the starting point of the recovery period

has several advantages beyond an improved theoretical fit:

First, it expands the observation of resilience beyond the most severe and immediate effects of
shocks. The alternative approach of Sensier et al. for example, measures the time from the
trough to peak of the business cycle as the recovery period and determines absolute resilience
performance based on the relative absolute recovery of employment or production compared to
the previous peak (Sensier et al. 2016). While a valid approach, this has the inherent
disadvantage that regional economies which do not actually experience a drop in the absolute

level of development as a result of a shock, will not be analyzed with regard to their resilience
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— despite potential lost growth opportunities or a slower overall rate of growth in the aftermath

of the shock event.

Second, and related, such a peak-to-peak comparison as proposed by Sensier et al. does not
allow for a detailed evaluation of changes in the development trajectory, especially with regard
to a potential hysteretic transformation. This is especially true for regions which correspond to
the stable underperformer model (cf. Figure 1 or Figure 2b). While it is possible, by following
Sensier et al.’s approach, to identify regions which are worse or better off in comparison to pre-
crisis absolute levels, this does not account for lost growth potential, nor does it evaluate
prospective growth trajectories and shifted development paths. A high-growth region affected
by shock that managed to return to previous levels over many years would, by this method, be
equally as resilient as a low-growth region which went through a hysteric shift and came out of
the crisis not only recovered to previous levels of development but entered a much-improved

growth trajectory.

Conversely, defining a recovery period using the parameters set by the approach from Hill et
al. as the starting point of this period (between t; and t3 in Figure 2) means, that a detailed
analysis of the subsequent regional growth trajectory during recovery can take place — which
potentially can be extrapolated beyond (i.e., t3+ in Figure 2). Meanwhile, an observation of the
recovery of the comparative level of development similar to Sensier et al.’s approach is still

possible as well.

As stated in Chapter 2.1, Martin’s and Sunley’s conception of adaptive resilience is based on
two dimensions: the recovery of the absolute level of development and the retention of the post-
downturn growth trajectory and by extension the sustainability of both®! (Martin and Sunley
2020; Martin 2012). To measure these dimensions, the start date of the recovery period is
employed as the starting point for analysis of both dimensions (cf. t> in scenario a, b, d, e in
Figure 2). As mentioned, in cases where there is no return to pre-downturn growth levels (e.g.,
in a case of non-resilience in Hill et al.’s approach), the fourth year of the four-year timeframe

will serve as the starting date for measurements of the recovery period (scenario ¢ in Figure 2).

This means the latest point at that a recovery period will be assumed to have begun (i.e., t2 in
Figure 2), lies four years after the last downturn occurring in a region. As mentioned before,
these four years correspond well to the historical extent of contraction phases in the business

cycle (Degiannakis et al. 2014; NBER 2020). It is assumed that whatever hysteretic shift might

31 For the sake of readability, the terms will subsequently be shortened to “recovery of the development level”
and “trajectory retention” or similar shorter versions of the dimension names.
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have been caused by the shock itself has taken place by this point and a region has settled on

its new post-downturn economic equilibrium.

The approximation of this new growth trajectory and recovery of the level of development of
employment or production takes place in the four years following the beginning of the recovery
period (cf. to—t3 in Figure 2). Methodologically, the four year timeframe corresponds to the
approach outlined by Hill et al. who use a four-year timeframe to identify binary resilience (Hill
et al. 2012). Conceptually, the duration of four years fits neatly in the upper bound of the
average duration of economic expansion phases (Degiannakis et al. 2014; NBER 2020;

Koopman et al. 2016)*2.

The sustainability and direction of the post-downturn growth trajectory is then simply measured
by the average growth rate over the four years of the recovery phase (cf. t2 and onwards in
Figure 2). Corresponding to the approach outlined by Hill et al. 2012 and Hausmann et al. 2005,
the estimate of this growth rate is based on the slope of the logarithmic regression of growth
rates over those four years®®. This value is then put in relation to the pre-downturn growth rate
(i.e., the average rate measured before first shock in the case of a series of downturns), thereby
giving an indicator measuring whether, and by how much, a region changed its growth
trajectory. The result is a comparable measure of the extent of retention of the regional growth
trajectory. For example: a low pre-shock growth region can be shown to have a high resilience
with regard to its retention of the growth trajectory even if it only shows a moderate positive
growth rate during the recovery period, as long as the rate is higher than the average rate before
the shock event. Conversely, a high-growth region suffering a decrease in growth trajectory but
still retaining an overall positive rate will show as less resilient in this resilience performance

dimension.

To measure the recovery of the absolute level of development, this approach proposes to observe
the average relative distance between the actual total regional levels of development —i.e., the
absolute value of RGVA and total employment — and a counterfactual non-downturn scenario
over the four years following the beginning of the recovery period. A similar approach is

proposed by Fratesi and Perucca in their conception of a gap between actual and counterfactual

32 As before this assumption will be subject to a robustness test in Chapter 5.
3 To better reflect the sustainability of the post-recovery growth trajectory, a similar method was applied to the
four-year period post-recovery (t3 onwards in figure 1). This however extends the measurement period
significantly and leads to many observations having to be dropped due to the limitations of the time series data.
Despite this, an additional trajectory retention dimension measured over 8 years following the entry into the
recovery period is introduced into the final analysis to take account of potential shortcomings of a short recovery
period (cf. section 5.3).
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development as a measure of resilience, although they measure the gap only at the beginning

and the end of the recovery period (Fratesi and Perucca 2018).

The result of this measure is an approximate value for the level of recovery of regional
development during the recovery phase (cf. to—t3 in Figure 2). The counterfactual scenario in
this case is based on the estimated total level of employment and RGVA derived from a linear
extrapolation of the absolute regional values before the original downturn, based on the average
eight-year growth levels before the shock event. The value derived by this approach results in
an indicator of the recovery of the absolute level of development relative to where the region

could have been if no shock had happened at all.

A region quickly entering the recovery phase will — by the nature of the extrapolation of the
counterfactual — achieve a stronger recovery of the absolute level of development than a region
with a longer downturn phase — that is, unless the latter shows exceptional performance.
Similarly, a region that does not achieve a very high post-downturn growth trajectory might
still come close to recovering its absolute level of development with a V-shaped recovery
pattern — resulting in an (on average) slow-growth region that nevertheless manages to keep its
regional economy on a stable development level (Yao and Zhang 2011). Logically, not all
regions which recover their pre-shock growth trajectory will necessarily make up for missed
growth opportunities during the downturn phase, thereby giving a differentiated picture of

relative resilience in each performance dimensions.

Both measures together give a better and, importantly, comparable picture of the resilience
performance of a single region in response to a wide variety of shocks, especially compared to
comparable categorical measures proposed by Hill et al., Giannakis and Bruggeman, or Sensier
et al (Sensier et al. 2016; Hill et al. 2012; Giannakis and Bruggeman 2020). The ability to
contrast resilience performance along two dimensions (first, the recovery of the absolute level
of development, and second, the retention of the regional growth trajectory) takes into account
the prospective elements of the resilience process proposed by Ron Martin (Martin 2012). At
the same time, it is able to consider factors of resistance and vulnerability without them

influencing the actual evaluation of subsequent resilience performance.

While one individual resilience indicator would arguably be tidier, as the approaches by Hill et
al, Martin, or Briguglio et al. show, the proposed method manages to capture the process of
resilience in greater detail than otherwise possible (Hill et al. 2012; Martin 2012; Briguglio et
al. 2009). It also does not become too overwhelming as might be the case with the five-

resilience performance indicator approach by Fratesi and Perucca (Fratesi and Perucca 2018).
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Lastly, the relative nature of the methodology — e.g., the comparison to a region’s own past and
counterfactual performance in trajectory retention and development level — makes it
comparable across national borders and even different points in time, since it is independent of
a chosen benchmark like national or European growth. In contrast, other approaches with fixed
references will generally be bound to the national or time-dependent refence value chosen

(Sensier et al. 2016; Fingleton et al. 2015; Paolo Di Caro 2017).

In summary, the proposed methodology aims to assess regional resilience performance based
on two continuous measures, each indicative for one of the two dimensions of resilience
performance as described in Chapter 2.1. The fist measure, i.e., the retention of the regional
growth trajectory, is based on the difference of the average recovery phase growth trajectory
compared to the pre-shock average growth trajectory. The second dimension, i.e., the recovery
of the development level, is based on the measurement of the relative average difference of the
actual level of development and a counterfactual no-shock scenario level of development
throughout the recovery phase. The results of both resilience performance measures for the
EU15 NUTS 3-level data will be presented in the next chapter. As mentioned above, the
different underlying assumptions made — such as the fixed duration of the recovery period, the
thresholds for identification of shocks etc. — will additionally be tested on their robustness.
Furthermore, the descriptive analysis will observe variations across the observed time series
and remark on significant national and spatial differences (e.g., the number and type of export
industries by country). This the analysis continues into Chapter 6, where the measures of both
resilience performance dimensions are discussed across different categorical lines. This step
can already be considered a first step towards the analysis of the effect of different resilience
capabilities since the variables of time and space can obviously influence regional responses to

an economic shock significantly.

5. Analysis - measuring resilience performance

Before detailing each methodological step and the results based on the full time series, it is
worth using examples to illustrate the approach taken. This chapter will describe the empirical
approach based on the resilience performance indicators for only two exemplary observations.
The goal is to show the potential of the outlined quantitative approach to measuring regional
economic resilience performance in Europe. Generally, if not mentioned otherwise, the regional

economic performance data for all EU NUTS 3 regions is drawn from the European
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Commission’s Annual Regional Database for Regional and Urban Policy (ARDECO), formerly
known as Cambridge Econometrics’ European regional database (European Commission

2021b).

The two cases described in Figures 3 and 4 were selected from the 3447 fully observable cases
of shock-downturn-recovery cycles®* across the time series of both regional gross values added
(RGVA) and total regional employment (i.e., the totality of employed persons living within a
region). The only criterium for their selection was to clearly show one example for the method

for both total employment and RGVA as the underlying performance variable.

The first case (see Figure 3) is based on total employment data as a performance indicator and
concerns the region of “Passau (Landkreis)”*’, located in Germany near the Austrian-Bavarian
border. In 1995, the year of the initial shock, the region’s employment market was dominated
by manufacturing industries®® and a strong private service sector’’ (26,1% and 31,1%
respectively). Throughout the time series, manufacturing remains of a high regional importance,
while the service sector continues to grow its share of total employment (respectively 27,1%
and 34,3% in 2018). Agriculture®®, despite its important role in the late 1980s (15,1% of labor),
declined rapidly in its proportion of the labor market (3,8% in 2018).

In the early 1990s (1992-1997) Germany experienced a series of national downturns in
employment, which in turn lead to a regional downturn in Passau in 1996 and 1997. The shock
in 1995, which caused the downturn of 1996, is the first shock in this example which had a
regional effect and is therefore treated as the first in the series. Meanwhile the national
economic shock in 1997 had no subsequent regional effect. In addition to the downturn in
employment, the region experienced a parallel series of national economic shocks to RGVA
from 1992-1997, and again in 2003 and 2009, however only the latter two lead to a regional
downturn in RGVA.

The second example, which illustrates measurement of resilience performance based on RGVA,
is the Danish region of “Byen Kebenhavn”, shown in Figure 4*°. As the name suggests, the
region is centered on the Danish capital of Copenhagen and its surrounding municipalities.

Economically, and unsurprisingly for such an urban area, the region is shaped nearly

34 Qualifications as to which cases count as fully observable will be made in the subsequent sections.
% Corresponding NUTS 3 code: DE228
3 NACE classifications B-E.
37 NACE classifications G-J.
% NACE classification A.
¥ Corresponding NUTS 3 code: DKO11
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exclusively by private and public service sectors who together made up about 91,4% of the total

RGVA in 2018, a Figure which does not vary much during the observed time frame.

In the year 2001, the year of the shock described for Byen Kgbenhavn, the private sector
services of trade, transportation accommodation and information services together made up
roughly 31,2% of RGVA. A further 30,1% consisted of business-services*’ relating to finance
and insurance, real estate, administrative services, and research. The public sector*! made up
an additional 27,8% of RGVA. The region experienced three subsequent national economic
downturn shock events starting in 2000, of which the one in 2001 resulted in the regional
downturn discussed here. A second shock and downturn pairing (as before caused by a national
economic downturn) took place in 2009 as an effect of the GFC. The region experienced no

additional shock events in the years following 2001 (up to and including 2008).

Additionally, there was a series of employment shocks between 1990 and 1997, all local
industry shocks in the business-service sector, which lead to a downturn in employment in 1990
and 1993. Parallel to the national economic downturn in GVA during the GFC, the region also

experienced employment shocks and downturns in 2009 and 2010.

The observation of resilience performance begins in both cases with the original shock event —
1.e., the first shock which, in the concurrent or subsequent year, caused a regional downturn by
reducing the annual growth rate by at least 2% compared to the eight-year average. The 1995
shock in Passau (Landkreis) was caused by a national economic downturn in employment
which hit the agricultural sector particularly hard — part of the relatively quick decline of the
sector leading into the 2010s. This shock in turn caused a drop in the employment growth rate
to -1,58% by 1996, which compared to the pre-shock eight-year average of ca. 1,55%,
constitutes a regional economic downturn by the definition set out in Chapter 4.1 (a difference
of 3,1 percentage points). The threshold for a downturn is only reached in 1996, since, while in

1995 the trajectory decreases, it does not reach the necessary decrease of two percentage points.

Consequently, the four-year timeframe for returning to the pre-shock growth trajectory (i.e., the
growth trajectory up to 1995 of ca. 1,55%) begins in 1996 the year of the last (and in this case
initial) downturn. The return to the pre-shock growth trajectory is achieved within two years
(three years from the shock event) by 1998 (achieving an annual employment growth rate of
2,84%). As outlined above, this is the point at which Hill et al.’s approach would declare this
region as resilient (Hill et al. 2012).

40 NACE classifications K-N.
41 NACE classifications O-U.
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However, in the approach presented, this marks only the beginning of the recovery phase, i.e.,
the phase from 1995-1998 is the maximum extent of the regional downturn and initial negative
effect of the shock. From this point onward, following Martin and Sunley’s theoretical
approach, the retention of the regional growth trajectory and recovery of the level of
development — e.g. the two dimensions of resilience performance outlined in Chapter 4.3 — can

be determined (Martin and Sunley 2020).

To do so, the recovery phase growth trajectory is estimated using the average four-year growth
rate over the subsequent four years from 1998-2002*2, which is approximately 1,13%. This in
turn is used to determine the absolute difference to the pre-shock eight-year growth rate in
percentage points. In this case, the new growth trajectory is nearly equal to the levels reached
before (-0,42 percentage points). Compared to all observed cases, this divergence is only
minimal (the average for employment trajectory resilience lies at -0,51 percentage points and a
median of -0,37 percentage points respectively), giving the region an overall positive z-score
of 0,035 for the standardized retention of the growth trajectory dimension ranking. Compared
to German regions exclusively, the performance is even stronger with a z-score of 0,27. Overall,
as can be seen in the scatter plot in Figure 3, Passau is an average performer by this performance

dimension.

The second resilience performance dimension, the recovery of the level of development, is
calculated by measuring the average relative distance from the actual level of development (e.g.,
the average total employment over the four years of the recovery phase from 1998-2002) to a
counterfactual scenario. The latter is based on an extrapolation of the pre-downturn level of
total employment and the eight-year pre-shock average growth rate. In the case of Passau
(Landkreis), this corresponds to a total employment level on average 6,3% lower than under
the counterfactual assumed no-downturn scenario over the measurement period (the average
for employment recovery of the development level for all observations level lies at -10,8% and
a median of -10,01% respectively). Standardized across all observed employment downturns,
this results in a z-score of roughly 0,44. In reference to German regions only, this increases to
a z-score of 0,68. As with the retention of the growth trajectory, the region of Passau (Landkreis)

in 1995-2002 is an average performer overall.

This picture of an average performer is further underlined when looking at the ranking of all

regions across both indicators. Passau sits at place 678 (trajectory retention) and 441 (level

42 Using the method outlined in section 4.1, proposed by Hausman et al. and further employed by Hill et al.
Hausmann et al. 2005; Hill et al. 2008.
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recovery) among the 1323 regions observed*. Within the theoretical approach outlined by
Martin and Sunley, this would make the region of Passau (Landkreis) a declining or stable
underperformer (cf. Figure 1), since the overall level of development is lower than in the
counterfactual and the recovery growth trajectory comes close, but still falls short of the pre-

shock values (Martin and Sunley 2020).

That said, as shown above, if those values are standardized and looked at comparatively, the
region of Passau (Landkreis) is relatively close to the average resilience performance of all
observed regions with regard to the total employment (cf. Figure 3). This demonstrates the
value of this two-dimensional approach, since one can now state with confidence that the region
of Passau (Landkreis) closely approximates the average resilience performance of downturn-

affected regions.

The observed events in Byen Kgbenhavn (Figure 4) started in 2001 and were caused by a series
of national economic shocks during which Danish GVA growth nearly stalled at 0,38% by
2003. The first of three subsequent regional economic downturns took place the same year as
the initial shock, in 2001. It resulted in a decline in yearly regional growth of RGVA to 1,84%.
Compared to the eight-year average growth rate of 3,95%, this constitutes a total comparative

drop of roughly 2,11 percentage points.

In the two following years, the regional RGVA declined first by 1,8% and then stagnated at
0,13% in 2003 — each year comprising a subsequent shock-downturn pairing. This series of
downturns illustrates one of the strengths of this methodological approach, as the first downturn
in 2001 shows that a region does not need to go into sudden extreme decline to be able to
identify a regional downturn effect. Instead, a significant alteration of the growth trajectory
suffices as a trigger. By 2005, two years after the last regional economic downturn in 2003 and
four years after the initial shock event, the region saw its yearly growth exceed the average pre-
shock levels (before 2001) for the first time — reaching 4,3% for that year. As above, this
constitutes a region which is resilient according to Hill et al.’s approach and is the point from
which the measurement of the two resilience performance indicators takes place in the

methodology presented here.

4 Detailed fact sheets on the region can be found in Appendix XX
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EMP-Shock: Passau, Landkreis (DE) - 1995-2002
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Figure 3: Case example for employment resilience performance
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Over the next four years (2005-2009) — the fixed time for the recovery phase — the region
basically stagnated at an average growth trajectory of -0,18%. In contrast to the pre-shock
average growth trajectory, this resulted in a difference of -4,13 percentage points (the average
among all 2124 observed regions, based on RGVA, being -0,95 percentage points and the
median -0,76 percentage points). Standardized across all observed regions this results in a z-
score of -1,27 and among Danish cases alone of -0,89. Compared either way, the performance
of Byen Kgbenhavn in the aftermath of 2001 is significantly below average with regard to the

retention of the growth trajectory.

Meanwhile, the total production is -19,76% lower than the level expected in a no-shock
counterfactual scenario (across all cases, an average recovery of the level of development of -
8,08% and a median shortfall of -7,32% is observed). This results in a z-score of -1,14 across

all cases and -1,7 in the Danish context alone.

In comparison to all other observations, the Byen Kgbenhavn is below average in and after
2001 with regard to the trajectory retention, as well as the recovery of the absolute development
level. Within the framework of Martin and Sunley, Byen Kgbenhavn could be defined as a
“declining underperformer” (cf. Figure 1c). This result is reflected in its position in the
scatterplot in Figure 4, as well as its comparative ranking among all cases (1930™ out of 2124
with regard to trajectory retention and 1909" with regard to level recovery). This weak
performance is especially interesting since during and after the shock and downturn
combination of 2009 — the national economic downturn caused by the GFC — the region
performed significantly stronger (z-score of 0.98 for trajectory retention and 1,19 for
development level recovery, putting it respectively in 232" and 180" place for this event in the
all-observation comparison). While it is too early to judge, this could either hint at growing
resilience based on past “experience” — similar to theories on psychological resilience (Fletcher
and Sarkar 2013) — or point to high variation in the nature as well as political and economic

response to different types of crisis and the effect on regional economic resilience.

While these examples are only two observations out of over 3400 observed resilience processes
in total, this “case study” already demonstrates some advantages of the proposed method.
Despite their obvious performance differences, if the same analysis was made using a binary
resilience measure proposed by Hill et al., both regions would have been equally rated as
resilient since both return to their pre-downturn growth trajectory within four years (Hill et al.
2012). Similarly, even using the more dynamic approach based on business cycles proposed

Sensier et al., both regions would simply be termed ‘resilient’, because they return to their peak
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total development level from before the downturn — again despite very different results in each
region in the mid-run (Sensier et al. 2016). Only the approach by Fratesi and Perucca, with their
analysis based on a presumed no-shock growth path, could have delivered similar results, if it
was applied to the shock events presented here. Even this is questionable, however, since their
method needs a previously-determined observation window with fixed shock and crisis duration
periods (i.e. in their case fixed on the 2008-2009 GFC and its effects) (Fratesi and Perucca
2018). Meanwhile, by applying the method proposed here, one arrives at the presented results
without such preconceptions— a small but significant advantage in the study of longer time

series.

Furthermore, the approach shown allows evaluation of both regions compared to all other
observations in two dimensions, thereby providing a much better picture of their comparative
resilience performance. This approach does not simply produce a binary distinction between
resilient and non-resilient but can clearly state that one region is more or less resilient than
another. Furthermore, the measures of both dimensions offer indicators for changes in growth
trajectories and the level of total development after a shock. This allows the analysis not only
to rank regions but also to classify them into different resilience scenarios as outlined by Martin

and discussed in Chapter 2 (cf. Figure 1)*.

The big disadvantage of this approach — especially compared to the approach by Sensier et al.
— obviously lies in the fixed threshold constants picked for the level and length of shocks,
downturns, and even the recovery phase. As an example, the fixed four-year period for
measuring the recovery phase’s average growth trajectory and the average distance to the
counterfactual scenario are — to some extent — arbitrary. While founded on theoretical
assumptions about the business cycles and based on the previous work of Hill et al., these

assumptions obviously must be tested in detail (Hill et al. 2012).

Further problems result from restrictions to the underlying data sets which, as also observed by
Fratesi and Perucca, are not necessarily long enough to capture the whole resilience process in
cases of prolonged crisis (Fratesi and Perucca 2018). As will be shown below, regions in Greece
(and to some extent Spain) were victims of a long series of downturns following the initial
shocks of the 2008-2009 GFC — caused by the subsequent sovereign debt crisis. Since, as
outlined, each subsequent downturn within four years of the preceding downturn ‘restarts’ the

measurements leading up to the eventual recovery period, this can cause observations to extend

4 Sensier et al’s approach is capable to identify tendencies in the change of growth trajectory as well, however
their approach restricts them to identify negative hysteretic shifts only while the presented approach is
independent of the direction of the shift (Sensier et al. 2016).

73



beyond the end of the dataset in 2018. Independent of this, the methodology proposed results
in 2014 being the effective cut-off for the latest beginning of any recovery phase among the

observed regions.

To highlight these and other issues, the following chapters give a descriptive overview of the
results of the application of the methodology on the data set and will be accompanied by
robustness tests varying the underlying assumptions of each methodological step determining
the respective results. Furthermore, the following chapters will discuss the restrictions of the
approach given the data available and how these restrictions where approached. This discussion
will focus on shock identification (including the identification of export industries), a
descriptive analysis of resistance and downturn, and finally the actual measurement of
resilience performance. This last step of the analysis will be continued in Chapter 6 and analyses
the causes of resilience by testing the variance of the results with regard to nationality, shock
type, regional typology, and timing. Following this, Chapter 7 provides detailed analysis of the

effects of the different resilience capabilities outlined in Chapter 3 on resilience performance.

5.1 Identification of shock events

While the presented work largely follows Hill et al.’s approach and then expands on it (as
mentioned above), the application of this approach to the European context made some
adaptations necessary. Most importantly, while Hill et al.’s approach used three-digit sectoral
resolution of US metropolitan regions (similar to the two-digit level of the NACE GDP
definition of the European statistical convention), this study had to reduce the resolution to the
highest level of the NACE code. Second, while Hill et al. analyze wider metropolitan regions
only (i.e., excluding rural areas), this study will encompass all NUTS 3 regions. This results in
a more heterogenous sample compared to the American, metropolitan equivalent. These, and

other differences will be discussed in this chapter.

The total number of possible data points forming the base for the measurement of regional
resilience performance — i.e., yearly regional observations — numbers 33670 in case of total
employment and 33185 in case of regional gross value added. This constitutes data on 1106

NUTS 3 regions (in 2018)* in the western EU15 over a timeframe of 31 years*®. However, as

4 The only regions not covered for the whole time series are the German regions constituting the former German
Democratic Republic (GDR) which, due to data restrictions, can only be observed from the year 1994 onwards.
46 Including the year 2018 for which, with the exception of shock events and concurrent downturns, no further
observations are possible.
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mentioned in the section before, the latest possible point at which a recovery period can begin
to result in a full observation of regional resilience performance is the year 2014. Hence, the
number of regions to which the methodology could potentially be applied to fully is

significantly lower and depends on the timing of the entry into the recovery period.

ﬁf;fjs EMP GVA
Austria (AT) 35 1.085 1.085
Belgium (BE) 44 1.364 1.364
Germany (DE) 401 11.815 11.815
Denmark (DK) 11 341 341
Greece (EL) 52 1.612 1.196
Spain (ES) 59 1.829 1.829
Finland (FI) 19 589 589
France (FR) 101 3.131 3.131
Ireland (IE) 8 248 184
Italy (IT) 110 3.410 3.410
Netherlands (NL) 40 1.240 1.240
Portugal (PT) 25 775 775
Sweden (SE) 21 651 651
United Kingdom (UK) 179 5.549 5.549
Luxembourg (LU) 1 31 26
TOTAL 1.106 33.670 33.185

Table 2: Total observed regions

The discrepancy in the number of data points based on total employment and gross value added
is caused by missing data for regions in Greece, Ireland and Luxembourg up until the mid-
1990s. This data could not be reconstructed and, apparently, was not gathered at the level of

NUTS 3 regions for the full time series.

As can be seen in Table 1, the number of NUTS 3 regions varies significantly by country, with
Germany alone accounting for more than a third of all NUTS 3 regions*’. One reason for this
is, obviously, the wide variation in size of the respective countries. Germany as the most
populous state also has the most NUTS 3 regions. However, the imbalance is also enhanced by
the relatively wide population bands within which the different regional levels are defined by

the NUTS classification system. For example, NUTS 3 regions are defined as between 150.000-

47 A fact which will have to be considered when discussing country association and country level effects in
section 7.
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800.000 inhabitants. This wide range, together with exceptional cases (like islands or sparsely
populated regions) and the tendency of nation states to align NUTS regions with existing

subnational statistical units, leads to discrepancies between the nation states of Europe.

To account for this, the subsequent analyses (especially those on the effect of resilience
capabilities) are based on relative or population weighted values (like GDP per capita etc.)
whenever possible. Furthermore, to evaluate the validity of the results, especially with regard
to the later analysis of the regional resilience capabilities, the national association of each region

will be introduced as a categorical variable.

As outlined in Chapter 4, the first step in the approach to measuring resilience performance
(also described in the original by Hill et al.) is the identification of shocks. The first type of
shocks — and methodologically the easiest to identify — are called national economic downturns
(NED). As described in Chapter 4.1, these shocks are identified by a one-year downturn of more
than two percentage points compared to the average annual national growth rate (approximated
by measuring the slope of the logarithmic regression of RGVA or employment over the last

eight years) (Edward Hill et al. 2012).

National National
Economic Regions | economic | Regions
downturns affected | downturns | affected
(employment) (GVA)
Austria (AT) - - 2 70
Belgium (BE) - - 2 88
Germany (DE) 6 2.406 7 2.807
Denmark (DK) 2 22 4 44
Greece (EL) 5 260 6 312
Spain (ES) 8 472 7 413
Finland (FI) 4 76 7 133
France (FR) - - 3 303
Ireland (IE) 6 48 5 38
Italy (IT) 3 330 4 440
Netherlands (NL) 2 80 4 160
Portugal (PT) 7 175 7 175
Sweden (SE) 4 84 7 147
United Kingdom (U] 3 537 5 895
Luxembourg (LU) 2 2 6 6
TOTAL 52 4.492 76 6.031

Table 3: Overview of national economic downturns
Using RGVA as an indicator during the observed time series from 1988-2018, a total of 76 such
events occur, in total potentially affecting a theoretical maximum of 6031 regional yearly
observations. Based on employment data, one can identify a slightly lower total of 52 national

economic downturns during this period, affecting a potential total of 4492 regions. As will be
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discussed later, due to the nature of NEDs, which have the potential to affect all regions within

a nation, the absolute number of this type of shock (by region) far exceeds all other types.

Across the whole period of 30 years*®, about half the time at least some countries experienced
a national downturn in either gross value added or employment. Similarly, across the whole
time series, there is no region which did not potentially experience the negative effects of at
least one national economic downturn shock. Even Austria, Belgium, and France, which do not
experience a NED as measured based on employment, all experience a NED identified by gross
value added. However, this does not mean that all regions were equally affected by a regional
economic downturn. As pointed out in Chapter 3, a national economic downturn does not
exclude regional economic resistance to the national shock event. This distinction will be

further discussed and identified in Chapter 5.2.

Looking at the temporal distribution of the national economic downturns (cf. Figure 5), it
becomes visible that NEDs — as expected — follow the generally recognized business cycles for
the period with peaks in the early to mid-1990s, the early 2000s, and around and subsequent to
the GFC in 2008-2009 (Battilossi et al. 2010; Ozturk and Sozdemir 2015). Additionally, one
can identify, as postulated by macroeconomic and specifically Keynesian approaches, that
national employment downturns often happen with a slight time lag compared to the shocks to
the ‘general’ economy as measured by GVA and GDP (Keynes 1936). Furthermore, while
every country is affected at least once during the 30-year period analyzed, irrespective of
underlying measure, only the effect of the financial crisis in 2008-2009 on the GVA caused all
fifteen analyzed European economies to slide into a national economic downturn at the same

time (for detailed country data cf. Appendix l.a).

As pointed out previously, the central criticism with this approach to identifying national
economic shocks — as with other types of shocks — are the set constants for the identification
set out in Chapter 4.1. In this case, this concerns mainly the eight-year average growth rate*
and the comparative yearly drop by two percentage points set as a trigger for the identification

of a national economic downturn.

To test the robustness of these assumptions, the timeframe for measures of the average growth
rate was varied between six and 10 years in two-year steps and the effect on the measured

average growth rate was observed (cf. Table 4). Using the Kolmogrov-Smirnov and the

48 31 counting 2018.
49 Which is measured by the slope of the logarithmic regression of production or employment over the
respectively specified timeframe (cf. section 4.1).
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Shapiro-Wilk approach test, it was found that the average growth across all measurement
approaches was non-normally distributed®®. Taking account for this, the standard analysis of
variance was additionally accompanied by a Kurskal-Wallis test (cf. Appendix L.b). Either way,
the results show no significant difference between the three different timeframes used to arrive
at the measure. The latter finding is also supported by frequency of national shocks identified

for each timeframe (cf. Table 5.), which varies only slightly depending on timeframe used.

Therefore, conservatively staying as close to the original approach by Hill et al., the original

eight-year average is kept®'.
.. . Std.
GVA N Mmnimum  Maximum Mean o
deviation
8-years 427 -0,048 0,077 0,021 0,016
6-years 457 -0,060 0,086 0,021 0,018
10-years 397 -0,038 0,066 0,022 0,014
.. . Std.
EMP N Minimum  Maximum Mean L.
deviation
8-years 465 -0,034 0,055 0,009 0,014
6-years 495 -0,046 0,071 0,009 0,015
10-years 435 -0,025 0,045 0,009 0,013

Table 4: Descriptive statistics average pre-shock growth (national)

As for the trigger for identification of national economic downturns — i.e., a two-percentage
point drop in annual growth rates compared to the pre-shock average — this value was increased
to three percentage points and the effect on the results was observed. As can be seen in Table
5, the number of total observed NEDs naturally decrease if this value is increased. However,
since the pattern across nations remains similar and the decrease in identified NEDs seems
uniform, again the conservative approach is chosen, and the original value of two percentage

points is maintained>?.

The other type of shock identified by the methodology presented here are the industry shocks,
which can be national and local. Different to national economic downturns, they are directly
related to a region’s economic performance and, in contrast to national economic downturns,

are potentially localized events for an individual region.

0 The potential exception being GVA average growth, which showed a normal distribution by the Kolmogrov-
Smirnnov test but not Shapiro-Wilk test. Conservatively it will be treated as non-normally distributed.

5! The effect of the eight-year average framework on local industry shocks and the identification of downturns
will be discussed in the corresponding below.

52 As before, the effect on other shock types will be discussed later.
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As outlined in Chapter 4.1 the first step towards the identification of industrial shocks lies in
what Hill et al. dubbed export industries. Based on Hill et al.’s approach, the present analysis
defines export industries as sectors whose share of regional employment or regional gross value
added is equivalent to at least one percent of the total regional employment and exceeds the
same sector’s share of European employment or production by at least 80 percent in a given
year (Hill et al. 2012). As such, export industries are not export industries in a traditional sense
of the term — e.g., industries focused on international trade — but industries of an
overproportioned regional importance compared to the national or European economy. Of
course, this does not preclude those sectors being actual export industries in the standard

meaning of the term as well (be it international or interregional).

8-years 6-years 10-years 8-years drop by 3pg
GVA EMP GVA EMP GVA EMP GVA EMP
AT 2 0 2 1 2 0 1 0
BE 2 0 2 0 2 0 2 0
DE 7 6 8 6 7 7 5 6
DK 4 2 4 2 4 3 1 2
EL 6 5 6 5 6 5 6 3
ES 7 8 6 8 8 9 4 7
FI 7 4 7 4 9 4 5 4
FR 3 0 5 1 2 0 2 0
IE 5 6 5 5 5 6 4 5
IT 4 3 3 3 5 4 2 1
NL 4 2 3 4 4 2 3 1
PT 7 7 7 5 9 6 6 2
SE 7 4 6 6 6 4 5 2
UK 5 3 5 3 5 4 2 2
LU 6 2 6 2 6 2 6 0
TOTAL 76 52 75 55 80 56 54 35

Table 5: Total national economic shocks under varying assumptions

As mentioned in Chapter 4, because of the lower resolution of the European data, only the
highest sectoral NACE distinctions will be used. This leaves six broad categories: agriculture
including fishery (NACE code “A”); manufacturing including mining and supplies of utilities
etc. (NACE code “B-E”); construction (NACE code “F”); consumer services, i.e., trade and
commercial services including transport, information technologies and tourism (NACE code
“G-J7); business services, i.e., financial, real estate and other services mostly not aimed directly
at consumers (NACE code “K-N”); and the public sector including education, art, healthcare,
as well as other less specified services (NACE code “O-U”)>?. While this is obviously a step

back regarding the detail of the analysis in comparison to the work by Hill et al., it nevertheless

33 According to the “Statistical Classification of Economic Activities in the European Community, Rev. 2 (2008)
(NACE Rev. 2)” European Commision 2017.
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allows identification of which economic sectors are of trans-regional and European importance.

The results of this analysis can be found in Table 6.

As becomes visible, export industries identified by this method align mostly with common
expectations about the countries’ economies in which the regions are located. Germany, with
its strong base in manufacturing, also shows a large number of regions with a strong share of
production and employment based in the corresponding sectors B-E (ca. 55,1% and 34,9% of
all export industries observed across all national observations). Similarly, sectors related to
financial services and international trade (K-E) are especially strong in the United Kingdom,
Denmark and the Netherlands when measured by sectoral employment (39,9%, 48,4 and 63,1%
of all observations respectively). Meanwhile countries with strong ties to tourism and the
service industry show comparatively high numbers in the sectors G-J — such as in the case of
Spain, where 7,6% of observations based on RGV A correspond to regions with an export base

in this area.

Export Industries by Employment Export Industries by RGVA
A B-E F G-J K-N | O-U | Total A B-E F G-J K-N | O-U | Total
AT 842 91 23 13 0 0 969 551 148 231 53 0 0 983
BE 173 50 15 1 12 1 252 262 33 59 34 0 41 429
DE 1393 | 2864 749 18 132 39 5195 | 3107 | 2460 | 1091 46 83 261 7048
DK 32 0 0 0 31 1 64 70 0 0 0 0 0 70
EL 1684 17 153 57 0 13 1924 | 1005 81 44 147 0 14 1291
ES 1217 36 408 66 0 65 1792 | 1426 35 408 160 0 72 2101
F1 466 0 13 5 0 0 484 498 8 26 14 0 18 564
FR 1333 0 23 0 58 95 1509 | 1838 0 72 0 19 118 2047
IE 259 0 21 0 0 0 280 62 54 0 0 0 0 116
IT 1688 592 86 0 0 5 2371 | 2178 101 122 28 0 9 2438
NL 148 0 8 8 281 0 445 570 116 19 0 0 93 798
PT 896 141 151 0 0 0 1188 | 684 64 225 0 0 0 973
SE 63 8 0 0 0 24 95 314 4 0 0 0 8 326
UK 415 162 352 65 656 7 1657 823 416 523 39 93 208 2102
LU 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Total | 10609 | 3961 | 2002 | 233 | 1170 | 250 | 18225| 13388 | 3520 | 2820 | 521 195 842 | 21286
Share |58,2% |21,7% [11,0% | 1,3% | 6,4% | 1,4% 62,9% | 16,5% | 13,2% | 2,4% | 0,9% | 4,0%

Table 6: Summary of export industries by country and sector

While aspects of this observation of export industries correspond to expectations, some sectors
seem strangely overrepresented. Specifically, the agricultural sector (A) seems to be
disproportionately often identified as an export industry despite its generally small share of
GVA and total employment (e.g., in 2018 agriculture made up 1,3% of the total gross value
added of the EU15 and about 2,8% of total employment).

However, this small economic slice of agriculture compared to the EU1S5 totals is the very
reason it seems so overrepresented in this case. Since to mark it as an export industry a regional
sector must exceed the respective average EU15 sectoral share by 80%, and agriculture makes

up a significantly larger share of the economy in rural regions by nature, a bias towards
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agriculture as an export industry in rural regions is to be expected. This point is underlined
when considering countries like France or Ireland, which both have a relatively high share of
regions which classify as rural (cf. Table 23). As would be expected, these countries also have
some of the highest numbers of regions with agriculture export industries. A similar bias is

significantly less common in the other sectors, which seem more uniformly distributed.

Additionally it cannot be ignored that, despite making up a comparatively small proportion of
the total economy, Europe still has one of the biggest and most export driven (and subsidized)
agricultural sectors worldwide (European Commission 2019, 2021a). This contributes to the

overall strong representation of this sector.

More generally one can see that export industries — i.e., sectors with an exceedingly high
regional sectoral share compared to the European average — are more common in measures
based on RGVA than on employment. One possible explanation, which will not be investigated
here, could be increased regional and national discrepancies with regard to the distribution of

(labor) productivity (Artige and Nicolini 2006; Basile 2009).

Putting agriculture aside, manufacturing and construction are the most common export
industries, while consumer services, public sector, and business services (and related industries)
are rarer. To a certain extent this can be explained by the size of the countries which have a
higher proportion of those sectors and the number of NUTS 3 regions they represent (Germany
with its 401 regions and focus on the sectors B to E will have a greater weight in total than the

40 regions of the Netherlands that are more focused on financial services).

Similarly, this explains the relatively high number of export industries identified in the
construction sector, since construction seems most common in countries with a relatively high
number of regions, like Spain and the UK. However, and somewhat similar to the argument
about agriculture, a crucial factor here is that large construction and development projects are
by their nature very regional, meaning that compared to the European average, a regional
building boom or public works project will nearly always cause an “export industry” to come
into being (for example in the case of Spain and the building boom before the GFC)>* (Grimes
2014; Gonzalez and Ortega 2013). As a result, as will be seen later, a high number of industry
shocks are caused by regional and national downturns in the construction industry. As a

relatively volatile industry bound up in local politics and global financial cycles, it is only

3 This of course puts the term “export industry” somewhat in question since, different to manufacturing or even
services, very little can be expected to be exported in these cases. A better term might be “regionally dominant
industry” or similar, however, since the term was introduced by the foundational work of Hill et al. this work
will stick with the term despite its shortcomings.
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natural that construction industry related shocks are relatively high on the list for the cause of

regional shock events (Tansey et al. 2014; Tansey and Spillane 2014).

To test the robustness of the central assumptions underlying this identification of export
industries must be analyzed. By this approach, an export industry is identified by the following

measures:

- a sector’s minimum share of regional employment of RGVA to qualify as an export
industry (in the base model at least 1% of the total);

- the relative regional share of a sector compared to the European share of the same
industry (in the base model 80% above the European share);

- the choice of reference on which the identification of an export industry is based on (the

base model uses the European share of the respective sector).

The results of the baseline model were presented above. To check the effect of these
assumptions, they have each been varied and the results have been compared to the baseline to
see if an adaptation is justified>. Compared to the discussion of the best timeframe to measure
average growth, there is no clear way to evaluate one variation relative to another, since in the
end it is about the underlying concept and theoretical framework. Therefore, a judgement call
based on and justified by the observations has been made by the author. As before, a position

of a conservative bias towards the original method by Hill et al. was assumed.

The effect of increasing the regional weight threshold from 1% of the total employment or
RGVA to even a high 8% was surprisingly minor. The total number of industries passing an
increase of the threshold to 8% decreased by only 14% based on RGVA and 11,2% based on
employment. By both employment and RGVA this reduction nearly exclusively affects export
industries in agriculture. Overall, given the significant change to the baseline assumptions
through the increase to 8% of the regional total, this relatively small change to the results is

unexpected>®.

Varying the threshold by which the regional sectoral share must exceed its European equivalent
has, compared to the regional threshold, considerably greater effect. For this purpose, this level
was both lowered from the baseline 80% to 50% and increased to 100% respectively. Lowering

the threshold to 50% above European levels increases the total number of identified export

%5 For detailed results see appendix I.c.

%6 The analysis of this change was also expanded to investigate the subsequent effects on identified industry
shocks —i.e., regional economic downturns. If expanded, the reduction in industry shocks (including A) is even
smaller (cf. section 5.2).
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industries by roughly 68% by both underlying economic measures. While the number of
identified export industries increases across all sectors, the relative increase in sectors other
than agriculture is most significant (rising by 43,6% and 44,9% compared to the baseline
measured by employment and RGV A respectively). In comparison, increasing this threshold to
100% has a relatively small effect of only -26% on total export industries identified based on
employment and -23,5% based on RGVA. In contrast to a reduction of the threshold, the effect
on the sectoral weight among all identified export industries is reversed — i.e., independent of
whether it is measured by employment or RGVA, the agricultural sector increases its share of

the total to the detriment of the other sectors (up by 10 and 9,4 percentage points respectively).

Based on the observations made here, the original baseline assumption of an 80% excess of
sectoral weight in comparison to the sectoral share on a European level seems to be a valid
compromise. Lowering the threshold quickly leads to a strong increase in identified export
industries, which — given the structural variation of European national economies — seems
extreme. Conversely, increasing the threshold has comparatively little effect. This makes it
questionable whether such a small effect justifies changing the base assumptions made by Hill

et al.

The last variation of the identification of export industries to be looked at is the frame of
reference for comparisons to identify an export industry by. Changing the reference point from
the European sectoral weight to the respective national sectoral weight leaves the total number
of identified export industries remains practically unchanged (-2% for employment, +0,2% by
RGVA). The respective share of the different sectors, however, changes substantially.
Independent of economic measure, the share of the agriculture sector increases significantly (by
15,6 percentage points based on employment and 7,7 percentage points based on RGVA), while
the regional export industries identified in the other sectors generally decrease. In particular the
manufacturing sector decreases by 10,7 percentage points measured by employment, and 7,3
percentage points if measured by RGVA. Presumably this is caused by the lower national share
of the agricultural sector in some countries compared to the European average, thereby

increasing the bias towards rural regions pointed out above.

This seems to be the case in Germany, where the shift from the European reference to the
national has an extreme impact on the identified number of agricultural export industries in
employment and RGVA. Since it was already postulated that the agricultural sector is somewhat
overrepresented due to the concentration in rural areas, a further increase by using a national

reference frame cannot necessarily be seen as an improvement.
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Furthermore, an argument can be made in favor of the European (EU15) reference point since
the goal of this analysis is to identify resilience in a European context and make it comparable
across European regions. Consequently, especially if considering the term as industries of trans-
regional importance, regional export industries should be identified by their weight relative to
the European context instead of a national one. Simply speaking, while a strong regional
manufacturing sector might be nothing exceptional in a German context, it still might be
significant in comparison to other European regions. Based on this argument, the baseline of

the European reference value for the regional sector weight will be maintained.

Of course, the identification of export industries is only the foundation for the analysis of what
Hill et al. term ‘industry shocks’. As outlined in Chapter 4.1, these shocks are defined as an
export industry experiencing a one-year annual decline at least equivalent to 0,75 percent of the

total regional employment or production.

The results of applying this approach to the data can be seen in Table 7°7. The first observation
which can be made is that the overall higher number of export industries identified by RGVA
compared to those identified by employment, is not reflected if it comes to industry shocks.
Generally, it seems that regional production is less prone to industry level shocks (11,7% of all

identified export industries) than employment shocks (17,4% of all identified export industries).

Similarly, the frequency of shocks between sectors varies widely within and across economic
indicators. Most striking in this is the different frequency of the agricultural sector being
affected: while the frequency is relatively high with regard to employment (18,2% of all
identified export industries), the proportion is significantly lower (8,2%) when measured based
on RGVA. Meanwhile, manufacturing and construction seem affected with similar regularity
across both indicators, and there seems to be a slightly higher frequency for private and public

service shocks of all kinds for RGVA as a performance indicator.

Country by country, the scale of export industries is, with some variation, reflected in the
shocks. The total national share of export industries affected varies significantly, however. As
expected, given the lower total number, the share of export industries affected with regard to
regional value added is lower across all observed countries. That said, some countries —
especially Greece, Spain, Italy, and Portugal — seem to have an especially high number of
industry shocks to their employment base, which, at the same time, is double or more the

frequency of their respective export industries affected by RGV A shocks. The contrast between

57 The case of Luxembourg is special with regard to industry shocks, since the whole country only consists of
one NUTS 3 region, meaning it is impossible to identify specific industry shocks with the method outlined here.
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the frequency of RGVA industry shocks and employment industry is, except for Denmark with
zero cases of RGVA shocks, most stark in these countries. In the context of resilience research,
this leads to speculations about whether their labor markets are especially vulnerable to shocks

and other more substantial structural changes to their economies.

The analysis of industry shocks offers further interesting insights. This becomes clear once the
shocks are plotted out across the whole observed time series. For example, as becomes visible
in Figure 6, agriculture is generally the most common type of industry shock independent of
chosen economic performance dimension (employment or RGVA) —as could be expected given
its high share of identified export industries. However, while the number of employment shocks
to the agricultural sector is volatile across the whole timeline, this number is on an approximate
linear decline with regard to RGV A industry shocks. This corresponds to the general decline in

the relative weight of agriculture in Europe’®.

In general, employment shocks seem more volatile in their occurrence across the whole timeline
and across sectors. Examples of this include the high numbers of shocks in the construction
sector (F) in the first half of the time series and the spikes to manufacturing (B-E) in the latter
half. Meanwhile, despite some spikes (especially in manufacturing in the early 1990s and
around 2009), the total number of industrial shocks — even disregarding the ongoing decline of

shocks in the agricultural sectors — steadily declines towards the end of the time series.

In both economic dimensions (RGVA and employment), the general trend of the national
economic downturns (cf. Figure 5) is to a certain extent repeated. Measured by both underlying
economic indicators, spikes in total numbers of shocks become visible in the early 1990s (1990-
94) and around the GFC in 2008-2009. However, the increased number of national economic

downturns in the early 2000s (2000-03) is not clearly reflected by industry shocks.

Generally, while these peaks become somewhat visible, there is always a certain ‘background
noise’ of industry shocks compared national economic downturns. This is especially apparent
in the timeframe from ca. 1995-1998 and 2002-2007, where one finds a relatively high number
of industry shocks despite the total number of national economic downturns being low or even
at zero. Certainly, some of these are “after-shocks” of the bigger downturns of the national

business cycle measured by the economic downturns. However, there is a high possibility that

38 Cf. appendix 1.d.
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Total Industry Shocks by Employment

Total Industry Shocks by RGVA

A B-E F GJ | KN | 0U | Total 'f‘l’ljl’l‘s‘:;;t A B-E F GJ | KN | 0U | Total 1:;:5‘:";
AT 97 9 1 0 0 0 107 | 11,0% | 28 18 26 1 0 0 73 | 74%
BE 16 6 1 0 2 0 25 | 9,9% 8 5 1 5 0 4 23 | 54%
DE 147 479 233 0 15 7 881 | 17,0% | 313 508 289 7 12 40 1169 | 16,6%
DK 3 0 0 0 7 0 10 | 156% | 0 0 0 0 0 0 0 0,0%
EL 507 6 24 5 0 1 543 | 282% | 109 27 6 30 0 3 175 | 13,6%
ES 285 7 67 5 0 3 367 | 205% | 140 6 57 10 0 15 228 | 10,9%
FI 63 0 0 1 0 0 64 | 132% | 33 3 3 4 0 6 9 | 87%
FR 120 0 0 0 4 14 138 | 91% | 159 0 2 0 1 1 173 | 85%
IE 36 0 3 0 0 0 39 | 139% | 2 12 0 0 0 0 14 | 121%
IT 350 129 1 0 0 0 480 | 202% | 118 19 13 0 0 1 151 | 62%
NL 16 0 0 0 20 0 36 | 81% 16 29 0 0 0 ¥ 56 | 7,0%
PT 215 31 17 0 0 0 263 | 221% | 68 13 37 0 0 0 118 | 12,1%
SE 4 I 0 0 0 1 6 6,3% 14 1 0 0 0 0 15 | 4,6%
UK 68 35 0 8 60 0 213 | 129% | 88 69 56 1 8 24 246 | 11,7%
LU 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Total | 1927 | 703 389 19 108 2% | 3172 | 174% | 109% | 710 490 58 21 115 | 2490 | 117%
ofn;’l‘;f’r;‘ 182% | 177% | 194% | 82% | 92% | 10,4% | 17,4% 82% | 202% | 17,4% | 11,1% | 108% | 137% | 11,7%

Table 7: Industry shocks by country and sector
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a significant number are of independent origin (such as regional structural economic shifts) and

represent regional events causing localized shocks to individual regions.

As will be shown in Chapter 5.2, when discussing the first downturns in a series of events, these
regional events are of importance since they are to a certain extent independent of the ‘global’
national economic downturns and movements of the general business cycle (cf. Chapter 6.1).
The latter will be of special interest later for comparative purposes in the analysis of the sources

of regional economic resilience capacity.

Industry Shocks by Employment
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Figure 6: Industry shocks by sector and year

As pointed out in Chapter 4.1, industry shocks can be further distinguished into local industry

shocks and national industry shocks. The difference being that in case of national industry
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shocks the respective economic sector is in decline on both a national and regional level®®, while

local industry shocks are presumed to have an effect solely on a regional level.

National industry shocks hint at an underlying structural change to the national economy, like
the decline of the agricultural sector or a turn towards a more service-oriented economy. Local
industry shocks — while not excluding regional structural change — are more regional in origin,

such as a big local employer closing shop or outsourcing production (Hill et al. 2012).

Obviously, in the European context and given the varying number of NUTS 3 regions per
country, the line between national and local industry shock is not quite as clear as in the original
study of Hill et al. on the US metropolitan areas. This becomes especially apparent when
considering a country with few NUTS 3 regions (e.g., Ireland with only 8 NUTS 3 regions). In
this case a purely regional event might decrease the national aggregate severely enough to be
identified as a national industry shock despite in fact being only a localized event (Hill et al.
2012). The latter is to some extent mitigated by to the use of a higher NACE level for the
identification of sectors than used in the US cases — i.e., the total aggregate and the necessary
slump to a specific sector would need to be bigger as well, thereby decreasing the oversized

influence of such a local event.

The potential analytical value of the distinction between the different industry shocks can be
seen when the frequency of both types is plotted across the observed timespan (Figure 7). By
comparing national economic downturns (Figure 5) to the frequency of national industry
shocks, one can see that latter follow the general downturns in the business cycle relatively
closely. Meanwhile local industry shocks are more common in the times between. That said,
neither phenomenon ever quite disappears, and both remain present throughout the observed

data set.

Interestingly, while both types of industry shocks are of roughly similar frequency when
measured by RGVA (1127 local industry shocks and 1363 national industry shocks — 14,4%
and 17,5% of all shocks respectively), when measured based on employment, local industry
shocks are far more dominant (1929 local industry shocks compared to only 1243 national

industry shocks — 28,2% and 18,2% respectively) (cf. Table 8). By both underlying economic

%9 Identified by the same method as national economic downturns, i.e., a two-percentage point drop compared to
the eight-year pre-shock average.
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variables (employment and RGVA), national economic downturns remain numerically

dominant, which is unsurprising since they potentially affect all regions within a nation at once.

The discrepancy between RGVA and employment with regard to the frequency of both types
of industry shocks suggests that regional employment is regularly affected by highly regional
events which are not necessarily determined by national-level changes. This underlines the
importance of local events like the closures of big employers, changes in the regional economic
structure, or regional policy decisions®’. By contrast, the balance between national and local
industrial shocks seen with regard to RGVA hints at an at least equal importance of local and
higher-level factors. That said, the extent of this discrepancy between national industry shocks
and local industry shocks is somewhat reduced if it comes to the actual effect of these shocks

to the regional economy — i.e., the resulting regional economic downturns (cf. chapter 5.2).

RGVA EMP
TOTAL 7810 6845
National economic
downturn (NED) 6031 4492
Total local industry
shock (LIS) 1127 1929
Total national
industry shock 1363 1243
(NIS)
NED and LIS 138 210
A 49 163
B-E 32 36
F 38 9
G-J 1 1
K-N 1
0-U 17 1
NED and NIS 573 609
A 214 220
B-E 188 210
F 121 139
G-J 27 8
K-N 3 28
0-U 20 4
LIS alone 989 1719
A 304 1172
B-E 400 377
F 182 73
G-J 27 8
K-N 12 68
0-U 64 21
NIS alone 790 634
A 529 372
B-E 90 80
F 149 168
G-J 3 2
K-N 5 12
0-U 14 0

Table 8: Summary of all shock events
measured by baseline model

%0 This will be further investigated in section 6.1.
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However, before continuing to evaluate the effects of the various shocks on a regional economy,
a short discussion on the effect of the underlying thresholds for the identification of industry
shocks is needed. Compared to national economic downturns or the identification of export
industries, this is a rather simple endeavor in this case, since the only factor of importance is
the size of loss to a sector which defines an industrial shock — i.e., the threshold value of a
sectoral loss equivalent to at least 0,75% of the regional total. To estimate the impact of changes
of this factor, it was simply doubled to 1,5% and the changes to the identified industry shocks

were observed (cf. Appendix L.e).

The effect of such an increase is quite severe. Overall, the number of industry shocks identified
was roughly halved independent of underlying variable (down to 1425 based on employment
and 1269 by RGVA). The reduction of total cases due to this change was relatively uniform
across all sectors if measured based on RGVA (ranging between a low drop of -50% in the
public sector (O-U) and a larger drop of -61,1% in the business and related services area (K-
N)). With regard to employment, the change was somewhat more varied, with the reduction
being greatest in the agriculture sector (-67,3%), while the number of shocks in the
manufacturing and service sectors was less impacted (-27,7% in manufacturing (B-E), -33,3%
in consumer services (G-J), and -36,2% in business and related services (K-N)). The effect on
the total number of identified local and national industry shocks was relatively equal for RGVA
and employment. This reflects the general reduction in identified industry shocks by roughly
half, with a maximum reduction to national industry shocks measured by employment of -

60%°'.

Of all the alterations to the baseline model analyzed so far, the increase in the threshold for
identifying industry shocks has the greatest potential effect on the results. However, the present
work will stick with the original 0,75% reduction as set out by Hill et al. (Hill et al. 2012). The
reasoning behind this is threefold: first, the agricultural sector in many regions is already quite
small: as pointed out, in 2018 its weight in the EU15 average in employment was only 1,29%
by RGVA and 2,75% by total employment. Increasing the threshold for industry shocks might
further increase the bias towards rural regions. Second, the shock event in this approach is only
seen as a causal event; it does not determine the severity or even the actual occurrence of a
regional economic downturn. This means that a higher sensitivity is not necessarily problematic
since the cases where the shock was inconsequential or not severe, will be eliminated

subsequently when evaluating the extent of the corresponding regional economic downturn (cf.

51 Detailed summaries to be found in appendix Le.
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Chapter 5.2). Third, as mentioned before, the analysis proposed in this thesis follows a
conservative approach with regard to the original method by Hill et al.; as such, the bias towards

their choice of threshold is maintained.

Independent if measured by RGVA or employment this chapter showed the dominance of
national economic shocks for the time series. As mentioned, this is not surprising considering
the nature of the measure by which a national economic downturn potentially can affect all
regions within a country. Of higher interest in this chapter was the analysis of export industries
and industry shocks. While in general export industries and industry shocks of both types
(national and local) follow (more-or-less) established national patterns of specialization, the
agricultural sector is significantly overrepresented in both. This, as outlined, can be caused by
a steady decline of the sector as well as the sensitivity of the methodology to differences
between rural and urban spaces. Besides agriculture, manufacturing as well as construction are
the biggest source of industry shocks. Furthermore, and not unexpected, the frequency of shocks
across the time series follows a rough pattern which corresponds to the general business cycle
(cf. Chapter 6.1 and 7.2.5 for a more detailed discussion on this relationship). Lastly, the
robustness tests conducted in this chapter do not warrant a change to the underlying

methodology as outlined in chapter four.
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Figure 7: Comparison of regions affected by local and national industry shocks by year
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5.2 Resistance and downturn

The identification of shock events — while essential — is only the first step in the investigation
of regional economic resilience performance. As pointed out in Chapter 4, resilience as a
regional capacity is not observable without a shock event making its realization necessary in
the first place. Therefore, it is not only important to determine a shock event, but also the
vulnerability and resistance of a region to these shock events. After all, resilience performance
can only be estimated when a region experiences a shock. Pure resistance — i.e. the ability of a
region to withstand a shock event and avoid serious negative effects, while desirable, cannot be
seen as part of a region’s resilience performance as the region does not need to realize its
capacity for resilience in the first place (Martin and Sunley 2020; Sensier et al. 2016; Hill et al.
2012).

Staying within the framework outlined in Chapter 4.2, derived from the original work by Hill
et al., the identification of resistance and downturn are based on the effect of a shock on a
regional economy. Any shock is defined as leading to a regional economic downturn if the
annual growth rate thereafter declines, compared to the average growth rate over the previous
eight years, by at least two percentage points®. In case of subsequent shocks preceding a
downturn, the first shock is seen as the causal event. Regions not experiencing a downturn are
termed shock resistant and are disregarded for the purpose of evaluating resilience performance

(Hill et al. 2012, p. 9).

Table 9 summarizes the results of this approach to measuring regional economic downturns. As
one can see about 68% of all shock events lead to a downturn in regional gross value added,
meanwhile for employment the rate is lower with only 52% of shock events causing a regional
downturn. This means that, compared with the already lower number of employment shocks,
the total number of downturns in employment with 3560 cases is significantly lower than for

RGVA with 5337 cases.

The higher share of RGVA downturns may be related to a generally higher responsiveness of
RGVA compared to employment. There are many potential reasons for this including the lower
flexibility of employment contracts, the effect of labor rights and organization, specific policy
initiatives, or employers motivated to hold on to hard-to-find human capital (Moller 2010; Barro

1977; Burda and Hunt 2011; Gehrke et al. 2019). The institutional and policy aspects in

%2 In case of high-growth regions with more than 4% eight-year average growth, an annual decline of at least half
the eight-year average is necessary to be identified as a regional economic downturn. This approach is the same
as that used to identify national economic downturns in the preceding section.
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particular might also explain the comparatively lower rate of downturns in employment in
response to national economic downturn (NED) shocks, assuming national stabilization policies
focus on employment as a major measure of economic success (Burda and Hunt 2011).
Consequently, some of these factors potentially influencing RGV A and employment differently

will play a role in the investigation of the regional resilience capabilities in Chapter 7.

For shocks identified based on employment, the rate of downturns caused by local industry
shocks (LIS) is 41%, compared to 60% of national industry shocks (NIS) and 58% of NEDs.
This hints at an increased stickiness for employment at least in response to purely regional
events. Conversely, for RGVA, local industry shocks lead to relatively more downturns than
national industry shocks. One potential cause in the case of national shock events concerning a
whole industrial sector (i.e. NISs) could be the positive effect of national policies focused on
RGVA effects (Moller 2010; Burda and Hunt 2011). Meanwhile a purely regional RGVA

downturn might not attract the same kind of resources.

RGVA Shocks
First Downturn Additional | Average DT
Downt DT
Shock owntun (D) (FDT) Downturns Duration
TOTAL 7810 5337 68% 2422 45% 0,85 1,56
NED 6031 4347 72% 1980 46% 0,69 1,17
LIS 1127 730 65% 293 40% 1,72 3,58
NIS 1363 777 57% 260 33% 1,32 2,63
Employment Shocks
First Downturn Additional | Average DT
Downt DT
Shock ovnturn (DT) (FDT) Downturns Duration
TOTAL 6845 3560 52% 1455 41% 1,01 1,44
NED 4492 2622 58% 968 37% 0,92 1,19
LIS 1929 797 41% 358 45% 1,19 1,95
NIS 1243 740 60% 267 36% 1,21 1,80

Table 9: Summary of shock characteristics
While focusing on the cases vulnerable to shock events, these results of course also mean that
between one-third and a half of all observations show resistance to shocks (32% if measured

by RGVA and 48% if measured by employment).

As mentioned in Chapter 4, the next step in the measurement of resilience performance is based
on post-downturn regional developments contrasted with regional performance. Following the
approach of Hill et al., this comparison is always performed between the first downturn (in the
case of several subsequent shock-downturn pairings) and regional performance after the last

downturn. This means that the eight-year average growth trajectory which forms the base of
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comparison is always based on the regional economic performance before the first downturn in
a series of shocks and downturns. As proposed in the amendments presented to Hill et al.’s
approach, the one-year return to this average growth rate marks the start of the recovery phase
of the resilience process (cf. Chapter 4.3). Hence the identification of such first downturns is of

central importance.

The limit for the occurrence of a subsequent downturn after an initial shock event is set at four
years — corresponding to the maximum time limit proposed by Hill et al. for the return to the
pre-shock average growth rate. If another shock-downturn event happens within the following
four years, the four years after this additional downturn are again controlled for another
downturn. This repeats until all subsequent downturns in a series are identified. As a result, the
phase from the first shock-downturn event to the last downturn — i.e., the downturn duration —
can be quite long (cf. average DT durations in Table 9; detailed descriptive data can be found
in Appendix L.f). This means that a first downturn is an event without another downturn in the

four years preceding it.

Of all measured downturns, roughly 41% of employment downturns and 45% of RGVA
downturns are first downturns (FDT) (cf. Table 9). As can be seen, the rate of FDTs is relatively
equal among all types of shock events®. The potential exception might be national industry
shocks identified based on RGVA, although their frequency is lowest based on employment

data as well.

This latter observation can be explained by the close association of national economic
downturns with national industry shocks (cf. Chapter 5.1). Under the presented method, if
national industry shocks and downturns run parallel or with a slight delay to national economic
downturns, as often observed, regional downturns would regularly be associated with national
economic downturns as the cause of the first downturn in a series. Generally, it must be assumed
that their presence swamps industry shocks relatively often, since NEDs are the most numerous
class of shock. This effect, as discussed above, seems more prevalent if measured by RGVA

and for national industry shocks.

Additionally, industry shocks might often be after-effects of bigger national or even global
economic downturns. This could be the case if a national economic downturn leads to a loss of

competitivity in a sector, reduced global trade, lack of labor migration etc. These are all factors

% Double events, i.e., a national economic downturn concurrent to an industrial shock of either type, were not
analysed separately in this descriptive section due to their relatively low number. Their treatment in regard to the
later analysis will be discussed in section 6.2.
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which could endanger regional employers and producers potentially long after the original

national downturn shock has abated.
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Figure 8: Total number of first downturns (FDT) by year

A similar observation could also explain the slightly higher frequency of local industry shocks
as first downturns based on employment numbers. This is demonstrated by the visibility of the
three spikes in shock events in Figure 8, which plots the first downturns by their frequency

across the time series (cf. Figure 5).

As before, a certain lag can be observed of the increase in downturns as measured by
employment compared to RGVA. Consequently, one explanation for the relatively high
frequency of first downturns from industry shocks measured by employment, could be a
delayed effect from a general recessionary downturn. In this case, the national economic
downturn to employment potentially happens simultaneously or even with delay relative to the
industry shock which was triggered originally by a NED measured by (national) GVA. As a
result, and different to the RGVA-based observations, this would lead to a more common
identification of industry shocks as the cause of a downturn (potentially concurrent with or
preceding a national economic downturn, which are more common for employment than

RGVA, cf. Table 8).

A further observation of importance is how many additional downturns follow the first in a
series of downturns, as well as by how much this extends the phase of the downturn itself — the
aforementioned downturn duration. Generally, the average frequency of subsequent downturns
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is lower for downturns in RGVA (on average 0,85 additional downturns) than employment-
based measures (1.01 additional downturns) (cf. Table 9). Interestingly, the average added time
— i.e., the years added from the first downturn to the last — is slightly longer for downturns
identified based on RGVA with an average of 1,56 years compared to employment with 1,44
years (cf. Table 9 and appendix L.f). However, this is influenced by some more extreme outliers
which in case of RGV A downturns reach up to 24 years of combined downturn duration. Added

to this comes a greater variance and deviation than for employment downturns®.

Across both measures, national economic downturns seem to add the least additional time to
the downturn phase itself. With an average duration of 1,17 years and an added 0,69 downturns,
the first NED downturns identified based on RGVA have the shortest duration, followed by the
same shock type based on employment with an only slightly longer duration (1,19 years at 0,92

additional downturns).

Interestingly the biggest divergence between the first downturns identified based on RGVA and
those based on employment can be seen for both types of industry shocks. While always having
a longer duration than the respective national economic downturns, the first downturns caused
by industry shocks identified based on RGVA are up to three times longer than the national
economic downturns (3,58 years in case of local industry shocks, 2,63 in case of national
industry shocks). While there is also a difference between the downturn duration of both

industry shocks identified on basis of employment, the difference is not as great (cf. Table 9).

One thesis for explaining this difference is that local industry shocks to employment are
generally one-off events, such as the closure of a local employer. Such a singular and
concentrated event could have little to no effect beyond the immediate. This seems to be
confirmed by the lower average number of additional downturns and the shorter average
downturn duration for such shock events (cf. Table 9). Any knock-on effects due to lower
regional demand might be further mitigated by a local workforce being able to find work in
similar occupations or nearby labor markets. The well-developed welfare state in many
European countries could have a similar effect by preventing a sudden shortfall in regional labor

demand (Palier et al. 2012).

Another explanation could be that the RGVA is potentially more connected with the general
business cycle than regional employment numbers — as was already observed in the higher

synchronicity of national economic downturns and national industry shocks (cf. Figures 5 and

% Cf. appendix Lf.
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7). Similar to an inverted yield curve or decreasing consumer and business confidence (Chauvet
and Potter 2001; Batchelor 2001), industry shocks could be an early warning sign for a general
protracted economic downturn identified by RGV A. This would result in a significant increase
of the downturn duration through subsequent NEDs. Meanwhile, industry shocks to
employment, which are relatively more common concurrent to NEDs (cf. Table 8), might see

less added time through subsequent NEDs.

A regional (first) downturn, while a potentially momentous event for individuals and the
development of a region, is obviously only the cause for the test of the regional resilience
capacity and the observation of its resilience performance. How European regions perform with

regard to recovery and resilience after a downturn will be discussed in the next chapter.

GVA N Minimum = Maximum Mean S.td'.
deviation
8-years 32526 -0,149 0,147 0,018 0,019
6-years 34738 -0,185 0,200 0,018 0,021
10-years 30314 -0,129 0,139 0,018 0,017
.. . Std.
EMP N Minimum = Maximum Mean o
deviation
8-years 33439 -0,074 0,134 0,006 0,014
6-years 35651 -0,111 0,158 0,006 0,016
10-years 31227 -0,068 0,118 0,007 0,012

Table 10: Descriptive statistics average pre-shock growth (regional)

Before doing so, however, it is necessary to discuss the influence of the threshold values used
for downturn identification. As the thresholds to identify a regional economic downturn are the
same as those used to identify national economic downturns in Chapter 5.1, the same variation

to the threshold values will be made.

As before, the two thresholds in question are the average growth trajectory before the original
shock event, and the extent of the year-by-year drop from this value which marks a downturn
in the first place. To test these assumptions, the timeframe for measurement of the average pre-
shock growth trajectory was changed from the baseline of 8 years to 6 and 10 years®
respectively, while the baseline drop was changed from two to three percentage points.

Using the Kolmogrov-Smirnov and the Shapiro-Wilk tests, the distribution of the average

regional growth trajectory across the three versions analyzed were found to be non-normal®.

% To be consistent, this change automatically applies to the identification of national economic downturns since
it changes the total identified shock-events as well. The overall effect of this change on the number of shocks
was, however, already discussed in section 5.1.

% For the details on normality tests as well as the Kruskal-Wallis test and ANOVA see Appendix L.g.
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Executing the Kruskal-Wallis test for non-parametric distributions, it was found that there is no
significant difference between the two variants and the results of the baseline model. These
results were generally confirmed by an ANOVA®’ analysis. However, in contrast to the
Kruskal-Wallis test, the ANOVA found a significant difference between the average pre-shock
employment growth measured over six years and that measured over 10 years (with the six-
year averages skewing towards lower values the 10-year averages towards higher). Since the
distribution is non-normal and the difference to the baseline measured over eight years is not
significant for both variations, it can be assumed that this result makes no difference to the
general conclusion. Therefore, it is assumed that the baseline model with an average growth

assessment over eight pre-shock years holds and will consequently be maintained moving

forward.
8-years 6-years 10-years |8-years drop by 3pp

GVA EMP GVA EMP GVA EMP GVA EMP
AT 78 12 81 31 75 10 49 7
BE 79 7 79 6 81 8 68 4
DE 952 397 1031 598 976 366 720 272
DK 20 13 20 11 21 17 9 10
EL 53 126 56 123 52 118 55 89
ES 112 127 111 129 125 128 114 129
FI 52 37 49 36 51 36 50 32
FR 243 21 280 58 206 25 162 10
1IE 10 17 12 17 8 19 10 17
IT 218 205 220 208 217 217 193 137
NL 81 39 80 72 82 37 71 28
PT 68 63 69 60 58 61 66 62
SE 55 38 54 55 42 39 42 22
UK 355 315 360 316 351 318 321 186
LU 3 2 3 2 3 2 3 0
TOTAL | 2379 1419 2505 1722 2348 1401 1933 1005

Table 11: Total first downturns 1990-2018 under varying assumptions
This conclusion is further supported when observing the changes to the total numbers of first
downturns identified (cf. Table 11). As becomes visible, the eight-year average seems to be a
conservative compromise between the other values tested. Generally, the 10-year averages
deliver only slightly lower numbers of identified FDTs. The six-year average results in a bigger
difference to the baseline model, especially for employment downturns, as expected from the
ANOVA results described above. However, given the results of the Kruskal-Wallis test on the
mean, it can be assumed this is because of outliers caused by growth spikes before shock events,
for which a six-year time frame is more susceptible since it is not long enough for such events

to be smoothed out.

57 If not specifically mentioned otherwise, ANOVA in the context of this work will always be referring to a one-
way analysis of variance.

100



As with the analysis of national economic downturns, changing the downturn trigger to 3
percentage points — i.e., the year-by-year drop in percentage points compared to the average
pre-shock growth necessary to trigger a downturn — has the biggest effect on the total numerical
results. As can be seen in Table 11, the number of first downturns drops by about 20% based
on RGVA and by roughly 30% for employment downturns compared to the baseline
approach®®. However, given the already low mean for the pre-shock average growth described
above, a drop by three percentage points would mean that only the most severe recessions would
trigger a shock, especially in regions with an already low growth rate. Since it is the expressed
goal of this analysis to make the identification of smaller regional shock events possible, this

could be detrimental®®.

These arguments, together with the assumed bias towards the original approach by Hill et al.,
supports the decision to maintain the baseline model with a minus two percentage point trigger
on the eight-year average pre-shock growth for regional economic downturns. Therefore, the
investigation of the entry into the recovery phase and resilience performance in the next chapter

will be based on these assumptions.

In summary, this chapter focused for the most part on two points: First, the direct effect of the
shocks made observable in Chapter 5.1 (i.e., if a shock causes a regional economic downturn).
Second, the establishment of the causal starting point of a regional crisis (i.e., the first downturn
in a series of downturns). Overall, it became apparent that on average a regions RGVA is more
vulnerable to shock events than the regional employment base. There is also some difference
in the vulnerability of regions to the different shock types with local industry shock types
generally leading to the lowest share of downturns. This becomes most visible when using

regional total employment as the underlying economic performance benchmark.

Additionally, this chapter also analyzed the various length of different series of subsequent
shock-downturn pairings — i.e., the number of additional shocks and the subsequent total
duration of a downturn. Overall, industry shocks of both kinds show a substantially increased
tendency towards subsequent shocks and thereby a prolonged downturn duration. This effect

was strongest when employing RGVA as the underlying regional economic performance

% To allow for an even comparison between the different timeframes, the first downturns or rather their shocks
taking place before 1990 have been excluded.

5 This argument is supported by the fact that the approach already compensates for high-growth regions above a
4% average growth rate by necessitating a drop of at least half the pre-shock growth rate instead of ‘only’ 2
percentage points.
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variable. Finally, as before, the robustness tests conducted on the various assumptions made by

the methodology as outlined in Chapter 4 did not justify a change to the approach.

5.3 Recovery and resilience

At this point the methodology followed in the present study deviates significantly from the
original approach outlined by Hill et al. in 2012. After identifying a shock and downturn, Hill
et al. focus solely on the (one-time, annual) return to the pre-downturn average growth rate to
determine resilience (or non-resilience) in a binary fashion (Hill et al. 2012). Alternatively,
other approaches use this mark, or comparable turning points, as a the starting point to identify
the regional return to a peak of total development, or use a point of comparison to an average
European performance or other trans-regional benchmark (Sensier et al. 2016; Giannakis and
Bruggeman 2020; Crescenzi et al. 2016). Each of these approaches results in a dichotomous or
category-based evaluation of regional economic resilience performance which is often bound

to one individual type of shock and shock event.

RGVA Shocks
First Return t th Y t
' 'e um o gr(?w Out of €S 10 1y ears to growth
Downturns | trajectory within four R recovery vl
(FDT) years ange phase equivalency
TOTAL 2422 1967 81,2% 1,1% 1,79 2,43
NED 1980 1610 81,3% 0,3% 1,81 2,48
LIS 293 229 78,2% 5,8% 1,74 2,25
NIS 260 208 80,0% 3,1% 1,60 2,21
Employment Shocks
First Return t th Years t
' .e © gr(?w Out of cars fo Years to growth
Downturns | trajectory within four R recovery vl
(FDT) years ange phase equivalency
TOTAL 1455 1028 70,7% 0,8% 2,15 3,26
NED 968 676 69,8% 0,0% 2,24 3,41
LIS 358 262 73,2% 2,5% 1,93 2,92
NIS 267 195 73,0% 0,7% 2,12 3,13

Table 12: Summary of FDT and entry into recovery phase.
In contrast, the presented methodology follows a more dynamic approach, comparable only to
Fratesi and Perucca (Fratesi and Perucca 2018). As explained in Chapter 4.3, from here on it is
the goal to base the evaluation of regional economic resilience performance on a self-referential

comparison between actual regional developments and a counterfactual no-shock scenario.

In order to achieve this, the chosen approach postulates that the observation of regional

economic performance has to take place during a period of economic recovery when the
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immediate effects of shock and downturn have abated’’ and the actual changes to the regional
level of development as well as the retention of the post-downturn growth trajectory can be
observed (cf. Chapter 4.3). To identify the beginning and duration of this recovery phase, the
methodology described here the defines the beginning of the recovery period as the year in
which the regional annual growth rate equals or exceeds the pre-shock’! average growth rate’
for the first time after a downturn’>. If this is not achieved within four years of the last downturn
event in a series, the measurements of resilience performance will begin, even if the level of

growth has not yet recovered.

After the beginning of the recovery period marked thusly, the subsequent four years are the
period of observation of the regional recovery measures’®. Alternatives and extensions of this

period are discussed later.

As mentioned in the subchapter above, only the first downturns and their series are of relevance
to this analysis. Hence, the following descriptions of timings, durations and entries into

recovery phase are made about these first downturns only (FDT).

Of the 2422 first-downturn series measured based on RGVA, 1967 or 81,2% return to their pre-
shock growth trajectory within four years of the respective last downturn (cf. Table 12).
Accounting for the 1,1% of cases which are out of range of the data set, this means only 17,7%
of cases do not return to their pre-shock levels of average growth at least once in this time span.
Among the different shock types, both types of industry shocks have a slightly lower rate than
the all-shock-type average, while local industry shocks show the lowest rate among all RGVA

based observations’.

Based on total regional employment, the picture is very different (cf. Table 12). Of the 1455
first-downturn series, only 1028 return to their average pre-shock growth trajectories (70,7%).
This means that, even discounting the 0,8% of cases which are out of range of the data set,
28,5% of first employment downturns do not manage to recover their pre-shock growth
trajectories within the allotted time frame. In contrast to first RGVA downturns, the rate of
return to the pre-shock growth trajectory for industry employment downturns is slightly higher

compared to the respective national economic downturns. This higher rate of non-return in the

70 T.e. when regional vulnerability and the negative effects of the shock have been realized.
"!'In case of a several subsequent shocks, the average growth rate before the first shock event in a series.
2 Le. the average eight-year growth rate discussed in section 5.2.
73 In case of several downturns, the last downturn in a series.
" 1f a ‘recovery period’ is mentioned subsequently without qualifiers, reference is made to these four years.
7> These numbers include ‘double-shocks’, i.e., simultaneous national economic downturns and national or local
industry shock.
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case of national economic downturns might have to do with an increased vulnerability of
regional employment markets to general economic downturns and the effects on the economy
as a whole. Potentially this could be the result of a high regional level of specialization, which
in turn decreases the region’s ability to bounce back after a downturn and find alternative
employment for highly specialized human capital, especially when most other regions are also

struggling with the effects of a national economic downturn’®,

As described before a non-recovery automatically leads to an assessment of the regional
recovery phase to begin four years following the last downturn. Consequently, this can result
in a weaker resilience performance for these regions — as it does generally for all delayed entries
into the recovery phase. This is caused by the compounding nature of the counterfactual
comparison on which the resilience performance measure of the recovery of the level of
development 1s based. Unless such a region shows an exceptionally high recovery of the level
of development and, to a lesser extent, a high retention of the post-downturn growth trajectory,

it will usually be rated lower than a region with a similar performance but earlier entry into

recovery.
Employment RGVA
Statisti FDT Durati Years to growth Years to Total Duration: FDT . Years to growth Years to Total Duration:
HEEES HEEE equivalency* | recovery phase* | FDT-Recovery* o equivalency* |recovery phase* | FDT-Recovery™*
Nbr. of
. 1455 1316 1028 1028 2422 2269 1967 1967
observations
- 0.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00
Mmninum
. 16,00 20,00 4.00 15.00 24,00 19.00 4,00 25,00
Maximum
st Quartile 0.00 1.00 1.00 2.00 0.00 1.00 1.00 1.00
: 1.00 2,00 2.00 3.00 0.00 2.00 1.00 2.00
Median
3rd Quartike 2.00 4,00 3.00 5.00 2.00 3.00 2.00 5.00
Mean 1.44 3.26 2.15 343 1.56 243 1.79 3.26
- 4.05 7.40 1,08 451 6,05 4,22 0.94 7.18
Variance (n-1)
Standard
i 2.01 2,72 1.04 2,12 2.46 2,06 0.97 2.68
deviation (1)
Lower bound on
) 1.34 3.11 2,08 3.30 1.46 2,35 1.75 3.14
mean (95%)
Upper bound on
y 1.54 341 221 3.56 1.66 2,52 183 3.37
mean (95%)

*First downtuns never returning to their former levels of growth whithin the data set. as well as those out ofrange were omitted

Table 13: Summary of First Downturn durations and timings
This difference in the timing of the entry into the recovery phase between RGVA and
employment downturns is pronounced even among regions which manage to enter the recovery

phase within the set four years — i.e., recover their pre-shock growth trajectories (cf. Table 12

76 These and other theses will be discussed further in section 6 and empirically investigated in section 7.
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and 13). When measured by RGVA, the time between last downturn and entry into the recovery
phase averages a duration of 1,79 years, while based on employment it increases to 2,15 years.
The regions not returning to their pre-shock growth trajectory within four years are not included

in these averages.

This difference becomes even further pronounced if one considers the average time a region
needs to recover its annual equivalency of its pre-shock growth levels independent of the four-
year cut-off —i.e., including regions which do so after the four-year threshold chosen (cf. Tables
12 and 13). RGVA downturns average at 2,43 years, which is significantly higher than when
using the cut-off threshold of four years, but less of an increase than employment downturns,
which average 3,26 years from the last downturn to the eventual recovery of the growth
trajectory. Regions never returning to their former growth trajectories were omitted in this

assessment — justifying the need for a cut-off point in the first place.

Despite this, due to the longer duration of RGV A downturns (cf. Chapter 5.2, Tables 9 and 12),
the average time from the first downturn to the eventual recovery phase is relatively similar
between RGVA (3,26 years) and employment (3,43 years). The cause of this discrepancy might
be underlying structural changes to a regional economy, which might be easier to compensate
for with shifts in production and capital, as opposed to a fundamental restructuring of the
regional workforce and human capital. Additionally, the general delayed reaction of
employment-based indicators compared to other indicators of economic development discussed

earlier, potentially also influences these measures (Keynes 1936)

Disregarding the cause and effect of the length of time to recovery, it must be stated that these
numbers vary significantly between countries (cf. Table 14). This concerns both the wide
variations among RGVA and employment downturns, as well as the different results of the

same countries in either.

A striking example of both extremes is Greece (EL). While Greek regions have the worst rate
of return to the pre-shock growth trajectory within four years among all observed countries in
case of RGVA downturns (50,9%). The picture for Greece looks far improved when evaluated

on basis of employment downturns, where the return rate is above average (81,0%)"’

. Similarly,
while the duration from the first downturn to the recovery phase is a staggering 8,04 years on
average for RGVA downturns, the time to recovery for first employment downturns is

significantly lower at 2,92 years on average.

77 This comes with one caveat, which will be further discussed in section 6.4, as Greece has the highest number
of out-of-range regions, especially with regard to the GFC from 2008-2009.
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On the other extreme end is Germany, whose regions, based on RGVA, achieve a return rate of
92% after an average of 3,06 years counting from the first downturn in a series. But, at the same
time, Germany’s regions perform among the worst on average when it comes to employment
downturns, with a return rate of only 56,3% (which is the lowest rate, disregarding

Luxembourg) after an average of 3,71 years.

RGVA Shocks
First Return to growth Years to
Downturns | trajectory within four Outof recov?ry
(FDT) years Range | phase from
FDT
AT 78 70 89,7% 0,0% 2,57
BE 80 65 81,3% 0,0% 2,22
DE 970 892 92,0% 1,4% 3,06
DK 20 20 100,0% | 0,0% 2,40
EL 53 27 50,9% 0,0% 8,04
ES 125 82 65,6% 0,0% 5,73
FI 53 46 86,8% 0,0% 391
FR 243 186 76,5% 1,6% 2,10
IE 10 7 70,0% | 10,0% 6,00
IT 220 166 75,5% 0,0% 3,70
NL 84 69 82,1% 1,2% 4,54
PT 70 35 50,0% 1,4% 3,80
SE 55 51 92,7% 0,0% 3,59
UK 358 248 69,3% 1,7% 3,02
LU 3 3 100,0% | 0,0% 4,00
TOTAL 2422 1967 81,2% 1,1% 3,26
Employment Shocks
First Return to growth Years 0
. o Outof | recovery
Downturns | trajectory within four
(FDT) years Range | phase from
FDT
AT 13 11 84,6% 0,0% 2,64
BE 7 6 85,7% 0,0% 2,33
DE 400 225 56,3% 0,3% 3,71
DK 13 10 76,9% 0,0% 3,60
EL 126 102 81,0% 4,0% 2,92
ES 133 87 65,4% 0,0% 5,22
FI 37 35 94,6% 0,0% 3,20
FR 27 27 100,0% [ 0,0% 2,19
IE 20 16 80,0% 0,0% 4,25
IT 214 153 71,5% 0,0% 3,39
NL 40 28 70,0% 0,0% 2,89
PT 65 45 69,2% 0,0% 4,00
SE 38 33 86,8% 0,0% 2,67
UK 320 249 77,8% 1,6% 3,03
LU 2 1 50,0% 0,0% 4,00
TOTAL 1455 1028 70,7% 0,8% 3,43

Table 14: FDT and duration to recovery by county

Between these extremes, all manner of variations can be found, for which the explanations
might be manifold. One might make certain assumptions about north-south divides. Since,
generally, but not exclusively, southern countries seem to have higher return rates on
employment downturns than on RGVA downturns than the north and vice-versa (Fochesato

2018). Furthermore, national policy patterns might have a strong influence. For example,
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France’s strong labor laws and high public sector share of employment could be cause for the
100% return rate in employment downturns (Gautié 2013). Or explanation might be found in
historical influences. Like the case of Germany’s poor employment performance in the 90s and

2000s which was strongly influenced by the East German experience after unification (Hall and

Ludwig 2007).

As such, the influence of national factors, not only on duration and entry into the recovery phase
but also on resilience performance in general, cannot be disregarded. Hence, once the discussion
of the explanatory factors of resilience performance takes place, country-level effects and a

region’s country association will be an important part of this analysis.

The most important thresholds for the identification of the return to the pre-shock growth
trajectory are once more the set timeframes during which the measurements take place.
Specifically, this concerns the timeframe discussed in Chapter 5.2 for measuring the pre-shock
average growth (eight years in the baseline approach) and second the length of the cut-off for
the return to the pre-shock growth levels (i.e., the latest date for the beginning of the recovery

period and the subsequent measures of resilience performance, i.e., four years in the baseline

approach).
8-years 6-years 10-years

GVA EMP GVA EMP GVA EMP
AT 70 10 60 19 71 9
BE 64 6 55 4 67 5
DE 876 222 917 334 913 258
DK 20 10 19 3 19 13
EL 27 102 23 95 22 98
ES 71 81 63 73 85 86
FI 45 35 43 33 47 36
FR 186 21 192 35 167 24
IE 7 13 9 9 7 16
IT 164 146 156 139 160 152
NL 66 27 53 43 69 24
PT 33 43 30 37 28 49
SE 51 33 51 49 35 35
UK 245 244 235 225 240 276
LU 3 1 3 0 3 1
TOTAL | 1928 994 1909 1098 1933 1082

Table 15: Return to growth trajectory based on different assumptions
on pre-shock average growth trajectories

As can be seen in Table 1578, variations to the length of time on which the pre-shock average
growth trajectory is based have only a marginal effect on the return rate to the pre-shock growth

trajectory within four years. The biggest effect can be found for employment downturns when

78 As before, the cases from before 1990 were omitted, explaining the difference in numbers in the baseline
approach here and at other places, e.g., table 13.
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shortening the measurement period to six years. This results in an increase of roughly 10% for
returns to the previous growth trajectory. However, given that the total number of first
downturns in this case is also increased by ca. 21% (cf. Table 11) compared to the baseline, this
effect is still minor. More significant is the increase of returns for employment downturns when
the measurement duration is extended to 10 years. However, even considering the smaller
number of first downturns, the difference remains relatively small. The changes for RGVA-
based downturns are all below 1% of cases and are therefore even less significant. These
findings underline and strengthen the decision made above to keep the baseline approach with

an eight-year measure for the pre-shock average growth trajectory.

Table 16 summarizes the results of a variation of the time limit for the return to the pre-shock
growth trajectory, after which the starting point for the recovery period measurements of
resilience performance described below are set, if an annual growth rate equivalency is not
achieved at least once. For this purpose, based on the eight-year pre-shock average (i.e., the
baseline approach discussed above), the time limits were varied to five and six years from the

four-year limit of the baseline model”.

First Years to
Return to growth
Downtur . i Out of | recovery
trajectory within
ns four vears Range | phase
(FDT) Y from FDT
RGVA Downturns
dyear | oo | 1967 | 8121% | 1.11% | 3.26
Timit
Vear | osia | 1990 |86.00% | 138% | 3.67
Jimit
O-year 11067 | 1685 | 85.66% | 2.64% | 486
Timit i ’
Employment Downturns
dyear | uss | 1028 | 70.65% | 076% | 343
Jimit
>year | uoa | 1096 | 78.06% | 1.00% | 3.93
Timit
O-year | 1353 | 1102 | 81.45% | 1 4
i 45% | 1,85% 39
Table 16: Return to pre-shock growth trajectory under varying
time limits

The first significant difference is a decrease in the number of identified first downturns caused
by the prolongation of the potential shock series. As described before, a first downturn in the

baseline approach is defined as not being preceded by another shock in the prior four years.

9 Country-level data can be found in appendix Lh.
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This means that if another shock occurs during the four years following an initial downturn, the
downturn duration is prolonged, allowing a region to return to the original pre-shock average

growth trajectory over the four years after the latter downturn.

As discussed in Chapter 4.2, this can lead to a series of downturns being identified which
prolongs the total time from first to last downturn and the recovery phase substantially (cf.
Chapter 4.2 and 5.2). By increasing the limit for a return to the pre-shock growth trajectory as
described above, further subsequent shocks are potentially included in a series following a first
downturn — thereby lowering the total number of first downturns. Furthermore, this also causes
some first downturns to be carried beyond the limits of the dataset, especially if the last

downturn in a series is too close to the last year of the data set, e.g., 2018.

This effect is greatest for RGVA downturns. Once the time limit is increased to six years, the
number of first downturns observed drops by about 19% to 1967 cases from 2422. The major
factor causing this is the increased frequency of RGVA downturns in 2000-2003, followed
directly by the spike of shocks and downturns in 2008-2009 caused by the GFC (cf. Figure 8).
Employment downturns are less influenced by this because of the comparatively smaller
number of such downturns in the early 2000s and the somewhat delayed effect of the GFC on
employment (while RGVA cases were already increasing in 2008, employment downturns only
spiked in 2009). By contrast, the increase to a five-year cut off only reduces observations by

4,46% for RGVA and 3,51% for employment.

The lower number of first downturns is also reflected in a lower number of regions returning to
their pre-shock average growth trajectory within the higher time limits — again with the six-year
limit having the highest numerical effect on RGVA. However, while the rate of return only
varies by about 5 percentage points for RGVA, the relative rate of regions returning to their
pre-shock average employment growth trajectory increases by nearly 11 percentage points at
the six-year limit. This latter finding could relate to the general lag in the development and
especially recovery of the labor market compared to the economy as measured by gross value

added pointed, as already observed at several different points of this discussion.

The duration of the time from first to last downturn also increases. As expected, due to the
mechanics on shock series explained above, this effect is somewhat stronger for RGVA than
employment-based observations. Naturally, due to the restrictions of the dataset to 2018, a later
cut-off date also increases the number of regions whose developments fall out of range of the

possible observations. This latter problem will always persist once observation times are
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increased (as was the case for the time length over which the pre-shock average growth was

measured).

On average the influence of these changes is only relatively minor. Furthermore, there are other
good reasons to stick with the four-year cut-off for now. First, the effect of the GFC on the
number of first downturns and the subsequent return to the pre-shock growth trajectory, while
worthwhile being discussed here, also increases the danger of this very distinct event being
swamped by earlier shock and downturn events which were very different in their nature (i.e.,
the shock series starting in the early 2000s). There is are good reasons the GFC is one of the
most discussed economic events in the economic literature of the recent years and suppressing
it through methodological choices would not do (among others Fratesi and Perucca 2018;
Capello et al. 2015; Crescenzi et al. 2016; Giannakis and Bruggeman 2017a, 2020; Fingleton
et al. 2012; Martin et al. 2016). Hence, ‘drowning out’ this event seems not only

methodologically unnecessary but also analytically questionable.

Second, while the increase in the relative number of regions returning to their pre-shock average
growth trajectory after an employment downturn is significant, in absolute numerical terms this
effect is less marked. This is especially true when considering, that in many cases the effects of
the 2008-2009 financial crisis are being swamped by events earlier in the 2000s, which reduces
the total number of first employment downturns observable in the first place as well. Though
this effect is more pronounced for RGVA downturns (cf. Figure 8). Additionally, the number
of observations is further decreased by out-of-range observations due to the limitations of the

dataset used.

Finally, in contrast with the method proposed by Hill et al., this return to the pre-shock growth
trajectory is not the final call on resilience or non-resilience in the approach proposed here.
Since the resilience performance of all regions will be assessed only once a return to the pre-
shock growth trajectory is achieved, or in case of no such return after four years at the latest,
all regions with an identified first downturn®® will be covered by the analysis. They might
perform weaker in the recovery of the level of development dimension on average, but
conceivably could still individually outperform regions which entered the recovery phase at an
earlier time. This latter point is actually one of the central advantages of the approach proposed

here as it allows not only for a fast ‘v-shaped’ recovery (Yao and Zhang 2011), but also

8 If remaining observable within the data set.
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‘rewards’ more organic switches and recoveries of a regional economy over a longer time

span®!.

As mentioned, following the approach by Hill et al., the return to the pre-shock growth
trajectory would conventionally mark a region as resilient, however, as outlined in Chapter 4.3,
this is not the end of the line in the approach discussed here. Instead, the goal, as stated above,
is to allow the measurement of the resilience performance of European regions in such a fashion
as to allow clear comparative statements based on a continuous scale. To do so, the use of two
continuous measures which allow a deeper analysis of regional economic resilience
performance were proposed. Not only will these allow a comparative analysis with an increased
precision but also the identification of factors influencing regional economic resilience
performance in a more direct fashion — i.e., enabling the quantitative analysis of resilience

capabilities described and discussed in Chapter 3.

The first of the two resilience performance dimensions is termed the recovery of the level of
development® . It measures the average relative distance between the actual total regional levels
of development (i.e., the annual total regional employment and the annual regional gross value
added respectively) and a counterfactual non-downturn scenario over the four years following
the beginning of the recovery period. As stated, the recovery period begins in the baseline
approach with the return to the pre-shock growth trajectory or, if such a return does not happen,

four years after the last downturn.

The result is an approximate value for the level of recovery of regional development during the
recovery phase. By using the average over the whole four years instead of a fixed measurement
point, the expectation is to compensate for potential economic slowdowns or even additional
shocks or one-time growth spikes during the recovery phase. The counterfactual scenario is
based on the estimated total level of employment or RGVA derived from an extrapolation of
the absolute regional values before the original shock. The average eight-year growth trajectory
from before the shock event is used for the extrapolation itself (cf. Chapter 4.2 and Chapter 5.2

for a discussion on the average pre-shock growth trajectory).

81 Nonetheless, the effect of varying time limits (also on the length of the recovery phase) on the final results in
both resilience performance dimensions will be discussed below.
82 Alternatively referred to as recovery of development level, or simply development level recovery/dimension.
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Employment RGVA
Statistic Retention of Recovery of Retention of Recovery of Retention of Recovery of Retention of Recovery of
growth trajectory| development |growth trajectory| development |growth trajectory| development |growth trajectory| development
- 4 year period level - 8 year period level - 4 year period level - 8 year period level
- 4 year period - 8 year period - 4 year period - 8 year period
Nbr. (_’f 1323 1323 1323 1323 2124 2124 2124 2124
observations
Nbr. of missing
0 0 262 262 0 0 428 428
values
Minimum -0,182 -0,645 -0,113 -0,491 -0,146 -0,732 -0,132 -0,784
Maximum 0,139 0,899 0,060 0,402 0,189 0,509 0,103 0,385
st Quartile -0,017 -0,164 -0,019 -0,187 -0,022 -0,129 -0,021 -0,151
Median
-0,004 -0,101 -0,007 -0,114 -0,008 -0,073 -0,009 -0,084
3rd Quartile 0,007 0,044 0,004 -0,040 0,005 -0,023 0,001 -0,022
Mean -0,005 -0,108 -0,008 -0,117 -0,009 -0,081 -0,011 -0,090
Variance (n-1) 0,001 0,010 0,000 0,013 0,001 0,011 0,000 0,013
S-tarldard 0,024 0,100 0,019 0,115 0,025 0,103 0,020 0,114
deviation (n-1)
Lower bound on -0,006 0,113 -0,009 -0,124 -0,011 -0,085 -0,012 -0,096
mean (95%)
Upperboundonf ) 54 -0,102 -0,006 -0,110 -0,008 -0,076 -0,010 -0,085
mean (95%)

Table 17: Descriptive statistics for resilience performance indicators

Table 17 shows the descriptive results for the analysis of this measure for all observed cases
based on RGVA (N = 2.124) and total employment (N = 1323). The lower number of
observations compared to the total number of observed first downturns above (cf. Table 14),
results from the number of cases extending beyond the range of analysis due to the length of
the recovery period. This means that, given the baseline time limits and counting from the last
downturn, this type of analysis needs at maximum eight years of data on the underlying
variables of employment or RGVA to deliver results — i.e., a maximum of four years until the
entry into the recovery phase and another four years for the observation of the recovery phase
itself.

On average one can observe that RGVA shocks produce a slightly lower but significant®

decrease in the regional level of development compared to employment shocks (-8,1%
compared to -10,8%). This in effect means that on average regions affected by a respective
shock-downturn pairing have between -8,1% of their local RGVA or -10,8% of their total

employment less than they could have had in a no-shock counterfactual scenario®*.

Obviously within these average values there is significant variation. For example, a region
exceeding all others by this measure in response to an employment shock is the Scottish region

of Eilean Siar in the Outer Hebrides (NUTS: UKM64). This region exceeds its counterfactual

8 Due to non-normal distributions, a Kruskal-Wallis test was executed. See appendix Li.
84 Country-based data and resilience performance, along with other regional typologies will be given in section 6.
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no-shock scenario by a staggering 90% - i.e., 90% higher levels of total employment than
predicted by simple extrapolation. This extreme value is caused by a long downturn of the
regional employment base throughout the 1990s — including a decline in population — which
preceded a slow recovery beginning in 2002. This leads to an overall negative average growth
trajectory of -5,4% in the time before the shock event in 2004. This tentative recovery was in
turn interrupted first by a local industry shock in 2004, then followed by a national economic
downturn shock caused by the GFC in 2008, and another local shock event in 2011. Despite
these successive downturns, the region was able to maintain a stable level of employment after
entering the recovery phase in 2012, permanently stopping the steady decline of the years
before. This development is seemingly due in large part to tourism and a growing local wind
energy sector (CnES 2010). The result is a region which, despite a long decline, managed to
stabilize and, in the face of a series of severe shock events, kept its new level of development
stable over an appreciable space of time. Therefore, while not being a new Silicon Valley or
City of London, it proved to be a very resilient region with regard to the recovery of its

development level®’.

At the other extreme, in this case for RGV A downturns, is the German region of Herne (NUTS:
DEASS) which is situated in the German Ruhr district. Until late 1988, the regional economy
was steadily expanding, mostly based on manufacturing, heavy industry, and mining (Stefan
Berger et al. 2018). From 1989 onwards, beginning with a local industry shock to construction,
the region was hit by a series of six shocks and downturn pairings which lasted until 1997. The
former high-growth region subsequently stagnated and did not recover its pre-shock growth
levels, therefore entering the recovery period after the maximum four years in 2001. During
this recovery period, the level of local total employment was on average about 72% lower than

for the counterfactual no-shock scenario®®.

Despite these extreme cases, most observations lie closer to the average resilience performance
for all regions (cf. Table 17 and Figure 9 and 10). More typical are cases as described in the
introduction to chapter 5, i.e., the observations of Passau (Landkreis) in Germany and Byen
Kgbenhavn in Denmark. Overall, across all cases, the continuous measurement of the recovery

of the development level allows for a direct comparison between different regions on their

8 With regard to the second measure, the retention of growth trajectory, the region is similarly among the top
regions in the data set since its average recovery growth rate of around 0,1% still exceeds the pre-shock average
growth rate substantially.

8 With a growth trajectory about 14,6 percentage points lower than before the first shock event, the region is
also last in the other resilience measure based on RGVA downturns.
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performance in this resilience dimension and, in consequence, enables further investigation into

the reasons for the divergent outcomes.

RGVA Shocks: Standardized Resilience Indicators

8

Retention of growth trajectory - 4 year period
o
+

-8
Recovery of level of development - 4 year period
Figure 9: Standardized regional economic resilience performance (RGVA shocks)

The second dimension of regional resilience performance as described in this methodology is
the retention of the (pre-shock) growth trajectory’’. As described in Chapter 4.3, this measure
is based on the average four year-growth rate®® of a region measured over the recovery phase
(i.e., the four years following the annual return to the previous levels of growth for the first
time). This measure aims to give an indication for the hysteretic shift to the trajectory of growth
of a regional economy, as well as to the sustainability of this trajectory. This stands in contrast
to the one-off measure employed by Sensier et al. in their work which allows no further
distinction of sustained hysteretic shifts, while it bears similarity to the methods employed by
Fratesi and Perucca (Sensier et al. 2016; Fratesi and Perucca 2018). The descriptive results of

this measure are summarized in Table 17.

As becomes visible, the average regional growth trajectory is lowered by 0,9 percentage points

in case of RGVA-shocks and by 0,5 percentage points in cases of employment shocks. While

87 Often referred subsequently as trajectory retention or similar.
88 Measured the same way as the pre-shock average growth rate i.e., by the slope of the logarithmic regression of
production or employment over four years of the recovery phase.
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in absolute terms this does not seem as large a difference as that of the level of development,
this difference it is significant from a relative perspective and, given the accumulative properties

of a permanently lowered growth rate, not without long-term consequence.

As with the recovery of the development level before, most observed downturns cluster around
the mean (also compare Figure 9 and 10), but again there are extreme outliers. One such
example is the German region of Herne described earlier, which not only performed
exceptionally badly in regard to the recovery of the level of development but is also among the
worst regions observed based on the retention of the growth trajectory as well. A more positive
extreme can be seen in the case of the Portuguese Azores —i.e. the Regido Auténoma dos Agores
(NUTS: PT200). Here, following a long, slow decline and a series of shock-downturn pairings
to the RGVA, beginning with a local industry shock to the construction sector in 1988, the
region managed to turn around and achieve an extremely high growth rate during its recovery
period starting from 1997 (up by 16,2 percentage points). This very strong development was
mainly carried by strong service, agricultural, and public sectors. Compared to the average pre-
shock downturn rate of -2,5%, this is quite an achievement — even if these high rates were not

sustained and flattened off to only 6,1% p.a. in 2001 and 3,2% in 2002%°.

Again, it must be pointed out that Azores and Herne are extreme cases. As can be seen by the
descriptive data (Table 17) and the standardized scatter plots (Figures 9 and 10), the usual
performance of regions tends to be more moderate. As such, the cases described in the
introduction are better examples for ‘normal’ regional resilience performance in both

dimensions.

While each dimension of resilience performance outlined here has its own effects and
consequences for a region, the value of both dimensions of resilience performance can best be
understood when combined, as shown in Figures 9-10, which show the standardized distribution
of the regional resilience performance of all observed first downturns during the observation

period”.

This approach enables comparison of their relative performance and the classification of regions
into the different resilience outcome scenarios as outlined by Martin and described in Chapter
2.1 (cf. Figure 1) — at least to a certain extent. Following this line of thought, regions in the first

and second quadrant of the scatter plot would correspond most closely to the regional

8 As the example of Eilean Siar also shows, island economies are quite often among the more extreme cases in
both directions.

% The values for both dimensions have been standardized by z-transformation in figure 9 and 10 in favour of
better visualization and comparability of the different units of measurement.
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overperformers — with stable overperformers probably being found in the second quadrant.
Meanwhile underperformers can likely be found in quadrants 3 and especially 4 — the latter
being the case for a declining underperformer. The closer to the origin of the plot, the more a
region would correspond to an adequate performer —i.e., a classic case of engineering or elastic

resilience with a return to a pre-shock regional economic equilibrium.

Employment Shocks: Standardized Resilience Indicators
8

Retention of growtly trajecotry - 4 year period

-8
Recovery of level of development - 4 year period

Figure 10: Standardized regional economic resilience performance (employment shocks)

This of course is only a very rough visual classification and has little value for the further
analysis which will focus on the quantitative measures only. This point is further driven home
since the location of each region in the plot is determined by the relative position of to all others.
Hence it cannot be a ‘pure’ universal classification like the theoretical framework set out by
Martin (Martin 2012). Still, the Figure can serve as a visual guide to place the regions in context

of each other.

Similarly, it is possible to plot a map showing (average) regional resilience performance along
both dimensions, as demonstrated in Maps 1 to 4 at the end of this chapter. While these Maps
are necessarily restricted in their informational content — for example the data for each region
is aggregated for an average value if there are several downturns in a region — they still offer a
quick glance at the distribution of resilience performance across Europe. Additionally, some
features of European resilience patterns discussed in the next chapter become obvious

immediately in this format — such as French regions’ relatively low vulnerability to employment

116



shocks and general average to high resilience performance, or the European North-South divide

with regard to employment resilience performance.

However, despite the visual attractiveness of such presentations, the actual continuous and
region-specific measures of both dimensions are the most significant results from this
methodology. They alone allow deeper study of comparative resilience performance, as well as
deeper analysis of explanatory factors for any divergences in both resilience dimensions. Herein
also lies the big advantage of the methodology for measuring resilience performance proposed
here, compared to binary (resilient or not resilient) approaches like those of Hill et al., Sensier
et al., or even Giannakis and Bruggeman, who all base their analyses on a general categorical
classification (Hill et al. 2012; Sensier et al. 2016; Giannakis and Bruggeman 2020). Since both
dimensions of resilience performance measured here are non-binary, continuous, and relative
to a region’s own past performance (in contrast to some higher-level benchmark), they allow a
direct comparison of the quality of the resilience process of each region with all other regions
affected. Thereby an evaluation of the underlying factors driving different developments in

these regions becomes more feasible.

Last but not least, since this analysis and the proposed underlying methodology are not
dependent on a specific shock, unlike other approaches in the past (cf. Davies 2011; Doran and
Fingleton 2016; Fingleton et al. 2012), it is possible to analyze resilience performance across
large time series. The potential for this can be seen in Figures 11 and 12, where both dimensions
of resilience performance are plotted out across the timeseries for shocks to RGVA and

employment respectively.

Naturally, each of these plots, figures, and the average values given for both resilience
performance dimensions are highly aggregated and must be analyzed in greater detail.
Similarly, it is also necessary to look at the differences in country-level performance, as well
as an evaluation of resilience performance along other regional classifications. This will be
executed in Chapter 6 before Chapter 7 explores the effect of diverse indicators of the different
resilience capabilities discussed in Chapter 3. Before doing so, however, as in the chapters
before, some of the underlying assumptions behind the measurement of the resilience

dimensions must be discussed.

The main features potentially influencing the results on both recovery of the level of
development and retention of the growth trajectory are again the timeframes set for the
observation of the different regions concerned. First, this concerns the cut-off date for the return

to the pre-shock growth trajectory — i.e., the latest point at which the recovery period and
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therefore the measurement of both resilience performance dimensions begins. The need for this
was already discussed above when analyzing the effect of this constant on the number of first
downturns and the number of regions returning to their pre-shock trajectories. Here the effect
on the final measures will be analyzed. Second, it is necessary to discuss the length of the
recovery period itself since the length of time over which both measures are taken might

significantly influence outcomes.

Therefore, the time limits will be varied from the baseline assumption of four years. In the case
of the cut-off for the beginning of the recovery period, this will be changed to five and six years.
For the discussion of the length of the recovery period, this work will go further and extend it

to six, eight and 10 years.

Employment downturns
Retention of growth trajectory
Variable N Minmum ~ Maximum ~ Mean Std.

deviation

4-year limit 1323 -0,182 0,139 -0,005 0,024

5-year limit 1256 -0,182 0,139 -0,005 0,024

6-year limit 1171 -0,182 0,139 -0,005 0,023

Recovery of the level of development

4-year limit 1323 -0,664 0,899 -0,095 0,103

5-year limit 1256 -0,694 0,899 -0,100 0,107

6-year limit 1171 -0,718 0,899 -0,103 0,110

RGVA downturns
Retention of growth trajectory
Variable N Minimum ~ Maximum Mean S.t d:

deviation

4-year limit 2124 -0,146 0,189 -0,009 0,025

5-year limit 2014 -0,137 0,189 -0,009 0,024

6-year limit 1585 -0,133 0,189 -0,010 0,024

Recovery of the level of development

4-year limit 2124 -0,732 0,509 -0,081 0,103

5-year limit 2014 -0,715 0,765 -0,079 0,112

6-year limit 1585 -0,714 0,862 -0,099 0,120

Table 18: Changes to resilience performance depending on cut-off date for recovery

period

With regard to the limit for entry into the recovery phase, the descriptive results are summarized
in Table 18. As for employment downturns, there is little change to the overall retention of

growth trajectory. The significance of this result is confirmed by performing a Kruskal-Wallis®!

91 Normality tests were performed on the results (Kolmogorov-Smirnov and Shapiro-Wilk). None of the
measures was distributed normally. As such the Kruskal-Wallis test is the appropriate measure taken here.
ANOVA was additionally executed to confirm these results due to the large data set. Cf. Appendix L.i.
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test, as well as an ANOVA on the results®?. Similarly, while there is a slight variation on the
mean for the recovery of the level of employment development, none of these divergences from

the baseline of four years prove significant when applying the same tests.

Regional resilience performance based on RGVA reacts along the same lines to the variations.
The exception to this is the development level recovery, where regional performance skews to
significantly lower values under a six-year time limit. While significant, the reason for this
effect is relatively easy to recognize by considering the extreme drop in observable cases. This
drop in cases has been identified previously (cf. Table 16). As before, the cause for this drop in
observations can be found in the proximity of many RGVA downturns relative to the GFC in
2008-2009. In contrast, the slight variations in the dimension of the retention of the growth
trajectory are not significant. Disregarding the exceptional effect of the GFC on RGVA
downturns, there is little observable change to the results, except lowering the number of
observable cases by exhausting the length of the data set. In effect, the findings support the
decision to keep the cut-off limit for entry into the recovery phase at the four years already

established.

In contrast, varying the length of the recovery period has a significant effect on the results in
both dimensions. Independent of resilience performance dimension and for both employment
downturns and RGVA downturns, the results skew more to the negative (in mean and in the

extremes) the longer the recovery period is extended (cf. Table 19).

These results were tested — due to mostly non-normal distributions among the samples — by
using first the Kruskal-Wallis test and then confirming the results by ANOVA®3, The effect of
increasing the recovery phase duration usually becomes significant in respect to the baseline
approach at a recovery period of eight years — i.e., a doubling of the baseline approach of four
years. The only exception confirmed in both tests was the recovery of the level of development
in case of employment downturns, where the effect only becomes significant at a 10-year

recovery phase”.

With regard to the resilience performance measure for recovery of the level of development,
this negative trend is a result of the methodology applied. As discussed before the measure of

the recovery of the development level is based on a comparison of the actual regional

92 Detailed test results on the effect of changes to the entry into the recovery phase can be found in Appendix 1.j.
9 All tests named here can be found in appendix Lk.

9 ANOVA also only shows a significant difference in the retention of the growth trajectory for RGVA
downturns at 10 years. Due to the non-normal distribution this result must be taken with a grain of salt, however.
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development and a counterfactual scenario®. This counterfactual scenario in turn is based on
an extrapolation of the pre-shock average growth trajectory. As a consequence, the longer one
extends the time between the original shock event and the final measurement in the recovery
phase, the bigger the potential difference between both values becomes. Therefore, assuming
that in most cases a shock-downturn pairing follows a phase of relatively positive average
growth, one can expect to find increasingly negative development level results as the

measurement period is extended longer.

Employment downturns
Retention of growth trajectory
N Minimum  Maximum Mean S_td:
deviation

4-year recovery 1323 -0,182 0,139 -0,005 0,024
6-year recovery 1193 -0,106 0,074 -0,007 0,021
8-year recovery 1061 -0,113 0,060 -0,008 0,019
10-year recovery 992 -0,115 0,056 -0,008 0,018

Recovery of the level of development
4-year recovery 1323 -0,645 0,899 -0,108 0,100
6-year recovery 1193 -0,671 1,076 -0,108 0,110
8-year recovery 1061 -0,491 0,402 -0,117 0,115
10-year recovery 992 -0,537 0,478 -0,128 0,124

RGVA downturns
Retention of growth trajectory
N Minimum  Maximum Mean S.td:
deviation

4-year recovery 2124 -0,146 0,189 -0,009 0,025
6-year recovery 1902 -0,140 0,125 -0,011 0,021
8-year recovery 1696 -0,132 0,103 -0,011 0,020
10-year recovery 1288 -0,132 0,087 -0,014 0,019

Recovery of the level of development
4-year recovery 2124 -0,732 0,509 -0,081 0,103
6-year recovery 1902 -0,761 0,364 -0,085 0,105
8-year recovery 1696 -0,784 0,385 -0,090 0,114
10-year recovery 1288 -0,804 0,417 -0,111 0,125

Table 19: Changes to resilience performance depending on length of recovery period

Based on these arguments, it can be assumed that in practice the extension of the recovery time
has little benefit with regard to measuring the extent of the recovery of the development level.
Theoretically the longer phase might smooth out some sudden spikes to the aggregates in either
employment or RGVA. However, the difference seems overall too small to justify changing the
baseline approach, and since the average difference over the whole period is used, such spikes
are generally compensated for. Additionally, one must consider that for employment downturns

the effect only becomes significant at a 10-year recovery period. Assuming a maximum time

% Technically the relative average distance of both during the recovery period.
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for the return to the growth trajectory (i.e., four years), an extension to a 10-year recovery period
would in effect entail a 14-year maximum observation phase after the last downturn. This would
exclude a great many downturns from observation (cf. Table 19). This latter point becomes
even more valid when considering the increasing likelihood of subsequent unrelated crises and

downturns influencing the measurements the longer the measurement time is extended.

Fundamentally the argument for the other resilience dimension, e.g., the retention of the
(recovery) growth trajectory, is similar. That said, there are two reasons to consider an extension
from the baseline approach in this case. First, it must be considered that this measure is based
on the direct comparison of the pre-average growth trajectory and the recovery phase growth
trajectory — both measured by the slope of the logarithmic regression of production or
employment totals over the respective phases. Consequently, the shorter the observation time
on which the measure is based, the higher the chance of a sudden spike in the year-by-year
regional growth rates causing a bias. The second reason, related to the first, is that the goal of
introducing the retention of the growth trajectory measure was to identify the direction and
sustainability of the recovery growth trajectory to thereby identify potential hysteretic shifts.
One-time extreme events, like sudden growth spikes, do not represent a sustainable shift of the
regional economic equilibrium and therefore the bias caused by such events might cause serious

misrepresentations of regional economic developments.

Of course, the arguments against using a longer recovery period, discussed in connection to the
recovery of the development level, still hold here. The longer the recovery phase, the more
shock-downturn pairings become unobservable due to the restrictions of the data set.

Additionally, the chance of subsequent shock events influencing the result increases as well.

Consequently, a compromise will be proposed for the measure of the resilience performance
dimension on growth trajectory retention. While not rejecting the baseline approach with its
four-year limit on the recovery period, results based on an eight-year recovery period will be
used as a secondary measure for this resilience performance dimension. As for the further
analysis, both measures of the retention of the growth trajectory will be employed in parallel

and considered in the interpretation of any results.

In summary this chapter showed that the resilience performance in both dimensions (i.e., the
recovery of the level of development and the retention of the growth trajectory) varies
depending on the economic performance indicator used. Based on the regional gross value
added (RGVA) the dimension on the recovery of development level performs significantly
stronger on average than is the case for an employment-based analysis. For the measures
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assessing the retention of the growth trajectory the reverse is true. On average the regional labor
base sees a significantly smaller decrease in the average recovery phase growth trajectory
compared to the corresponding pre-shock value than is the case for the same measurement based

on RGVA.

Additionally, the robustness test showed a significant effect of an extended measurement time
(i.e., an extended recovery period) on the retention of the growth trajectory results. To
accommodate this, it was decided to use not only the baseline four-year measure of this
dimension but to additionally include the same measure taken over an eight-year recovery
period in the analysis. A more detailed analysis of the results on all three measures by varying

categories will be conducted in the next chapters.
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Map 1: Average RGVA recovery of the development level
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6. Variances of resilience performance in space and time

The goal of this chapter is twofold: First, it aims to give the reader a better understanding of the
temporal and geographic distribution of resilience performance. Second, it forms the first part
of the analysis of the factors influencing a region’s resilience performance. These aims go hand
in hand, since, as several other authors have investigated, these geo-temporal aspects are by
themselves potentially powerful explanatory factors with regards to regional economic
resilience (i.a. Giannakis and Bruggeman 2020; Crescenzi et al. 2016; Cellini and Torrisi 2014;

Giannakis and Bruggeman 2017a; Capello et al. 2015).

The first step will be the investigation of resilience performance over time. To begin, the
fluctuations of resilience performance across the full time series (cf. Figure 11 and 12) will be
discussed before focusing on three episodes of first downturn spikes (1990-1993, 2000-2003
and 2008-2009), each representing a distinct crisis event of greater magnitude (cf. Figure 8), as
well as the cases falling in between those events as a distinct group of observations. Collectively
these episodes will be referred to as “crisis periods”. The central thesis here is that no crisis is
the same and that each produces potentially varying outcomes and different factors affecting

resilience performance (Cellini and Torrisi 2014; Fingleton et al. 2012).

In a second step, this chapter will investigate resilience performance with regards to the cause
of the diverse downturns observed. Here the effect and resilience patterns corresponding to the
different types of shocks identified in 4.1. will be discussed. Following the approach by Hill et
al. as well as other literature on different resilience reactions on shocks, a significant variation
of resilience performance across the different shock types can potentially be expected (Hill et

al. 2012; Martin and Sunley 2020)

Following this, this chapter will look at the socio-geographic typology of regions. This is done
at a relatively low resolution by looking at the urban-rural distinction and the potential effect
this typology has on regional resilience performance. Generally, the assumptions and empirical
results to be found in the literature on the topic point to an increased level of resilience
performance for more urban and metropolitan regions (Giannakis and Bruggeman 2020;
Capello et al. 2015; Holl 2018). However, there is absolute certainty about this relationship,
with several works finding either no conclusive evidence for an urban advantage or even
indicators for a higher resilience in more rural or intermediate regions (Brakman et al. 2015;

Giannakis and Bruggeman 2017b; Zenka et al. 2017; Zenka et al. 2019).
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Finally, the effect of nationality on regional resilience performance will be investigated. As
several authors state, national factors are significant determinants of regional economic
resilience performance (i.a. Giannakis and Bruggeman 2017a, 2020; Crescenzi et al. 2016;
Doran and Fingleton 2016; Davies 2011). It follows to assume that the respective region’s
resilience experience differs significantly based on its nationality. Many of the underlying
national variables will additionally be discussed in Chapter 7. The analysis in this chapter serves
mainly to establish general trends in the data since it is impossible to cover all contingencies in

an explorative study.

Each of these steps will be executed under the consideration of the first temporal analysis for
the four crisis periods of the time series (including a class for the observations falling between
the downturn spikes) discussed in 6.1. This means that the analysis of the effects of national
differences on regional economic performance will be executed not only across the whole time
series but also in each of the different time periods of the series itself. The same treatment

applies to the urban-rural distinction and the discussion of the shock types®®.

6.1 Resilience performance at different time intervals

The regional resilience performance over time is shown in Figures 11 and 12. Both graphs show
the average European regional resilience performance for shocks beginning in the specific year
in question — i.e., independent of the last year of the recovery period or the downturn duration.
They show the average resilience performance of all observations experiencing their first
downturn of a series in that particular year as well as the corresponding upper and lower bounds
on the mean. The results presented in these graphs are highly aggregated and only partially
useful to further investigation. A deeper analysis along national as well as time specific lines is
necessary, specifically with regards to the overrepresentation of some of the bigger countries

and the aforementioned crisis periods of downturn spikes.

Despite this, a couple of observations can be made relatively easily even based on the
aggregates. Observing both dimensions of resilience performance in response to RGVA shocks
over time (Figure 11), one recognizes a period of increased volatility and deviation beginning
in the latter half of the 1990s to about 2001-2002. This holds with regards to average

performance as well as the general variation of the results. This can mostly be explained by the

% Due to the exhaustive nature of the statistical analysis in this chapter many of the results could not be
presented easily in the form of tables or other illustrations in the text itself. The corresponding analytical steps,
when not covered in the section itself, can be found in the appendix to section 6 (i.e., Appendix II).
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relatively low number of observations in this phase: From 1995-2001 there are only 132 first
downturns observable compared to 834 observations for the 1988-1994 period”’. However,
when focusing on the retention of growth trajectory alone it becomes obvious that even outside
of this period, RGVA downturns seem somewhat more volatile in their resilience performance
than employment downturns (Figure 12). Interestingly, both show a lower performance
compared to preceding and subsequent years for the period from roughly 2000 up to the GFC
in 2008.

RGVA Shocks: Retention of growth trajecotry

0.070 .
i il
\ 1 |
0050 ! !

-
-—

|
\
i

0.030

0.010

by yeasrofshock (pp)

-0.010

-0.030

Difference of pre-shock growth and recovey growth trajectory

-0.050

Mean = = Upper/lower bound on mean (95%)

RGVA Shocks: Recovery of development level

Average distance between counterfactnal total and actual total
during recoveryby year of shock (%)

Mean = = Upper/lower bound on mean (95%)

Figure 11: European resilience performance over time: RGVA

7 Detailed year by year descriptive data can be found in appendix IL.a.
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Furthermore, while RGVA downturn-related resilience performance seems somewhat more
volatile, there are at least some synchronous patterns which can be recognized. First, both
RGVA downturns and employment downturns seem to show similar general trends with regards
to the recovery of the development level. This is true especially for the period of generally
lower resilience performance up until the GFC in 2008, as described above. Furthermore, there
are similar general trends in the early and late 1990s as well as a general improvement of
resilience performance by this dimension post-GFC in 2008-2009°® which can be identified for

employment as well as RGVA.

By contrast the differences between RGVA and employment downturn performance are
stronger when evaluated by the trajectory retention dimension. Here employment downturns
show a relatively regular performance pattern throughout the years as well as a far lower
deviation from the mean®. Meanwhile, RGVA resilience performance remains equally volatile
in both measurement dimensions. One thesis potentially explaining the relative steadiness of
the trajectory retention of employment might have to do with the mitigating effect of
employment law, organized labor, and the duration of work contracts, which potentially prevent

sudden trajectory shifts in either direction (Hall and Ludwig 2007).

To make the analysis of the relatively long timeline covered more systematic, it will be
separated into discreet crisis periods. These periods are roughly based on spikes in the first

downturns in the timeline (cf. Figure 8).

As such, three crisis periods are marked: First, the period 1990-1993; second, the period 2000-
2003; and third, the period 2008-2009'%. Each of these periods corresponds roughly to a general
downturn in the business cycle and is marked, though not exclusively so, by an increased
frequency of regional shocks caused by national economic downturns (cf. Figure 5, albeit slight
variations on the timing in the different nations exist)'?!. The cases which fall in between these
periods of increased uncertainty and shocks will be observed in a separate sample as a set of
shocks and downturns that — to some extent — are independent of the performance of the greater

economy (on an aggregated European level).

% As will be discussed later this ‘improvement’ has to be seen under the caveat, that many aspects of the
European sovereign debt crisis following the GFC are subsequent to the latter. I.e., shocks related to the
sovereign debt crisis are rarely first downturns because as a series they are mostly triggered in 2008-2009
already.

9 Remark: The scales in Figures 11 and 12 are not the same. Still, the difference persists if taking a look at the
yearly performance in appendix Il.a.

100 As mentioned before, when referring to the GFC as a distinct crisis it is this crisis period which is referred to,
even though the GFC originally began in 2007.

101 Section 7.2.5 discusses the nature of each of the three crisis events in some more detail.
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Employment Shocks: Retention of growth trajecotry
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Figure 12: European resilience performance over time: Employment

The descriptive summary of each phase of increased (first) shock-downturn events can be found
in Tables 20 and 21 for RGVA and employment downturns respectively'®2. Concerning RGVA
downturns, the phase 1990-93 shows the most observable events with 769 cases (36%), closely
followed by 2008-2009 with 741 cases (35%) (cf. Table 20). Significantly fewer events cluster
around the years 2000 to 2003 (448 cases or 21%), while all downturns falling in between those

102 Detailed descriptive statistics can be found in Appendix ILb.
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periods only make up a total of 166 observations (8%). Extending the recovery period to eight
years for the measure on the retention of the growth trajectory reduces — logically, due to the
closeness of the end of the data set — the latest period 2008-2009 by roughly half while there is
only little effect on the other crisis periods. The number of downturns starting in between those

spikes are also more severely affected for the same reasons.

Periode N Minimum ~ Maximum Mean S.t d:
deviation
Recovery of development level
All 2124 -0,732 0,509 -0,081 0,103
Between 166 -0,732 0,337 -0,105 0,168
90-93 769 -0,590 0,278 -0,080 0,109
00-03 448 -0,490 0,509 -0,090 0,100
08-09 741 -0,521 0,257 -0,071 0,072
Retention of growth trajecotry - 4 year recovery phase
All 2124 -0,146 0,189 -0,009 0,025
Between 166 -0,146 0,189 -0,004 0,036
90-93 769 -0,097 0,138 -0,009 0,024
00-03 448 -0,125 0,068 -0,019 0,030
08-09 741 -0,094 0,088 -0,005 0,017
Retention of growth trajecotry - 8 year recovery phase
All 1696 -0,132 0,103 -0,011 0,020
Between 128 -0,132 0,103 -0,009 0,031
90-93 767 -0,093 0,065 -0,012 0,018
00-03 434 -0,098 0,031 -0,019 0,019
08-09 367 -0,035 0,047 -0,001 0,013

Table 20: Descriptive statistics of crisis periods, RGVA downturns.
Generally, the comparatively low number of downturns starting in the interim of the big spikes
signals the importance of the national and European business cycle for the local level. This
justifies, to a certain extent, the focus on periods of economic crisis taken by other authors as
well as the same bias appearing often in the authors subsequent work (among others Giannakis

and Bruggeman 2017a; Capello et al. 2015; Martin et al. 2016; Crescenzi et al. 2016).

As for employment downturns, a somewhat different pattern becomes apparent (cf. Table 21).
The crisis from 1990 to 1993 contains the most observations overall. With 702 regions observed
this group is nearly as big as the equivalent in RGVA downturns despite a lower aggregate
number of employment downturns. Therefore, this period alone makes up more than half the

observations of employment downturns (53%).

Consequently, the other two sample periods are markedly smaller than their equivalent in
RGVA downturns. With just 177 observations the period 2000-2001 contains only 13% of
employment-based observations while the observations from 2008-2009 make up 21%.

Relatively to the total, the cases falling in between those spikes are, at 162 cases or 12% of the
132



total, are more relevant than for RGV A downturns by comparison. While the lower total number
of identified first downturn events is based on the generally lower number of identified shock
events and downturns for employment as an underlying economic performance measure (cf.
Chapter 5.1 and 5.2), the difference to RGV A-based observation across time is in need of some

discussion.

One factor explaining the different frequency of RGVA and employment downturns
specifically for the 2008-2009 event, can be found in the measurement methodology and the
slower reaction of employment to shocks as well as the subsequent recovery observed at several
points before already (cf. Chapter 5.3). Given the increased number of additional employment
downturns (1,01 compared to 0,85 for RGVA on average) and a longer duration until the
beginning of the recovery period (2,15 compared to 1,79 years after the last downturn on
average), it is likely that employment observations have a higher probability to be out of range
for the later crisis periods. This is further underlined by the severe reduction in the number of
observations for the crisis period 2008-2009, when the measurement of trajectory retention is
extended to an eight-year recovery period. In this case, the number of valid observations for
RGVA is reduced by ‘only’ half, while only about a fifth of employment downturns remain
observable (cf. Table 20 and 21).

Periode N Minimum = Maximum Mean S.td:
deviation
Recovery of development level
All 1323 -0,645 0,899 -0,108 0,100
Between 162 -0,411 0,899 -0,058 0,136
90-93 702 -0,453 0,260 -0,121 0,089
00-03 177 -0,645 0,093 -0,132 0,109
08-09 282 -0,391 0,123 -0,089 0,082
Retention of growth trajecotry - 4 year recovery phase
All 1323 -0,182 0,139 -0,005 0,024
Between 162 -0,108 0,073 0,000 0,025
90-93 702 -0,182 0,139 -0,004 0,025
00-03 177 -0,120 0,034 -0,017 0,026
08-09 282 -0,065 0,064 -0,002 0,017
Retention of growth trajecotry - 8 year recovery phase
All 1061 -0,113 0,060 -0,008 0,019
Between 135 -0,062 0,060 -0,003 0,020
90-93 701 -0,058 0,058 -0,007 0,017
00-03 167 -0,113 0,027 -0,020 0,022
08-09 58 -0,027 0,041 0,005 0,014

Table 21: Descriptive statistics of crisis periods, employment downturns

Nonetheless, cases falling out of the observation range cannot explain the whole difference in

relative frequency between RGVA and employment downturns. One partial explanation could
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be based on changed employment laws and national policies especially with regards to the
2008-2009 GFC, reducing the vulnerability of labor to recessions ! (Gehrke et al. 2019; Méller
2010; Burda and Hunt 2011).

Additionally, the relatively high number of employment downturns in 1990-1993 might be
connected to an increased number of German regions in an employment downturn (cf.
Appendix IL.n), feasibly caused by the after-effects of reunification that were dissipating over
time (Hall and Ludwig 2007). A further reason for the divergence can be found in the different

types of shocks causing RGVA and employment downturns respectively.

As to be expected, RGVA spikes show national economic downturns as the most common
initial shock causing a regional economic RGVA downturn for all crisis periods'®. Meanwhile
for employment industry shocks, with the exception of 1990-1993, local industry shocks are
the most frequent cause for regional economic downturns (cf. Appendix ILf). Assuming
regional employment is most vulnerable to (local) industry shocks, the general economic
downturns of 2000-2003 and 2008-2009 might have simply had less of an effect, at least
compared to RGVA-based investigations. This latter point is underlined by the observations
falling in between the crisis periods: Here, local industry shocks are the most common cause of
RGVA downturns as well as employment downturns and the total frequencies of downturns is

nearly equal, independent of the underlying measure.

The relative frequency of first downturns notwithstanding, the main concern of this analysis is
the evaluation of the regional resilience performance in response to each of these crisis phases,
the descriptive results of which can be found in Tables 20 and 21. Due to the usually non-
normal distribution of the samples, non-parametric tests were applied (i.e. Kruskal-Wallis with
an additional Dunn post-hoc test for multiple comparison of groups'®), which, in turn, as

before, were accompanied by a one-way analysis of variance (ANOVA) for confirmation'%,

For the recovery of the level of development of RGVA downturns, the period 2008-2009, with
an average development level only 7,1% lower than the respective non-shock scenarios, shows

the best recovery of all observed samples. This result is significant in contrast to the shock spike

103 As for example the so called Hartz-reform package in Germany, which are argued to have reduced the effect
of the GFC on the German employment market. That said the exact causality and effect of each component of
the package is still disputed (Gehrke et al. 2019).

104 For the cases falling in between the downturn spikes local industry shocks dominate.

195 For the sake of brevity whenever a Kruskal-Wallis test or its results are referred to in the subsequent text and
sections, the execution of a Dunn’s test is implied when interpreting the differences between groups.

106 Here only the significant results will be discussed, the detailed results of these and related tests relevant to this
section can be found in Appendix Il.c.
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of 2000-2003 as well as on the mean of all observations based on the ANOVA analysis'"’.
Conversely, the observations falling in between the different downturn spikes show the overall
lowest recovery of the development level compared to the mean (-10,5%) - however, with a
significantly higher p-value. Applying Kruskal-Wallis, the results for these observations show
no significant difference to the other samples. Besides the contrast of 2000-2003 and 2008-
2009, the periods of 1990-1993 and 2000-2003 show no significant deviation from the norm

either.

Mirroring these results, the retention of the growth trajectory with a drop of only 0,5 percentage
points is significantly higher than average for the period of 2008-2009. In contrast to the results
for the recovery of the development level, the observations falling in between show a trajectory
retention significantly stronger than the average with a drop of 0,4 percentage points. The
largest contrast, significant to the results of all other samples as well as compared to the average,
is the retention of the growth trajectory in response to the crisis period of 2000-2003. With a
loss of 1,9 percentage points compared to the pre-shock growth trajectory, the crisis period of
2000-2003 showed on average the worst RGVA resilience performance as measured by this

dimension.

Extending the recovery period to eight years to measure the retention of the growth trajectory,
the comparatively weak results for the period 2000-2003 are confirmed and maintain their
significance. Even more remarkably, the downturns falling in the 2008-2009 period manage to
significantly improve their trajectory retention, further resulting in a comparative drop of only
0,1 percentage points. However, because of the drop in observable cases by about half for this
period through extending the recovery period, these results cannot be given too much weight.
Still, it confirms the relatively strong resilience performance in response to the GFC.
Meanwhile, the cases falling in between the crisis periods do not differ significantly from the
average anymore and approach the results of 1990-1993. Again, the drop in observable cases

by about one third might influence this.

Overall, there are two takeaways for RGVA downturns regarding their timing. First, the crisis
period from 2000-2003, while performing well on average on the development level recovery,
shows by far the worst performance in the trajectory retention dimension. This means that the

regions concerned managed on average to maintain or approximate the economic standing they

107 The former result is also affirmed by Kruskal-Wallis.
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could have had without a shock. However, their long-term growth trajectories were significantly

lowered because of the low regional resilience performance during the recovery period.

Second, despite its severity (as reflected in the high number of downturns), the regional
resilience performance in response to the 2008-2009 GFC was exceptionally good in
comparison to the other events. The latter might be indicative of the regional economic effect
of the extraordinary monetary and fiscal policies implemented as a reaction to the financial
crisis by most European countries (Ait-Sahalia et al. 2012; Classens et al. 2010; Gardner 2009).
Support for this assumption can be seen in the relatively poor performance of the cases falling
in between the spikes of downturns which, compared to the average, perform poorly especially
on the recovery of the development level. Assuming national economic stabilization policies
have a significant effect on RGVA downturns and are mostly implemented as a response to
national economic downturns, the observations falling outside of such downturns would lack

such a boost by policy and therefore potentially perform weaker.

For employment downturns the resilience performance during the different crisis periods in
both dimensions shows a general similarity to the results described for RGVA downturns (cf.
Table 21'%). Again, the period 2008-2009 shows, with a loss of 8,9% compared to the
counterfactual scenario, a significantly stronger recovery of the development level compared to
the crisis periods from 1990-1993 and 2000-2003. The latter two at the same time show the
worst performance in this dimension in comparison to the other periods (-12,1% and -13,2%
compared to the counterfactual) as well as a significant drop on the average. In contrast to the
RGVA results, the employment downturns occurring in between the big crisis periods fare best
with a drop of only 5,8% compared to the counterfactual, thereby significantly outperforming
the average as well as the crisis periods of 2000-2003 and 1990-1993. Since this period between
the crisis is dominated by local industry shocks (to which, as pointed out above, employment
seems to be most vulnerable during this period at 59,2% of observations (cf. Appendix II.f)),
one hypothesis relates to the nature of the shock as a reason for stronger or weaker resilience
performance —i.e., a higher recovery of the level of development in response to (local) industry
shocks for employment downturns. This will be investigated more deeply in Chapter 6.2 and

7.3.2.

As with RGV A downturns, the crisis period of 2000-2003 performs the weakest in the resilience

performance dimension on growth trajectory retention. Independent of the duration of the

108 As before, details on the performed tests as well as further descriptive analysis can be found in Appendix IL.b
and IL.c.
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recovery period used as a basis to measure this dimension, this period performs significantly
weaker than all other crisis periods as well as the average (-1,7 percentage points in case of a
four-year recovery and -2,0 percentage points in an eight-year recovery). In contrast, the period
1990-1993 shows a markedly improved performance than its RGV A-based equivalent, with a
drop of the recovery growth trajectory of only 0,4 percentage points, thereby approximating the
all-region average closely. That said, the performance of this period declines if the time frame
for the recovery period is extended to eight years (-0,7 percentage points); however, it still

generally follows the average trend.

The observations falling between the crisis phases as well as the downturns during the GFC
(2008-2009) perform strongest compared to the average. That said, both periods show no
significant differences to the other crisis periods except, of course, to the period 2000-2003.
The cases observed between the downturn spikes take the overall lead in this dimension with a
full recovery of their pre-shock growth trajectory on average. Meanwhile, the phase of 2008-
2009 follows closely with an average comparative trajectory drop of 0,2 percentage points.
Extending the recovery period to eight years changes this order by reducing the retention of the
pre-shock growth trajectory for the in-between cases to a drop of 0,3 percentage points and
increasing the 2008-2009 performance to 0,5 percentage points. As with the RGVA-based
results for the phase 2008-2009, and with an even stronger emphasis because of the relatively
larger drop in cases, these results have to be put in quotation marks due to the low number of

observations remaining (about 20%) once the recovery period is extended to eight years.

In summary, similar conclusions can be drawn for the regional employment resilience
performance across the years as for RGVA. As before, the phase 2000-2003 sees the overall
worst resilience performance compared to the other periods. Regarding employment, the
measured resilience outcome for this period are weak, given that not only the retention of the
growth trajectory is low but also the recovery of the development level performs badly.
According to the logic of Martin’s model, many of the regions affected by the crisis of 2000-
2003 therefore show a pattern of declining underperformers (cf. Figure 1). Similarly reflecting
the results on RGVA downturns, the downturns clustering around the GFC from 2008 to 2009
seem to significantly outperform the other periods across both dimensions — with the same

conclusions regarding the potential effect of stabilization policies as above.

The only exception to this pattern of similarities seems to be the downturns happening in
between the phases of downturn spikes. While for RGVA downturns the performance in such

cases was worst in the dimension of the recovery of the development level, employment
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downturns (with the discussed exception of the expanded recovery phase) perform well in both
performance dimensions and even outperform the other periods’ observations based on the
average recovery of the development level. As already discussed, a potential factor explaining
this might relate to the industry shocks dominating this in-between period and the different

effect these shocks seem to have on employment and RGV A-based resilience performance.

6.2 Resilience performance and shock types

The last observation concerning the timing of shocks offers a convenient segue to the next step
in this analysis, i.e., the varying resilience performance in response to the different shock types
discussed in Chapter 4.1 and empirically described in Chapter 5.1. As the sample size for some
of the sub-groups of shocks is too small for a reliable ANOV A the analysis will rely mostly on
the non-parametric Kruskal-Wallis test, whose size requirements are less demanding (Karadag

Atag and Aktas Altunay 2011; Meyer and Seaman 2013).

As outlined in Chapter 4.1 the presented methodology allows for the observation of three main
types of shocks —national economic downturns (NED), local industry shocks (LIS) and national
industry shocks (NIS). Two additional hybrid-shock types exist in the combinations of national
economic downturns and each of the industry shocks, in the event that they occur concurrently
(cf. Chapters 4.1 and 5.1 as well as Table 8). The descriptive resilience performance results for
the different types of shocks and their corresponding first downturns are displayed in Tables 22

and 239,

As mentioned before, NEDs are the most common cause for regional economic downturns
owing to their potential effect on all regions of a country simultaneously. However, (pure)
NEDs are significantly more numerous in relation to RGV A downturns (80,1% of observations)
than for employment downturns (58% of cases). Conversely, LISs make up about 22% of causes
for regional employment downturns while only 10% of RGVA downturns are connected to
them. Of the main shock classes NISs are the least numerous for both downturn measures: they
amount to a share of around 11% and 5,7% for employment and RGV A downturns respectively.
The combined cases are significantly rarer, with the fewest observations on combinations of

NED and LIS (around 0,6% of cases for RGVA and 1,6% for employment downturns). The

109 Detailed descriptive statistics can be found in Appendix IL.d.
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combination of NIS and NED is somewhat more common, at 7,8% and 3,4% for employment

and RGVA downturns respectively.

TYPE N Minimum =~ Maximum Mean S.t d:
deviation
Recovery of development level
All 2124 -0,732 0,509 -0,081 0,103
LIS 213 -0,732 0,509 -0,102 0,142
NED 1702 -0,590 0,278 -0,073 0,092
NIS 123 -0,490 0,190 -0,133 0,136
NED+LIS 12 -0,437 -0,042 -0,162 0,113
NED+NIS 74 -0,451 0,188 -0,099 0,099
Retention of growth trajecotry - 4 year recovery phase
All 2124 -0,146 0,189 -0,009 0,025
LIS 213 -0,146 0,189 -0,006 0,037
NED 1702 -0,095 0,088 -0,009 0,022
NIS 123 -0,125 0,064 -0,014 0,031
NED+LIS 12 -0,097 0,028 -0,023 0,032
NED+NIS 74 -0,071 0,083 -0,011 0,028
Retention of growth trajecotry - 8 year recovery phase
All 1696 -0,132 0,103 -0,011 0,020
LIS 193 -0,132 0,103 -0,012 0,030
NED 1336 -0,097 0,065 -0,011 0,018
NIS 98 -0,091 0,026 -0,016 0,021
NED+LIS 9 -0,067 0,018 -0,023 0,025
NED+NIS 60 -0,098 0,050 -0,013 0,022

Table 22: Descriptive statistics by shock types, RGVA downturns

NEDs are not only the most frequently occurring shock causing RGV A downturns, but they are
also cause for the shock-downturn pairings that show the best recovery of the RGVA
development level. Compared to the counterfactual scenarios, regions affected by such
downturns experience a drop of the total regional RGVA of about 7,3%, thereby significantly
outperforming all other shock types — except the combination of NED and NIS that comes close
with a drop of only 9,9%'!°. The worst RGVA performance for this resilience dimension can
be observed for the combination of NED and LIS; however, the observation number is too small
to make a finite assessment of this. These results are generally affirmed by ANOVA with the

restrictions regarding its results mentioned above.

The resilience dimension on the retention of the (pre-shock) growth trajectory offers a less clear
picture. Here the performance of the Kruskal-Wallis test could identify no significant difference
between the samples. However, an ANOV A shows a tendency for a higher retention for NEDs

as well as LIS (as marked by their average values as well). As mentioned before these results

10 Details on the test and results can be found in appendix ILe.
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must be interpreted with care, however. An extension of the recovery period makes no

significant difference to these results either.

A deeper investigation of the shock-type specific results for RGVA downturns was made based
on the already introduced crisis periods across the time series (cf. Appendix II.f and II.g). Only
in the years 1990-1993 a significant difference between NEDs on the one hand and LIS and
NIS on the other hand could be identified. Here NED-related downturns again performed
significantly stronger in the recovery of the development level (a drop of 7% to the
counterfactual) than LIS (-11,4%) and NIS (-17,8%). Additionally, for the observations falling
between the three periods of increased shocks, tentative evidence was found for a significantly
increased performance of LIS-caused regional downturns in the retention performance
dimensions in comparison (0,001 percentage points for a four-year recovery period, -0,05

percentage points at eight years) to their NED equivalent (-0,011 and -0,16 percentage points).

Taken together, the picture for the relation of shock type and resilience performance in response
to RGV A downturns seems less clear than the differences in performance across the time series
discussed in Chapter 6.1. There is some evidence of a higher average resilience performance —
especially for the recovery of the development level — of NEDs. Since NEDs are obviously the
most common RGVA shock type by far during the three crisis phases of 1990-1993, 2000-2003,
and 2008-2009, this might indicate the effectiveness of national economic stabilization
measures or monetary policies during recession periods. This observation was already
examined in the discussion of the different time periods in Chapter 6.1. However, this in turn
is cast in doubt when looking at the individual performance results for each of the different
crisis periods, where only for 1990-1993 clear evidence for a positive bias towards NEDs can
be identified. In sum, it seems that at least for RGV A downturns the type of shock alone is not
a major explanatory factor with regards to the resilience performance of a regional economy. It

will, however, remain as a categorical variable for the investigations to be made in Chapter 7.

Rectifying to some extent the importance of the shock type as an explanatory factor, the results
for employment downturns show an opposite trend to what was found in their RGV A equivalent
(cf. Table 23). Here it seems that in general, downturns caused by local industry shocks tend to

result on average in a higher resilience performance than those caused by NEDs.

Looking at the recovery of the development level, a meaningful difference between LISs and

NEDs can be identified. Compared to the counterfactual, LISs perform with a drop of about
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8,8% significantly stronger than NEDs with a drop of 11,5%'!!. This result is also confirmed
by ANOVA — considering the aforementioned caveats on the sample sizes — where LISs once

more significantly outperform the other shock types.

TYPE N Minimum ~ Maximum ~ Mean S.td:
deviation
Recovery of development level
All 1323 -0,645 0,899 -0,108 0,100
LIS 288 -0,453 0,899 -0,088 0,131
NED 768 -0,423 0,128 -0,115 0,083
NIS 143 -0,645 0,177 -0,101 0,108
NED+LIS 21 -0,392 -0,004 -0,138 0,102
NED+NIS 103 -0,391 0,065 -0,113 0,096
Retention of growth trajecotry - 4 year recovery phase
All 1323 -0,182 0,139 -0,005 0,024
LIS 288 -0,077 0,083 -0,001 0,023
NED 768 -0,140 0,139 -0,007 0,023
NIS 143 -0,108 0,073 -0,002 0,026
NED+LIS 21 -0,120 0,018 -0,020 0,038
NED+NIS 103 -0,182 0,082 -0,003 0,025
Retention of growth trajecotry - 8 year recovery phase
All 1061 -0,113 0,060 -0,008 0,019
LIS 232 -0,113 0,060 -0,004 0,021
NED 596 -0,086 0,042 -0,009 0,018
NIS 134 -0,093 0,053 -0,006 0,023
NED+LIS 13 -0,076 0,012 -0,017 0,026
NED+NIS 86 -0,050 0,044 -0,006 0,017

Table 23: Descriptive statistics by shock types, employment downturns

This pattern repeats when taking the trajectory retention into account. Regardless of whether
they are measured over four or eight years, LISs show a significantly stronger retention of the
growth trajectory than NED. At four years, LISs show a comparative drop of the recovery
trajectory of 0,1 percentage points on the pre-shock trajectory and at eight years one of 0,4
percentage points. Meanwhile, NEDs drop on average by 0,7 and 0,9 percentage points at four
and eight years respectively. Additionally, NISs perform significantly stronger than NEDs at a
drop of 0,2 percentage points and 0,6 percentage points. Therefore, it seems that at least with
respect to the aggregate cases, downturns caused by industry shocks — especially local industry

shocks — outperform national economic downturns.

Considering that employment is often a target of equal importance for national stabilization
policies as GVA, this is a somewhat surprising result (Burda and Hunt 2011; Méoller 2010).

This might point to factors other than national-level resource availability being highly important

111 Detailed descriptive data and the results of the tests, including the data and tests on the different crisis
periods, can be found in appendix Il.e.
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to regional employment resilience — e.g., regional human capital, accessibility of neighboring
labor markets, unionization rate, which are discussed in Chapter 3 and analyzed in Chapter 7.
However, as in the case of RGVA downturns, though to a lesser extent, these conclusions on
shock type-specific regional resilience performance become somewhat muddy once analyzed

across the different periods of the time series''2.

As with RGVA downturns, the significance of the difference in the recovery of the
development level between NEDs and LISs only persists for the years of 1990-1993, albeit in
the reverse direction. During this time LISs as well as NISs perform significantly stronger than
NEDs. The first two show levels of development of 10,2% and 8,3% lower than the
counterfactual scenario respectively, while NEDs see a drop of 13,1%. As before, no

significance can be found in the comparisons of the combined shock types.

In contrast to the RGVA-related performance, the retention of the growth trajectory of
employment downturns shows regularities across at least some periods of the aggregate results.
Based on a four-year recovery period a significant difference between LISs, NISs and NEDs
can be identified. In the crisis period from 1990 to 1993 regions affected by an LIS downturn
outperform their pre-shock growth trajectory by 0,4 percentage points while NIS-related
downturns are even higher at 0,7 percentage points. NEDs by contrast see a decline in the
comparison of the trajectories by 0,7 percentage points. The difference is even starker for the
period from 2000-2003, when LIS downturn trajectories decline on average by 1,0 percentage
points and NIS downturns by -1,1 percentage points. At the same time, however, NEDs
experience a much more severely reduced growth trajectory of 3,2 percentage points compared
to the pre-shock period. Expanding the recovery period to eight years, these results are repeated
for 1990-1993 as well as 2000-2003. Furthermore, in this case the LIS and NIS individually
outperform the combined downturns of NED and NIS shocks in 1990-1993 and in 2000-2003
the combination of NED and LIS. Furthermore, at an eight-year recovery period the difference
between LIS and NIS downturns on the one hand and NED-caused downturns on the other hand
becomes significant for the observation situated between the three crisis periods as well. Again,
NED-related downturns show a generally lower retention of the growth trajectory in those

cases.

In summary, the verdict for the influence of the shock type on the resilience performance in the
aftermath of an employment downturn is nearly a perfect reversal of the overall evaluation

made for RGVA downturns. While for RGVA downturns NED-related regional economic

12 Cf. Appendix ILf for summarized descriptive data and I1.g for corresponding the analysis.
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downturns generally showed the best resilience performance — at least with regards to the
overall recovery of the development level — the reverse is true for employment-related
downturns. In this case downturns caused by local industry shocks, and, to a lesser extent,

national industry shocks significantly outperform downturns related to NEDs.

Furthermore, although the positive performance observed after NED-caused RGVA downturns
got lost once analyzed for each of the different crisis periods of the time series, the significantly
stronger performance of LIS and NIS after employment downturns remains observable and
significant for all periods, at least for the retention of the growth trajectory. The only exception
to this pattern are the years surrounding the GFC. Here, one must consider the above-average
performance across all shock types compared to the other phases, which might influence the

results.

Therefore, and stronger than for RGVA, it can be stipulated that LIS and to a lesser extent NIS-
caused downturns show a stronger employment resilience performance on average than NED-
related events (and, to a lesser extent, the combinations of both types of industry shocks with
NEDs). Hence the approach to maintain the shock type as a categorical variable and even an
analytical category is strengthened by the results on employment downturns — despite the
relatively weak associations with RGVA downturns. This need to maintain the distinction of
the different shock events for analytical purposes becomes even more pressing because of the
difference in the comparative resilience performance between RGVA downturns and
employment downturns regarding the effect direction of NEDs and industry shocks (especially

LIS).

6.3 Resilience performance and regional typology

Similarly, to the preceding chapters, the present task is the investigation of divergent resilience
performance along typological distinctions among the different observations of regional
resilience performance. Next to the questions of when and how these downturns occur, the most
obvious distinction, especially when talking about regional economic resilience performance,
is where. This chapter will first investigate the differences of regional resilience performance
along general regional characteristics, i.e., their classification into rural, intermediate, and urban
regions. Following this, the investigation in the next subchapter will turn to the national
environment that the different regions are embedded in and investigate country-dependent

performance differences among the observations. As before, this investigation will be expanded
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upon by looking at the specific corresponding country and class performance across the

different crisis periods analyzed in Chapter 6.1.

As mentioned in the introduction of Chapter 6 and in the discussion of geographic resilience
capabilities in Chapter 3.4, the findings on the effect of urbanization levels and related
population density differ significantly in the literature. Many results found in the literature point
to a generally higher level of resilience for more urban and metropolitan regions, often related
to the available (human) resources, increased accessibility, effectiveness of local labor markets,
or a younger population (Giannakis and Bruggeman 2020; Capello et al. 2015; Holl 2018;
Reggiani et al. 2011; Reggiani et al. 2002). However, the relationship between urbanization and
resilience is less clear as it may seem since several works published on the topic either are
inconclusive on the issue or find an even higher resilience in more rural regions. The latter
seems often related to the presumed stabilizing effect of agricultural industries compared to
manufacturing and service industries (Brakman et al. 2015; Giannakis and Bruggeman 2017b;
Zenka et al. 2017; Zenka et al. 2019; Holl 2018; Faggian et al. 2018). While the majority of the
potential explanatory factors for the divergent resilience of urban and rural regions will be
discussed in Chapter 7, the first step is clearly to establish if such a difference can in fact be

identified in the context of the present methodology.

To distinguish the rural, intermediate, or urban characteristics of a region, the European Union’s
urban-rural typology is used. This typology identifies continuous urban areas as clusters of
continuous 1 km? cells with more than 300 inhabitants per km? with a minimum population of
5,000 per cluster — all other areas are identified as rural. If a NUTS 3 region has less than 20%
of its population living in rural areas, it is termed “predominantly urban; between 20% and
50% as “intermediate”; and with more than 50% living in rural areas as “predominantly
rural”!'!®. Additionally, the approach takes larger urban centers into account: if a rural region
contains an urban cluster of 200,000 or more inhabitants who represent at least 25% of the total
NUTS 3 population, this regions classification is changed to an intermediate region; if an
intermediate region contains a urban cluster of 500,000 or more inhabitants representing at least

25% of the regional population it is changed to a predominantly urban status (Eurostat 2021f).

For the present analysis the data set on the urban-rural status based on the NUTS 2016 regional
classification is used (Eurostat 2019, summary in Table 24). As a one-off data set it was last
updated for 2019. There is of course the chance that early regional observations especially are

misclassified with regards to their urban-rural characteristics. However, given the

113 For the purposes here the categories are changed to a simpler ‘rural’, ‘intermediate’, and ‘urban’.
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rural is rather unlikely, even over a period of 30 years.

fundamentality of this classification, change to the regional status as urban, intermediate, or

Urban Intermediate Rural
AT 4 7 24
BE 13 19 12
DE 95 196 110
DK 2 5 4
EL 8 15 29
ES 17 32 10
FI 1 6 12
FR 15 33 53
IE 1 1 6
IT 29 60 21
NL 22 17 1
PT 3 6 16
SE 2 14 5
UK 124 37 18
LU 0 1 0
Total 336 449 321

Table 24: Urban-Intermediate-Rural regions by country
The descriptive results on regional resilience performance can be found in Tables 25 and 26''*.
Independent of the type of underlying measurement — i.e., RGVA or employment — the
distribution of regions among the observations is relatively equal reflecting the number of
regions in each class. Most regions affected by downturns are classified as intermediate at
40,5% for RGVA downturns and 38,02% for employment downturns. Urban regions make up
30,8% and 34,8% of the observations, respectively. Rural regions are the smallest category with
28,7% of RGVA downturns and 27,1% of employment downturns. Hence not only is the
number of the different regional classifications approximately equal but also the relative

frequency is maintained between RGVA and employment downturns.

Still, as before the analysis must mainly focus on non-parametric tests due to the non-normal

distribution of the different samples. However, given the size of the dataset as well as the

114 Detailed test results as well as descriptive data on the analysis of the respective urban-rural resilience
performance can be found in Appendix IL.h and IL.i.
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relative size of each of the sub-samples, ANOVA becomes somewhat more reliable for this

case than with the other prior applications (Lix et al. 1996; Harwell et al. 1992)!!°,

Regarding the recovery of the development level for RGVA (Table 25), immediate regions
show an overall higher resilience performance in direct comparison to urban and rural regions.
With a loss to the regional level of development of 7,2% compared to a no-shock counterfactual
scenario, the intermediate regions perform significantly stronger than urban regions (-8,8%).
These results are confirmed by the application of ANOVA on the samples. Employing the non-
parametric Kruskal-Wallis test shows rural regions performing tentatively stronger than urban
regions as well (at -8,5%). However, this last result could not be confirmed by ANOVA and

given the closeness of the means for urban and rural regions, seems to be a far less clear finding.

Class N Minimum =~ Maximum Mean S.t d:
deviation
Recovery of development level
All 2124 -0,732 0,509 -0,081 0,103
Urban 654 -0,732 0,509 -0,088 0,091
Intermediate 860 -0,489 0,278 -0,072 0,103
Rural 610 -0,590 0,337 -0,085 0,113
Retention of growth trajecotry - 4 year recovery phase
All 2124 -0,146 0,189 -0,009 0,025
Urban 654 -0,146 0,173 -0,009 0,026
Intermediate 860 -0,110 0,189 -0,009 0,025
Rural 610 -0,125 0,071 -0,011 0,023
Retention of growth trajecotry - 8 year recovery phase
All 1696 -0,132 0,103 -0,011 0,020
Urban 505 -0,132 0,103 -0,012 0,021
Intermediate 710 -0,127 0,091 -0,011 0,020
Rural 481 -0,091 0,079 -0,012 0,019

Table 25: Descriptive statistics by urban-rural classification, RGVA downturns

As for the retention of the RGVA growth trajectory, no significant effect of the regions’ rural,
intermediate, or urban characteristics could be identified either in a four or eight-year recovery

period.

Across the time series, i.e., for the different crisis periods discussed in 6.1, the results above
can be confirmed for the years between 1990-1993 and 2008-2009''®. For 1990-1993 a
significantly higher recovery of the RGVA development level can be found in intermediate
regions than in urban regions (-6,7% versus -9% compared to the respective counterfactuals).

For the years surrounding the GFC, urban regions again show a weaker performance (-8,8%),

115 A two-way ANOVA will still be avoided for the contrasting resilience performance of rural, intermediate, and
urban regions across the different phases of the time series discussed in section 4.4.1 because of the danger of
compounding the error factor due to both samples being non-parametric.

116 Cf. Appendix II,j and ILk.
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in this case significantly lower than both intermediate (-6,2%) and rural regions (-6%). As
before, for the dimension of the retention of the (pre-shock) RGVA growth trajectory, no
significant effect of the regional classification could be identified by employing Kruskal-Wallis
tests. Conducting an ANOVA, an increased retention of the growth trajectory in intermediate
regions for 2008-2009 and a significantly lower than average retention for urban areas in 2000-
2003 could be identified. However, given their high related p-value and the non-parametric

distribution, these results are tentative at best and should be disregarded.

The results for the resilience performance along the urban-rural regional characteristics for
employment downturns can be found in Table 26. In contrast to the observations made on
RGVA downturns, no significant difference between the three types of regions can be identified
in this case!!”. This goes for both performance dimensions. Generally, it seems the resilience
performance of employment downturns does not depend much on the urban-rural cleavage, at

least for the aggregate data of the time series.

This picture changes somewhat if focusing on the individual phases of the time series''®. As for
RGVA downturns, no significant effect for the employment downturns falling in between the
three spike phases of downturns can be identified. However, for the phase 1990-1993 rural
regions show a significantly higher recovery of the development level than urban regions (a
10,4% drop in rural areas compared to the counterfactual versus 13,2% in urban areas), but no
significant effect on the retention dimension was found''®. The results for 2000-2003 tend in a
similar direction. Again, a significantly stronger resilience performance for rural regions
compared to urban regions can be identified, in this case in the retention of the growth trajectory
dimension (a 1,5 versus 2,3 percentage points drop compared to the pre-shock growth
trajectory). Critically, however, this last result cannot be confirmed by ANOVA nor is it

repeated for the eight-year duration of the recovery phase measure.

Overall, the observations of the employment downturns during 1990-1993 and 2000-2003 seem
to tentatively confirm the results seen for RGVA downturns where a generally lower resilience
performance for urban regions in contrast to rural and intermediate regions was evident. In
direct comparison, resilience performance seems to be higher in rural regions for employment

downturns while RGVA downturns perform stronger in intermediate regions. So far this

117 Detailed test results as well as descriptive data and tests on the time series can be found in Appendix IL.h and
ILi.

18 Cf. Appendix II,j and ILk.

119 ANOVA identifies a significantly stronger than average performance for rural regions at a 8-year recovery
rate, however due to the drop in observations, the relatively small sample size and the non-normal distribution
these were ignored for the present report.

147



suggests a tentative pattern pointing towards a stronger resilience performance for non-urban
regions, but once one considers the performance of employment downturns in the GFC, this

assumption changes.

Class N Minimum =~ Maximum ~ Mean S.td:
deviation
Recovery of development level

Al 1323 -0,645 0,899 -0,108 0,100

Urban 461 -0,393 0,145 -0,110 0,085

Intermediate 503 -0,453 0,252 -0,111 0,098

Rural 359 -0,645 0,899 -0,100 0,118
Retention of growth trajecotry - 4 year recovery phase

All 1323 -0,182 0,139 -0,005 0,024

Urban 461 -0,088 0,139 -0,005 0,023

Intermediate 503 -0,090 0,083 -0,005 0,021

Rural 359 -0,182 0,073 -0,005 0,029
Retention of growth trajecotry - 8 year recovery phase

All 1061 -0,113 0,060 -0,008 0,019

Urban 355 -0,064 0,042 -0,008 0,018

Intermediate 415 -0,113 0,058 -0,008 0,019

Rural 291 -0,086 0,060 -0,007 0,022

Table 26: Descriptive statistics by urban-rural classification, employment downturns

For employment downturns taking place during 2008-2009 the resilience performance of urban
regions significantly exceeds the performance of all other region types in both resilience
performance dimensions. While the development level of rural regions drops on average by
12,4% and intermediate regions by 10% compared to the counterfactual, urban areas lose only

6,6% on average compared to the non-shock scenario!?

. Meanwhile, the growth trajectory of
urban areas during a four-year recovery period even outperforms the pre-shock trajectory by
0,2 percentage points on average. By contrast, rural and intermediate regions lower their
trajectory by an average of 0,7 and 0,5 percentage points respectively'?!. Due to the extreme
reduction of cases by 80%, the measurements for eight-year recovery period have little validity

for the latest crisis period regarding employment downturns'?2,

In summary the results on the effect of the urban-intermediate-rural distinction on the regional
economic resilience performance is unclear. This reflects the previously discussed general
division on the topic in resilience literature (among others Giannakis and Bruggeman 2020;

Zenka et al. 2019; Zenka et al. 2017; Capello et al. 2015; Brakman et al. 2015). While the results

120 ANOVA confirms these results for urban and rural regions, the significance of the difference to intermediate
regions is only identified by Kruskal-Wallis test.

121 As for the recovery of the development level ANOVA only confirms this for urban and rural regions.

122 Tn this case ANOVA again identifies a higher than expected performance for urban regions (at a very high p-
value however).
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on RGVA downturns as well as the 1990-1993 and 2000-2003 crisis periods for employment
downturns seem to support a resilience advantage for rural and intermediate regions, the results
for the GFC in regards to employment downturn resilience performance show a trend in the

exact opposite direction.

This suggests two things: First, something fundamental changed in the time leading up to or
during the GFC in 2008-2009 in how the urban-rural cleavage influences employment markets
and the subsequent regional resilience performance in response to employment downturns.
Second, the urban-rural distinction alone is not enough to explain divergent resilience

performance.

As the literature suggests, the classification of urban, intermediate, and rural can be useful but
the explanatory factors for the different resilience performance of these regions are not
permanently bound to this typology. These factors include human capital, regional accessibility,
and stability of certain regionally prevalent sectors, none of which are necessarily fixed to the
urban-rural cleavage — although there might be a certain bias in one direction or other (among
others Brakman et al. 2015; Reggiani et al. 2011; Holl 2018; Faggian et al. 2018; Giannakis
and Bruggeman 2020; Oprea et al. 2020; Giannakis and Bruggeman 2017a). Since most of these
variables will be part of the investigation in Chapter 7, going forward the urban-rural
categorization or regions will mostly serve as a categorical variable to distinguish observations
for analytical purposes (cf. Chapter 7.3.3). That said, the variable is still considered to be a
potential explanatory factor since it is suitable in replacing other variables like population
density, metropolitan status, or level of urbanization as an indicator of regional population and

geographic endowment!??,

6.4 Country dependent resilience performance

The last general categorization of the different regions affected by (first) economic downturns,
and their respective regional economic resilience performance concerns the countries the
respective regions are affiliated with. In the investigation of European regional economic
resilience, country-level distinctions as well as country-level explanatory variables obviously

have an important role to play. In the resilience literature on the topic the analysis ranges from

123 A task to which the Eurostat methodology presented above is especially apt, since the high variance of the
geographic size of NUTS 3 regions across the countries in the data set makes simple measures like population
density per km? highly unreliable for comparative purposes.
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simple distinctions of country affiliation, the European north-south divide, national
macroeconomic factors like debt levels, Eurozone membership, or inflation rates, down to more
nuanced factors like national stabilization policies in response to specific crisis, market
efficiencies, or (regional) institutions (among others Crescenzi et al. 2016; Giannakis and
Bruggeman 2017a, 2020; Kakderi and Tasopoulou 2017; Briguglio et al. 2009). A great many
of these country-level factors were discussed in Chapter 3 and will be analyzed deeper in
Chapter 7. Still, it is pertinent to look at the variance in resilience performance along country

lines separately from the underlying factors before deepening the analysis.

As will be seen, the results of this analysis are highly heterogenous. This is to be expected due
to the relatively high number of countries involved (15) and the variations not just in regional
resilience performance, but also in the absolute number of NUTS 3 regions across each of the
countries involved. Chapter 4.1. already discussed the occasionally extreme difference in the
number of NUTS 3 regions in each of the European countries involved. Considering the
different timings and shocks influencing first downturns, the number of observations of

resilience performance by country varies even more.

For example, at one end of the spectrum one finds Luxembourg with only two fully observable
employment downturns while at the other end, Germany offers 900 observable cases of RGVA
downturns. Consequently, the method of analysis for the comparison of the country-dependent
resilience performance is restricted to the non-parametric Kruskal-Wallis test as the test option
with the least demands to sample size and distribution. ANOVA was conducted but its results
cannot be seen as reliable, especially for the smaller country samples'?*. The summarized
descriptive results for the country-dependent resilience performance can be found in Tables 27

and 28.

The most significant result from analyzing the recovery of the development level for RGVA
downturns (cf. Table 27) concern three countries: Germany (DE), France (FR) and Greece (EL).
Regions in Germany and France both show a nearly equal average drop of only 5,1% compared
to the respective counterfactual no-shock scenarios, a result which is significantly stronger
compared to most of their peer countries and to the average. This positions them in the lead in
this dimension for RGVA downturns. The standard deviation for Germany is higher than for
France; however, there is no significant difference in the two countries’ resilience performance

for this dimension.

124 A before, only descriptive results are given in here, the detailed descriptive data and test results can be found
in appendix II.1 and IT.m.
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Greek regions, on the other hand, with an average drop of 35,8% compared to the
counterfactual, are the worst RGV A performers among all countries covered. Again, this result
is significant compared to most of the other countries regions observed as well as the average.
Given the severe toll especially the GFC as well as the subsequent Euro crisis took on the Greek

economy, these results are not surprising (Ozturk and Sozdemir 2015).

However, it must also be considered that the GFC and Euro crisis in Greece have a lingering
effect, thereby producing a great number of subsequent downturns and by far the most extended
duration from the first downturn in a series to the eventual beginning of the recovery period (on
average 8,04 years, cf. Table 14). As such, many downturns after 2008 cannot be observed to
the full extent of the four-year recovery period even with a data set extending up to 2018. This
explains the small number of observations (17) and might also skew the results more negatively
than they would otherwise be in a longer time series'?. The observed downturns in regions in
other countries show further significant differences. However, none are as broadly significant

as the three named here (cf. Appendix [.m).

Two other countries which deserve a mention at this point are the United Kingdom (UK) and
Belgium (BE). The UK, as one of the leading economies by size next to Germany and France,
has a significantly weaker performance than the latter two, with a downturn of 11,1% in the
sample compared to the counterfactual. Meanwhile the relatively small (in number of observed
downturns as well as economic size) Belgium ranks in third place after France and Germany,
with a drop of 7,5% compared to the counterfactual and outperforms the UK significantly. This
shows that size and economic weight alone are not decisive when it comes to regional economic

resilience!?S.

For the retention of the RGVA growth trajectory a Kruskal-Wallis test was conducted.
However, at a four-year recovery period only one significant difference between the country
samples could be found. This concerns the performance of Portuguese regions in response to
RGVA downturns. With a drop of their recovery growth trajectory by 2,1 percentage points
compared to the pre-shock trajectory, Portuguese regions perform significantly weaker on

average than German, French, Spanish, and British regions.

125 That said, one would expect regions entering the recovery phase earlier to generally perform stronger than
those experiencing an even longer downturn period. Cf. section 4.3. for more details on the measure of the
recovery of the development level dimension.
126 A1l mentioned results were additionally confirmed with ANOVA, under consideration of the caveats made
about the applicability of this method.
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NAT N Minimum =~ Maximum ~ Mean st
deviation
Recovery of development level
All 2124 -0,732 0,509 -0,081 0,103
AT 73 -0,313 0,105 -0,094 0,059
BE 80 -0,419 0,063 -0,075 0,075
DE 900 -0,732 0,509 -0,051 0,101
DK 20 -0,198 0,041 -0,097 0,060
EL 17 -0,590 -0,162 -0,358 0,131
ES 71 -0,490 0,094 -0,091 0,114
FI 40 -0,590 0,190 -0,189 0,180
FR 223 -0,229 0,087 -0,051 0,058
IE 6 -0,521 -0,101 -0,263 0,168
IT 172 -0,405 0,106 -0,103 0,083
LU 3 -0,157 -0,105 -0,136 0,028
NL 69 -0,521 0,203 -0,115 0,105
PT 58 -0,480 0,158 -0,139 0,102
SE 44 -0,321 0,198 -0,114 0,104
UK 348 -0,464 0,213 -0,111 0,084
Retention of growth trajecotry - 4 year recovery phase
All 2124 -0,146 0,189 -0,009 0,025
AT 73 -0,055 0,024 -0,009 0,017
BE 80 -0,048 0,023 -0,009 0,014
DE 900 -0,146 0,138 -0,008 0,024
DK 20 -0,056 0,027 -0,018 0,027
EL 17 -0,062 0,038 -0,016 0,029
ES 71 -0,125 0,066 -0,003 0,029
FI 40 -0,092 0,071 -0,017 0,042
FR 223 -0,061 0,023 -0,009 0,016
IE 6 -0,048 0,069 0,009 0,051
IT 172 -0,107 0,022 -0,012 0,020
LU 3 -0,064 0,002 -0,032 0,033
NL 69 -0,090 0,056 -0,017 0,031
PT 58 -0,085 0,189 -0,021 0,048
SE 44 -0,054 0,057 -0,015 0,021
UK 348 -0,097 0,083 -0,008 0,026
Retention of growth trajecotry - 8 year recovery phase

Al 1696 -0,132 0,103 -0,011 0,020
AT 49 -0,031 0,009 -0,010 0,010
BE 54 -0,068 0,013 -0,008 0,015
DE 801 -0,132 0,047 -0,008 0,017
DK 14 -0,035 0,022 -0,018 0,019
EL 0 - - - -

ES 67 -0,072 0,049 -0,011 0,023
FI 38 -0,077 0,079 -0,019 0,036
FR 156 -0,063 0,030 -0,011 0,015
IE 2 -0,098 -0,061 -0,080 0,026
IT 130 -0,074 0,014 -0,014 0,015
LU 2 -0,044 -0,025 -0,034 0,013
NL 45 -0,127 0,046 -0,032 0,026
PT 48 -0,093 0,103 -0,034 0,037
SE 41 -0,036 0,027 -0,009 0,014
UK 249 -0,072 0,042 -0,009 0,021

Table 27: Descriptive of resilience performance by county, RGVA
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Even by direct comparison of the averages the Portuguese retention of the growth trajectory is
the worst — with the exception of Luxembourg which, with only three observations, cannot be
considered a valid contrast. An additional ANOVA identifies significantly higher levels of
growth trajectory retention for Germany, Spain, Ireland, and the UK. Due to the previously
discussed shortcomings of the samples, however, these results must be taken with a grain of

salt.

If the recovery period is extended to eight years for the measurement of the retention of the
growth trajectory, more contrasts between the different nations’ regions become visible. While
the comparatively poor performance of Portugal is confirmed as significant in comparison to
more countries (the shortfall of its trajectory retention increases to -3,4 percentage points), the
Netherlands shows a significantly lower performance level than many of its contemporaries as
well (at 3,2 percentage points below the pre-shock trajectory). The additionally executed
ANOVA confirms the aforementioned results for Germany, Spain, and the UK. Furthermore,
an increased retention of the growth trajectory can be identified for Austria, Belgium France,
Italy, and Sweden. As before, however, the results of ANOVA must be interpreted with care
since the number of observations at an eight-year recovery period is reduced even further.
Specifically, the Irish observations are reduced to only two and for Greece all regions become

unobservable.

Some of these results change when extending the analysis of the country dependent regional
RGVA resilience performance to the different crisis periods of the time series discussed in
6.1'?7. The first significant observation is the near total lack of significant differences between
the regional recovery of the development level for the periods from 2000-2003 and 2008-2009.
In 2000-2003 only the Netherlands shows a significant lower recovery level (-15,2%) when
compared to Germany, France and Sweden which outperform Dutch regions significantly on
average. In the aftermath of the GFC, Germany alone shows a significantly higher performance
in contrast to Austria, UK, Sweden, and Italy, with a drop of only 4%. All other contrasts —
despite partially strong average differences — are not significant, partly due to the low number
of observations for some countries. For the cases falling in between the spikes and the crisis
period from 1990 to 1993 the differences are somewhat clearer. Especially for 1990-1993 the
significantly stronger performance of German and French regions is confirmed in most pairings,
while Austria, Belgium, Finland, Italy, Portugal, the UK, and Sweden perform significantly

weaker.

127 Summary, detailed descriptive and test results can be found in Appendix IL.n and IT.o.
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For the retention of the RGVA growth trajectory (for a four-year recovery period as well as at
an eight-year recovery period), this pattern repeats. Generally, there is more divergence
between countries especially for the period 1990-1993. In this case France is the lone best
performer, followed closely by Spain, while Portugal again performs the weakest. Meanwhile
in 2000-2003 there seems to be a more synchronous development — except for Germany which
significantly outperforms Denmark, Italy, the Netherlands, and Portugal. In the years around
the GFC, and in contrast to the recovery of the development level, the performance in the
retention dimension seems to increase relatively uniformly again. However, due to the low

numbers of observations for some countries these results are somewhat unreliable.

To summarize the results of the resilience performance to RGVA downturns, some trends can
be identified: First, at least for the recovery of the level of development, France and Germany
seem to perform equally well, although there are differences in their comparative performance
depending on the crisis period taken as a reference point. Second, there seems to be a certain
indication of a north-south cleavage, especially when contrasting Germany and France with
countries like Greece, Portugal, and, to a lesser extent, Italy (Landesmann 2013). That said, this
is far from clear-cut, as the heterogenous results for the UK and the Netherlands, for example,
attest to. Third, there seems to be tangential evidence of a higher level of synchronicity in the
resilience performance over time. While the significance of differences in results across
resilience dimensions is relatively high for the period 1990-1993, this heterogeneity seems to
decrease towards the first two decades of the 21* century, with the potential exception of the
response to the GFC in 2008-2009. This last finding reflects to some extent the general
synchronization of the European business cycles up to the GFC identified by other researchers

(Degiannakis et al. 2014; Darvas and Szapary 2004; Aréabi¢ and Skrinjari¢ 2021).

While the results on RGVA downturns at least tentatively reflect general assumptions about the
relative resilience performance especially with regards to the north-south divide of the
European Union (Landesmann 2013), the analysis of the aggregated results of both employment

resilience dimensions offers some surprises (cf. Table 28).

This is most striking when considering the recovery of the employment development level of
Greece (EL) across all observations. In this dimension Greece performs best with an all-regional
average drop of 6,2% compared to the counterfactual no-shock scenario. While this result is
somewhat surprising, this picture will change once looking at the specific performance in each
phase of the time series, as described below. Nonetheless, this level of resilience performance

is significant in half of the comparisons with the other countries’ regions, specifically Germany,
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Finland, Ireland, Italy, the Netherlands, Portugal, and the UK!?%. The country performing best
overall in the recovery dimension is France, however. With an average drop of only 4,3%
compared to the counterfactual, French regions perform best among all observed countries.
Again, this result is significant in direct comparison to the same countries’ regions as for Greek
observations. Among the countries performing least well, the lowest recovery of the
development level on average in descending order are Germany, the UK, Portugal, the

Netherlands, and Ireland.

For the retention of the employment growth trajectory during a four-year recovery phase, there
is a repeated pattern of a lower aggregate employment resilience performance on average in
mostly northern countries’ regions (except for Sweden and Denmark). The weakest
performance by far can be identified for the Netherlands, with an average drop of the regional
employment recovery growth trajectory by 2,2 percentage points compared to the respective
pre-shock trajectory. This low performance in this dimension is significant in nine out of 14
possible pairings. Significantly higher than the Netherlands, but still significantly lower than
Greece, Spain, Italy, and Sweden, is the German performance with a comparative drop of the
growth trajectory of 0,9 percentage points. While a few other countries perform weaker on
average (UK, Ireland, Luxembourg) by comparison, these results are not as significant as for
the Netherlands and Germany'?. In contrast, the significantly higher comparative results for
trajectory retention can be found in southern countries, specifically Spain (+1,1pp), Greece (-

0,2pp) and Italy (-0,3pp).

Expanding the recovery phase to eight years changes the picture only slightly. Germany and
the Netherlands remain (significantly) among the weakest performers while the more southern
countries’ regions perform stronger on average. Significant changes can mainly be identified
for Greece, which performs significantly weaker at -0,8pp, and Finland, which, with an increase
of 0,8 percentage points becomes the strongest performer in this dimension compared to nearly
half of the other countries. France significantly improves its performance to 0,1 percentage
points which is significant in comparison to Germany and the Netherlands. Meanwhile Spain,
Italy and Sweden remain among the strongest comparative performers. The significance of the
relatively weak performance of the UK and Ireland increases as well. Furthermore, Portugal,
which at four years showed no notable performance observation, now performs significantly

weaker at -0,7 percentage points in comparison to the higher rated countries.

128 Detailed results on the tests performed can be found in appendix IL.m.
125 As at other times the number of downturns in Luxembourg is anyhow too low to make a qualified statement.
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Std.

NAT N Minimum =~ Maximum Mean o
deviation
Recovery of development level
All 1323 -0,645 0,899 -0,108 0,100
AT 12 -0,180 0,056 -0,061 0,068
BE 7 -0,121 -0,018 -0,074 0,035
DE 389 -0,357 0,128 -0,115 0,075
DK 13 -0,161 -0,035 -0,101 0,035
EL 93 -0,375 0,133 -0,062 0,105
ES 80 -0,645 0,260 -0,087 0,160
FI 37 -0,223 0,021 -0,111 0,052
FR 26 -0,114 0,018 -0,043 0,030
IE 16 -0,363 0,234 -0,147 0,161
IT 199 -0,453 0,129 -0,108 0,096
LU 2 -0,097 -0,064 -0,080 0,023
NL 40 -0,393 0,004 -0,136 0,096
PT 59 -0,423 0,065 -0,134 0,118
SE 38 -0,250 0,020 -0,104 0,087
UK 312 -0,393 0,899 -0,116 0,107
Retention of growth trajecotry - 4 year recovery phase
All 1323 -0,182 0,139 -0,005 0,024
AT 12 -0,028 0,031 -0,004 0,018
BE 7 -0,023 0,011 -0,004 0,013
DE 389 -0,061 0,036 -0,009 0,016
DK 13 -0,013 0,010 0,002 0,006
EL 93 -0,108 0,056 -0,002 0,019
ES 80 -0,105 0,083 0,011 0,036
FI 37 -0,037 0,034 0,000 0,021
FR 26 -0,036 0,015 -0,006 0,017
IE 16 -0,120 0,057 -0,020 0,053
IT 199 -0,051 0,051 -0,003 0,018
LU 2 -0,025 -0,002 -0,013 0,016
NL 40 -0,061 0,020 -0,022 0,018
PT 59 -0,073 0,062 -0,003 0,032
SE 38 -0,015 0,024 0,002 0,009
UK 312 -0,182 0,139 -0,007 0,029
Retention of growth trajecotry - 8 year recovery phase
All 1323 -0,113 0,060 -0,008 0,019
AT 10 -0,022 0,021 -0,003 0,013
BE 7 -0,018 0,012 -0,005 0,012
DE 371 -0,053 0,021 -0,013 0,012
DK 3 -0,006 0,013 0,001 0,011
EL 75 -0,062 0,020 -0,008 0,017
ES 74 -0,113 0,058 0,003 0,031
FI 24 -0,014 0,023 0,008 0,011
FR 25 -0,022 0,016 0,001 0,014
IE 12 -0,093 0,060 -0,029 0,063
IT 127 -0,040 0,040 0,001 0,015
LU 1 -0,022 -0,022 -0,022 0,000
NL 40 -0,064 0,026 -0,023 0,017
PT 41 -0,043 0,035 -0,010 0,025
SE 32 -0,006 0,016 0,003 0,005
UK 219 -0,058 0,042 -0,007 0,019

Table 28: Descriptive of resilience performance by county, employment
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Notwithstanding the slight changes at a recovery period of eight years, the aggregate numbers
for both dimensions across the time series underline the observations above of a reverse of the
trends observed for RGVA downturns. While measured based on RGVA mostly northern
countries (as a very broad category) tend to show a stronger regional resilience performance
than southern European countries, the reverse seems to be the case for employment downturns,
where the advantage lies in the south. Fitting its geographic position between northern and
southern Europe, the main exception to this observation seems to be France, which performs at
least adequately in both dimensions and whose regions are on average often even among the

best in the respective performance dimension'?°.

Extending the analysis of the regional resilience performance in response to employment
downturns, the north-south cleavage postulated above becomes extremely dependent on the
specific crisis period investigated. Generally, the observations falling in between the different
spikes of downturns as well as the period around 2000-2003 show the least divergence between
the observed countries’ regions. This observation seems to support the observation that RGVA
downturns have an increasing European synchronicity of resilience performance (and the wider
business cycles) around the turn of the century. The periods 1990-1993 and 2008-2009 are

different, however'3!.

During the early 1990s the picture of a stronger employment resilience performance of southern
European regions is affirmed. Greek regions, with a drop of their average development level of
1,4% compared to the counterfactual, once more perform significantly stronger than most other
countries’ regions. Similarly, Spain (-8,7%), Italy (-9,7%), and Portugal (-9,5%) show a
significantly better performance in this dimension in comparison to the counterfactual than

other countries'??

. Meanwhile, the weakest performers by far are Germany (-12%), Sweden (-
17,6%), and the UK (-16,7%). This trend in the results repeats for the retention of the
employment growth trajectory at four and eight years, albeit at lower levels of significance.
Again, Germany and the UK are significantly weaker in their regions’ average performance (-
1,1 and -1,3 percentage points respectively in a four-year recovery phase). As before, France’s

regions, at least for the recovery dimension (-4,2% on average), are among the stronger

performers. An honorable mention goes to Finland, whose regions, while being among the

130 Due to the, compared to RGVA based evaluations, low total number of employment downturns it can be
assumed that France is generally less vulnerable to shocks to its employment base in the first place than, for
example, Germany.

131 For a descriptive summary and the respective statistical analyses on country based regional resilience
performance cf. Appendix IL.n and II.o.

132 Austria and Belgium show a relatively high recovery of the development level as well at -6,2%, this value is
however not significant in any pairing due to the very small number of observations for each crisis.
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weakest performers in the recovery dimension, show a very high trajectory retention at 1,7

percentage points (1,3 percentage points over an eight-year recovery period).

The crisis phase 2008-2009, in contrast, shows very different results. Based on the recovery of
the employment development level, Germany (-1,5%), followed by Sweden (-1,6%),
outperforms Denmark (-10,2%), Greece (-22,6%), Spain (-24,7%), Finland (-9,7%), Ireland (-
17,1%), and Italy (-7,6%) significantly. When analyzing the retention of the employment

133

growth trajectory over four years > this order changes somewhat.

Portugal in particular shows a very quick recovery of its employment growth trajectory, even
exceeding the pre-shock trajectory by 1,7 percentage points. This is true as well for Denmark,
albeit to a lesser extent at 0,3 percentage points. The results for the other countries become
generally less significant in the different pairings (except for Finland (-2,1pp) and Italy (-
1,2pp)). Still, there remains a recognizable trend for Germany, the UK, and Sweden to perform

stronger than in the crisis in 1990-1993.

Two conclusions can be drawn from this regarding resilience performance in response to
regional employment downturns: First, there exist certain factors which make regions in mostly
southern European, and, to a lesser extent, Scandinavian countries perform stronger on average
than countries like Germany, the UK, or the Netherlands. As discussed in Chapter 3, such
county-level effects might have to do with the specifics of the respective labor markets and
sectoral structure (especially the public sector). Second, these factors, or at least their effects,
are by no means uniform across time. As shown by the analysis of the employment downturns
surrounding the GFC, the results for employment downturns can change significantly in respect

to a specific crisis.

In summary, while no clear national pattern of resilience performance can be identified, there
are certain trends. Mainly, a rough North-South cleavage seems to be at work. Regions in
generally northern countries show a stronger average RGVA-based resilience performance
while the reverse seems to be the case for employment-based performance measures. That said,
once analyzed in detail and especially across the different periods of the time series, the picture
becomes less clear and resilience performance in connection to national association seems to
be strongly dependent on crisis type as well as location. However, since the circumstances in

each country observed as well as the policies implemented as a reaction to shock events can

133 The 8-year recovery phase sees an extreme drop in observations for the 2008-2009 phase and is therefore
omitted from the interpretation here.
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differ widely across time, this does not mean that the country variable is meaningless but only

underlines the importance of space and time for a region’s resilience outcomes.

6.5 Discussion on the variances of resilience

Overall Chapter 6 has led to several conclusions, which while not always clear cut, allow for

some interpretation of the patterns of resilience and the effect of circumstance on regional

resilience capacity:

1.

Timing matters. Independent of resilience performance dimension or the nature of the
downturn, the variance across the different crisis periods of the time series is large
enough to underline the unique character of each crisis period and to justify and even
necessitate their individual investigation.

The specific type of shock affecting a region can make a significant difference.
However, the effect different shocks have varies depending on the nature of the regional
downturn. In case of RGVA downturns there is significant, but weak, evidence for
stronger performance for downturns caused by national economic downturns.
Meanwhile for employment downturns a stronger performance can be significantly
identified subsequent to industry shocks and specifically local industry shocks.
Correspondingly, this might also imply that explanatory factors relating to the resilience
performance for both employment and RGVA downturns differ significantly in their
effect. This might especially concern the effect of the availability of local and
national/European resources has on the resilience performance in each case.

The effect of the urban or rural (and intermediate) status of a region is by no means
clear. While in general there seems to be a slightly higher level of resilience performance
in rural and immediate type regions, this picture changes, especially for employment
downturns towards the end of the time series. As was discussed in 6.3., around the GFC
urban regions suddenly show a significantly stronger resilience performance than
before. This might hint at either a general change of the direction of the trend towards
urban regions becoming more resilient, or could be caused by the specific characteristics
of the GFC and especially the policy responses to it.

Country-level effects and factors potentially matter significantly as well. However,
RGVA and employment resilience performance are not constant ‘inherent’ national

quantities. They change from crisis to crisis and are never reliably constant for any
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country!3*

. National factors seem to have a very significant, but changing, influence on
the resilience outcomes. Just as no crisis is like any other, neither do the observed
countries (or rather the regions therein) show a high level of synchronicity in their

resilience performance.

For the subsequent analysis, all these factors will have to be considered. Therefore, the
connection between the resilience capabilities discussed in Chapter 3 and the regional resilience
performance observed here will not only be analyzed in the aggregate across the whole time
series but also for each of the discussed periods of increased downturn frequency (cf. Chapter
6.1). As such, these time periods serve as quasi-control variables. Similarly, it has become clear
that shock type and regional typology must be treated in a similar way since they carry
explanatory value of their own. Furthermore, while the country association cannot be used to
the full extent in the analysis of Chapter 7, mainly due to the small number of observations in
some countries, country-level effects — be they in the form of institutions, macroeconomic
variables, or cultural factors — are obviously significant. Chapter 7 will therefore additionally
attempt a country-level analysis of the connection between resilience capabilities and
performance for a selected number of countries that have enough observations to make a

comparison meaningful.

7. Analysis - resilience capabilities

This chapter continues the analysis of resilience performance begun in Chapter 6. Instead of
categorical variables of descriptive regional characteristics, however, it focuses directly on the
hypotheses made in Chapter 3 about the effect of different resilience capabilities — 1.e., the
assumptions about the origins and explanation of regionally divergent resilience performance

(cf. Table 1 for a summary of the different hypotheses).

To do so, the first part of this chapter will briefly discuss the different indicators selected to
represent the different resilience capabilities. This will include the reference to the respective
sources and the methodology of operationalization where necessary, as well as a discussion on
the shortcomings of some of the indicators. The latter is of particular importance: due to the

relative long time series observed, not all indicators chosen were available at the optimal level

134 The potential exception to this, surprisingly, might be France.
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of detail and accuracy. Hence, methods of estimating missing values, use of constants in place

of time dependent variables, and missing data will have to be discussed.

Subsequently in chapter 7.2 the effect of the different indicators on regional resilience
performance across all observations will be analyzed. The tools employed will be a multiple
linear regression and analysis of covariance. The latter aims to take account of the categorical
variables discussed in Chapter 6. In view of the relatively high number of independent variables
(26 in total), the stepwise algorithm'3 for model selection will be used to identify the variables
with the highest explanatory power regarding the respective resilience performance dimension.
The results of this general analysis will then be discussed in the context of the theoretical

assumptions made in Chapters 2 and 3.

In Chapter 7.3 this analysis is repeated several times for the different regional categories
discussed in chapter 6: first for each of the different crisis periods of the time series outlined,
second along the regional urban-rural classifications, and third for the different shock types.
Due to the relatively small number of the mixed shock types (i.e., the possible combinations of
industry shocks and national economic downturns), these observations will be summarized to
the main shock types only (national economic downturns, national industry shocks, and local
industry shocks). Additionally, in a last step, a deeper analysis is conducted on the resilience
performance of regions within selected countries. While country level effects are significant, as
underlined by the results in Chapter 6, the number of full observations for many countries is
often too small to make significant country level statements possible. Therefore, only the four
countries with the most observations for employment and RGVA downturn will be analyzed in
this last step. The goal is to shed some light on country-specific factors and lay the groundwork
for future research endeavors focused solely on country-level resilience capabilities. The
discussion in Chapter 7.3. will mainly discuss divergent results from the general analysis in 7.2.
The goal here is to keep the specific discussion focused since the aim remains to offer a general

picture of European regional economic resilience performance'*,

Finally, Chapter 7.4 will offer a summary and discussion of the results across the different levels

of analysis, while Chapter 7.5 will expand this discussion by some necessary methodological

135 The specific algorithm employed is provided by the XLSTAT statistics package. It selects predictors
(independent variables) by adding them one after another starting with the predictor with the highest contribution
to the model (by Student’s t statistics). A variable is added if its t is smaller than the probability of entry (p=0,05).
After three variables are added each variable is evaluated in turn by its t statistic, if its p is greater than the
probability of removal (p=0,1) the variable is removed. This procedure is repeated with all variables till no further
variables can be added or removed from the model. The results are corrected for heteroscedasticity (adjusted
Newey West method) (Xlstat 2021).
136 That said, fully detailed results of these analyses can be found in Appendixes IILb to IILe.
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and theoretical considerations. Chapter 8 will then put the discussion of regional economic
resilience, the measurement of regional resilience performance, and the value of different
resilience capabilities into the theoretical context of the wider economic debate and draw
conclusions from the results for future research as well as offer potential advice for policy

makers.

7.1 Measuring resilience capabilities

Table 29 summarizes the indicators, their sources, their geographic level of measurement, and
the corresponding methodology of operationalization selected to test the influence of the
different resilience capabilities discussed in Chapter 3 (cf. Table 1 for a summary). Since the
theoretical justification for the choice of each indicator was presented in Chapter 3, this chapter

focusses solely on their operationalization in the context of the subsequent empirical analysis.

Furthermore, the discussion is exclusive to indicators that were operationalized and treated in a
significant manner before including them in the analysis. Data not treated additionally - for
example data on the respective national government deficit or the national current account
balance taken directly from the IMF database - will not be elaborated upon individually since
they were used without further significant changes (IMF 2020a, 2020b)'?". Lastly, the necessity
and methods used for estimating missing data in case of some indicators will be discussed

briefly as well.

The most common method of treatment given to the different indicators in preparation for the
analysis is the z-standardization based on their year-by-year data. The goal of doing so was to
make cumulative values — for example, GDP per capita — comparable across a long time series
by only using the z-score based on the yearly distribution of the same value across all European
regions (i.e., all regions independent if affected by a shock/downturn or not). Since the z-score
gives the number of standard deviations relative to the mean of all regions, this value can be
compared independent of the underlying raw aggregate value (Fahrmeir 2004). Therefore, it is
possible, for example, to identify a region with a high GDP per capita in 1992 by its high z-
score on the all-region mean in this year. Subsequently, it can still be identified as a high GDP

per capita region in comparison to other region’s lower yearly GDP per capita z-score,

137 Simple relative ratios, percentages, per capita values, unit adjustments, or weights will not be further
expanded upon as well, since the author assumes the understanding of such is a given. Table 29 offers a short
description in each case, however.
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potentially observed decades later. This works even if the later observations’ GDP per capita
aggregates have increased beyond the older aggregate values due to cumulative growth over
several decades. Independent of the aggregate GDP per capita, the older observation of a high
GDP per capita region still would rank higher in a comparison of the yearly z-scores than a
more recent observation with a higher aggregate value but a lower z-score on the yearly all-

region average.

One action taken that should at least be mentioned with regards to the different sectoral weights,
is the combination of the NACE level groupings G-J (mostly direct to consumer services and
trades) and K-N (insurances, financial, research and other business services) into one general
service grouping (code: Serv_GVA and Serv_EMP). The reasons for this are of practical as
well as theoretical nature. Practically it mainly serves to reduce the number of the overall
variables. Additionally, the distinction between those two groupings at this level is somewhat
arbitrary anyway — e.g., information and communication technologies can be found in the broad
spectrum of G-J, but could arguably be counted as business services at least as much as real
estate management. Hence, without higher resolution on the different sub-sectors on a regional
level across the 30 years covered in the study — data which is not available to the public as of

now, if it exists at all — this distinction serves no practical purpose.

These practical considerations are further underlined by the theoretical argument, hat most
existing analyses and hypotheses which consider the relation between sectoral weight and
regional resilience performance mostly focus on services as one broad category without further
distinction, of, for example, financial services (i.a. Angulo et al. 2018; Lagravinese 2015; Hill

et al. 2012; Giannakis and Bruggeman 2020; Navarro-Espigares et al. 2012).

That said, this should not detract from the need to look in more detail into the role of specific
sectors or industries and their effect on regional resilience performance. While this is not
possible at a European NUTS 3 level, similar studies potentially could be executed for specific
countries in the future. Such a more detailed analysis would produce results similar to the work
of Hill et al. on US metropolitan regions who, due to more easily available micro-level data,
managed to observe regional economies at a far higher level of detail than possible with publicly

available European level data (Hill et al. 2012).

This relatively general sectoral observation is also reflected in the calculation of the regional
Herfindahl-Hirschman Index (HHI) (Fahrmeir 2004; Rhoades 1993). For the calculations
underlying the HHI, while the distinction between the two service branches was maintained to

not further upset the balance, the distinction between six sectors only is potentially misleading
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with regards to the regional economic concentration. As a concentration measure, the HHI was
originally intended to measure trade concentration and is intended to calculate the concentration
of a few economic factors (or firms, in the case of monopolistic markets). While this
corresponds to the use of the HHI in this case, the lumping together of many different sectors
into broad categories might lead to misrepresentation of the actual economic concentration in a
specific region (Rhoades 1993; Hirschman 1964). However, without more detailed data on the
regional economic structure, the level of accuracy enabled by the available sources must

suffice!38.

Some further indicators had to be calculated from scratch since no regional data was available
for the NUTS 3 level, at least not for the whole time series observed. This especially concerns
the aging index and the yearly net migration rate. The first was calculated by simply dividing
the number of regional inhabitants of 65 years and older by the number of people 14 and
younger, thereby following a generally accepted practice to calculate such an index (Preedy and
Watson 2010). The reason why the aging index had to be used in the first place can be found in
the surprising lack of age-related data for NUTS 3 regions. The simple variable of median age
for example is not available at that level; hence the aging index was a handy proxy which could

be calculated using available data on broad age groups (ESPON 2021b, 2021c).

A similar lack of data on the regional level concerned the level of regional migration. Therefore,
data on deaths, live births, and absolute population change had to be used to calculate the natural
population increase (difference of live births and deaths), which in turn was subtracted from the
absolute population change in each year to calculate the absolute level of migration (Eurostat
2021a,2021c). The net migration rate then was calculated on basis of the mid-year total regional
populations (the average of the total population at the beginning of the observed year and the

following year) and gives the number of migrants per 1000 inhabitants (Weeks 2008).

Additionally, some indicators had to be treated as one-off averages which as a result are
constant across the timeline. This concerns mostly indicators where the data was either of a
nature that suggests relatively little change over time in the first place (e.g., multimodal
accessibility, which is strongly dependent on geographic location of a region and can be

assumed to change only minimally'*”) or was too incomplete to justify an estimate of the gaps

138 The “Structural Business Statistics” (SBS) which were used to calculate the average business size from 2008-
2018 could be a potential source in the future for such a higher resolution. However, as the author can attest through
experience, any SBS data from before 2008 is unreliable and incomplete and was subject to regular changes in
coding and data gathering which makes any investigation based on a long time series futile.

139 Additionally, changing NUTS codes in the used ESPON data base made a more accurate approach impossible
for some regional observations.
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ESPON database: population 0-14 and 65+
(pop_t_0-14/pop_t_65+)

Eurostat database: on live births and annual
deaths (demo_r deaths, demp_r_births), total
population from ARDECO (RNPTN)

ARDECO: Active civilian population
(RNLCN), total population (RNPTN)

ARDECO: Sectoral employment (RNETZ) and
sectoral GVA (ROVGZ)

ARDECO: GVA at constant prices (ROVGZ)

ARDECO: GDP per head of population
(RHVGDP)

ARDECO: Gross fixed capital formation at
current prices (ROIGT), total population
(RNPTN)

ARDECO: GDP at current prices (RUVGD),
Hours worked (RNLHT)

ESPON database: Intramural R&D expenditure
(GERD)

ESPON database: R&D personnel and
researchers (TOTAL)

ESPON database: Potential multimodal
accessibility (potacemu)

Eurostat database: Structural business statisties
(sbs_r nuts06_12)

IMF database: General government net
lending/borrowing. Percent of GDP

IMF database: Current account balance, percent
of GDP. Percent of GDP

Government Closeness Index by Ivanyna and
Sha, 2014

ARDECO: Compensation of Employees at
current prices (RUWCD)

ICTWSS Database: Union density rate

ICTWSS Database: Level-M: Index of Multi-
level bargaining

Global Data Lab database: Sub-national HDI

European Social Survey Round 1-8

World Bank Doing Business database: Score-
Getting credit (DB05- 14 methodology)

European Cluster Observatory database: Cluster
Mapping 2015, total population from ARDECO
(RNPTN)

Table 29: Operationalization of the resilience capability indicators

Cf. sections 4 and 5

Cf. sections 4 and 5

Cf. sections 4 and 5

Ratio of population 65+ years to population
younger than 15 years.

Calculation of natural increase (difference births
and deaths), calculation of net migration
(difference population change and natural
increase), calculation of net migration rate
(yearly migrants per thousand mid year
population)

Ratio of active population to total population

Regional share of total, sectors G-Tand K-N
were combined to Serv._ GVA/EMP as total
service sector

Herfindahl-Hirschman Index (cf. Fahrmeir
2004)

Z-standardization of annual GDP (PPS) per
capita across all EU15 regions

Z-standardization of annual GFCF (PPS) per
capita across all EU15 regions

Z-standardization of annual GDP (PPS) per
1.000hrs worked acrossall EU15 regions

Repional average across four data sets (2001,
2006,2011,2014)

Average of number of employees divided by
number of local units from 2008-2018

Cf Ivnayna and Sha, 2014

Z-standardization of annual compensation
(PPS)across all EU15 regions

cf. Visser 2019

cf. Visser 2019

cf. Global Data Lab 2020

Agpregate mean value of items wrkprty
(worked in political party or action group last
12 months) and wrkoprg (worked in another
organization or association last 12 months).
Average across all ESS rounds.

Average country score from 2004-2015

Number of “cluster stars” by region (2013) by
100.000 inhabitants

NUTS 3

NUTS 3

NUTS 3

NUTS 3

NUTS 3

NUTS 2

NUTS 3

NUTS 3

NUTS 3

NUTS 2

NUTS 2

NUTS 2

NUTS 2

NUTS 3

NUTS 2

NUTS 0

NUTS 0

NUTS 0

NUTS 2

NUTS 0

NUTS 0

NUTS 1-

NUTS 1-

NUTS 0

NUTS 2
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in the time series. An example of the latter is the data on the average business size by employees
which in turn is based on data from Eurostat’s structural business statistics (Eurostat 2021e).
Due to large gaps in that database as well as numbers gathered on the basis of different business
definitions over time, only the last ten years of the data are reliable for the purposes here. Hence

it was decided to work with an average constant instead of unreliably estimated yearly values.

Similar treatment was given to data on social capital, the ease of getting credit!*’, government
closeness, and cluster density. The two survey-based data sources for the ease of getting credit
and the social capital indicators'!, i.e., the World Bank’s “Doing Business” database and the
European Social Survey (ESS) respectively, simply do not extent beyond the early 2000s (2002
and 2004 respectively). Additionally, the latter is only conducted biennially, which would
necessitate estimation of the years intermediate to the conducted surveys anyhow (World Bank
2020; GESIS 2016). As pointed out in Chapter 3.3, at least for social capital, the choice of an
average constant is not as methodologically problematic as it might seem: As Putnam and other
authors postulate, social capital is in any case a regional characteristic acquired and honed over
long periods of time and not usually prone to sudden changes in its nature!*> (Putnam 1992,
2000; Ak¢comak and ter Weel 2009; Parente 2019). The data sets on cluster conglomera‘tions143

1

and government closeness'#**are both on-off measures and had to be treated as a constant by

140 A a further remark, the ,,ease of getting credit” score specifically was used since the methodology for the
total score of the “doing business” index changed several times in a non-reproduceable fashion.

141 The indicator for social capital, or rather social networks, was generated by the aggregated regional mean of
the items concerning (voluntary/non-paid) party work (wrkprty) and work in other organizations and associations
(wrkoprg).

142 Similar arguments could be made for the business culture and regulations of a country, however to a lesser
extend since they are directly policy related (Silke Meyer 2012). The “getting credit” score itself is based on the
Doing Business methodology employed from 2005-2014 and combines questionnaire items on legal rights of
creditors and debtors as well as an index on the debt of credit information (World Bank 2020).

143 The item used from this data set concerns so called “cluster stars” (per capita). These stars are in turn based:
First, on the identification of “strong clusters” defined as the top 20% of agglomerations of related industries
(divided int 51 groupings) in Europe by a location quotient and at least 500 employees. The location quotient is
based on a comparison of the regions share of employment in a sector with the European average; Second, on the
absolute size of a cluster by employees (a threshold is set at a location quotient of 1,5); Third, on the cluster
productivity measured based on purchasing power corrected wages; And fourth, on the cluster dynamism based
on average measures of cluster employment growth and the presence of fast growing firms. A cluster is awarded
one star each for being among the top performers in each category by European comparison. Each region is
awarded as many stars as the clusters within it are awarded in total (Ketels and Protsiv 2016). This latter variable
is then divided by the total inhabitants of the region to serve as an indicator for cluster presence and strength in the
present analysis.

144 As mentioned in section 3.2 this index is based on World Bank data on financial decentralization, the detailed
methodology can be found in Ivanyna and Shah 2014. Their index was used as calculated by them without further
changes. It is comprised out of three component indexes. First, a fiscal decentralization index, constituted from
data on the local dependence on higher level financing, local taxation autonomy, (unconditional) transfers to local
administrative units, local expenditure autonomy, and the freedom to borrow of local governments. Second, a
political decentralization index, comprised from items on regional elections for regional legislative and executive
institutions, as well as the existence of elements of direct democracy. Third, an administrative decentralization
index, comprised on data on local discretion for bureaucratic and administrative appointments, and the share of
local government employment in total regional government employment. These different measures are then
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default. A fact less problematic for the government closeness than clusters, since government
closeness describes a fundamental characteristic of a whole country which, since often
constitutionally fixed, will change less frequently anyhow (Ivanyna and Shah 2014; European

Cluster Observatory 2015).

Two further points must be made with regards to the data coverage and the methods of
estimation in the case of missing data. First, as Table 29 shows, not all variables could be
identified at the NUTS 3 level'*>. To amend this, data on the next highest level was employed;
in the majority of cases, this was data from NUTS 2 level. In some cases, especially considering
the polling data for the social capital variables and the SHDI, the regional level of detail
available varied significantly from country to country. In particular, the data from the ESS
needed to be compiled at a higher level for several countries since the numbers of people polled
at NUTS 3 and even NUTS 2 level were either not identified specifically, or often nearly
insignificant and varied immensely for each survey round. Variables that have an effect at the
country level only are, of course, not affected by this constraint since they affect all regions at
all levels equally — e.g., national government deficit, government closeness, or even ease of

getting credit.

Related to this are the difficulties caused by regular changes to the NUTS code itself.
Throughout the observation period, regional coding changed substantially at least five times
(Eurostat 2021b). This entails the simple change of regional codes but also the complete
revision of regional compositions including changing regional boundaries and sizes. Since the
present work is based on the NUTS 2016 system and because not all data is regularly adapted
to the new NUTS codes by the respective European institutions, this had to be executed
manually by the author in many cases. If possible, the translation from one NUTS code to the
next was made directly — 1.e., in the case of simple change of codes. Where there was a total
change of regional composition during the time series which could not be reconstructed, the
next highest level of the NUTS classification was employed if this was possible. Lamentably,
in many cases this was not feasible, and the observations of these variables had to be omitted
either completely or at least for part of the time series. This concerns all types of variables but
has the biggest effect on geographically fixed variables — like regional multimodal accessibility.

This is also one of the main reasons why the total number of valid observations in the regression

combined in a general decentralization index which in turn is then weight according to the population size of the
regional units resulting in the final government closeness index used here (Ivanyna and Shah 2014).

145 The NUTS level noted in table 29 are the respective lowest available. This does not exclude that parts of the
data set are available only at higher levels. As for example in case of the ESS, data for one country might be
available down to NUTS 3 level while for other countries it is restricted to NUTS 1 level.
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analyses in the subsequent chapters is lower than the total observations of full regional

resilience performances made in Chapters 5 and 6 (cf. Table 17).

The other reason why the number of observations for the statistical test of the resilience
capabilities is reduced lies in the conservative approach that was taken to estimate missing
datapoints in the time series for the different indicators. First and foremost, the selection of the
specific indicators for each resilience capability was conducted with an eye for the fullest data
sets available. If a data set was found to be more complete, it was favored over another data set
whose operationalization might have been more appropriate but offered less coverage of the
time series from 1988 to 2018. One example for such a trade-off is the use of an aging index
instead of the more accurate and potentially informative median or average age, as discussed
earlier. Other such trade-offs include, among others, the use of SHDI instead of component
variables about education, inequality, or health (Global Data Lab 2020), the exclusion of patent
data with regards to innovation, or even the use of higher-level NACE sectoral classifications

instead of the more detailed structural business statistics already discussed.

When such a conservative approach to the choice of indicator was not possible, estimates were
used to fill gaps in the time series. Generally, the method used was to simply replace missing
values by the regional average. This approach was used in cases when values were missing at
the beginning of a time series or for several years in a row. This includes the treatment of many
Italian regions with missing values from 1988 to 1994 for the regional GDP share of research
and development spending as well as the union density and multi-level bargaining index of
some other countries (including for many Greek observations) (ESPON 2021a; Visser 2019).
The only exception made to this approach was for the data on the regional employment share
in research and development (ESPON 2021e). While the missing data at the beginning of the
time series (missing uniformly 1988-1991) was again replaced by the all-time mean, data which
was, due to reporting errors, missing in years between reported data points was estimated by
using exponential smoothing. This concerns relatively few data points but seemed more
appropriate for the treatment of values seemingly omitted at random across different countries,

regions, and years.

Overall, such estimation methods were only used in the mentioned cases. In general, estimation
was largely avoided through a careful choice of variables, the use of higher-level data as in the
case of the social capital indicators, or the use of average constants where appropriate as in the
case of the “ease of getting credit score”. As a result, out of 2124 fully observable regions

experiencing a RGVA downturn only 222 (10,45%) observations had to be omitted due to a

168



lack of data for the final empirical analysis presented in the next chapter. For employment, 204
(15,42%) cases had to be omitted out of a total of 1323 observable downturns. The higher
relative share for employment downturns is caused by a lack of RGV A data for German regions
in the late 1980s and early 1990s that forms the basis for the economic concentration indicator
measured by the HHI'*® as an independent variable. For the dependent variable on the retention
of the (pre-shock) growth trajectory measured over the longer eight-year recovery period these
numbers increase as well. However, this is caused solely by the related drop in possible
observations through the expansion of the recovery phase and not related to the independent

variables describing the resilience capabilities (cf. Chapter 5.3).

7.2 Resilience capabilities and regional resilience performance

This chapter will discuss the results of the analysis of the relation between the different
resilience capabilities, operationalized as described in Chapters 3 and 7.1, and the resilience
performance as measured and described in Chapters 5 and 6. First, this chapter will discuss only
the summarized results of the analytical steps applied without going into too much detail about
individual variables and result. Subsequently in Chapters 7.2.1-7.2.4, the discussion will focus
first on structural resilience capabilities, second on institutional resilience capabilities, third on
social and demographic variables, and, last on factors of geographic endowment. Chapter 7.2.5
will summarize the results and additionally discuss aspects of the categorical regional variables
and their influence on regional resilience performance as well as the other resilience

capabilities'*’.

For the most part, the empirical results on the stepwise multiple regression analysis and the
stepwise ANCOVA will be represented in text by the significant standardized coefficients
found, including goodness of fit statistics (R? etc.), only. All additional components of the
analysis (unstandardized coefficients, correlation matrixes, multicollinearity statistics, type I-

III analysis etc.) can be found in the appendixes'*®.

146 The same lack of data has no effect on RGVA downturns since their measurement themselves is based on the
same data. Hence while additional employment downturns could be identified for those missing years since
employment data was available, this was not possible with regards to RGVA downturns.

147 This aspect however will be substantial part of the discussions before already, since, as will be described, the
categorical variables are introduced step by step into the analytical process.

148 Appendixes I1l.a.i — [Il.a.iii contain the details on the analyses of RGVA resilience performance and Ill.a.iv —
III.a.vi the details on the employment based analyses.
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The results of the analysis for regional resilience performance across all observed regions can
be found in Tables 30 and 31 for the observed RGV A and employment downturns, respectively.
Table a) shows the results of the stepwise multiple OLS based solely on the continuous
variables discussed in Chapters 3 and 7.1. Meanwhile, Tables b) and c) introduce the categorical
variables on regional characteristics that were discussed mainly in Chapter 6 in an ANCOVA.
As can be seen, the difference between both ANCOVAs executed lies in the inclusion of the
categorical variable of regional country affiliation. The reason for this, as has been stated at
other points, is the problematically low number of observations for some countries in the time
series, which makes the result of an ANCOVA, once they are included, to a certain degree
unreliable. For example, for RGVA downturns only two valid observations of the whole shock-
downturn-resilience cycle could be made for the Republic of Ireland. A similar situation exists
for Belgium and Austria in employment downturns (both produced only seven usable

observations).

Due to this shortcoming, it was decided to include both versions of the analysis in Chapter 7.2.
A further benefit of this approach is, of course, the possibility to offer an estimate of the effect
size specific national effects and characteristics have on regional resilience performance. While
the focus here is to identified regional resilience capabilities which are to a certain extent
generalizable across the European context, national effects are obviously significant and

warrant further in-depth study (Giannakis and Bruggeman 2020; Martin 2012).

With regards to the recovery of the development level in response to RGVA downturns, the
three models suggested by the stepwise algorithm differ somewhat depending on the numbers
of categorical variables introduced. By simple multiple regression (cf. Table 30a) the stepwise
procedure suggests the highest number of significant effects among the continuous variables.
In this the sectoral concentration (HHI), social development measured by SHDI, and the
sectoral share of agriculture show the strongest negative effect on this resilience dimension.
Meanwhile a positive current account balance (Cur_blc), more highly developed social
networks (SC_Org), and a higher labor productivity (PROD) result in the strongest positive

effects on the RGVA recovery of the development level.

Through the introduction of further categorical variables, the explanatory power of the models
suggested by the stepwise algorithm increases (from an R2? of 0,172 to an R? of 0,228). However,
the number of significantly contributing continuous variables decreases at the same time. While
based on multiple regression, a total of 15 continuous variables showed at least a tentative

effect. The introduction of all categorical variables reduces this to only six (cf. 30c). In this case
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the SHDI and the public sector share of RGVA have the strongest positive effect, while HHI
and higher-level wage bargaining (ML_barg) — i.e., less localized/firm specific wage
agreements — have the strongest negative effect. With regards to the categorical variables, the
results from Chapter 6 are reflected to a large extent, including the slightly negative effect of
local industry shocks on the RGVA resilience performance in this dimension. The main
exceptions to this being that the rural-urban distinction has no evident effect at all (across all

)149

resilience dimensions) *”, and that, contrary to the results of 6.1 once all variables are taken into

account the crisis of 2008-2009 had a significant negative effect on this resilience dimension'°.

For the dimension of the growth trajectory retention after RGVA downturns, measured over
recovery periods of four and eight years, the general pattern is similar. The multiple regression
shows the highest number of significant effects by the continuous variables (ten at four years,
eleven at eight years) and the lowest R? (0,056 and 0,190 respectively). The addition of the
categorical variables reduces the first (down to seven and five) and increases the latter (up to
0,103 and 0,261). Under inclusion of all categorical variables the strongest effects on the
trajectory retention measured over four years can be found in the negative influence of high-

Y31 and economic

level wage bargaining (ML_barg), a low government deficit (Gov_debt
concentration measured by HHI. For trajectory retention measured over eight years, the greatest
(negative) effect by far is suggested by a high union density (Union). This is followed at a
distance by the negative effects of a positive current account balance (Cur_blc) and a low
government deficit. As for (weak) positive factors remaining once all categorical variables are
introduced, only population age approximated by ageing index (Pop-age) and the public sector
share of the RGVA (Pub_GVA) remain for an eight-year recovery period. For a four-year

recovery period an even weaker effect for the public sector share and the employment in

research and development (RnD_EMP) can be identified.

As for the effect of the categorical variables, the results are similar as in the case of the recovery
of the development level. Again, the urban-rural classification shows no effect while country
effects remain strong — with the difference that for an eight-year recovery period the country

effect remains positive for only four countries (Denmark, Belgium, Finland, and Sweden).

149 In section 6.3 a positive tendency for intermediate and rural regions was identified.

150 Tn section 6.1 downturns starting in 08-09 were found to have the on average best outcomes among the
observed crisis periods.

151 As this variable is coded a higher deficit is expressed by negative numbers while a surplus is suggested by a
positive value. Hence the suggestion here is that a lower deficit/higher surplus has a negative effect on the
comparative growth trajectory.
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Furthermore, in contrast to the development level recovery, downturns beginning in the period

2008-2009 show no significant effect on the retention of either trajectory dimension.

In contrast to RGVA downturns, observable employment downturns show fewer continuous
variables having any significant effect on the recovery of the development level to start with.
As with RGVA downturns, the inclusion of the different categorical variables reduces the
number of (continuous) variables with significant effect on this recovery dimension (from seven
for the simple multiple regression (Table 31a) down to four and five in both ANCOVAs (cf.
Table 31b-c)) while the R? of the resulting models increases (from 0,104 to 0,195). Once all
categorical variables, including country association, are introduced the strongest positive
effects are produced by the current account balance (Cur_blc) and the indicator for productivity
(PROD). The strongest negative effect by far is connected to the country level union density
(Union). Significantly weaker negative effects are associated with the employment share of
research and development activities (RnD_EMP) and the sectoral economic concertation of the

RGVA measured by HHI.

The results on the recovery of the development level with regards to the categorical variables
again generally reflect the conclusions already drawn in Chapter 6.4. The main exception to
this is the effect of the introduction of the country category on French and Spanish regions.
While French regions performed significantly stronger among all observed countries’ regions
in Chapter 6.4, here the effect of being a French region is a strong negative factor for this
resilience dimension. The Spanish case is similar: while the average Spanish region
outperformed the all-region average, once considering the other independent variables this
effect disappears and the Spanish association becomes a regional liability with regards to this
resilience dimension. For the periods of the time series in which the different downturn
resilience observations begin, the results from 6.1 are reflected in the positive effect of the
observations falling in between the different shock spikes and the negative effect on downturns

beginning in the period 2000-2003.

The trajectory retention performance of employment downturns, or rather the effect of the
respective explanatory variables, behaves somewhat differently than in the cases described so
far. Here, while the R? of the explanatory variables identified by the stepwise algorithm (or
rather the underlying model) increases for both measures of the trajectory with the addition of
the categorical variables as expected (from 0,096/0,266 for the multiple regression (Table 31a)

to 0,160/0,323 after including all variables (Table 31c¢)), the number of continuous variables
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Table 30: Standardized coefficients for RGVA resilience performance (all)

a)
Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,056 ** 0,080 *#* 0,179 #*+
Mig_net 0,055 *
Pop_work -0,091 ** -0,176 ***
Agri GVA -0,158
Manu_GVA
Const_GVA -0,064 *
Serv_GVA
Pub_GVA 0,147 ##% 0,064 * 0,098 **
HHI -0,244 -0,068 * -0,067
GDP_PC
GFCF_PC 0,064 *
PROD 0,156 #*#*
RnD_GDP
RnD_EMP
MM_Ac 0,097 ** 0,076 *
Avg_bus 0,086 ** 0,112 #* -0,199 ik
Gov_debt -0,145 -0,198 -0,281
Cur_blc 0,163 ##* 0,079
Gov_close
Lab_comp
Union -0,071 **
ML _barg -0,119 ##* -0,116 ** -0,111 **
SHDI -0,204 0,107 *
SC_Org 0,159 ##* 0,206 *** 0,161 ***
EoC 0,162 0,387 sk
Clu -0,078 % -0,113 k%
adj R? 0,172 0,056 0,190
Model F 27,268 *** 12,382 ##k 26,154 #**
N 1902 1902 1506

5D <0,01;+4p<0,05:*p<0,1

b)
Independent  Reecovery of Retention of Retention of

Variable Development Growth Growth

Level Trajecotry Trajecotry
(4 years) (8 years)

Pop_age 0,103 *#*
Mig_net -0,062 ** -0,057 #*
Pop_work -0,060 * -0,140 ***
Agri GVA -0,128 -0,080 **
Manu_GVA -0,059 **
Const_GVA
Serv_GVA
Pub_GVA 0,159 ##* 0,095
HHI -0,187 -0,060 -0,055
GDP_PC -0,062 *
GFCF_PC
PROD 0,123 ##*
RnD_GDP
RnD_EMP -0,055 *
MM_Ac
Avg_bus 0,135 ##* 0,150 ##*
Gov_debt -0,087 ** -0,105 ** -0,197 ##*
Cur_blc 0,124 ##*
Gov_close
Lab_comp
Union -0,050
ML _barg -0,176 ##* -0,125 ##k -0,099 *
SHDI 0,120 * 0,278
SC_Org 0,153 ##* 0,182 ##* 0,189
EoC -0,136 ** 0,273 s
Clu -0,079 % -0,124 k%
90-93 0,151 ##* 0,114 #* 0,126 **
00-03 -0,066 ** -0.218 ¥k -0,22] ##*
08-09 -0,032 0,007 0,078
BTW -0,020 0,055 #* 0,012
Urban
Intermed.
Rural
LOC_Ind -0,039
NAT_Eco 0,068 *
NAT_Ind -0,005
adj R? 0,179 0,088 0,230
Model F 24,018 15,107 ##* 30,982
N 1902 1902 1506

##4p<0,01;*#p<0,05;*p<0,1

[9)
Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,100 ***
Mig_net -0,059 **
Pop_work
Agri GVA -0,059 * -0,082 #*
Manu_GVA
Const_GVA
Serv_GVA
Pub_GVA 0,139 ##* 0,060 * 0,081 **
HHI -0,123 kx -0,108 **
GDP_PC
GFCF_PC
PROD
RnD_GDP
RnD_EMP 0,050 *
MM_Ac
Avg_bus
Gov_debt -0,065 -0,177 -0,123 *
Cur_blc -0,195 ##*
Gov_close
Lab_comp
Union -0,988
ML _barg -0,185 ##* -0,256
SHDI 0,237
SC_Org
EoC
Clu -0,056 ** -0,130 *#*
AT 0,118 #* -0,200 ##* -0,056
BE 0,176 ##* 0,041 0,559 ##*
DE 0,327 ##* -0,003 -0,28] **
DK -0,002 -0,122 1,034 ks
EL -0,887 ##* -0,110
ES 0,168 ** 0,118 -0,620
FI 0213 * 0,170 1,086 ##*
FR 0,214 -0,189 -0,947 ks
1IE -0,126 0,701 * -0,689 ***
IT 0,097 -0,120 * -0,296
NL 0,096 0,058 -0,499 i
PT 0,052 -0,282 ##k -0,870 ##*
SE 0,012 0,089 1,321
UK -0,146 ** -0,250 -0,099 *
90-93 0,214 #k 0,093 #* 0,179 s
00-03 -0,137 ##* -0,195 ##* -0,250 ##*
08-09 -0,160 ## 0,041 0,062
BTW 0,043 0,038 0011
Urban
Intermed.
Rural
LOC_Ind -0,076 **
NAT_Eco 0,127 ##*
NAT_Ind -0,008
adj R? 0228 0,103 0,261
Model F 23476 10,494 s 26,272 ik
N 1902 1902 1506

5 p<0,01;p<0,05;*p<0,1
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Table 31: Standardized coefficients for empoloyment resilience performance (all)

a)
Independent Reecovery of Retention of Retention of

Variable Development Growth Growth

Level Trajecotry Trajecotry
(4 years) (8 years)

Pop_age 0,180 ik
Mig_net -0,071 * -0,108 **
Pop_work -0,120 ** -0,172 %
Agri_EMP
Manu_EMP
Const_EMP 0,103 *
Serv_EMP
Pub_EMP
HHI
GDP_PC
GFCF_PC
PROD 0,110 * 0,113
RnD_GDP
RnD_EMP
MM_Ac -0,162 **
Avg_bus -0,210 #k
Gov_debt -0,203 ##k -0,215 -0,299
Cur_ble 0,257 0,169 *#*
Gov_close 0,145 sk 0,319 0431
Lab_comp
Union -0,243 sk -0,238 ik -0,307
ML_barg -0,120
SHDI 0,151 ek -0,262 sk
SC_Org
EoC 0,284
Clu -0,073
adj R? 0,104 0,096 0,266
Model F 19,539 sk 20,887 ik 25,642 ik
N 1119 1119 884

##4p<0,015*#p<0,05;#p<0,1

b)
Independent Reecovery of Retention of Retention of

Variable Development Growth Growth

Level Trajecotry Trajecotry
(4 years) (8 years)

Pop_age 0,084 ** 0,200 ##*
Mig_net -0,081 * -0,117 #*
Pop_work -0,116 * -0,134 #*
Agri_EMP
Manu_EMP
Const_EMP 0,102 *
Serv_EMP
Pub_EMP
HHI
GDP_PC
GFCF_PC
PROD 0,137 #*
RnD_GDP
RnD_EMP
MM_Ac 0,137 *#*
Avg_bus -0,175 #* -0,179 ##*
Gov_debt -0,123 # -0,189 ##* -0.216 ##*
Cur_blc 0,229 0,172
Gov_close 0,144 sk 0,278 0,331 ek
Lab_comp
Union -0,250 -0,285 -0,306 *#*
ML_barg 0,142
SHDI -0,267 -0,254 #*
SC_Org
EoC 0,271 ##* 0,275
Clu
90-93 -0,100 ** -0,040 0,006
00-03 -0,196 -0,190 ##* -0,24]
08-09 0,073 ** 0,191 ##* 0,208 ##*
BTW 0,131 ek 0,032 -0,020
Urban
Intermed.
Rural
LOC_Ind 0,049 0,037
NAT_Eco -0,144 #x -0,177 #*
NAT_Ind 0,041 * 0,066 **
adj R? 0,132 0,137 0,291
Model F 25313 ##k 12,067 ##* 22,291
N 1119 1119 884

<001 +p<0,05:p<0,1

[9)
Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,186 ***
Mig_net -0,105 ** -0,105 **
Pop_work -0,134 -0,119 *
Agri_EMP
Manu_EMP
Const_EMP 0,098 *
Serv_EMP
Pub_EMP
HHI -0,063 **
GDP_PC
GFCF_PC
PROD 0,284 ¥k 0,234 ¥k
RnD_GDP
RnD_EMP -0,107 ##*
MM_Ac 0,169 **
Avg_bus -0,298
Gov_debt -0,205 -0,175
Cur_ble 0,350 #* 0,116 * 0,221 ok
Gov_close
Lab_comp
Union 0,752 -0,308 -1,090
ML_barg
SHDI -0,336
SC_Org
EoC
Clu -0,053
AT -0,024 -0,085 0,036
BE 0,179 -0,209 0,243
DE -0,554 0,081 -0,805 ##*
DK 0,535 * 0,568 ** 1,384 s
EL 0,308 ** -0,059 -0,503 #*
ES -0439 0,015 -1,073 #
FI 0,782 %k 0,271 1,461 ##*
FR -0,669 ** -0,417 -1,215 #k
1T -0,210 -0,330 -0470
NL -0,947 -0,500 -1,016 *#*
PT 0,016 -0015 -0,635 ##*
SE 0,759 #* 0,671 ** 1,812
UK -0,097 -0,066 -0,139
90-93 0,012 0,156 * 0212
00-03 -0,220 ##* -0,193 -0,252
08-09 0,073 0,027 0,067
BTW 0,094 ok 0,035 0,002
Urban
Intermed.
Rural
LOC_Ind 0,039 0,036
NAT_Eco -0,103 0,131
NAT_Ind 0,027 0,043
adj R? 0,195 0,160 0323
Model F 14,506 9,864 ik 16,619
N 1119 1119 884

<0015 #p<0,05,7p<0,1
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increases in this case when introducing the categorical variables on period, urban-rural

typology, and shock type.

After including all categorical variables, the continuous variables with the strongest positive
effect for the eight-year recovery period trajectory measure are the productivity indicator
(PROD), the current account balance (Cur_blc), and the population age approximated by the
aging index (Pop-age). The strongest negative effect by far is associated, as with the
development level dimension, with the national unionization levels (Union). This is followed
by a strong negative effect of the SHDI and a far weaker negative effect of the regional civilian
share of the economically active population (Pop_work). At four years the biggest significant
negative effect is caused by the average business size (Avg_bus), followed by the government

deficit (Gov_debt), and the net migration rate (Mig_net).

With regards to the country association of the regions analyzed there are some deviations
compared to the results of Chapter 6.4. While Italy performed reasonably well in an all-region
comparison, here the association of regions with Italy becomes a negative factor for both
measures over a four-year and eight-year recovery period. Similarly, while Spain performed
reasonably well in 6.4, association with it becomes one of the strongest negative country effects
at an eight-year recovery period, this might be a result of the effects of the protracted European
sovereign debt crisis. Meanwhile the effects of the other country associations mostly keep to
the expectations'>2. As in Chapter 6.1 the association with the 2000-2003 period of the timeline
has the strongest negative effect on employment growth trajectory retention. Similarly, national
economic downturns have a significant negative effect on the growth trajectory performance

dimension of employment downturns as well. Again, the rural-urban typology has no effect.

As mentioned above, this summary of the analysis presented in Tables 30 and 31 serves mainly
descriptive purposes. The next subchapters will discuss the different hypotheses made about
regional resilience capabilities and the subsequent resilience performance. Nevertheless, a

couple of observations can be made at this point:

1. Of all variables, the regional country association seems to have the most effect on the
results overall. This is true for the strength of their own explanatory power in regard to
the respective resilience performance dimensions, the cumulative effect on the
explanatory power of the models identified by the stepwise approach measured by R?,

and their influence on the observed effect of other variables. Despite this strong effect

152 As above the exception being France, which might be caused by very few observed cases.
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of the country association, their value should not be overestimated. Because the total

number of valid observations for each country varies significantly, biases by over- or

underrepresentation can influence the results',

2. The urban-rural typology seems to have no significant effect on the regional resilience
performance in any context whatsoever, neither for employment downturns nor RGVA
downturns. As such this reflects the ambivalent results by other studies on the topic
discussed in Chapter 3.4 and 6.3 (cf. i.a. Giannakis and Bruggeman 2020).

3. As with the country category, the timing of each downturn has significant effects across

the board. Worth mentioning here is especially the ubiquitous negative effect of the

crisis period 2000-2003.

Taken together these observations lead to the conclusion that whatever variables are identified
as having explanatory value in the next chapters, their effect will always be under the strong

circumstantial influence of the specific timing and location of each shock event.

Independent of these general findings the next sub-chapters will discuss the different resilience
capabilities and their effect on regional resilience performance in detail. This discussion will
follow the structure outlined in Chapter 3., i.e., the division in structural, institutional, social
and demographic, and geographically endowed resilience capabilities. These are followed by a

brief discussion on the effect of the categorical variables not covered in any of these chapters!>*,

7.2.1 The effect of structural resilience capabilities

As outlined in detail in Chapter 3.1, structural resilience capabilities focus mainly on the general
set-up and structure of a regional economy. The four central capabilities summarized in that

chapter were:

- the extent of the regional economic concentration,
- the nature of the regional economic structure,
- innovative capabilities and signal openness of local firms and actors, and

- the extent or the regional economic endowment.

153 This is especially a factor concerning the over-representation of German regions caused by the comparatively
high number of German NUTS 3 regions.

154 National association and the urban-rural typology will be discussed together with the geographic resilience
capabilities in section 7.2.4.
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The main thesis behind the investigation of the regional economic concentration assumes a
positive relationship between regional economic diversity and regional economic resilience
performance. Generally the view is that a higher diversity causes a stronger redundancy, thus
enabling resources and labor to easily shift within a regional economy once part of that
economy is affected by shock (Hill et al. 2012; Garmestani et al. 2006; Brown and Greenbaum
2017). This, however, is not an exclusive finding since, under certain circumstances, other
authors postulate a negative effect of high regional economic diversity as well — here the
argument centers mainly on the economic advantages through specialization (Navarro-

Espigares et al. 2012).

The indicators chosen to measure the regional economic diversity were the sectoral
concentration measured by the Herfindahl-Hirschman Index (HHI), based on the sectoral GVA
share, the average firm size based on employment numbers (Avg_bus), and labor productivity
as an indicator for increased specialization (PROD). While the first two measures are region
and time specific, the average firm size had to be approximated based on the aggregated values

from 2008-2018 and could be ascertained for the NUTS 2 level only'>.

As can be seen in the regression Tables (cf. Tables 29), the effect of a higher regional sectoral
economic concentration measured by HHI is generally negative in case of RGVA downturns.
Independent of the inclusion of further categorical variables, the effect persists and is especially
strong for the recovery of the development level dimension of regional resilience performance.
This underlines the importance of regional economic diversity to regional economic resilience
as measured by RGVA. Since the recovery of the development level is the measure focusing
mostly on the comparative loss in the regional economic development, a higher economic
redundancy, and increased options for shifting capital and production within a regional

economy would be expected to have a strong positive influence.

Meanwhile, in the case of employment downturns the effect of the economic concentration
measured by HHI is nearly negligible (cf. Table 30). The only effect to be found is negative on
the development level recovery once all categorical variables are included. This might hint at
the generally lower inter-sectoral mobility of employees, or the rather career and job
embeddedness of labor. This would make it immensely harder to simply change careers from
one sector to another, while other regional production factors flow more freely by comparison

(Feldman and Ng 2007; Stumpf 2014). If so, this would explain why RGVA related

155 As discussed in section 7.1
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performance measures show a positive relationship with diversity and regional economic

redundancy, while employment-based resilience performance sees no (or little) positive effect.

While specialization as indicated through labor productivity has no visible effect on RGVA
resilience performance in any dimension, there is a significant positive effect on employment
resilience performance for the development level recovery as well as the trajectory retention
measured over eight years. Similar to assumptions by Navarro-Espigares et al. in their study on
Spanish regions (Navarro-Espigares et al. 2012), this hints at the positive effects of
specialization on employment resilience performance —i.e. a certain positive effect of increased
economic concentration. This effect of labor productivity on employment resilience

performance is stable even after introducing the country categories.

The analysis of the average business size and the regional resilience performance tends to
support these results. Except for the relationship to the development level regarding RGV A, the
effects which can be discerned for the variable are negative on the other regional resilience
performance measures, i.e., a bigger average business size results in a lower RGVA growth
trajectory retention. However, the effects identified are far less consistent across the different
analytical steps. The significance of the positive effect on the development level and the
negative effect on the retention of the growth trajectory (for an eight-year recovery) persist for
RGVA only if the regional national association is not introduced as a categorical variable. Once
the country variable is introduced, any effect disappears. For employment downturns the picture
is somewhat more stable, with some negative effect of larger average business size on the
trajectory retention remaining across all analytical models (for different recovery period

lengths, however).

Overall, the results for the effect of the business size on regional economic resilience
performance are less than clear than for HHI and productivity. This might have to do with the
operationalization of the variable as a NUTS 2 multi-year average, which would also explain
why the effect vanishes totally once the country variable is introduced. Still, it seems that there
is some positive effect of a generally smaller firm size on the retention of the growth trajectory
especially for downturns caused by employment shocks. This positive relationship of smaller
businesses on employment resilience performance might be caused by smaller and more diverse
firms resulting in more job opportunities within the same industrial sector (counteracting the
career embeddedness mentioned above). It might also hint at the increased job creation through
new firms and entrepreneurial endeavors (Stumpf 2014; Nystrom 2012). The tentative positive

effect of a larger firm size on the recovery of the development level for RGV A downturns might
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be potentially related to the benefits of economies of scale during a recession, i.e. increased
resistance to economic downturns of bigger firms, thereby lowering the initial loss to the level

of regional development (Navarro-Espigares et al. 2012; Garmestani et al. 2000).

Besides this last observation, the results of the analysis so far support the thesis that increased
economic diversity has a positive effect on regional resilience performance. That said, the
evidence is far less strong in the case of resilience performance relating to regional employment
resilience performance than to regional RGVA resilience performance. For employment
resilience performance there are even trends speaking for the benefits of specialization as
indicated through higher labor productivity. This partially reflects the results by Navarro-
Espigares et al. who make out a higher employment resilience performance in Spanish regions

as a result of increased specialization in the service sector (Navarro-Espigares et al. 2012).

The latter remark connects neatly to the next resilience capability, i.e., the nature of the regional
economic structure. As outlined in Chapter 3.1 and 7.1, the measures used here are simply the
regional sectoral weights used in the original identification of sector-specific industry shocks'>®,
i.e., RGVA weights are used to analyze RGVA resilience performance and employment

weights for employment resilience performance'’.

As mentioned, the assumptions on the relation between sectoral specialization and resilience
performance made by the literature on regional economic resilience are not always unanimous.
As a general trend however, services and, to a lesser extent, agriculture are seen as stabilizing
elements that make a region more resistant and increase regional resilience by a higher
stickiness of their economic contribution (Hill et al. 2012; Navarro-Espigares et al. 2012). In
the context of the present analysis, one would therefore expect a lower drop in the development
level in the aftermath of a shock event in regions with a relatively strong service or agricultural
sector, but also a lower growth trajectory retention. Manufacturing and construction, on the
other hand, are often associated with a higher sensitivity to the business cycle — hence an
associated weaker recovery of the development level dimension — but also a faster recovery that
shows increased growth rates after the immediate effects of a crisis are compensated for — i.e.
resulting in an increased retention of the growth trajectory (Angulo et al. 2018; Lagravinese

2015; Hill et al. 2012; Giannakis and Bruggeman 2020, 2017a).

156 Except for the service sectors being summarized into one category for the purposes of the present analysis.
157 In the tables Agri_GVA, Manu_GVA, Const_GVA, Serv_GVA, Pub_GVA and Agri_EMP, Manu_EMP,
Const_EMP, Serv_EMP, Pub_EMP respectively.
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With regards to RGVA, these assumptions cannot be confirmed in the European context being
analyzed here. While there is at least tentative evidence for a high share of the agricultural
sector having a negative effect on the trajectory retention, as expected, a negative effect on the
recovery of the development is identified as well, contrary to the assumptions. The latter is
stronger than the former, at least before introducing the country association variables'>®. For
manufacturing, construction, and the combined service sectors, little to no effect can be found
in any version of the analysis'®. This weak effect of the sectors on the resilience performance
of RGVA downturns has one big exception in the public sector: Across all versions of the
analysis — even once country variables are included — the RGVA share of the public sector has

a persistent positive effect on regional resilience performance in all dimensions.

One explanation for this is rather simple. The NACE sectors P-U, summarized here as the
“public sector”, includes, among others, the education sector and health services as well as
classic public administration-related services. As such, these, and specifically education and
health related services, are exactly the types of services that are assumed by Hill et al. and others
to be shock resistant and resilient with regards to the development level'®® (Hill et al. 2012).
Hence at least part of the hypotheses about the effect of the service sectors on regional resilience
performance is confirmed. Unexpected, considering the hypothesis of a mainly stabilizing
influence of these industries, is that there is also a tentative positive association with the
trajectory retention dimensions. This observation underlines the importance of the state and
state-provided services for the protection of the status-quo and also indicates the public-sector
influence on the future growth trajectory and long-term economic trends within a region — the
latter being an observation often controversially discussed in the economic sciences (Agell et

al. 1999; Folster and Henrekson 1999).

While for the RGVA downturns and the related sectoral share there was at least evidence to
provide a verdict on the positive effect of public services on the regional resilience performance,
the analysis of employment downturns and the corresponding relationship to sectoral weight
shows very few effects at all. The only observable significant effect identified by the stepwise
approach is the positive relationship of a higher share in the construction sector and the retention

of the growth trajectory measured over a recovery period of eight years. While this seems to

158 The decrease of the effect after introducing the categorical country variable hints at a general strong
connection between regional economic setup and national economic trajectory.
159 The two exceptions being very weak in their standardized effect and with a relatively high p value.
160 Which makes even more sense in the European context since many of the public sector areas are significantly
bigger than in the US and many of these services are directly or indirectly financed through the state (Handler et
al. 2006).
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affirm hypotheses about the positive effect of the construction sector with regards to trajectory
retention, it is at best a very weak confirmation of this thesis — especially considering the
relatively low significance level of the effect. Additionally, the absence of any positive effect
whatsoever of the public sector in case of employment downturns is surprising given the strong
trend identified for RGVA downturns - even more so since an increased stickiness of public

employment is often postulated (Kopelman and Rosen 2016).

In summary, the thesis about the positive effect of services and industries generally credited to
the public sector by NACE classification (health, education etc.) has been confirmed, at least
tentatively, for RGVA downturns and the public share of RGVA. The results for the other
sectors as well as for employment downturns in general (with the potential exception of the role
of the construction sector in relation to the employment trajectory retention dimension) was
inconclusive or, as in the case of the agricultural sector, even counter to the original

assumptions.

This somewhat surprising inconclusiveness given the importance of the related hypotheses in
the literature might be resolved once the different regional resilience performance observations
are analyzed not in one big bundle, but on a more region-specific level. The matter of sectoral
weights will therefore be given special attention in Chapter 7.3, where the different regional
classes (i.e., the observations grouped by the different categorical variables discussed in
Chapter 6) will be discussed. Given the effect of the negative effect of the agricultural sector,
the urban-rural typology might be of special interest here. However, the different phases of the
time series and the shock types might have a significant effect as well. As was already observed
in Chapter 6, the nature and timing of shock events has a significant effect on resilience,
therefore a similar effect on the various capability-performance relationships cannot be

excluded either.

A further structural factor — i.e., a part of the wider economic structure of a region — was the
capability of regional economic actors for innovation and their general signal openness (cf.
Chapter 3.1). The general assumption behind this thesis is relatively uncontested and assumes
a higher resilience of the regional economic actors, and therefore the regional economy itself,
through increased adaptability to changed economic circumstances. While signal openness
allows regional actors to act swiftly and appropriately to changing economic circumstance,
innovativeness can produce solutions to crises as well as open the path to new, potentially
improved, economic equilibria (cf. i.a.Simmie and Martin 2010; Hill et al. 2012; Clark et al.

2010).
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The measures chosen to serve as indicators for this capability are relatively common indicators
for innovativeness, i.e. the research and development spending relative to (regional) GDP
(RnD_GDP) and the share of local employment in research and development (RnD_EMP)
(Katz 2006). As pointed out in Chapter 7.1, in this case data was only available for the NUTS

2 level, hence the level of data detail is somewhat reduced compared to other indicators.

Given the importance of adaptiveness and innovation in many approaches to explain resilience
and resilience performance, the empiric results are relatively weak. For employment-based
resilience performance, as can be seen in Table 31, if measured across all observations
simultaneously, only employment in research and development has any effect on employment
development level retention, which, contrary to the basic assumptions, is negative.

Furthermore, the effect exists only once all other categorical variables are included.

For RGVA downturns (Table 30), again only research and development employment shows a
significant effect in two circumstances: First, a negative association with the retention of the
development level if the country association is excluded, and second, for the full analytical
model with all categorical variables, a positive effect on the trajectory retention at a four-year
recovery phase. In both cases the significance of the effect is low and the effect itself relatively

weak.

Overall, the empirical investigation does not allow to affirm the thesis about innovativeness and
signal openness being a positive factor at this point. The negative effects on employment
downturn resilience performance even suggest the opposite — which could be related to labor
saving innovations being implemented (Acemoglu and Restrepo 2019; Piva and Vivarelli
2018). However, the shortcoming of the two indicators, i.e. the measurement at a higher NUTS
level, the necessary estimates discussed in 7.1, and the general criticism of their use as

innovation indicators (Katz 2006) must be considered.

As mentioned in Chapter 3.1, the capability of innovativeness and signal openness can also be
associated with other regional traits - for example, social capital or general social and human
development (cf. Chapters 3.3 and 7.2.3). Hence, while a direct effect of the most obvious
indicators cannot be established beyond doubt, other more decentralized forms and sources of
innovativeness and signal openness might still exist. Additionally, Chapter 7.3 and the brief
investigation of the different regional classes and their respective resilience capabilities could

potentially change this conclusion, at least under some specific circumstances.

The last resilience capability assembled under the structural umbrella concerns the extent of the

regional economic endowment — 1.e., the effect of resources, capital, and wealth assembled in
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the past. As explained in Chapter 3.1, the central thesis in this case is relatively straight forward
and postulates that a higher amount of accumulated regional resources increases resilience
performance by creating economic redundancy and enabling choices not available to actors in
less well-off regions. The variables used as indicators for this resilience dimension are the GDP
per capita (GDP_PC) and the gross fixed capital formation (GFCF) per capita. As explained in
61

7.1, these values were standardized for each year of measurement across all European regions'

to avoid biases caused by cumulative growth over the years.

While the logic of the argument about past resources is clear and straightforward, the empirical
results do not support this argument. For employment downturns, no effect of either the GDP
per capita or the GFCF could be identified by the stepwise approach. For RGVA downturns a
slight positive effect of a comparatively higher GFCF per capita and the eight-year growth
trajectory retention can be identified (cf. Table 30a). Additionally, a small negative effect of a
comparatively high GDP per capita is identified for the four-year trajectory retention dimension
of resilience performance (cf. Table 30b). However, both effects have a relatively low
significance and disappear once all categorical variables including country variables are

introduced.

Therefore, the assumptions of the role of past resources cannot be confirmed at this point.
However, as before, a more detailed look at the different sub-categories of the regions might
change this pattern. Furthermore, the ‘past resources’ discussed here were interpreted in a very
literal way. A wider view would include other factors, such as accumulated social capital,
infrastructure, or human capital, into this area of economic endowment as well — each of which
will be discussed below. Hence, while GDP and GFCF seem to have little to no influence on
regional resilience performance, the picture might be significantly different for other regional,
less tangible resources. Therefore, at least the idea of past-assembled resource-based path-

dependency (cf. Chapters 2 and 3) is still valid at this point.

In summary, there seems good evidence for the negative effect of high levels of regional
economic concentration on RGV A-based resilience performance measures. However, the effect
is significantly less clear in case of employment-based measures. The analysis of the regional
economic structure by sectoral weights showed a positive effect of services and industries
generally accounted to the broad public sector by NACE classification (health, education etc.)
on RGVA downturn resilience performance. The results for the other sectors as well as for

employment downturns in general were generally inconclusive or only weakly significant.

161 T.e. all regions in the analysed EU15 states.
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Similarly, the variables associated with signal openness and innovative capabilities of regional
actors and the indicators for regional economic endowment show few significant effects across

both employment as well as RGV A-based resilience performance measures.

7.2.2 The effect of institutional resilience capabilities

As outlined in Chapter 3.2, institutional resilience capabilities concern the wider institutional
framework within which a regional economy and its actors are embedded and how these
institutions in turn shape regional economic resilience performance. As before, four main

capabilities associated to the regional institutional framework were defined:

- macroeconomic stability,
- microeconomic market efficiency,
- good governance, and the

- existence of knowledge networks.

Macroeconomic stability assumes that a stable greater economic environment, i.e. a stable
national economy, low debt levels, balanced trade, and sound and reliable economic policies,
increase resistance to economic shocks and provide for an increased resilience performance
once affected by a shock event despite this stability (Briguglio et al. 2009; Martin and Sunley
2015a; Crescenzi et al. 2016). To approach this resilience capability the national current account
balance (Cur_blc) and the national government deficit (Gov_debt), both relative to the national
GDP, were chosen as macroeconomic indicators. Both variables show a relatively strong effect

on both employment as well as RGVA downturns.

In the case of the resilience performance in the aftermath of RGV A shocks, the effect of a lower
deficit level on regional resilience performance seems to be negative across all resilience
performance dimensions'®?. While the significance and strength of this effect is markedly
reduced once all categorical variables are introduced (Table 30c), this is still a somewhat
surprising effect considering the original thesis on the subject — generally assuming that a higher

deficit level is not necessarily associated with a more stable economic environment '3,

162 As a low government deficit of even surplus results in positive values for the indicator and a deficit in
negative values, the corresponding effect would be reversed. I.e., a negative effect of the Gov_debt variable
means that a low deficit or surplus has a negative effect, while a higher deficit has a positive effect.

163 The author has tested the same analysis with the government debt relative to GDP as well, the results, i.e., a
positive association of higher government debt/deficit, did not change. Data on such secondary confirmatory
tests can be provided upon request by the author.
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That said, looking at the original data on the yearly government deficits and surpluses amount
of the observed countries, it becomes clear that a negative balance is the rule, not the exception
(IMF 2020a). Additionally, one must consider that the data on the independent variables
analyzed here is always measured in the original shock year. Hence, if a shock occurs in a
specific year and a government reacts quickly by implementing, for example, anti-cyclical
policies in the form of increased government spending, this will automatically lead to an
increased deficit ratio (as would a severely shrinking GDP). On their own, such anti-cyclical
policies can be seen as an aspect of macroeconomic stability itself (Corsetti et al. 2013; Bonam
and Lukkzen 2019). This negative effect would be further increased when considering the local
industry shocks that performed weaker on average for RGVA (cf. Chapter 6.2), where there
might be little to no action taken by a national government, at least none which would increase

the national deficit significantly!'®*.

Furthermore, it can be argued that due to the nature of sovereign credit ratings and risk aversion
of investors, a stable macroeconomic environment is a fundamental condition for flexible and
relatively cheap issuance of public debt and therefore an increased deficit in the first place
(Afonso et al. 2012). Therefore, while the variable of the government deficit is not an optimal

indicator for macroeconomic stability, its positive effect!5

on the resilience performances can
still be interpreted as such. Furthermore - and this relates more to the good governance
capability discussed below - it underlines the potential importance of anti-cyclical national
stabilization policies as part of good economic governance while potentially showing the

downside of austerity politics.

The effect of the current account balance on the resilience performance of RGVA downturns
is, by comparison, less clear. While there is some evidence of a positive effect of a positive
balance on the recovery of the development level (cf. Table 30a/b), once all categorical
variables are introduced a significant negative effect on the eight-year growth trajectory
retention becomes apparent (cf. Table 30c). Since macroeconomic stability implies a more or
less balanced current account (Briguglio et al. 2009), this contradictory non-result might hint at
precisely such a balance. However, this interpretation is obviously a stretch. The only tentative
conclusion so far is that a current account surplus seems to have the potential to stabilize the
development level of a region while resulting in negative effects on the growth trajectory

retention in the long run. As discussed in Chapter 3.2, this might have to do with the short term

164 This argument obviously only holds for bigger states with larger numbers of NUTS 3 regions.
165 . the negative effect of a lower deficit in the analysis.
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stabilizing effect of export markets. A prevailing export surplus might, however, become
unsustainable and a liability in the long run by leading to — depending on the theoretical point
of view taken — slower growth in the long run due to increased inflation, decreased domestic
investments, imbalances in international (and European) trade, or decreased domestic demand
(Samuelson 1948; Stolper and Samuelson 1941; Young and Semmler 2011; Sinn 2006; Priewe
2018; Ohlin 1935).

Still, overall, the variable of the current account balance seems to hint at either no effect of
macroeconomic stability on regional economic RGVA downturn resilience performance at all,
or simply the insufficient nature of the variable to serve as an indicator for the capability. The
first of these two conclusions cannot be completely ignored since macroeconomic stability
might have an overall greater effect on vulnerability and resistance to initial shocks than
subsequent resilience. This twofold and intermingled nature of resilience and resistance was
discussed in Chapter 3 and is also explored by Briguglio et al. as well as by Martins and Sunley

(Briguglio et al. 2009; Martin and Sunley 2015a).

Looking at the same variables for the resilience performance in the aftermath of employment
downturns, the negative effect of government deficit (i.e., the negative effect of a low deficit)
on all three dimensions of resilience performance persists across all versions of analysis. Only
once the county association variables are introduced does the negative effect on the level
development recovery disappear — the effects for both measures of trajectory retention remain,

however.

Again, similar arguments to those for the RGV A-based observations can be made for the cause-
and-effect relationship between government deficit and employment resilience performance. In
particular, the argument about the anti-cyclical stabilization policies becomes even more
pronounced in the case of employment shocks. Since, as discussed in Chapter 4.1, employment
shocks generally lag behind RGVA shocks when occurring around similar macroeconomic
crises (i.e., the three shock periods of 1990-1993, 2000-2003, and 2008-2009), any stabilization
policies implemented in reaction to the earlier RGV A shocks would potentially positively affect
employment resilience performance as well. As such, a negative effect of a low government
deficit — or rather, a positive effect of a higher deficit — would be the consequence from such a
mechanism. Furthermore, certain activities of welfare states which increase the deficit under
duress might directly increase job resilience as well, as for example the German model of short-

time working (Burda and Hunt 2011; Moller 2010). Again, despite these explanations for a

186



reasonable causality between deficit and resilience performance, the quality of the government

deficit as an indicator specifically for macroeconomic stability must be questioned.

In contrast to the findings on RGV A downturns, the resilience performance after employment
downturns is affected quite strongly in a positive fashion by the current account balance variable
in all versions of the analysis and for all performance dimensions (cf. Table 31a/b/c). As
macroeconomic stability as a resilience capability refers to a balanced current account as a
source of increased resilience performance, it is disputable if this hypothesis can be affirmed
given the strong positive effect of a current account surplus. However, the result which remains
is, that a strong export base seems to be a positive driver of employment resilience performance.
Classic trade-related theories would support these findings mainly by positive feedback loops
of growing foreign demand stabilizing and adding to domestic demand, thereby increasing the
need for supply and production factors like labor, at least in the relative short term (Samuelson

1948; Stolper and Samuelson 1941; Ohlin 1935).

Overall macroeconomic stability seems not to be a sufficiently significant factor in explaining
regional economic resilience performance. Quite the opposite: the strong positive effect of a
rising government deficit and a strong current account surplus on especially regional
emplyoment resilience performance suggest that macroeconomic imbalance or instability at
least in these areas can profit regional economies with regards to their resilience performance.
However, this does not mean that such instability is actually desirable in the long run, since it
would affect access to many drivers of growth, capital access, and wealth accumulation (Afonso
et al. 2012; Bonam and Lukkzen 2019). Furthermore, as was pointed out several times above,
the quality of the variables as indicators for macroeconomic stability is questionable and needs
to be redressed in future studies on the topic. Still, for the purpose of this study, the value of
macroeconomic stability for explaining divergent regional resilience performance must be
assessed as relatively low. The individual variables, however, still have some value as they
speak to the generally positive effect of trade as well as the potential positive effect of early

anti-cyclical spending as a response to shock events.

The second capability designated as an institutional resilience capability concerns the
microeconomic market efficiency of regional economies. It generally follows the argumentation
of Martin and Briguglio et al. that a more flexible microeconomic market environment allows
regional actors to adjust and adapt their behavior more quickly than within ridged market
structures (Martin 2012; Briguglio et al. 2009). Several indicators were proposed for this

potential resilience capability:

187



- first, the national level ease of getting a credit score (EoC) — based on the average of the
national scores from 2004-2015, as described in 7.1.,

- second, the annual national level of union density (Union),

- third an annual national level index on multi-level labor bargaining (ML_barg), and last,

- data on the standardized real labor compensation at NUTS 2 level (Lab_comp).

For RGV A downturns the results seem to support the idea of the importance of microeconomic
market efficiency for positive resilience performance. While there is no effect of labor
compensation, both the level of unionization as well as a high-level wage bargaining (i.e., less
enterprise-based bargaining in favor of higher-level tariff agreements for industries and sectors)
show strong and significant negative effects on the different RGVA resilience performance
dimensions. Once all categorical variables are introduced (cf. Table 30c), the strongest negative
effect can be found in the relation of unionization and the eight-year trajectory retention. This
is followed by the negative effects of high-level wage bargaining (i.e., less firm level flexibility)
on the recovery of the development level and the trajectory retention measured over four years.
All three effects suggest that a more liberal and efficient microeconomic (labor) market

environment is beneficial for regional resilience performance.

The indicator measuring the ease of getting credit shows no significant effect once the country
variables are introduced. This by itself is unsurprising: from the way this value was measured,
it is a constant for each country, hence any effect would be suppressed by the introduction of
the county category. However, before the county categories are introduced, a significant effect
become visible (cf. Table 30a/b). Again, as would be expected for a thesis of microeconomic
market efficiency and credit access, these are positive for the retention of growth trajectory
dimension, and strongest for the eight-year retention. Curiously, and counter to the stated
assumption, the ease of getting credit seems to have a negative effect on the recovery of the
development level dimension in Table 30b. One explanation would be that the indicator
includes elements on the general strictness of the banking and financial market regulations
(World Bank 2020). Therefore, it could be that the banking crisis of 2008/2009 and the related
credit crunch in particular, a phenomenon also related to the events causing the downturn spikes
form 1990-1993, might have an oversized influence on this finding. This effect would, of
course, disappear in the mid-term once the crunch was resolved (Brinkmann and Horvitz 1995;
Iyer et al. 2014; Poole 2009). If so, this would influence the trajectory retention dimensions less

than the recovery of the development levels, which would potentially drop significantly more
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if firms suddenly had problems of accessing credit. It will be important to analyze this

phenomenon further in Chapter 7.3.1, where the different crisis periods are looked at separately.

Independent of the last point, there seems to be strong evidence of the importance of a high
microeconomic market flexibility for a high regional economic resilience performance in the
aftermath of RGVA downturns. This is supported by the effects of the same variables on
employment downturns and their respective resilience performance (cf. Table 31). While
multilevel bargaining seems to have no effect, there is a persistent negative effect of
unionization on employment resilience performance, even once all categorical variables are
considered. Once the country variables are considered (cf. Table 31), the effect of unionization
becomes the strongest negative influence among the continuous variables that were included as
indicators across all three employment performance dimensions (some country categories

remain stronger).

As with RGVA-based resilience performance and for the same reasons, the effect of the ease
of getting credit variable disappears once the country categories are included. However, if those
categories are excluded, the effect of the indicator is significantly positive on both retention of
the growth trajectory measures. Again, like before, this suggests the importance of credit access

for regional economic resilience performance in general.

Overall, despite the deviations in the context of the RGV A-based recovery of the development
level and credit access discussed above, the evidence for the importance of microeconomic
market efficiency for a high regional employment resilience performance remains strong and
the hypothesis on this resilience capability can be affirmed. Furthermore, this observation is
valid for RGVA-related resilience performance as well as employment-based resilience

performance.

Good governance, the third resilience capability discussed here, is one of the hardest potential
resilience capabilities to find a good indicator for, as discussed in 3.2. This is especially true at
the level of regional governments and for an indicator that can be measured continuously. As a
compromise, the government closeness index (Gov_close) by Ivanyna and Shah was introduced
to at least catch levels of decentralization and citizens’ closeness to governmental institutions
(Ivanyna and Shah 2014). The disadvantages of this index are the same as the drawbacks of the
treatment of the ease of credit indicator. In both cases the final measure is a value that is a
constant with respect to the country association category. This in turn leads to its near automatic
exclusion from the analytical model once all categorical variables are introduced (cf. Tables

30c and 31c¢).
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Taking this last remark into account and focusing only on the analytical steps excluding the
country variables, the first observation is that government closeness seems to have no
significant effect at all on the resilience performance in response to RGVA downturns — at least
as far as it was identified by the stepwise algorithm. However, for employment downturn
resilience performance a highly significant effect could be identified for all resilience
performance dimensions (cf. Table 31a/b). While a positive effect of a higher level of
government closeness exists for all dimensions, it is strongest with the two measures of

trajectory retention.

This result underlines the importance of good governance in the form of governance closeness
and, more generally, political and fiscal devolution for the regional employment markets and
employment resilience performance in the face of crisis. In this regard it seems that ideas by
Ostrom, Briguglio et al. and others are affirmed significantly (Ostrom 1990; Briguglio et al.
2009). Meanwhile, good governance seems to have little effect on the production side of things

with no significant results on RGVA resilience performance.

However, one must consider that good governance is more than just the polity and
administrative framework described by the government closeness index. The quality of
economic and other practical policies potentially matters at least as much as the level of
government closeness on which they are made. The disadvantage of a study executed across a
relatively long data set as presented here is that it is exceedingly difficult to quantify policies
made at discrete points in time in response to specific crisis and make meaningful statements
about their effect. How, for example, would one compare the monetary policies executed by
the ECB from 2008 onwards with the decision of some local council to expand an industry park

in the mid-1990s?

That said, a potential hint at government policies in response to crisis might be found in the
overall positive effect of a high government deficit that was already discussed. As the data
suggests that the deficit increases often in tandem with initial downturns and shock scenarios,
one explanation could be the implementation of national stabilization policies (cf. discussion in
7.2.1). Such programs and their positive effect in turn can be seen as a result of (good)
governance. If so, this would support the argument of the importance of good governance for
RGVA resilience performance as well. Similar arguments on the relation between other
variables and good governance could be made as well (for example with regards to spending
on research and development or the framework conditions for microeconomic market

efficiency).
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Nevertheless, the conclusion so far must be that good governance, at least as represented by the
dimension of closeness and decentralization, is only a factor for the employment-related
resilience performance. This finding is supported, though not unanimously so, by several
authors’ findings on the positive effects of fiscal decentralization!®® specifically on regional
employment markets. The potential benefits of higher levels of fiscal decentralization on labor
market development described in the literature are various and include: increased regional
public sector employment, regional labor programs, increased flexibility of regional labor
markets, higher regional policy flexibility, and equalizing effects on regional disparities (Qian
and Weingast 1997; Rodriguez-Pose and Ezcurra 2010; Bianchi et al. 2021; Knuth 2009). If the
presented results are considered reliable, similar benefits could influence regional employment

resilience performance in the aftermath of severe shock events to the regional employment base.

The last institutional capability discussed was about the existence of regional knowledge
networks. The argument brought forward here also relates to the arguments already made in
7.2.1 for the resilience capability of innovativeness and signal openness of regional actors (cf.
also the idea of ‘Generalized Darwinism’ in Chapter 2.3). Due to this close relation, there is an
overlap between both capabilities. Therefore, the share of regional employment in research and
development can be used as an additional indicator again. However, a further variable
measuring the existence of industrial clusters in a region is introduced too — the so called cluster
star ratings for each NUTS 2 region (Clu), as proposed by the European Cluster Observatory
(European Cluster Observatory 2015).

As established in Chapter 7.2.1, once all categorical variables are introduced (Table 30c), the
relation between RGV A resilience performance and the regional employment share of research
and development activities consists only of a weak negative effect on the trajectory retention
measured during a four-year recovery phase. While there is little effect of the first variable, the
second variable, i.e., the cluster stars, has a moderately strong negative effect on the trajectory
retention measured over eight years as well as a weak negative effect on the recovery of the

development level.

These results both speak against a positive influence of knowledge networks on RGVA
resilience performance. The negative effect of clusters on regional resilience performance found
probably does not constitute a detrimental effect of such networks themselves but reflects more

the negative influence of high levels of sectoral concentration on regional resilience

166 Which, since Ivanyna and Shah‘s approach is based on fiscal decentralization data, is a major contributor to
high scores in the government closeness index (Ivanyna and Shah 2014).
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performance (cf. Chapter 7.2.1 as well as the effect of the HHI in Table 30). That said, there is
some tentative evidence for positive effects of social capital and social networks on regional
RGVA resilience performance, as will be discussed in Chapter 7.2.3. While not strictly
knowledge related, this still might be interpreted as a positive indicator regarding the thesis on

the present resilience capability.

By comparison, the effect of both variables on employment downturn resilience performance
is even less pronounced (cf. Table 31). The only significant effect that can be found is a
moderately negative effect on the recovery of the development level of research and
development employment once all categorical variables are introduced, and a very weak and
not significant negative effect of clusters on the trajectory retention over an eight-year recovery
period. Therefore, there is even less indication of the importance of the existence of regional
knowledge networks for regional employment resilience performance, at least if all

observations are treated equally!'®’.

Overall, this chapter showed that institutional resilience capabilities have varying effects on
regional resilience performance in all its forms. Macroeconomic stability in the form of a
balanced macroeconomic environment as represented by the government deficit or the current
account surplus saw relatively little support as a positive resilience capability by itself (rather
the opposite, there exist positive effects of increased deficits and a current account surplus).
Meanwhile, the evidence for the positive effect of microeconomic market efficiency as a
positive resilience capability is relatively strong for all resilience dimensions. Good
governance, at least in the form of decentralization and government closeness, shows mostly
positive effects on regional resilience performance measured based on regional employment
numbers, but the effect on RGVA-based resilience performance is negligible. The effect of
regional knowledge networks in the form of clusters shows a negative tendency mostly towards
RGVA-based resilience measures. This, however, is possibly connected more to the negative
effect of regional economic concentration (cf. Chapter 7.2.1) than the functional nature of

clusters themselves.

167 As mentioned before section 7.3 will discuss the different regional categories separately.
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7.2.3 The effect of social and demographic resilience capabilities

The social and demographic resilience capabilities described in Chapter 3.3 include:

the level of regional social development,

the extent of the regional social cohesion,

the regional age demographics, and finally

the extent and effect of regional migration.

Despite the latter two being more general regional demographic characteristics than capabilities
in any actor-related sense, they all deserve a closer analysis regarding their effect in determining

regional resilience performance.

The general idea behind a potential positive effect of a high level of social development on
regional resilience performance was discussed in Chapter 3.3. It centers on the idea that a well
developed society has inherit characteristics that make it function as a stabilizing element on
the regional economy through a high resilience of individual actors and by allowing for new
economic solutions, options, and equilibria to be identified more easily (Briguglio et al. 2009;

Simmie and Martin 2010; Foster 2012).

As this capability refers rather generally to the state of development of the society in areas of
education, participation, individual resources, health, etc., the variable most appropriate to
reflect these social characteristics is the sub-national human development index (SHDI, cf.
Chapter 3.3). Additionally, to further focus on the education aspect, employment in research

and development areas can again serve as a further proximate indicator.

The latter variable will not be further discussed here since its effects in relation to the various
resilience performance dimensions — for both employment and RGVA downturns — have

2168 " As can be seen in Table 30,

already been discussed extensively in Chapters 7.2.1 and 7.2.
the SHDI, which is comprised of data on regional GDP per capita, educational attainment
levels, and live expectancy, generally has a positive effect on the regional resilience
performance dimensions in case of RGVA downturns. The only exception to this trend is a
negative effect on the RGVA development level dimension in the linear regression without
categorical variables. However, this effect is negated immediately once these variables are
introduced. Once country association is considered, only the relatively strong positive effect on

the recovery of the development level remains significant (cf. Table 30c). The positive results

168 The variable was found to have little effect in general, and if then a detrimental influence on the few
performance dimensions it did affect.
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for the trajectory retention, however, must still be considered since at least some components
of the SHDI are highly country dependent (as, for example, the expected number of school
years at birth). As such, their effect might be suppressed by the categorical country variables

once they are introduced (cf. Table 30b).

Despite this uncertainty regarding the trajectory retention measures, it seems safe to draw the
conclusion that social development is an important contributing factor to RGVA resilience

performance — at the very least to the dimension of the recovery of development level.

Interestingly, the direction of the effect for the SHDI becomes negative once employment
resilience performance is analyzed (cf. Table 31). While it has no effect on the recovery of the
development level at all, it has a persistent strong negative effect on the recovery of the
trajectory dimension that continues to be a significant even once all categorical variables are

introduced (Table 31c¢).

There are a couple of valid interpretations of this result. First, since the SHDI includes
components on educational attainment, this negative effect of a high SHDI on employment
resilience could be indicative of the negative effect of overeducation on local labor markets that
was identified in some studies by other authors (cf. 1.a. Biichel and van Ham 2003; Agénor and
Lim 2018). Second, it could be symptomatic of higher labor costs related to higher education
and high GDP per capita regions, which in turn could lead to outsourcing and lower investment
levels. This latter assumption is counteracted, however, by the non-effect observed for the
variable of labor compensation (lab_comp). Third, as the health component of the SHDI is
measured by life expectancy, the negative effect could be indicative of a greater share of
pensioners reducing total employment in the long run — which would explain the negative effect

specifically on the trajectory retention levels.

Be that as it may, what can be stated from these negative results is that social development as
measured by SHDI is at least no positive resilience capability increasing regional resilience
performance in the aftermath of employment downturns. Meanwhile the positive effect on the
RGVA related resilience performance is strong and can be seen as a positive resilience

capability.

Closely related to the social development resilience capability is the idea of social cohesion as
a regional resilience capability. As outlined in Chapter 3.3, social cohesion is seen as an
elementary feature in adaptive resilience approaches by facilitating ad hoc problem solution
and adaptive behavior through microeconomic actor interactions (Simmie and Martin 2010).

As such, it was concluded that this capability corresponds to the social network component of
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the theoretical construct of social capital (Putnam 1992, 2000; Sabatino 2019). As an indicator
for this dimension, elements of the ESS questionnaire relating to organization membership
(party and otherwise) were employed (Parente 2019; GESIS 2016). Furthermore, as economic
equality is an important element of social cohesion as well (Foster 2012) but inequality-related
data was not available at the necessary quality, the GDP per capita will be considered in
suggesting at least inter-regional discontinuities in distribution. Since the latter was already

discussed in 7.2.1 the focus here will be on the former'®.

Before introducing the country association variables, the effect of social capital — or rather, the
social network aspect of social capital (SC_Org) — is moderately positive and highly significant
for all RGVA resilience performance dimensions (cf. table30/b). Once the country categories
are introduced the effect is suppressed (cf. Table 30c). A probable reason for this lies in the
strong cultural connotation of the measure, which results in a stark difference of organizational
membership between countries. For example, Germany shows a national average organization
membership of about 15,52% of the total population, while Spain on average shows a
membership rate of only about 6,82%. Additionally, as can be seen in appendix IIl.a.vi, the
correlation between most country categories and the social network variable is usually relatively
strong and on nearly equal levels as other national level variables, such as the multilevel

bargaining index (ML_barg).

Despite the country-related variance of the variable, a positive effect of a high level of social
capital — or rather, dense social networks — can be tentatively ascertained for the resilience
performance in the aftermath of RGVA downturns. Overall, this also supports the hypothesis

about the importance of social cohesion for RGVA resilience performance.

Meanwhile, for employment downturns no such relationship can be observed for any of the
resilience performance dimensions (cf. Table 31). Therefore, at least for the data and variables
at hand, social networks are important with regards to the creation of value and the upkeep of
regional production, but the local labor pool does not significantly profit from more intricate
social linkages among the population. The latter result reflects the findings on union density,
1.e., a typically labor-oriented organization that, as shown in the discussion on microeconomic
market efficiency, seems to have an overall detrimental influence on the regional employment

resilience performance.

169 As was discussed there, the GDP per capita shows no significant effect on any resilience performance
dimension neither for employment downturns nor RGVA downturns. As such it can be presumed that at least
interregional income discrepancies have no significant effect on resilience performance of any kind.
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The age demographics of a region are a characteristic whose function as a resilience capability
is mainly based on the argument that a younger population has more options and shows greater
flexibility than an overaged populous (cf. i.a. Foster 2012; Hill et al. 2012). As discussed in
Chapter 3.3, however, there are arguments for a higher resilience of older populations as well.
These are mostly based on arguments about accumulated individual resources and age-related
inequality (cf. i.a. Taylor et al. 2011; Afman 2020; Ihle and Siebert-Meyerhoff 2017). Proposed
indicators for this regional feature were an aging index (Pop_age, based on the proportion of
over 64-year-old to under 15-year-old) and the share of the economically active (civilian)

population between 15 and 64 (Pop_work).

The resilience performance in response to RGVA downturns is shown to be positively affected
by a higher aging index (cf. Table 30) —i.e., an inferred higher age of the population. That said,
this positive effect is only moderately strong. Once the categorical variables are introduced into
the stepwise analysis, it persists only for the retention trajectory measured over eight-years (cf.
30c). This effect seems to weakly confirm the potential effect of age-related accumulated
resources discussed in Chapter 3.3. There seems to be no significant benefit of a younger
population in this context. In a similar vein, higher shares of an economically active population
have a negative effect at first — again, not supporting any benefits relating to a younger, or at
least more active, population. Once the country variables are included, this negative effect

disappears, however.

In summary, the results for either a positive or negative effect of an older (or younger)
population are weak. A slight positive effect of an older population, potentially related to greater
accumulated individual resources, can be inferred from the data and analysis, but this result is
too weak overall to confirm population age-related factors as a decisive regional capability for

RGVA resilience performance at this point.

The evidence for an influence of the same age and demographic related variables is slightly
stronger for the resilience performance in the aftermath of employment downturns (cf. Table
31). As with RGVA downturns, the aging index is shown to have a generally positive effect on
the employment trajectory retention. Again, the effect remains valid over an eight-year recovery
period only, once all categorical variables are introduced. This finding is slightly more
counterintuitive for employment than RGVA resilience performance; however, one has to
consider that human capital is also an individual resource which can be accumulated.
Additionally, many countries have provisions in their labor law that make workplaces more

secure for older or more long-term and older employees (Garavan et al. 2001; Lahey 2010).
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In contrast to RGVA downturn performance, the negative effect of the share of the
economically active population persists in the case of employment performance even when the
country categories are introduced. An explanation for such a negative effect could be as simple
as a case of regional oversupply of labor (Agénor and Lim 2018). The significance of these
results is, however, very low: only the effect on the eight-year trajectory resilience shows a
generally acceptable significance level at all. As before, the conclusion from these results must
be that the effect of age-related demographics is small at best. If the relationship is accepted,
then the influence of an older, less active population is in general positive for employment as
well as RGVA resilience performance but the evidence for this interpretation remains weak.
Still, Chapter 7.3 will investigate the variable again, especially in the context of the different
crisis periods of the time series. This will potentially compensate for the effects of the general

aging trend in Europe that might obscure the results here (Prskawetz and Sambt 2014).

The last demographic variable concerns the level of intra-regional migration (Mig_net). While
it is not a resilience capability in the classical sense either, it is a regional characteristic that
potentially influences the regional labor market, available human capital, and, indirectly,
regional social cohesion (cf. Chapter 3.3). As explained in Chapter 7.1, the variable employed
to measure migration is the classic net-migration rate — i.e., the annual number of migrants per

1.000 inhabitants.

The effect of the regional net migration is only very small for RGVA resilience performance
(cf. Table 30). Once all categorical variables are introduced, only a very weak negative effect
on the trajectory retention measured over four years remains (cf. Table 30c). The effect of
migration on employment resilience performance is slightly stronger and more persistent: for
the trajectory retention measured over both a four and eight-year recovery period, a moderately
strong negative effect could be identified (cf. Table 31). As for the negative effect of the share
of economically active population, the reason for this effect might be related to the supply side

of labor as a production factor (O'Connor 2020; Foster 2012; Agénor and Lim 2018).

In summary, there is tentative evidence for a weak negative influence of inter-regional
migration on regional resilience performance (specifically the retention of the growth
trajectory). For RGVA resilience performance, the effect is very weak and unlikely to be
considered a major factor in explaining regional economic resilience performance. By
comparison, the negative effect on employment-related resilience performance might be more
significant. Still, compared to other resilience capabilities, the negative effect of migration rates

remains rather small.
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As in the mentioned, the results on the effect of social and demographic resilience capabilities
are mixed and no clear generalizable causal relationship can be inferred. On the one hand, social
development as measured by the SHDI, shows a positive effect on RGVA-based resilience
performance measures, on the other hand the effect of the same variable on employment-based
measures shows a negative tendency. The resilience capability of social cohesion was
approximated for the most part by an indicator of social capital in the form of regional social
networks which shows significant effect on RGVA resilience performance only. As was
discussed, there could be an appreciable influence of cultural norms on the variable which can
influence the results. Age related demographic factors showed only a weak effect on both
RGVA- as well as employment-based resilience performance with older populations seemingly
being slightly beneficial. However, there are indications of a negative effect of a high
population share of economically active persons on regional employment resilience
performance. Finally, while inter-regional migration showed only little appreciable effect on
RGVA-based measures, the effect on employment resilience performance shows relatively
solid negative tendencies. As the negative effect of a larger share of economically active

persons, this potentially is related to a certain regional oversupply in labor.

7.2.4 The effect of regional endowment

As argued in Chapter 3.4, the idea of regional endowment concerns in a broad sense practically
all the resilience capabilities that were already discussed. But, as it was made clear, the idea
here is to focus on geographic features of a specific region. The major features of concern here

are:

- the relative accessibility of a region, measured by using the potential multimodal
accessibility index by ESPON (MM_Ac), and
- the level of urbanization and population density of a region, a feature that is provided

for by the rural-urban typology of European regions discussed in Chapter 6.3.

Additionally, this chapter will also shortly discuss the effect on these variables of the respective
regional country association, which is, at its core, a form of geographic endowment as well.

170

Multimodal accessibility’ "shows practically no effect on RGVA resilience performance,

besides some positive effects of low significance before the categorical variables are introduced

170 The measure is based on the population accessible form each region weighted by the multimodal (air, road,
rail, sea) travel time (ESPON 2021d).
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(cf. Table 30). For employment related resilience performance, a positive effect on the
trajectory retention measured over four years can be identified by the stepwise approach that,
furthermore, remains significant once the country association categories are introduced (cf.

Table 31c¢).

Still, despite the positive effect mentioned, the overall results for the effect of accessibility on
regional resilience performance are very weak. For employment, the reason for this might be
found in the relatively high localized nature of labor markets. Studies have shown that laborers
as well as local employers often show a strong location bias. Wider nets are often cast only in
cases of high competition amongst job seekers or employers (Manning and Petrongolo 2017;
Agénor and Lim 2018). This could explain the positive effect of accessibility on the relatively
short-term growth trajectory retention over four years, but once the immediate shock effects are
compensated for, more distance labor markets might lose their attractiveness. That said, if this
were the cause of the positive effect on this resilience dimension, one would expect a similar
effect on the equally short-term recovery of the development level, but this could not be
identified. As a result, regional accessibility, at least when analyzed across the whole set of

observations, cannot be identified as a resilience capability of high importance.

As for the rural-urban typology, there was no significant effect, either positive or negative,
found by the chosen analytical method. Still, as discussed in Chapter 6.3, there is a significant
difference between the three types or regions (i.e., rural, intermediate, and urban). Hence this

typology will be analyzed and discussed separately in Chapter 7.3.3 as well.

While the number of regional observations for some countries — and hence the related country
association categories — is below the threshold where the corresponding effect can be analyzed

with a great level of certainty'”!

, a brief rundown of the significant results found will be given
(cf. Tables 30c and 31c¢). This analysis must be considered complementary to the country-based
analysis in Chapter 6.4 and the subsequent analysis of selected countries’ regions in Chapter

7.3.4.

Regarding the recovery of the development level in response to RGV A shocks and downturns
(cf. Table 30c), the positive effect of the respective regional country association reflects the
results from the analysis in Chapter 6.4 nearly perfectly. As in Chapter 6.4, the strongest

positive effect on the recovery of the development level can be found to be highly significant

171 As discussed, this is the reason why the analysis so far has always been supplemented by comparing the
results from analytical steps without country categorical variables (tables 30b and 31b) as well as without any
categorical variables (table 30a and 31a).
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for Germany (DE), France (FR), and Belgium (BE). Less significant, but still positive, are the
effects for Spain (ES) and Austria (AT). Additionally, there is an only marginally negative
effect for Finland. The strongest negative effect can be found for Greece (EL), followed by a
weaker negative effect for the United Kingdom (UK), albeit at a lower significance level for

the latter.

Excluding an only marginally significant positive result for Ireland (IE), the RGVA trajectory
retention measured over a four-year recovery phase is only affected negatively by the regional
association with, in descending order, Portugal (PT), UK, AT, and FR. Additionally, the Italian
regional country association shows a marginally significant negative effect. While the general
trend reflects the findings from Chapter 6.4 in this case, the strength and significance of the
results coincide only roughly; hence one can assume that the other explanatory capabilities

described in the previous chapters explain a significant portion of the country-related variance.

Once the recovery period is expanded to eight years, significant negative effects dominate. The
only significant positive, and very strong, effects are associated with Denmark and Sweden. All
other country associations show a negative effect or, in the case of AT and UK, either no or
only marginal significant results'’2. The worst negative effect observed is associated with, in
descending order, French, Portuguese, Irish, and Spanish regions. As with the four-year RGVA
trajectory retention these results suggest that, while the country association is powerful, the

other variables have considerable influence (as discussed in the previous chapters).

For employment downturns the regional recovery of the development level (ctf. Table 31c) is
significantly positively affected by the Swedish, Finish, and surprisingly Greek country
association. Additionally, a Danish association shows a marginally significant positive effect
as well. Meanwhile the effect is negative for, in descending order, regions in the Netherlands
(NL), FR, DE, and Italy (IT). In comparison to Chapter 6.4, the strong negative effect of the

French association is particularly surprising in this context.

For the employment-related retention of the growth trajectory measured over four years,
positive significant effects can be found for DK and SE. Meanwhile, as before, there is a strong
and significant negative effect for regions in NL and IT. Here, as well as for the eight year-
based trajectory retention and the recovery of the development level that was already discussed,
one can see a clear trend towards a positive effect of the two Scandinavian countries in the

sample on regional employment resilience performance.

172 Greek regions are not mentioned since they fall in majority out of range once the recovery phase is expanded
to 8 years.
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The positive picture of the general Scandinavian influence on resilience performance is
supported by FI, whose regions show to be significantly positively affected by their country
association in the eight-year growth trajectory retention measure as well. Otherwise, as with
RGVA downturns, only negative effects can be identified — with the exception of the non-
significant effects of AT, BE and UK. There, the strongest negative effect is shown by
association with, in descending order, FR, ES, NL, DE, and PT. The negative effect of the EL

and IT association is somewhat less strong in comparison.

Overall, this shows the importance of the country category as an explanatory variable for
regional economic resilience performance. It thus shows the strong effect national policies,
institutions, and cultural variables might have on the regional resilience performance. Sadly, as
mentioned in other places, the data to cover the whole time series at a level of detail that can
shed more light on these specificities is not available. This shortcoming, however, justifies
additional and more detailed studies to be conducted, either of individual countries and their
regional resilience performance or based on more detailed data, which is starting to be gathered
at a pan-European level only in recent years. One source for such data would be the structural
business statistics mentioned, which could give more detail on regional industrial and sectoral

composition than has been available so far.

More specifically, taken together with the results from Chapter 6.4, the results underline several
general trends. First, in regional resilience performance, the Scandinavian countries in the
sample (including Finland) do best, or rather their regions do, especially in the resilience
dimension of the retention of the growth trajectory. Second, while there is a certain bias towards
northern countries especially with regards to RGVA resilience performance, there seems to be
no obvious north-south divide with regards to resilience performance as one might expect when
looking at other economic dynamics, at least when analyzing all observations across the time
series as a whole (Landesmann 2013; Howarth and Rommerskirchen 2016; Fochesato 2018).
Third and last, economic performance measured by typical parameters (i.e., GDP,
unemployment levels, etc.) does not necessary reflect regional economic resilience. Otherwise,
the relatively strong performance and positive country effects of Spain and Greece, for example,

are hard to explain.

Overall, while far from unidirectional, the effect of a region’s country association remains
strongest among the different variables discussed in this chapter. By contrast the effect of
multimodal accessibility on RGVA resilience performance is negligible and the positive effect

found on employment-based measures is weak by comparison. The urban-rural distinction and,
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by extension factors like population density, similarly shows little effect. That said, as discussed

above, the urban-rural cleavage needs more specific evaluation at a later point (cf. Chapter 7.3).

7.2.5 The effect of crisis timing and shock type

Two sets of variables included in the analysis do not correspond to any regional characteristics
but rather the circumstances of the initial shocks initiating the resilience response. The first of
those two sets describe the timing of the different downturn events by dividing the time series
in different crisis periods of increased frequencies of shock events (cf. Chapters 5.1 and 6.1).
The second set describes the specific nature of shocks identified following the methodology

described in Chapter 4.1.

The different crisis periods of increased shock frequency identified in Chapter 6.1 (i.e., 1990-
93, 2000-2003, and 2008-2009) correspond roughly with the European and global business
cycle for the observed time series. The first of these periods, 1990-1993, corresponds to the
general recession of 1990-1991 and was caused by factors related to the German unification,
the subsequent monetary policies (i.e. a tightening of the monetary supply), and a crisis in the
European monetary system that coincided with the US recession of 1990-1991 (Battilossi et al.

2010).

The second period of 2000-2003 corresponds to the recession phase starting from 2001 that was
caused by several factors, including an increased oil price, rising inflation, tightening monetary
policy, and declining consumption and world trade. These factors were caused and compounded
by the bursting of the ICT (“dot com”) bubble and the events of 9/11 (European Commission
2001). While the recession technically ended swiftly in most big European countries
(specifically France and Germany), the negative effects on growth rates and the economy were

protracted (Battilossi et al. 2010).

The last period of 2008-2009 corresponds to the Global Financial Crisis (GFC) caused by a
bubble in the US housing market and the near breakdown of its financial services. Through
spillovers facilitated through the intertwined financial systems, the crisis hit Europe nearly
simultaneously, leading to a slowdown in global trade and a crisis of the inter-bank lending
system. The related credit crunch and threat of a complete collapse of the banking system

necessitated large-scale state and monetary intervention, which in turn led indirectly to the

202



protracted sovereign debt crisis influencing especially southern European economies deep into

the 2010s!”® (Moro 2014; Perez and Matsaganis 2018).

Each of these recessions triggered different monetary and policy responses and this must be
considered in the effect that the timing of a crisis has on the subsequent resilience performance.
This means that while the crisis of 1990-1993 was shaped by tightening monetary policy and
structural rebalancing of the economy, and 2000-2001 again resulted mostly in monetary
tightening paired with (labor) market reforms, especially in Germany, the crisis of 2008-2009
was at least initially met by monetary expansion and typically Keynesian policies'’* (Battilossi

et al. 2010; European Commission 2001; Moro 2014; Perez and Matsaganis 2018).

Additionally, the analysis also includes a category for the initial shock-downturn pairings
occurring in between the different crisis periods!”. To a certain extent they can serve as a
control category which stands outside of the general business cycle. Consequently, as discussed
in Chapter 6.1, they usually contain the highest number of (local) industry shocks, while the
different crisis periods are consisting, in the majority, of national economic downturns. As for
the numerical distribution of observations between the different periods, the most observations
for employment as well as RGVA downturns start in 1990-1993, followed by the GFC of 2008-
2009. The crisis of 2000-2003 has the least observations of all crisis periods. The cases falling
in between are least numerous overall (although for employment they are nearly equal to the

2000-2003 numbers)'°.

Analyzing the effect of the different crisis periods on the RGVA based resilience performance
(cf. Tables 30b and c) delivers a surprisingly clear picture that largely reflects the results of the
preliminary analysis conducted in Chapter 6.1. The effect on a region of having its first
downturn in the crisis of 1990-1993 is generally positive and highly significant'”’. This is in
concert with the findings of 6.1, where this period showed the best average performance for the
recovery of the RGVA development level and, excluding the cases in between, the second-best

average in the other dimensions. Conversely, the crisis of 2000-2003 shows consistently

173 The causal relation to the GFC and the protracted nature of the sovereign debt crisis leads to the latter not
being treated as a distinct phase in the time series. Since most, if not all, shocks and downturn relating to the debt
crisis are subsequent to initial first downturns in 2008 and 2009, they do not appear as separate observations by
the methodology chosen here (cf. section 4.2).

174 Obviously, the austerity politics in response to the sovereign debt crisis must be considered especially, but not
exclusively, for the countries most affected — i.e. Portugal, Ireland, Italy, Greece, and Spain, often called rather
disparagingly “PIIGS” countries (Perez and Matsaganis 2018).

175 In tables 30 and 31 the crisis phases are referred to by the corresponding years while the cases falling between
these spikes are summarized under “BTW”.

176 For details see section 6.1.

177 Except for the effect on the trajectory retention measured over a 4-year recovery period, which shows a lower
significance level.
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significant strong negative effects on downturns occurring during this period. This observation
is consistent again with Chapter 6.1. The effects of both crises are also consistent with the
general economic trends in the business cycles, where recovery after the recession in the 1990s
is relatively strong leading up to a boom in the late 1990s (ended by the dot com bubble), while
the recovery from the crisis in the early 2000s was relative protracted and associated with
sluggish growth in most countries whose regions are observed here (Battilossi et al. 2010;

European Commission 2001).

In contrast, the effect of the 2008-2009 crisis does not align with the findings in Chapter 6.1.
The only significant effect can be found on the recovery of the RGVA development level and
is highly negative. Meanwhile no significant effect was found regarding the other two
dimensions — although a non-significant positive trend is visible. Arguably, this could speak to
the protracted negative effect of the sovereign debt crisis (Moro 2014; Perez and Matsaganis
2018). This latter point will be of special interest once selected countries are analyzed which
were affected differently by the debt crisis (cf. Chapter 7.3.4). For the cases falling in between
the crisis periods, no significant effects could be identified. As it was a relatively small set

gathered across different time frames, this not very surprising.

For employment downturns (cf. Tables 31b and c), the effect of the 2000-2003 crisis period is
similarly negative as for RGVA downturns. Across all dimensions there is a strong negative
effect on the regional resilience performance, underlining the findings from 6.1 where this
specific period was found to result in the generally worst average employment resilience
performance. For the earlier crisis period of 1990-1993 only a weakly significant positive effect
on the trajectory retention measured over a four-year recovery period could be identified
(although the non-significant trends suggest a generally positive effect). For the crisis period of
2008-2009 the stepwise approach results in no significant effects (again, however, showing a
non-significant positive trend). For the cases falling in between the crisis periods a weak, but
significant positive effect on the recovery of the development level could be identified. This
latter point might underline the importance of availability and access to efficiently performing

labor markets to stabilizing local employment numbers.

Overall, the main finding on the timing of the crisis effects aligns with the expectations built
by the pattern of the general business cycles of the time. The 1990s crisis period was followed
by a relatively strong expansion up to the 2000s. This resulted, at least for RGVA downturns,
in a relatively strong positive effect on resilience performance — also reflected in the higher

average performance. Meanwhile, the protracted crisis starting in 2001 had a negative effect on
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regional economic resilience performance. The results on the GFC and the cases falling in
between are inconclusive but tentative trends suggest — except for the development level
recovery for RGVA — a more positive outcome in general compared at least to the 2000-2003
period. To summarize, the unsurprising result is that a fast recession with a relatively quick and

stable recovery is preferable to a long and protracted recovery after a national recession.

The second set of categorical variables discussed here concerns, the shock typology. Since the
observations for the combined shock events are relatively small (cf. Chapter 6.2), they were
included in the respective industry shock category for the quantitative analysis — i.e.,
combinations of national economic downturns (NAT_Eco) and local industry shocks
(LOC_Ind) were counted as local industry shocks and combinations of national economic

downturns and national industry shocks (NAT_Ind) as national industry shocks.

The effect of the shock typology on RGVA related resilience performance is non-existent for
the performance dimension on trajectory retention independent of the time it is measured over
(cf. Tables 30b and c). For the recovery of the development level dimension, however, a
significant but relatively weak negative effect could be identified for local industry shocks,

while national economic downturns show a significant and moderately strong positive effect.

Conversely, for employment-based resilience performance no effect on the development level
dimension could be identified, but the retention dimensions at least allow for some trends to be
suggested (cf. Tables 31b and c). The effect of national economic downturns on the trajectory
retention is significantly negative at a moderately strong level, while for both types of industry

shocks a weak (but not significant) positive trend can be identified.

Based on these results, only a provisional conclusion on the effects of shock type on resilience
performance can be drawn. This is nevertheless supported by the results from the analysis in
Chapter 6.2. Overall, it seems that RGVA-related resilience performance (specifically the
development level dimension) is stronger in the case of national downturns, but negative, or at
least weaker, in the case of (local) industry shocks. Resilience performance regarding regional
employment shows a different trend, with a negative effect of national economic downturns,

but a potentially stronger (or at least non-negative) performance in the case of industry shocks.

An explanation for this discrepancy could potentially be found in the phenomenon termed
“jobless recovery”. This term describes a phenomenon identified throughout recessions in
recent decades, in which middle-skill routine jobs in particular are lost during a recession but
do not recover during the subsequent economic recovery (Jaimovich and Siu 2020). The

explanations for this phenomenon are manifold and include skills mismatches, labor market
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polarization, and worker transition into high or low-skill jobs. However, the main contributing
factor, as the literature suggests, is the replacement of mid-skill routine labor tasks by automated
capital, at least for manufacturing — i.e. increasing automatization (Jaimovich and Siu 2020;
Jaimovich et al. 2020; Cortes et al. 2014; Acemoglu and Restrepo 2019; Acemoglu and Autor
2010; Foote and Ryan 2015; Cortes 2012). If jobless recovery is acknowledged as a
phenomenon, it would result in RGVA recovering in sync with the general business cycle,
thereby resulting in a higher resilience performance in the case of national economic downturn
shocks. Meanwhile, regional labor markets desynchronized from the cycle through jobless
recovery would result in low or even negative regional employment resilience performance in

the aftermath of national economic downturns.

In contrast, industry shocks, and especially local industry shocks, potentially do not generate
the same economic pressure towards cost saving through increased productivity which exists
during a general recession. The effect on resilience performance in these cases is therefore less

pronounced (Fernald 2014; Escribano and Stucchi 2014; Schaal 2011).

Overall, while not directly classified as resilience capabilities, the effect of crisis timing and
shock type on regional resilience is strong when taken together with the pervious analyses from
Chapter 6. The results of the stepwise analysis described in this chapter for the most part reflect
the results of the analysis already conducted in Chapter 6.1 and 6.2. They paint a picture of
stronger resilience performance for RGVA-based measures if a downturn is caused by a
national economic downturn, while local industry shocks have a negative effect. As in 6.2, the
conclusion for employment resilience performance trends to exactly the opposite relation
between shock type and resilience performance. The effect of the timing of the different shock-
downturn pairings again points at a generally and often strong negative effect of the period from
2000-2003 across all resilience dimensions. Meanwhile the other two crisis periods and the
cases falling in between the big spikes of shock events tend to have either more positive or
weaker negative effects (if any at all). Especially cases whose downturn was caused during the
1990-1993 period see an overall positive effect on regional resilience performance independent

of the underlying measure.
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7.3 The effect of resilience capabilities by regional categories

Before giving a summary of the empirical results of the analysis conducted so far, this chapter
will deal with the different subsets of observations as classified by categorical variables already
discussed in Chapter 6. The goal is to observe resilience capacities in varying contexts and to
isolate effects that might be suppressed by the collective all-observation analysis in Chapter
7.2. Subchapter 7.4 will then summarize the results of the different steps in the empirical
analysis and draw conclusions from them. Chapter 7.5 will subsequently put the results into

context and consider their limits as well as potential future research axis.

The different categories and their respective relation of resilience performance and resilience
capacity will be discussed in the following order. First, the different crisis periods will be
discussed separately. As discussed in Chapter 7.2.5 since each crisis period is different in its
causes as well as the economic and political actions taken in response, consequently the effect
of the different resilience capabilities might be different as well once looking at them separately.
Second, the same treatment will be given to different shock types - or rather, the corresponding
observations. Here the distinction of industry shocks (especially local) and national economic
downturns will be of interest as it was found in 7.2.5 that their effect on regional resilience
performance differs significantly. Third, a closer look will be taken at the rural-urban typology.
The central idea here is to identify resilience capabilities that might have different influences
on resilience performance depending on the general geographic and demographic setting. Last,
regions from selected countries will be analyzed to find effects of resilience capabilities on
resilience performance which that have been suppressed in the collective analysis conducted

before.

The analysis presented here will be briefer than Chapter 7.2. Only the results of the stepwise
regression, including all categorical variables (i.e., the stepwise ANCOVA), will be
discussed!’8. As before, only the standardized coefficients will be presented, and the detailed

results of these analyses can be found in the appendix!”.

178 Obviously excluding the respective categorical variable by which the observations are grouped in each
section.
179 Appendixes II1.b — I1Le.
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7.3.1 The effect of resilience capabilities across time

The results of the analyses for each individual crisis period regarding the effect of the different
resilience capabilities within them can be found in Table 32 (for RGVA-related resilience
performance) and Table 33 (for employment-related resilience performance). The results for
the observations between the shock spikes, the crisis periods from 1990 to 1993, from 2000 to
2001, and from 2008 to 2009 are found in sub-Tables a), b), ¢), and d) respectivelylgo. For
reasons of brevity, the discussion presented here will focus on the major differences either
between the different phases or remarkable deviations from the results discussed in Chapter 7.2.
Regarding structure, this chapter will discuss RGVA-related resilience performance in the
context of each period first. Discussions of employment resilience performance will be treated

separately afterwards.

For the RGVA resilience performance of observations falling between the three crisis periods
(Table 32a), the first interesting difference to the general analysis concerns the different role of
the economic sector weights in influencing resilience performance. While for all observations
together there was no strong effect to be identified, here the construction sector acts as a positive
influence on the growth trajectory during the recovery period measured over four years.
Additionally, the (non-public) service sector has a strong negative influence on the recovery of
the development level. Similar results do not repeat for the other periods. This suggests there is
a possibility in the cases of non-synchronous shocks (i.e., mostly industry shocks not in sync
with the general business cycle) to literally build a region’s way back to a growth trajectory.
More specifically, this might reflect the general positive influence large infrastructure and

building projects can have on regional economies and regional growth (Grimes 2014).

Of additional interest is the role of gross fixed capital formation (GFCF) which, surprisingly,
shows a strong negative effect across all resilience dimensions. To a certain extent this is rather
surprising, since generally one would expect a reverse connection — especially considering the
positive trend for productivity (Prod) that can be associated with a higher regional recovery of
development. One potential explanation for this phenomenon could lie in the negative effect

already observed for services.

As observed by the ECB in 2014 for the crisis of the late 2000s and early 2010s, the investments

by the service sector were hit especially hard by the crises and then considerably slower to

180 The corresponding full analyses can be found in appendix IILb.i. for RGVA-based resilience performance and
in appendix IILb.ii for employment-based resilience performance.

208



increase again during recovery (ECB 2014). If this observation is transferable to the regional
level, this might lead to an interesting hypothesis considering the negative effect of a larger
service sector on regional resilience performance: If substantial parts of regional GFCF
originate from within a regionally strong service sector, the cumulative negative effect from a
faltering service sector and a resulting absence of investment from the same sector, might lead
to a decrease in regional aggregated demand resulting in a negative feedback loop lowering
regional resilience performance. However, this is only a preliminary hypothesis which needs

further investigation and should not be taken as a final statement on the connection.

This curious observation aside, one other effect that is at least worth mentioning is the positive
influence of government closeness (Gov-close) on the trajectory retention measured over eight
years for these cases outside the three crisis periods. This seems to suggest the benefit of a
higher level of fiscal decentralization in shock events that are not connected to general crisis
spikes. An argument could be made for the benefits of greater flexibility in reacting to a crisis
at a local level in a non-synchronous crisis when said crisis might not be on the agenda at higher

levels of government (for further discussions on this point cf. Chapter 7.2.2).

Regarding the country association only the development level dimension has shown to be
affected in a significant manner. Here a positive effect of the respective country associations
for regions in Belgium, Germany and Finland can be found, while a negative effect exists for
regions in Spain and France. While the positive relations are expected, the negative associations
for Spain and France are counter to the observations made for the collective analysis of the
observations in Chapter 7.2.5. This could suggest the strong influence of national policies (or
lack thereof) on regional economic resilience as well as the effect of decentralization in these
countries, as at least Spain is significantly less decentralized than the other countries discussed

here (Ivanyna and Shah 2014).

The detailed analysis of the crisis period 1990-1993 (Table 32b) offers relatively few clues for
the relationship between resilience capabilities (or their indicators) and RGVA resilience
performance. The major effects influencing resilience results seem to stem from country
association and shock type rather than specific resilience capabilities. In comparison to all other
time periods — with the partial exception of the period 2008-2009 — the country association
effects are significantly stronger in the observations from the early 1990s. For the development
level dimension, regional association with Germany, France, or Spain has the biggest positive
effect, while Finland and Sweden see a strong negative effect on their respective regions. In the

trajectory retention dimension measured over eight years, the greatest negative effect can be
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significantly identified on Portuguese regions, followed at a distance by the Italian regions. All
other significant effects are positive with the Swedish country association having the greatest
effect'8!. The country association effect being greater than in the other phases of the timeline
could be a symptom of the increased synchronization of the European business cycles and
through them the general resilience performance patterns (Degiannakis et al. 2014; Darvas and

Szapary 2004; Aréabi¢ and Skrinjari¢ 2021).

Furthermore, the crisis phase 1990-1993 is the only one that sees any strong effects of the shock
types, which, as in the analysis of all observations collectively, is only significant for the
development level recovery dimension. As in the analysis of 7.2.5, the effect of national
economic downturns is strongly positive, while local economic downturns have a strong

negative effect.

Three other effects deserve additional mention. First, there is a negative effect of a relatively
high standardized GDP per capita on the development level dimension of resilience
performance. However, since this effect is only significant for the crisis period 1990-1993 in
which the share of German observations is particularly high (ca. 35%), probably due to the
closeness to the economic effects of reunification, the assumption can be made that it is more
related to the nature of the concerned regions that are affected by shock, than an actual causal
relationship to subsequent resilience performance. In other words, more relatively high GDP
regions are affected in the first place than low GDP regions (cf. appendix IIl.b.i.2 for the
respective observation numbers). In a similar vein the positive effect of GFCF on resilience
performance in two out of three dimensions can be interpreted. Here one has to consider the
large scale infrastructure investments made after unification accompanying the “Aufbau Ost”
(the rebuilding of the East) in Germany (Ragnitz 2019). However, it cannot be excluded that,
especially in the crisis of the 1990s, past accumulated resources helped regional economies to
react to crises better and adjust quicker to changes, as proposed by Martin and Sunley and others

(Martin and Sunley 2020).

The last point, and in this case completely unique, is the seemingly positive effect of high levels
of labor bargaining mechanisms during the early 1990s. So far, if any effect to this variable was
found, it was negative, thereby corresponding to expectations about the importance of
microeconomic market efficiency. Why an exception for the 1990s exists can only be

speculated about at this point. One such speculation might have to do with country level effects,

181 The results for this dimension measured of four years are similar, however with fewer significant results and a
lower R? as in the other cases of analysis made so far.
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e.g., that the positive effect of the French association, a country with notoriously high levels of
unionization and famous for its labor disputes, might be a factor in this. Alternatively, it might
be a case of higher level labor negotiations having a counteracting effect on increasing trends
to outsource in the 1990s — thereby keeping production and value formation relatively localized

(Crafts 2005).

The crisis period of 2000-2003 (Table 32c) shows patterns which are again potentially shaped
by the exceptionally high share of German regions among the observations (59,3%). This
becomes visible in the moderately strong negative effect of higher shares of economically active
population on regional resilience performance, and to a lesser extent in the effect of net
migration, since the crisis as well as its aftermath were marked by increasing unemployment
numbers in Germany that reached up to 12% in the aftermath of the shocks of the early 2000s
(Burda and Seele 2016; Burda and Hunt 2011). Together with the so called “Hartz reforms” of
the employment law and unemployment compensation, this could have resulted in generally
lower aggregate demand and other effects on the regional development of GVA. As Germany
also typically shows a high number of party and other civil organization members, this could
further explain the negative effect of the social capital dimension (GESIS 2016). Furthermore,
assuming a potential long-term beneficial effect on employment numbers through the Hartz
reforms might explain the overall positive effect of the German country association for both

trajectory retention measures (Burda and Hunt 2011; Burda and Seele 2016).

A further effect of note concerns the size of the public sector as measured by RGVA share.
While showing a positive effect in the collective analysis in Chapter 7.2, it is, at least at this
strength for all dimensions, only to be found for this crisis period. This again could be related
to the greater stickiness of the sector in general and its labor numbers in particular, which in
times of increased unemployment could result in beneficial results for the aggregated demand
and thereby RGVA of a region (and consequently the effect on the RGVA of government
spending in case of anti-cyclical measures) (Agell et al. 1999; Folster and Henrekson 1999; Hill
et al. 2012).
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Table 32: Standardized coefficients for RGVA resilience performance (crisis periods)

a) Between crisis periodes b) 1990-1993 ¢) 2000-2003 d) 2008-2009

Independent  Recovery of Retention of Retention of Independent  Recovery of Retention of Retention of Independent  Recovery of Retention of Retention of Independent  Recovery of Retention of Retention of

Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth
Pop_age Pop_age 0,087 #*:* 0,176 #* Pop_age Pop_age -0,191 #= -0,149 s
Mig_net Mig_net Mig_net -0,145 #kx Mig_net 0,184 ks
Pop_work 0,261 * Pop_work Pop_work -0,181 ** -0,164 ** Pop_work 0,292 sk 0,253 sk
Agri GVA Agri GVA Agri GVA 0,131 ##* Agri GVA
Manu_GVA -0,219 Manu_GVA Manu_GVA Manu_GVA -0,125 sk -0,101 **
Const_GVA 0,312 s Const_GVA Const_GVA Const_GVA
Serv_GVA -0,227 #xx Serv_GVA Serv_GVA -0,101 Serv_GVA
Pub_GVA Pub_GVA Pub_GVA 0,267 % 0,232 0,257 ##k Pub_GVA 0,156 *#*
HHI -0,222 HHI HHI -0,157 #** HHI -0,162 #k*
GDP_PC GDP_PC -0,137 GDP_PC GDP_PC -0,125 ok
GFCF_PC -0,427 i -0,203 ** -0,406 GFCF_PC 0,190 0,128 #* GFCF_PC GFCF_PC
PROD 0,363 * PROD PROD 0,169 ** PROD
RnD_GDP RnD_GDP RnD_GDP -0,087 * RnD_GDP
RnD_EMP RnD_EMP RnD_EMP RnD_EMP
MM_Ac MM_Ac MM_Ac MM_Ac
Avg_bus Avg_bus Avg_bus Avg_bus
Gov_debt -0,203 sk Gov_debt Gov_debt Gov_debt
Cur_blc 0,250 ##k Cur_ble Cur_ble Cur_blc
Gov_close 0,266 Gov_close Gov_close Gov_close
Lab_comp Lab_comp Lab_comp 0,172 sk Lab_comp
Union Union Union Union
ML _barg ML _barg 0,378 ** ML _barg ML _barg
SHDI SHDI SHDI 0277 ** SHDI
SC_Org SC_Org SC_Org -0,336 *#* SC_Org 0,312 ##* 0,235 ** 0337
EoC EoC EoC EoC
Clu -0,198 #* Clu -0,089 #* -0,184 Clu -0,139 sk Clu
AT 0,011 BE -0,099 0,156 *#* 0,144 * AT 0,224 ik 0071 * 0,131 ##% AT 0,062 -0,315 ik -0.440 #kx
BE 0,327 #* DE 0,774 0,071 -0,091 BE -0,238 -0,033 0,080 ** BE 0,449 k% 0,030 -0,284 #*
DE 0,265 ##* ES 0447 i 0,359 ##* 0,196 ##* DE 0311 0,190 *#* 0,635 ##* DE 0,689 *:* 0,150 * -0,052
EL -0,815 i FL -0,734 s -0,041 0219 sk DK -0,015 -0,12] 0,029 DK 0,081 0,185 * 0,192
ES 0,120 FR 0,732 ik 0,274 ##% 0,189 EL -0,099 #* 0,145 #k* EL -1,469 i -0,656 *#*
FI 0,275 ** 1T -0,138 -0,084 -0.251 ok ES 0,034 -0,132 #* -0,266 *#* ES 0,228 0,302 #*#*
FR -0,268 NL 0,088 -0014 0,076 FI 0,043 -0,067 -0,074 FI -0412 * -0,496 * -0,722 *
IT 0,028 PT -0,184 * -0,457 i -0,914 ik FR 0,023 -0,127 ik 0,017 FR 0456 *#* 0,057 -0,124
NL -0,078 SE -0,568 -0,089 0,359 ¥ 1IE -0,164 0,132 -0,165 % 1T 0,662 *#* 0,534 % 0,123
PT -0011 UK 0,207 -0,052 -0,012 1T -0,027 -0,260 -0,120 ##* NL -0,086 0251 ik 0,396 *#*
UK 0,094 Urban NL -0,141 -0,157 -0,066 * PT 0314 0,447 ik 0,975 #k*
Urban Intermed. PT 0,019 0,049 -0,080 * SE -0.413 -0,369 *#* -0,353 #*
Intermed. Rural SE 0,236 0077 * 0,100 ##* UK 0,112 0,080 0,052
Rural LOC_Ind -0,192 UK 0,102 0,050 0,057 Urban
LOC_Ind NAT_Eco 0,208 Urban Intermed.
NAT_Eco NAT_Ind 0,019 Intermed. Rural
NAT_Ind adj R? 0,296 0,133 0,233 Rural LOC_Ind
adj R? 0,543 0,116 0.259 Model F 20,583 9,360 ¥ 18,906 *#* LOC_Ind 0,082 NAT_Eco
Model F 10,868 7+ 6,845 ok 9,484 N 653 653 651 NAT_Eco NAT_Ind
N 134 134 98 #xp<0,01;##p<0,05;*p<0,1 NAT_Ind adj R? 0,260 0,138 0,132
#ip<0,01;%#+p<0,05;*p<0,1 adj R? 0,202 0,235 0,463 Model F 14,543 #x 7,524 ek 5,428 ok

Model F 6,324 ik 8,186 21,630 *#* N 694 694 349
N 421 421 408 #kp<0,01;%+p<0,05;*p<0,1

9 <0,01;##p<0,05;%p<0,1
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Table 33: Standardized coefficients for employment resilience performance (crisis periods)

a) Between crisis periodes b) 1990-1993 c) 2000-2003 d) 2008-2009
Independent  Recovery of Retention of Retention of Independent  Recovery of Retention of Retention of Independent  Recovery of Retention of Retention of Independent ~ Recovery of Retention of Retention of
Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth
Pop_age 0,142 * Pop_age 0,23] ek Pop_age 0,222 s 0,236 ** 0,170 ** Pop_age -0,287
Mig_net Mig_net Mig_net -0,289 -0,257 -0,274 #** Mig_net
Pop_work 0212 0,319 ek Pop_work -0,241 ** -0,214 sk Pop_work Pop_work 0416
Agri_ EMP Agri_EMP -0,164 ** Agri_EMP 20292 #* Agri_ EMP
Manu_EMP Manu_EMP Manu_EMP Manu_EMP
Const_EMP 0,221 * Const_EMP 0,182 ##* 0,147 ##k Const_EMP -0,416 ik Const_EMP -0,267
Serv_EMP Serv_EMP Serv_EMP Serv_EMP -0,239 ek
Pub_EMP Pub_EMP Pub_EMP Pub_EMP
HHI -0,305 ** HHI HHI -0,210 HHI 0,275 ik
GDP_PC GDP_PC GDP_PC GDP_PC
GFCF_PC GFCF_PC GFCF_PC -0,300 ** GFCF_PC
PROD 0,372 #* PROD 0416 % 0,297 0,236 PROD PROD
RnD_GDP RnD_GDP RnD_GDP RnD_GDP
RnD_EMP RnD_EMP -0,101 ** RnD_EMP RnD_EMP
MM_Ac MM_Ac 0,299 #* MM_Ac MM_Ac 0,341 ##k 0,259 ##*
Avg_bus -0,283 #** Avg_bus Avg_bus Avg_bus
Gov_debt Gov_debt Gov_debt Gov_debt -4,340
Cur_blc 0,292 % 0,990 ##* Cur_ble 0401 ** Cur_blc Cur_blc 15,239 #kx
Gov_close Gov_close Gov_close Gov_close
Lab_comp Lab_comp -0,114 ** Lab_comp Lab_comp
Union -0,225 ok -0,222 #* Union -1,929 #k -1,759 -1,445 ok Union Union 10,778 #*
ML _barg 1,231 ek ML_barg -0,355 * 0,379 #* ML_barg ML _barg 2,855 ok
SHDI -0,364 ¥ -0,334 SHDI -0,279 -0,271 ** -0,297 SHDI SHDI
SC_Org SC_Org SC_Org SC_Org 0,439 sk
EoC EoC -6,637 EoC EoC
Clu Clu Clu Clu 0,112 ##k
AT -0,050 BE -1,355 0,246 0,551 ** AT 0,049 #* -0,027 0,026 AT 2,641 ik 7,611 #k
BE -0,581 #** DE 2,578 -1,619 #* -1,747 ek BE -0,026 * -0,018 -0,013 DE 7443 ok 16,522 #k
DE -0,767 #* DK 3,969 2,370 ik 1,897 ek DE 0,045 0,195 ##k 0,147 * DK -12,605 11,681
EL 1,316 ES 2,184 ik 2,114 -2,069 ik EL 0,120 * -0,064 0,171 EL 1,340 * 22,733 ik
ES 0,486 FL 4,108 ##* 2,671 ik 2,548 ok ES 0,027 -0218 * -0416 #*#* ES 6,083 -12,380
FI 0011 FR 5,244 ok -2,726 #kx 2,185 ik FI 0,145 i 0,173 sk 0,169 ** FI -13,219 8,111 ok
FR 0,033 T -4,595 ik -0,891 ik -0,716 *#* FR -0,020 0,138 #* 0,034 FR 9,731 ¥k 0447 *
1T -0,260 ** NL -4,005 ##* -1,650 -1,118 ok 1T 0,031 -0,021 0,058 1T 0,964 ik 0,356 **
NL -0,160 PT -4,038 -0,564 -0,770 ** NL -0,160 ** -0,071 -0,282 ik PT 1,799 sk -16,798 ##*
PT 0,608 SE 2977 ik 2,593 ek PT -0,359 -0,570 sk -0,24] SE -10,893 18,907
UK -0,539 * UK 4,531 ok -0,250 * -0,518 ok UK -0,024 0,106 0,086 UK 3463 ok -7,993 ik
Urban Urban Urban -0,049 Urban
Intermed. Intermed. Intermed. 0,207 ** Intermed.
Rural Rural Rural -0,082 Rural
LOC_Ind -0228 LOC_Ind 0,156 ** LOC_Ind LOC_Ind
NAT_Eco -0,246 NAT_Eco -0,089 * NAT_Eco NAT_Eco
NAT_Ind 0,255 #x NAT._Ind -0,060 * NAT_Ind NAT_Ind
adjR? 0,089 0,197 0,539 adj R? 0,262 0,250 0,370 adj R? 0374 0,390 0,535 adj R? 0,552 0419 0273
Model F 7,689 ik 6,588 8,140 ¥ Model F 12,339 11,126 ##* 22,079 ##k Model F 6,828 ik 8,661 *#k 14,025 #k Model F 21,177 12,072 sk 10,026 #*
N 138 138 111 N 577 577 576 N 157 157 148 N 247 247 49

#kp<0,01;##p<0,05;%p<0,1

#45p <0,01;+4p<0,05;%p<0,1

<0015 ##p<0,05,#p<0,1

#0450 <0,01;#4p<0,05;4p<0,1



A last factor that has a moderately strong influence on the trajectory retention over eight years
is the level of (standardized) labor compensation. In general, this might hint at the importance
of consumer demand for the development of regional RGVA. At the very least it underlines
that there is no disadvantage of higher compensations in relation to regional resilience

performance during this crisis period.

That said, this might also reflect the inherent wage differences between and within countries
themselves. A specific example for this can be Western Germany’s higher wage regions, which
show a higher trajectory retention through higher growth levels in the long run. This
development might well be unrelated to the level of labor compensation itself and instead owed
to the divergent historical development in the first decades after unification in both parts of
Germany (Kluge and Weber 2018). Given the German overrepresentation among the

observations this might influence the whole analysis.

As mentioned, when discussing the crisis phase of 1990-1993, the country association
categorical variables have only relatively weak effects. The main exception to this is the
aforementioned positive effect of the German regional association that is especially strong for
the trajectory retention dimension measured over eight years. The rest of the significant results

are generally negative effects, except for Austria and Sweden.

The last crisis period of 2008-2009 (Table 32d) shows some unique effects as well. First among
these is the effect of the indicators for the age demographic related indicators. A higher aging
index has a negative effect on the recovery of the development level dimension as well as on
the trajectory retention measured over four years. Meanwhile, a higher share of the
economically active population sees a significant strong positive effect for the same

dimensions.

This suggests that in the aftermath of the GFC, a younger, economically active population was
an asset for regional resilience performance. However, one must consider that the regions of
states which showed a particularly high youth unemployment in the aftermath of the GFC (e.g.
Spain, Greece, Portugal etc.), are not included among the observations to the fullest extent
(Tomi¢ 2017). The reason for this is that the subsequent shocks of the sovereign debt crisis
make their resilience performance unobservable by the methodology and data set used in this

work.

This crisis period is also the first time a negative effect of a higher relative regional RGVA
share of the manufacturing sector becomes visible, as was originally hypothesized in Chapter

3.1 and derived from authors like Hill et al (Hill et al. 2012). As expected, based on this thesis,
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a negative effect can be identified for the more short-term resilience performance measures of
the recovery of the development level and the trajectory retention over a four-year recovery
period. Given this is the only crisis period which affirms this thesis, evidence for it must be
seen as rather weak at this point and specific to this period. Additionally, the positive effect of
the public sector share on the regional economy is affirmed — albeit to a lesser degree than for
the crisis of 2000-2003. As for the crisis of 2000-2003 and the cases in between, the crisis
period of 2008-2009 confirms the negative effect of sectoral concentration that was identified

in 7.2.1 already.

Lastly, reference must be made to the positive effect of social capital in form of organization
membership during this crisis period — surprising considering previous results. This seems to
confirm the thesis of social cohesion being a positive factor for regional resilience performance
at least for RGVA resilience performance in the crisis of 2008-2009. However, one must be
careful with this conclusion. As stated in the discussion on the negative effect of this indicator
for observations of the period from 2000-2003, this variable is highly country and culture
dependent. Regions in countries performing well in 2008-2009 in general economic terms often
show higher values of social organization as well (for example Germany, with around 15,5%
of population on average being members of an organization), than regions in generally weaker
performing countries (for example Greece, with only approximately 7% of population being
members in organizations) (GESIS 2016). Hence causality is hard to ascertain conclusively due
to the varying scale to which the crisis of 2008-2009 and the subsequent sovereign debt crisis

affected different European countries.

This last point leads to a brief discussion on the country association categories which shows
some surprises, given the common negative association with the PIIGS'®? countries in the
aftermath of the GFC. While associated with very low growth and a slow recovery (Perez and
Matsaganis 2018), at least some of these countries have a positive effect on the resilience of
their regions. This is especially true for the trajectory retention measured over four years where
Portugal, Italy, and Spain show surprisingly positive influence on the associated regions — the
Greek regional association corresponds to the negative expectations, however. This might
reflect to a certain extent the (relative) success of emergency measures taken by these countries
(especially Portugal and Spain) together with the European Union leading to a recovery that
allowed them to leave measures like the European Stability Mechanism quickly behind in 2013

(Spain) and 2014 (Portugal) already (ESM 2021; Reis 2015).

182 Portugal, Ireland, Italy, Greece, and Spain.
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Overall, it seems that RGVA resilience performance follows patterns which differ from period
to period. The most constant effect seems to be the positive influence of the public sector
(including health, education, and administrative services), the negative effect of a high sectoral
concentration measured by HHI, and the negative effect of strong industrial clusters within a
region. While none of these factors are consistently present across all time periods and
performance dimensions, their effects are affirmed by the general analysis conducted in 7.2.
The influence of most other indicators seems to hint at a highly volatile and, across time, even
conflicting relationship between the different regional resilience capabilities and the subsequent

regional resilience performance.

Still, these findings underline the importance of at least two regional capabilities for RGVA
resilience performance, first the importance of regional economic diversity, or at least the
avoidance of overspecialization, and second, the potential strong positive influence of the public
sector — 1.e., the sectoral structure of a regional economy biased towards it. This does not mean
all other findings from the general analysis or for the different crisis must be disregarded, but it
underlines that regional RGVA resilience performance is highly situational and depends on the

specific economic context a shock and downturn take place in.

The results of the analysis on the effect of the different resilience capability indicators across
the different time periods for employment-based resilience performance confirms this
conclusion that temporal circumstance strongly influences the outcome of the regional
economic resilience process (cf. Table 33). However, this is with somewhat different results

where commonalities among the periods can be identified.

For the cases falling in between the three big shock spikes (Table 33a), the contrast to the
general analysis conducted of 7.2 is of greatest interest. Remarkable are especially the variation
to the strength of some capabilities’ effects as well as the total absence of other relationships
observed before. This can be seen in the negative effects of the sectoral concentration in the
form of the HHI. In the general analysis this affected only the recovery of level of development
significantly, albeit at a relatively weak intensity. For the in-between observations, while the
resilience dimension on the development level is not affected, the trajectory retention measured
over eight years sees a very strong and significant negative effect. A similar increase in effect
strength for these observations specifically, can be identified for the effect of labor productivity,

the trade indicator of the current account balance, and the negative influence of a high SHDI.

A few other indicators, however, do not correspond to the general analysis. One concerns the

effect of the share of economically active population, which is significant and strongly positive,
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while in the general analysis the effect of the same indicator was negative. An assumption could
be that while there is no general economic downturn in the wider economy in the form of a
wider recession, regional economies can profit from a bigger labor pool and potentially more

important, a bigger potential consumption base to mitigate negative effects to the labor market.

The second observation of divergence concerns a negative effect of high levels of labor-
employer bargaining. Here a very strong negative effect on regional employment resilience
performance can be identified, while in the analysis of 7.2 no effect could be observed. This
negative effect is further confirmed by the results on the crisis periods of 2000-2003 and 2008-
2009, albeit for the four-year trajectory retention measure only. This, together with the negative
influence of high unionization levels, underlines the importance of microeconomic market

efficiency (in the labor market) for employment resilience'®* (cf. Chapters 3.2 and 7.2.2).

Regarding the effect of the categorical variables, the country association shows no influence on
the recovery of the development level and the trajectory retention measured over four years.
However, for the more long-term employment trajectory retention the country association
becomes quite influential again. Here the results paint a picture of a north-south difference
where German, Belgian, and — at a weaker significance level — the British regions are negatively
affected while Greece, Spain, and Portugal have a positive effect on their regions. The exception
to this North-South pattern are the Italian regions, which seem to be significantly negative
affected. This reflects to a certain extent the results from Chapter 6.4 on the respective national

differences in regional resilience performance.

Finally, a significantly positive effect of the shock classification as national industry shocks on
the eight-year trajectory retention can be identified. This could potentially be a sign that many
observations falling in between the general shock spikes are subject to a gradual shift in their
economic structure, which is seemingly associated with a general downturn in that sector at
national level. This is a shift that could result in positive developments through adaptation to
the regional trajectory retention in the long run (hysteresis). This must remain conjecture,
however, since the actual number of observations of national industry shocks for the cases in
between is relatively small (24 observations) and it is therefore risky to put too much weight on

this effect.

The first observation to be made about the 1990-1993 crisis period (cf. Table 33b) concerns the

effect of the different country associations. Compared to the collective analysis conducted in

183 The crisis of 2008-2009 sees a different result for unionization rates which will be discussed below.
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7.2, as well as compared to the observations falling in between the spikes and the crisis phase
of 2000-2003, the effect of this categorical variable is very strong. The only other period which
shows equally strong effects by the regional county association is the phase from 2008-2009.
This could suggest that, compared to the findings on RGVA resilience performance, the
(regional) employment markets of the European countries analyzed are far less synchronized
than the rest of the economy, a finding supported by several other authors (Buscher and
Gabrisch 2009; Boeri and Jimeno 2016; Battilossi et al. 2010). This in turn could have the effect
of a highly country-specific employment resilience performance in the aftermath of general
downturns in the business cycle. Additionally, there is a significant positive effect of local
industry shocks on regional trajectory retention if measured over four years — which
corresponds with the findings of the general analysis of a positive effect of such shocks in the

context of employment resilience performance.

Most continuous indicators show a similar relationship to regional employment resilience
performance for the 1990-1993 crisis period as identified for the general analysis in Chapter
7.2. Of note in the area of regional sectoral composition of the labor stock is the additional
negative effect of agricultural employment — which is less surprising considering the general
trend of a steep decline in the employment numbers in this sector beginning in the early 1990s
(European Commission 2021e). Additionally, noteworthy is the stronger positive effect,
compared to the general analysis, of an increased share of employment in the construction

industry.

Somewhat remarkable is the absence of any indication of a negative effect of increased sectoral
concentration on the regional resilience performance, either by RGVA-based HHI, average
business size, or indirectly by a high density of strong regional clusters. Additionally, no
negative effect of a high governmental deficit could be identified. These absences stand in
conflict with the general analysis where at least some effect of these indicators on individual

resilience dimensions was identified by the stepwise approach.

Furthermore, the strength and direction of the effects of the indicators for especially the
microeconomic market efficiency in the 1990-1993 period are remarkable. On the one hand,
the very strong negative effect of high unionization levels seems to make a strong argument for
the positive influence of a liberal and effective microeconomic (labor) market. On the other
hand, the indicator on multilevel bargaining suggests a mixed picture with different effects on
the development level (negative effect of high-level bargaining) and the trajectory dimension

measured over four years (positive). Meanwhile the strong negative effect of a high score in the
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ease of getting credit by the World Bank suggests an effect in the opposite direction for this
capability. Still, since the resilience performance discussed concerns employment, the mainly
negative influence of directly labor related microeconomic market efficiency indicators (i.e.,
high unionization and high-level labor and wage bargaining) suggests an overall positive effect

for the capability.

The crisis period from 2000-2003 (Table 33c) is most remarkable for the small number of
effects in any direction that can be identified among the continuous variables —even the number
of significant effects among the categorical variables is small by comparison. The main feature

to be mentioned is the strong effect of some of the demographic variables.

First, population age has a relatively strong positive effect significant across all resilience
dimensions. This potentially reflects the existence of strong anti-age discrimination clauses in
European labor laws, preventing or mitigating a loss in total employment, though this does not

satisfactorily explain the positive effect on the trajectory retention dimensions (Lahey 2010).

Second, the net migration rate shows a significant negative effect on all resilience dimensions.
While this reflects once more the results from 7.2, the effect is stronger and, furthermore, the
crisis in 2000-2003 is the only period which shows any significant effect related to the net
migration rate. However, this observation might, as discussed before, be caused by a country
bias, since as with the same period analyzed by RGVA, German regions are overrepresented in
this crisis sample (38,2% of observations). Since German regions have a relatively high average

net migration rate compared to countries with less numerous observations'$*

, this conceivably
could lead to a corresponding bias — especially given the high unemployment rates in Germany

up to 2005-2006 (Burda and Seele 2016; Burda and Hunt 2011; Battilossi et al. 2010).

The crisis of 2000-2003 differs further in the effect of the relative sectoral shares of the total
regional employment. While a weak positive influence of the construction sector could be
identified for the general analysis, the effect is now of a solid negative nature, albeit influencing
the level of development dimension rather than the eight-year trajectory retention as observed

in 7.2.1. Additionally, the effect of a large agricultural sector is negative on the eight-year

184 The sample includes, for example, 21% of observations for the Netherlands, 14% for Spain, and 11,5% for
Portugal. The respective average regional net migration rates (i.e., annual migrants per thousand inhabitants) across

the time series are: 1,99, 1,63, 1,14. Germany has an average regional migration rate across the time series of 3,11.
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retention of the growth trajectory, which reflects the results for 1990-1993 and probably

constitutes a continuation of this trend.

An even stronger negative effect of economic concentration could be identified for the level of
development recovery dimension than in the general analysis — supporting the idea of a diverse
economic composition being advantageous for a regional employment resilience. And finally,
a strong negative effect can be found for gross fixed capital formation on the employment
trajectory retention measured over four years — which might hint at the negative influence of
automatization on regional employment resilience and especially mid-skill jobs (Acemoglu and
Autor 2010; Acemoglu and Restrepo 2019; Cortes et al. 2014; Jaimovich and Siu 2020;
Jaimovich et al. 2020).

With regards to the country associations there is little to report except, potentially, the relatively
strong negative effect of the Portuguese country association. Unusually and even uniquely, an
effect of the rural-urban typology can be identified in the form of a significantly positive
influence of the intermediate regional category on the recovery of the development level
dimension. This reflects the tentative results for employment resilience performance
distribution across regional typology discussed in Chapter 6.3. Despite this the result is still too
singular to be a general confirmation of any trend of increased resilience performance for any

one regional type by this categorization.

The period of 2008-2009 (Table 33d) is, in many regards, unusual for employment resilience
performance. Compared to the general results for all observations collectively discussed in 7.2,
the effect of the different indicators is often reversed — although not always significantly so.
First, the aging index seems to have a strong negative effect on the trajectory retention measured
over four years, implying a performance advantage derived of a younger population in 2008-
2009. This reflects the results on RGVA resilience for the same period. Second, increased
sectoral concentration has a positive effect on the recovery of development dimension for this
period, suggesting the advantage of increased regional economic specialization. This last result
is further supported by the positive effect of the regional presence of strong clusters on the same
performance dimension. Third, the current account surplus seems to have a negative on the four
year trajectory retention, which, given the extreme slowdown in international trade in 2008-

2009, makes sense to a certain extent (Maurer and Degain 2012).

Last, there is, for the first-time regarding employment resilience performance, a very strong
positive effect of unionization on the recovery of the development level performance

dimension. This makes sense as it would be the dimension where a union-based worker
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protection would presumably have the biggest effect. This, however, does not explain why
2008-2009 is the only period this effect appears in. Especially since the strong negative effect
of high-level wage bargaining still suggests an advantage in a high regional microeconomic

market efficiency — although this effect appears to influence mainly other resilience dimensions.

Of further note at this point is the premiere appearance of a positive effect of organizational
membership (i.e., social capital) on the trajectory retention over four years — reflecting the
results on RGVA resilience for this period. Another strong positive effect on the same
dimension comes from the multimodal accessibility variable. Additionally, a large service
sector in terms of employment numbers has a significantly negative effect on the recovery of
the development level during and after the GFC. Only the latter of these is somewhat reflected
in the general analysis form Chapter 7.2. The exceptionally strong influence of the country
association in the 2008-2009 crisis was already discussed in the context of the 1990-1993 period
and hints at a de-synchronization of the different regional labor markets among the observed
countries as well as potentially quite different national policy responses to the crisis regarding

labor markets.

Overall, the strongest finding of the analysis is the marked difference of the crisis of 2008-2009
in comparison to the other time periods as well as to the general analysis described in Chapter
7.2. This implies a quite different economic and political response to this crisis than to the other

periods as well as to the cases observed in between.

Ignoring the ‘special’ case of the 2008-2009 period, the results confirm the general positive
effect of an older population on employment resilience performance — potentially related mostly
to age-related labor legislation and accumulated individual resources. Furthermore, there is
strong support for the positive effect of a high microeconomic market efficiency on regional
employment resilience performance. There is also tentative evidence for the importance of labor
productivity, although the evidence is only strong for 1990-1993, which is supported by the
general findings in 7.2. Additionally, there is support for the negative effect of a high SHDI on
regional employment resilience performance; as discussed in Chapter 7.2.3, this might be
related to the life expectancy variable and the negative effect of pensioners on total employment

numbers'®.

In conclusion, besides the similarities to the general analysis mentioned above, there seems to

be even more volatility of the different indicator’s effects across the different crisis periods for

185 The same effect of lowering total employment numbers is of course also possible through the SHDI education
components of expected and average years of schooling increase.
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employment resilience performance than for the RGVA equivalent. This is underlined, and
probably caused, by the exceptionally strong effect of the regional country association that can
be observed, especially for the periods of 1990-1993 and 2008-2009. If national variety in the
response to employment related shocks and downturns really varies so widely between

countries as well as across time, the results described are not surprising.

Nevertheless, through the analysis of the different time periods, the importance of some
resilience capabilities can be supported, generally underlining the results of the analysis
conducted in 7.2. For RGVA these concern mostly the regional sectoral composition in the form
of a high public sector share and the importance of a low level of economic concentration as
positive factors for regional resilience performance. For employment-based resilience
performance, the most important regional resilience capability by far seems to be
microeconomic market efficiency. Besides this, employment resilience performance seems to
be highly country-dependent and strong in responding to policies varying across the different

periods.

7.3.2 The effect of resilience capabilities on different shock types

As with the analysis undertaken in Chapter 7.2.5, the observations here will be divided into the
different analytical samples by the summarized shock types — i.e., into the main categories of
national economic downturns (NED), local industry shocks (LIS), and national industry shocks
(NIS). As before, the relatively few cases of overlapping concurrent national economic
downturn and industry shocks will be attributed to the respective industry shock category. The
standardized results of the analysis for each shock type grouping can be found in Table 34
(RGVA-based resilience performance) and Table 35 (employment-based resilience
performance)'®®. As before, this chapter will first discuss RGV A-based resilience performance

for each shock type followed by the same analysis on employment-based performance.

Regarding the RGVA resilience performance in response to NEDs (Table 34a), the strongest
negative effect among the continuous variables can be found among indicators for
microeconomic market efficiency. For the variable on multi-level bargaining, the effect is
strongest on the retention of the trajectory dimension measured over four years. The effect on

the recovery of the development level dimension is only slightly weaker. For the trajectory

136 The full data on the analysis and further tests can be found in appendix IIl.c.i for RGV A-based resilience
performance and appendix IIl.c.ii for employment based resilience performance.

222



retention measured over eight years, a very strong negative effect of the unionization rates can
be identified. These influences reflect the findings of the general analysis on RGVA resilience
performance and underline the importance of microeconomic (labor) market efficiency for

regional RGVA resilience performance.

These similarities between the general analysis and the findings on the NED-related RGVA
resilience performance are generally very common, as can be seen in the positive effect of the
public sector RGV A size or the strong positive effect on the recovery of the development level
of the SHDI. This is not unexpected since the NED-related observations are by far the most
numerous types of observed shock-downturn pairings (ca. 82% of the total), hence they come

to dominate the results of the general analysis conducted in 7.2.

The most remarkable difference compared to the general analysis that can be identified
concerns the effect of external trade represented by the current account balance. While the
general analysis on RGVA-related resilience performance only shows a negative effect of a
current account surplus on the retention of the growth trajectory measured over a recovery phase
of eight years, the shock-specific analysis shows a positive, but weaker, effect on the
development level recovery as well as the trajectory retention measured over four years. This
might hint at a short-term benefit of a trade surplus by acting as a kind of cushion during a

national economic downturn.

However, besides this deviation the general trends and effects of the different indicators and
even the crisis and country-related categorical variables are mostly the same as for the general
analysis. Therefore, the analysis of the different samples determined by shock type must focus
on both types of industry shocks whose effects might have been swamped by the large number

of NEDs in the general analysis.

In the case of local industry shocks (Table 34b), the first group of effects which demands
attention in comparison to the general analysis as well as the effects on NED resilience
performance are the different sectoral weights by RGVA. While the only effects found in the
general analysis concerned agriculture (weakly negative on two out of three resilience
dimensions) and the public sector share (positive in all three dimensions), local industry shocks
show a significant positive effect of manufacturing on the recovery of the development level.
Meanwhile the positive effect of the public sector remains for the development level dimension
only, while the agricultural share solely influences the eight-year retention dimension

significantly.
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Interestingly, the sectoral concentration measured by HHI as well as average firm size by
employees seems to have no negative influence on local industry shocks if analyzed separately.
However, regional clusters still have a negative effect that continues to point to the potential
disadvantage of a high economic concentration, although the evidence is more circumstantial

for local industry shocks than NEDs or in the general analysis.

In contrast to the general findings, the influence of research and development personnel
becomes negative for both retention measures (albeit only weakly so for the four-year recovery
period). This finding could be related to local strategies of offshoring production in favor of
domestic research and development activities, i.e. developing new products domestically but
offshoring their production (Schmeisser 2013; Roza et al. 2011). Of further interest is the
positive effects of government closeness and the level of social organization as measured by
organization membership on (different) trajectory retention. Both these features point to the
importance of microlevel flexibility and local ad-hoc solutions to problems in case of local

industry shocks.

This last finding is further supported by the lack of any effect by the macro variables concerning
central government deficit as well as the national current account balance, both of which once
more imply the importance of local solutions and resilience capabilities to mostly local
problems caused by LIS. To strengthen this observation further, the country association
categories have no significant effect on the local shock-related resilience performance for

RGVA either.

National industry shocks (NIS) again paint a different picture of their relationship with the
different resilience capabilities (Table 34c). This holds true for the comparison with the general
analysis (and, by extension, the analysis of the NED specific effects) as well as the analysis of

the LIS.

As before, the sectoral weights offer some variation on the other shock types. While no large
surprise in and of themselves, the very strong negative effect of a large agricultural share on the
trajectory retention over eight years is significant, and the positive effect of the construction
industry is even unique, albeit focused on only one dimension. More importantly, it seems that
the positive influence of the public sector identified for the other shock types as well as the
general analysis does not exist in case of national industry downturns. This puts the extent of

the ability of the state to react to such sector specific downturns somewhat into question.

Furthermore, there is for the first time a highly significant and strongly negative influence of a

high regional GDP per person by standardized comparison. Together with the very strong
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negative influence of a current account surplus, this might be a sign of highly specialized and
export-dependent regions being affected especially hard by this type of crisis. This might be
connected to regions being especially susceptible to downturns in global demand for the
products of specific sectors. Alternatively, as suggested by the negative effect on the long-term
growth trajectory retention, this could be a symptom of a specialized regional industry of
national importance being outcompeted in the global competition (Ville and Vermeiren 2016;

Marin 2005; Welfens 1999; Affuso et al. 2011).

As with LIS, government closeness seems to be a positive influence on NIS resilience
performance, at least in the short-run trajectory retention. Unique positive influences can be
found in the effect of multimodal accessibility on the development level dimension as well as
the four-year trajectory retention. This might hint at a competitive advantage of well-connected

regions in a global competition, as implied in the discussion above.

Furthermore, and atypically, a larger average firm size has a positive effect on the four-year
retention of the RGV A growth trajectory. Although this is not a very strong finding as it is just
one unique result, it goes against the observation of the disadvantages of economic
concentration found at other points for different shocks and levels of analysis. Since the results
on the effect of the HHI are not significant, this leads to the conclusion, that not economic
concentration but larger firms in themselves can be a positive effect for the RGVA trajectory

retention performance during national industry shocks.

As with LIS, the influence of the categorical country association variable is rather small. There
seem to be some strong effects with regards to the recovery of the development level dimension.
These concern in a positive and significant sense regional associations with Sweden, Germany,
France, and Austria (as well as weakly significant Finland), while a strong and significant
negative effect can only be identified for Greece (and weakly significant Portugal). This follows

the general trends seen in 7.2 as well as the NED analysis discussed before.
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Table 34: Standardized coefficients for RGVA resilience performance (shock types)

a) National Economic Downturns

b) Local Industry Shocks

¢) National Industry Shocks

Independent Reecovery of

Retention of

Independent Reecovery of

Retention of

Retention of

Independent Reecovery of Retention of

Retention of

Variable Development Retention of Growth
Level Growth Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,079 **
Mig_net 0,075 ##*
Pop_work
Agri_GVA -0,077 **
Manu_GVA
Const_GVA
Serv_GVA
Pub_GVA 0,081 ##* 0,056 ** 0,070 *
HHI -0,099 -0,092 *
GDP_PC -0,087 ##*
GFCF_PC 0,063 *
PROD
RnD_GDP
RnD_EMP 0,087 ##*
MM_Ac
Avg_bus
Gov_debt -0,132 -0,290 #*
Cur_blc 0,101 ** 0,112 ##* -0,154 **
Gov_close
Lab_comp
Union -1,137 #**
ML_barg -0,362 -0,500 ##*
SHDI 0,299 ##*
SC_Org
EoC
Clu -0,119 ***
AT 0,075 -0,372 # -0,154 ##*
BE 0,232 0,045 0,736 ***
DE 0,329 0,151 0212 *
DK 0,012 -0,195 ** 1,126
EL -1,072 0,035
ES 0,169 ** 0,101 -0,469 ##*
FI 0,241 * 0,162 0,851 ¥
FR 0,253 ##* -0,338 -0,975
1IE -0.236 0,969 ** -0,875 ***
IT 0,212 ¥ -0,036 -0,069
NL 0,197 ##* 0,156 ** -0,648 ***
PT 0,114 -0,322 ik -0,942 ik
SE 0,065 0,145 1,441 #k*
UK -0.219 ##* -0,388 ##* -0,040
90-93 0,307 ##* 0,203 ##* 0,215 ##*
00-03 -0,164 *#* -0,122 ok -0,167 ***
08-09 -0,228 0,030 0,096 **
BTW 0,036 * -0,029 -0,040
Urban
Intermed.
Rural
adj R? 0,269 0,131 0,324
Model F 26,000 ##* 11,234 sk 27,570 ##*
N 1564 1564 1222

Variable Development Growth Growth Variable Development Growth Growth
Level Trajecotry Trajecotry Level Trajecotry Trajecotry
(4 years) (8 years) (4 years) (8 years)

Pop_age 0,237 ik Pop_age

Mig_net Mig_net -0,164

Pop_work -0,285 Pop_work

Agri GVA -0,187 ##* Agri GVA -0,402

Manu_GVA 0,256 ** Manu_GVA

Const_GVA Const_GVA 0,197

Serv_GVA Serv_GVA

Pub_GVA 0427 0,220 Pub_GVA

HHI HHI

GDP_PC GDP_PC -0,402 ##* -0,349

GFCF_PC GFCF_PC

PROD PROD

RnD_GDP RnD_GDP

RnD_EMP -0,186 * -0,234 RnD_EMP

MM_Ac MM_Ac 0,280 ** 0,346 *#*

Avg_bus Avg_bus 0,282

Gov_debt Gov_debt

Cur_blc Cur_blc -0,548 -0,312

Gov_close 0,280 *** Gov_close 0,173 **

Lab_comp Lab_comp

Union Union

ML_barg ML_barg

SHDI -0212 * SHDI 0,280 **

SC_Org 0,350 *#* SC_Org

EoC EoC

Clu -0,239 #* -0,312 ##* 0,242 ok Clu

BE AT 0,159 **

DE BE -0,194

EL DE 0,365 **

ES EL -1,269

FL ES 0,062

FR FI 0,643 *

1T FR 0,286

NL 1T 0,012

PT NL 0,053

UK PT -0,343 *

90-93 -0,159 SE 0414 #kx

00-03 -0,234 #* UK -0,024

08-09 0,137 90-93 0,008 -0,127

BTW 0,116 * 00-03 -0,239 -0,352

Urban 08-09 0,050 0,193 #*

Intermed. BTW 0,094 #* 0,133 #*

Rural Urban

adj R? 0,079 0,159 0212 Intermed.

Model F 5,600 *#* 4,904 #x T 42T HE Rural

N 166 166 144 adj R? 0295 0218 0,260

kp<0,01;*#p<0,05;*p<0,1 Model F 5464 6,970 *#* 10,759 ##*

N 172 172 140 N 172 172 140

i <0,01;54p<0,05;%p<0, 1

8 p<0,01;4p<0,05;%p<0, 1

i <0,01;54p<0,05;%p<0, 1
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Table 35: Standardized coefficients for employment resilience performance (shock types)

a) National Economic Downturns

b) Local Industry Shocks

c) National Industry Shocks

Independent  Reecovery of Retention of

Variable Development Retention of Growth
Level Growth Trajecotry Trajecotry
(4 years) (8 years)

Pop_age
Mig_net
Pop_work -0,270 -0,310 ##*
Agri_EMP 0,169 ##*
Manu_EMP
Const_EMP -0,094 *
Serv_EMP
Pub_EMP
HHI -0,099
GDP_PC
GFCF_PC
PROD 0,198 0,208 ##+*
RnD_GDP
RnD_EMP
MM_Ac 0,268 *#*
Avg_bus
Gov_debt -0,177 -0,345 -0,342
Cur_blc
Gov_close
Lab_comp
Union -1,613 *
ML_barg
SHDI -0,306 *
SC_Org 0,244
EoC
Clu
DE -1292 -0,626 *#* -0,944 ks
DK 1,922 0,328 ek 0,183
EL -1,535 * -0,457
ES -1,998 0,055 -0,193
FI 2,068 -0,073 0,160
1T -0,511 ** -0,558 -0,281 *
NL -0,348 0424 ek -0,130
PT -0,649 0,305 ** 0,347
SE 2389 0,514 0,296 **
UK -0,606 -0,199 ## 0,035
90-93 0,393 0,347 sk 0,232 #*
00-03 -0,656 ** -0,448 i -0,331 **
08-09 0,306 *#* 0,256 *#* 0,207 ##*
BTW 0,171 * 0,068 ** -0,008
Urban
Intermed.
Rural
adj R? 0,282 0,228 0,367
Model F 17,563 ##* 12,724 #* 19,867 #**
N 675 675 522

#4p<0,01;+p<0,05;p<0,1

Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth Variable Development Growth Growth
Level Trajecotry Trajecotry Level Trajecotry Trajecotry
(4 years) (8 years) (4 years) (8 years)

Pop_age 0,199 Pop_age 0,345 ###
Mig_net Mig_net -0,287 #* -0,263 -0,245 #*
Pop_work Pop_work 0,287 ** -0,202 *
Agri EMP Agri EMP
Manu_EMP Manu_EMP
Const_EMP 0,144 0,229 =k 0,259 sk Const_EMP
Serv_EMP Serv_EMP
Pub_EMP Pub_EMP
HHI -0,147 #* HHI
GDP_PC GDP_PC
GFCF_PC GFCF_PC
PROD 0,350 ##* 0,252 ** 0,455 ** PROD 0,533 ok 0,650 #*
RnD_GDP RnD_GDP
RnD_EMP -0,179 RnD_EMP
MM_Ac MM_Ac 0,280
Avg_bus Avg_bus
Gov_debt Gov_debt -0,560 *#*
Cur_blc 0,604 **+* 0,539 0,633 #*+ Cur_blc 0,490 s+ 0,282 #*
Gov_close Gov_close
Lab_comp -0211 Lab_comp
Union -1,391 Union -1,201
ML _barg -0,263 * -0212 ML_barg -0,579 **
SHDI -0,498 SHDI -0,745 -1,099
SC_Org SC_Org
EoC EoC
Clu 0,124 sk Clu
AT -0,036 -0,020 -0,005 AT -0,178 ** 0,154
BE -0,125 -0411 *** 0,161 BE -0,038 0,652 **
DE -0417 ek -0,287 -0,525 DE 0,232 -0,326 *
EL 0,681 ¥ 0,674 0,134 DK -0,132 1,089 ###
ES 0,461 ¥+ 0,482 ik -0,995 ik EL 1,059 -0319
FI -0,021 -0,254 sk 1,310 sk ES 0,329 ** -0,957 *
FR 0,037 0,007 -1,394 sk FR <0311 -0,964 #*
1T -0,200 ** -0,023 -0016 1T 0,127 -0,143
NL -0,265 ## -0,205 ##* -0,717 NL -0,380 ** -0,761 *#*
PT 0,307 ##* 0,241 * -0,298 PT 0,154 -0474 *
SE -0,231 #* 0,026 1,535 sk SE 0,039 1,384 sk
UK -0,134 -0,069 -0,181 UK -0,145 -0,179 **
90-93 0,296 *** 0,576 *** 90-93 -0,553
00-03 -0,186 ** -0,209 ** 00-03 -0,046
08-09 -0,073 -0,319 08-09 0,149
BTW 0,001 0,112 BTW 0,182
Urban Urban -0,178 *
Intermed. Intermed. 0,306 ***
Rural Rural -0,049
adj R? 0,285 0,249 0458 adj R? 0408 0,100 0474
Model F 7.261 ** 5,619 *#* 8,015 ##* Model F 6,475 #H* 11,600 9,964 ¥
N 252 252 192 N 192 192 170

#xp<0,01;#4p<0,05:#p<0,1

<0015 #4p<0,05,*p<0.1

227



Overall, the shock-specific analysis of the resilience capabilities for RGV A downturns suggests
a high relevance of the nature of the shock in determining which resilience capabilities — in the
form of their indicators — have a significant effect. While NEDs, as suggested in the general
analysis already, profit from a strong public sector and a relatively low degree of regional
concentration as well as a high microeconomic market efficiency, LIS additionally profit from
well-developed social cohesion (through organization membership) and a close government as
well as a strong manufacturing sector. Microeconomic market efficiency on the other hand
seems less important for both LIS and NIS. The latter additionally seems to be negatively
affected by relatively intense international trade (or rather, a current account surplus) but can

profit when regional accessibility is high.

Compared to the analysis of the RGV A-based resilience performance observations, the analysis
of employment resilience performance and the effect of the different resilience capabilities
along samples determined by shock type follows, for the most part, the established patterns
from Chapter 7.2 (cf. Table 35). That said, there are still some remarkable divergences from the

general analysis as well as among the different other shock types.

For NED-related performance effects, the first of these divergences can be found in the effect
of the regional sectoral weights based on sectoral employment (cf. Table 35a). In contrast to
the general analysis — as well as all other shock types — agriculture shows a significant positive
effect on the retention of the growth trajectory measured over a four-year recovery phase. This
suggests at least tentative evidence for a positive influence of agriculture that was also identified
by other authors (Holl 2018; Faggian et al. 2018). A further deviation can be found in the
negative, but only marginally significant, trend for the effect of the construction sector. This is
contrary to the trend established for the LIS-related shock responses where the effect of an

increased share of employment in the construction sector has a strong positive effect.

Additionally, the weaker or non-existent negative effects of any indicators connected to sectoral
concentration are remarkable when compared to the general analysis. Otherwise, for most
variables, the general direction of the effects, at least stays similar to the general analysis, albeit
not always affecting the same performance dimension. This holds true for the categorical
variables as well, where at least the general trends observed in 7.2 are upheld — albeit partly at

different levels of significance.

In the context of the LIS observations there is even less fundamental change from the general
trends identified in the general analyses than for NEDs (cf. Table 35b). What divergences there

are mostly concern the strength of the effect — e.g., the positive effect of labor productivity as

228



well as a current account surplus are both significantly stronger than in the general analysis, or
the other shock types for that matter, while some factors have a stronger negative influence as
for example the SHDI. Furthermore, the effect of some indicators on LIS are not as visible as

they were in the general analysis, for example the negative effect of the government deficit.

With regards to the categorical variables, mostly the contrast of the effect of the country
association for LIS performance compared to NED performance is interesting. While for NEDs
the effect of the country association with Greece, Spain, and, to a lesser extent, Portugal tends
towards the negative (the effects are often not significant), for LIS their effect on regional
resilience performance is solidly positive, with the exception of the eight-year trajectory
retention. While not unexpected, this reflects the long-term negative effects that especially the
crisis of 2008-2009, with its predominantly NED shocks, had on these countries while they
seem to cope reasonably well with LIS (cf. Chapter 7.3.1) (Perez and Matsaganis 2018; Moro
2014).

Except for the lack of any significant effect of sectoral size, economic concentration or
accessibility, effects specific to NIS are overall most similar to the general analysis conducted
in 7.2 (cf. Table 35c). Among the three types of shocks, it is also the only one that shows the
same pattern of effects for the demographic variables as in the general analysis, i.e., the regional
aging index, regional net-migration, and the economically active population, though the latter
also shows a positive effect on the recovery of the development level not visible before.
Similarly, for the categorical variables the general patterns of the other categories are upheld.
The major exception here is the urban-rural typology: together with the dedicated analysis of
the 2000-2003 period of employment resilience performance, these are the only times any
significance for these categories has been found. As with the analysis of the 2000-2003 period,
a strong positive effect of being an intermediate region can be identified at high levels of
significance, at least in this case. Additionally, a negative trend for urban regions becomes
visible. Overall this supports the results found by other authors and identified in Chapter 6.3 of
a slight trend towards higher employment resilience in intermediate regions (Giannakis and

Bruggeman 2017a, 2017b; Faggian et al. 2018; Holl 2018).

In summary regarding employment related resilience performance there is far less variation by
shock type to the effects of the different resilience capabilities than in the same analysis for
RGVA related resilience performance. The analysis of employment-based resilience
performance generally confirms the results already discussed in 7.2. However, as with RGVA-

based resilience performance there are some shock-specific findings — such as the strength of
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the positive effect of a high employment share of the construction sector for after a LIS shock

— but none of them completely contradict the general results discussed in Chapter 7.2.

In contrast the results of the analysis on RGVA performance along the classification of the
different shock types, showed significant differences in the effect of several capabilities. This
specifically concerned the effect of indicators related to microeconomic market efficiency,
social cohesion indicators, the role of international trade, and the importance of different
sectoral weights. Still, overall, the differences between the shock types were not strong enough
to devalue the conclusions derived from the general analysis and must be seen as amendments

to them instead of outright contradictions.

7.3.3 The effect of resilience capabilities in urban, intermediate, and rural areas

For most of the different analyses conducted so far, there was no strong effect of the different
regional classifications along the urban-rural typology that was described and analyzed for the
first time in 6.3. Only under very specific circumstances, i.e., for the period from 2000-2003 as
well as the shock specific analysis of national industry shocks, there was some evidence for a
positive effect on employment resilience performance associated with the regional

classification as ‘intermediate’ (cf. Chapters 7.3.1 and 7.3.2).

Still, despite this relatively weak evidence for the importance of this dimension, a short
summary of the three regional categories, i.e., urban, intermediate, and rural, and the effect of
the different resilience capabilities indicators on their respective resilience performance
dimensions will be given. This is justified since potential specific effects applying to only one
or the other regional type might have been suppressed using the stepwise approach in the
general analysis (as was observed for some effects in the two previous chapters). Furthermore,
while the literature is often as inconclusive on the effects that the urban-rural or the related
center-periphery cleavage have on regional resilience performance, the many studies on this
topic suggest a strong general and scientific interest (cf. i.a. Faggian et al. 2018; Giannakis and
Bruggeman 2020; Fratesi and Rodriguez-Pose 2016; Giannakis and Bruggeman 2017b; Holl
2018). Last but not least, as with the other categorical discussions, the analysis of the different
regional typologies in separate groups can at the very least serve to confirm the results of the

general analysis by serving as a type of control variable.

The results of the stepwise analysis including the categorical variables (except obviously the
rural-urban category) in form of an ANCOVA can be found in Tables 36 (RGVA-related
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resilience performance) and Table 37 (employment-related resilience performance)'®’. The
respective results for each of the categories can be found in the corresponding sub-Tables a-c.
Like in Chapter 7.3.2, the analysis of the observations grouped by the urban-rural typology is
less interesting with regard to new unobserved effects, but the variations to already observed
capability-performance relationships. This means the focus is on the comparative strength of

effects as well as effects which are not observable for specific regional types.

The first effect that demands attention regarding the RGVA resilience performance of mainly
urban regions (Table 36a) is related to the different regional sectoral weights. Interestingly,
given the predominantly urban nature of the regions concerned, the share of agriculture in the
regional RGVA becomes a moderately strong negative factor on the recovery of the
development level. It is even stronger than in rural regional types where no effect in this
dimension can be discerned. The effect is repeated for intermediate regions but is weaker and
focused on both trajectory measures. The conclusion drawn from this is that urban and
intermediate areas with strong agricultural sectors seem to be at a disadvantage, which in turn
could suggest that regions with mixed-use areas are less resilient. However, the latter

conclusion is only hypothesis which needs to be subject of further investigation.

A second important finding concerns the influence of the sectoral weight of the public sector -
or, more precisely, the total absence of any effect of this sector (including health, education,
and related services) on urban regions. This stands in marked contrast to rural and especially
intermediate regions where moderately positive significant effects can be found (as well as for
the general analysis). Consequently, this puts into question the role of direct government
interventions as a major potential pathway to increasing regional economic resilience for urban
regions, especially since the public sector has been marked as such an important factor for

regional RGVA economic resilience in the other analytical steps.

In a further deviation from the general analysis in 7.2., urban areas seem to profit significantly
from a high level of multimodal accessibility, especially regarding the long-run retention of the
RGVA growth trajectory. While rural areas seem to profit from a high accessibility (in the
development level dimension) as well, the effect remains strongest in urban areas. This might
be a sign of the high dependence of urban centers on access to distant markets and the
dependence on surrounding regions of different types for supply with production factors as well

as non-urban products and resources (Liu et al. 2020; Morrill et al. 1999; Weisz and Steinberger

187 Detailed analyses and test results can be found in appendix II1.d.i for RGV A-based resilience performance
and appendix III.d.ii for employment-based resilience performance.
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2010; Girardet 2014). In a similar deviation from the general norm, there is a significant
negative effect of cluster activity for the trajectory retention measured over eight years, the

consequences of which will be discussed later.

Interestingly, and in contrast to both other types of regional types, indicators for microeconomic
market efficiency have only little influence. Both main indicators — high levels of labor
protection in the form of either high-level bargaining or high unionization rates — show

relatively little effect!®

. While not the most significant contrast, it might be a symptom of
differences in the internal workings of urban labor markets and their intermediate and rural
counterparts. This could potentially include urban specific variations in educational attainment,
the modes of employment exchange, and the role of organized labor in regards to labor
protection (Koster et al. 2020; Dillon et al. 2019; Bryden and Bollman 2000; Faggio and Silva

2014; Matthews et al. 2009).

For the different country associations few conclusions can be drawn: No country seems to have
a strong bias towards or against urban economies. However, as will be seen later, in contrast to
the other regional types this statement has to be reevaluated. What is interesting, however, is
the effect of the different crisis periods, where a positive effect for observations falling in the
2008-2009 period can be found for the urban trajectory retention over four years'®’. While this
period nearly always shows positive trends for the concerned observations, it is the comparison

to the other two regional typologies which creates an insight.

It seems that urban areas fared or at least perform stronger in the 2008-2009 crisis period,
especially in comparison to the intermediate and rural areas. This observation is tentative, since
some of the results consist only of non-significant trends, but they fit with general patterns
already identified in Chapter 6.3. Conversely, rural, and especially intermediate regions seem
to perform stronger in the period of 1990-1993 across all resilience performance dimensions.
Overall, this hints at a fundamental shift in the relationship between city and countryside when

it comes to regional economic resilience performance.

138 The exception to this being the 8-year growth retention dimension. Still compared to intermediate as well as
rural regions the effect across ML_barg and Union in Urban areas is relatively small.
139 As well as a non-significant positive trend for the 8-year growth trajectory retention.
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Table 36: Standardized coefficients for RGVA resilience performance (urban-rural typology)

b) Intermediate

Independent  Reecovery of Retention of

Retention of

a) Urban
Independent  Reecovery of Retention of
Variable Development Retention of Growth
Level Growth Trajecotry Trajecotry
(4 years) (8 years)
Pop_age
Mig_net
Pop_work -0,108 ** <0217 #k
Agri GVA -0,135 #*
Manu_GVA
Const_GVA
Serv_GVA
Pub_GVA
HHI -0,141 *
GDP_PC
GFCF_PC
PROD -0,176
RnD_GDP
RnD_EMP
MM_Ac 0,147 etk 0,337 ok
Avg_bus
Gov_debt -0,118 **
Cur_blc
Gov_close
Lab_comp
Union 10,540 **
ML _barg
SHDI
SC_Org
EoC
Clu -0,203 sk
AT -0,113
BE 0078 0,326 *
DE 0,245 ok -0,558 **
DK 0,108 1,274 ek
ES 0,233 * -0414
FI -0,256 0,584
FR 0,287 ok -0,955 #*
1T -0,159 -0,287 **
NL -0,123 -0,678 ik
PT -0,179 -1,005 sk
SE 0,150 1,523 ok
UK -0,141 ek -0,118
90-93 -0,029 0015
00-03 -0,235 ok -0,262 ik
08-09 0,113 ##* 0,098
BTW 0,077 ##* 0,067
LOC_Ind
NAT_Eco
NAT_Ind
adj R? 0,097 0074 0257
Model F 5,520 ik 10,511 # 9,865 ik
N 593 593 462

#5p<0,01;p<0,05;p<0,1

Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age
Mig_net
Pop_work
Agri_GVA -0,097 ** -0,127 #*
Manu_GVA -0,262 ok
Const_GVA 0,095 *
Serv_GVA -0,117 *
Pub_GVA 0,182 0,214
HHI -0,153 #*
GDP_PC -0,122 #*
GFCF_PC
PROD
RnD_GDP
RnD_EMP
MM_Ac
Avg_bus
Gov_debt -0,168 ** -0,305 sk -0417 sk
Cur_blc
Gov_close
Lab_comp
Union
ML _barg -0,372 sk -0,305
SHDI 0,340 0,325 0,264
SC_Org
EoC
Clu -0,106 *** 0,127 sk
AT 0,030 -0,149 sk 0,191 sk
BE 0,148 ** 0,019 -0,097
DE 0,258 sk 0,008 0,154
DK 0,004 0,026 0,018
EL -0,840 ok -0,201 sk
ES 0,101 0,22] ok 0,236 #**
FI 0,322 ** 0241 * 0,119
FR 0,102 * -0,191 -0,154 #*
IT 0,093 -0,009 -0,256 **
NL 0,239 ek 0,224 ok -0,061
PT 0,116 -0,102 -0,241
SE -0014 0,149 #* 0,284
UK -0,220 ok 0,171 otk 0,098
90-93 0,383 sk 0,256 0,102
00-03 0,177 sk -0,236 ok 0,191 sk
08-09 -0,213 sk -0,099 0,174 *
BTW 0,009 0,045 -0,038
LOC_Ind -0,116 ##* -0013
NAT_Eco 0,134 sk -0,121 #*
NAT_Ind 0,017 0,065 *
adj R? 0,243 0,161 0,289
Model F 12,595 #k* 7,624 13,112 #k*
N 796 796 658

#p<0,01;+#p<0,05;#p<0,1

¢) Rural
Independent Reecovery of Retention of Retention of
Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age
Mig_net -0,125 -0,117 *
Pop_work
Agri GVA
Manu_GVA -0,147 **
Const_GVA -0,108 **
Serv_GVA
Pub_GVA 0,139 #k
HHI -0,223 ok -0,125 **
GDP_PC
GFCF_PC 0,130 **
PROD
RnD_GDP
RnD_EMP
MM_Ac 0,140 #*
Avg_bus
Gov_debt 0,139
Cur_ble -0,228 ** -0,333 ek
Gov_close
Lab_comp
Union -0,585 * 1,245 ok
ML_barg
SHDI
SC_Org
EoC
Clu -0,098 sk 0,212 ## 0,165
AT 0,190 ##* 0,022 0,055
BE 0,096 0,366 *#* 0,490 #k
DE 0,446 ik 0,168 0,000
DK -0,008 0318 0,718 ok
EL -0415 -0,139
ES 0,137 -0,188 -0,487 **
FI 0,051 0,578 ** 0,989 sk
FR 0,348 ok -0272 -0,785 **
1IE -0,125 * -0,103 -0,365 ik
1T 0,102 -0,044 -0,010
NL -0,599 -0,824 ok -0,83]
PT 0,160 ** -0,358 ** 0,771 ek
SE 0,237 ** 0,614 ik 0,877 ik
UK -0,006 -0,080 -0,086
90-93 0,033 0,149 ** 0,226 **
00-03 -0,179 -0,202 sk -0,317
08-09 -0,068 0,008 0,025
BTW 0,109 ** 0,071 0,030
LOC_Ind -0,095
NAT_Eco 0,226 ik
NAT_Ind -0,044
adj R? 0,403 0,171 0,354
Model F 14,822 #okk 6,015 ik 11,527 #t*
N 513 513 386

*#4p<0,01;*¥*p<0,05:*p<0,1
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Table 37: Standardized coefficients for employment resilience performance (urban-rural typology)

b) Intermediate

Independent Reecovery of

Retention of

Retention of

a) Urban
Independent  Reecovery of Retention of
Variable Development Retention of Growth
Level Growth Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,128 *
Mig_net
Pop_work -0,292 ik -0,399 sk
Agri EMP
Manu_EMP
Const_ EMP
Serv_EMP
Pub_EMP -0,136 *
HHI
GDP_PC
GFCF_PC
PROD 0,288 ki
RnD_GDP 0,114 ##*
RnD_EMP
MM_Ac
Avg_bus
Gov_debt -0,245 #x
Cur_blc
Gov_close 0,180 sk
Lab_comp
Union -0,803 #* -0,142 * -1,252 #kx
ML_barg
SHDI
SC_Org
EoC
Clu
BE 0270 0,806 **
DE -0,762 * -1,986 *#*
DK 1,406 * 2,488 #H*
EL -1,041 #
ES -1,209 -2,315 ek
FL 1,594 sk 3,307 ##k
FR -1,269 #* -1,839 #
IT -0,268 #* -0,982 #kx
NL <0941 # -1,730 ##*
PT -0,010 -1,450
SE 1,653 ** 3,075 ##*
UK -0,067 -0,556 ***
90-93 0,062 0,235 ##% 0406 *#*
00-03 -0,248 -0,270 -0,299 **
08-09 0,073 0,111 ##* -0,062
BTW 0,096 ** 0,025 0,044
LOC_Ind 0,107 **
NAT_Eco -0,102 **
NAT_Ind -0018
adj R? 0,292 0,117 0,293
Model F 10,152 #* 7,608 ##* 8,514 ##k
N 401 401 309

#4#p<0,01;#*p<0,05;#p<0,1

Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,156 **
Mig_net -0,122 -0,199 ##*
Pop_work
Agri EMP -0,136
Manu_EMP
Const_EMP 0,123 0,139 #* 0,214 ##*
Serv_EMP
Pub_EMP
HHI
GDP_PC
GFCF_PC
PROD 0,319 ok 0419 #k*
RnD_GDP
RnD_EMP 0,171 #ok -0,176 ##*
MM_Ac 0,147 *
Avg_bus -0,501 ek
Gov_debt -0,288 i -0,175 #+*
Cur_ble 0,500 ##* 0,240 ##* 0,355 ##*
Gov_close
Lab_comp -0,151 **
Union -0,791 #* -0,718
ML_barg
SHDI
SC_Org
EoC
Clu -0,151 #**
AT -0,132 #* -0,148 #*
BE -0,047 -0,362 -0,328
DE -0,632 #* 0,553 ##* -0,378
DK 0213 0,110 *
EL 0,573 #* 0,341 #* 0219
ES -0.255 0,433 ook -0.230
FI 0471 -0,328 0,506
1T -0,291 #* -0,186 -0219
NL -0,777 ##* -0,091 -0,671 ##*
PT 0,058 -0,060 -0,119
SE 0,559 0,139 * 1,032 *
UK -0,139 -0,033 -0,022
90-93 0,045 0,250 #k 0,367 *
00-03 -0,182 ** -0,310 #*** -0,293 **
08-09 0,097 0,088 0,003
BTW 0,037 0,027 0,004
LOC_Ind 0,069 0,027
NAT_Eco -0,187 -0,226 #
NAT_Ind 0,050 0,096 **
adj R? 0227 0,250 0405
Model F 7,601 #k 7,816 *k 11,389
N 450 450 367

#4xp<0,01;#*p<0,05;#p<0,1

¢) Rural
Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth
Level Trajecotry Trajecotry
(4 years) (8 years)
Pop_age 0,132 *
Mig_net
Pop_work -0,274 **
Agri EMP -0,196
Manu_EMP
Const_EMP
Serv_EMP
Pub_EMP
HHI
GDP_PC -0,109 -0,160 **
GFCF_PC -0,186 ** -0,276 **
PROD 0,223 * 0,531
RnD_GDP
RnD_EMP
MM_Ac -0,291 **
Avg_bus
Gov_debt
Cur_ble 0,275 ##* 0,211 ##* 0,513
Gov_close
Lab_comp
Union 0,192 ##* -0,772
ML_barg
SHDI -0,658
SC_Org
EoC
Clu
AT 0,097
BE 0,015
DE -0419 #k*
DK 0,804
EL -0,209
ES -0319
FI 0,608 **
FR 0,789 #*
IT -0,066
NL -0474
PT -0,355
SE 0465 **
UK -0,110
90-93 -0,122 *
00-03 -0,148 *
08-09 0,000
BTW 0,160 ***
LOC_Ind 0,027
NAT_Eco -0,201 **
NAT_Ind 0,099 **
adj R? 0,152 0,169 0466
Model F 7,825 ek 14,562 9,196 ik
N 268 268 208

#5p<0,01;+4p<0,05;¥p<0, 1
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As mentioned already, the shift to the analysis of the intermediate regions (cf. Table 36b) sees
a return of the positive effect of the public sector on both RGVA trajectory retention measures.
Meanwhile the effect of a strong agricultural sector is generally negative on the same
dimensions, and manufacturing has a strong negative influence on the recovery of the
development level. The latter fits expectations in so far as a stronger immediate loss to
manufacturing is expected after a shock, especially in connection to general downturns in the
business cycle (cf. Chapter 3.1 and among others Hill et al. 2012). Consequently, the level of
development is lowered significantly as well. Additionally, one sees trends for the negative
effect of a strong service sector and a slight positive effect of the construction industries — both

results are, however, only marginally significant.

For intermediate regions, the microeconomic market efficiency becomes more important again,
as can be seen in the strong and highly significant negative effect of high-level labor bargaining.
Interestingly, intermediate regions also show one of the few cases of a positive effect of a well-
developed SHDI — which might have to do with their role as a supplier of human resources to

neighboring urban regions (Morrill et al. 1999; Giannakis and Bruggeman 2020).

Regarding the categorical variables and especially the country associations, the main finding is
that within the same countries the effect of the country association seems to vary between the
different regional types. For example, while the Dutch association has a strong negative effect
on the trajectory retention measured over five years for urban areas as well as a tentative
negative trend for the development level, in comparison the effect on intermediate regions of
being Dutch is overall positive. This contrast is even starker when analyzing Dutch rural areas,
which show strong negative effects across all resilience performance dimensions. Alternatively,
the Austrian country association has a negative effect on intermediate regions in the trajectory
retention dimensions but a mostly positive effect on rural areas for the development level and
the retention dimensions (although the latter is of very low significance). For Spanish regions,

there seems to be a more exact reverse trend to the Austrian observations.

Despite some country associations having little effect on the different regional types of
resilience performance (France or Germany, for example), this hints at the importance of
national specificities for regional economic resilience performance. These results suggest that
the national realization of the rural-urban cleavage varies and a region’s place within a nation’s

geographic spectrum matters significantly.

The most remarkable effects of the different indicators on rural RGV A resilience performance

(cf. Table 36¢) have already been mentioned in contrast to the two other regional typologies.
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As with intermediate regions, there is evidence for the negative effect of the manufacturing
sector on regional RGVA resilience performance as well as for a positive influence of the public
sector. While the different sectoral weighs affect different resilience performance dimensions,
the trend is nonetheless similar. The negative effect of the agricultural sector found for both
other regional types disappears completely but is replaced by the negative influence of the
construction sector. The former at least corresponds to the expectation that a relatively strong
agricultural base increases or at least stabilizes rural RGV A resilience performance (Holl 2018;
Giannakis and Bruggeman 2020, 2017a). Of further note is the positive effect of multimodal
accessibility on the development level dimension, the positive effect of GFCF on the same
dimension, and the strong negative effect of trade indicated by the current account balance on

trajectory retention.

Overall, the analysis of the RGVA related-resilience performance along the urban-rural
typology mainly showed how different urban resilience performance in particular reacts to the
different capabilities and their indicators. This especially concerns the influence of the
respective sectoral weights, specifically the effect of the public sector. It has also become visible
that the effect of a region’s country association can have a strong influence on the performance
in the different regional types, with many countries ‘favoring’ either urban, intermediate, or
rural regions. Two capabilities are, roughly, consistent across all classes. First, an increased
microeconomic market efficiency, indicated by multilevel bargaining and unionization levels,
seems to be generally beneficial, although the influence is weakest on urban regions. Second,
economic concentration as represented by HHI and, to a lesser extent, the regional presence of
strong clusters is detrimental to RGVA resilience performance. Again, the effect is weakest in

urban areas overall.

As for RGVA related resilience performance, when analyzed by employment-based resilience
performance the urban regional type seems to have the most deviations overall from the general
analysis as well as the other regional types (cf. Table 37a). Again, this mostly concerns the
relative strength and absence of effects than a general redirection of causal relationships of

employment resilience performance and regional resilience capabilities and their indicators.

The first indicator this concerns is the very strong negative effect of the share of economically
active population on the development level dimension as well as the trajectory retention
measured over eight years. While this effect is reflected in the general analysis from Chapter
7.2 as well as partially in the results on rural regions, the overall intensity of the effect on urban

areas is still remarkable. Given this contrast, one simple assumption could be that an oversupply
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of labor in cities and more urbanized areas is detrimental to employment resilience performance

(as it would be to general employment indicators) (Stiglitz et al. 1999).

The relations to other indicators are weak, as for example for labor productivity or government
debt, or non-existent, as for example in the case of the average firm size or any effect of the
current account balance. Unique to urban areas are the positive effects of the GDP share of
research and development spending on the development level dimension and of higher
government closeness on the trajectory retention measured over four years. The former might
hint at the potential importance of universities and wider research activities as job creators in
urban areas (Bleaney et al. 1992; Howard et al. 2021), while the latter may suggest advantages
due to local governments, policies, and local problem solution potentially being more potent in

high density areas, as discussed in Chapter 3.2 (Ostrom 1990).

As for the categorical variables, there is little evidence of any strong bias of the country
association to any of the regional categories. For the different crisis periods as well as the shock

types, the results at least suggest a trend that must be remarked upon.

First, while all regional types see a negative effect for observations falling in the 2000-2003
phase and at least some positive trends for the 1990-1993 period and cases in between, urban
regions are the only regional type that show any significant positive relation to the period from
2008-2009 surrounding the GFC. This might hint at a gradual shift towards an increased
employment resilience performance in urban areas in the early 21% century and reflects the
results on the RGVA resilience performance of urban regions during the same crisis period.

Further studies and data would be needed to confirm this trend, however.

Second, while national economic downturns are, as before, generally found to have a negative
effect on employment resilience performance in all regional types, there are indicators of a
positive effect of local industry shocks in an urban context. Though very tentative, this might
hint at a greater flexibility regarding labor in an urban context — i.e. the ability to more easily

change career paths or employers (Feldman and Ng 2007; Stumpf 2014).

Intermediate regions (cf. Table 37b) are remarkable mostly in that they are the regional type
most affected by migration (negative on an eight-year trajectory retention), and profit most from
the presence of a strong construction sector. Like rural areas they profit strongly from a positive

current account balance, higher levels of multimodal accessibility, and high labor productivity.

Specific to intermediate regions seems to be a relatively strong negative effect of regional

employment in research and development. In addition, intermediate regions see a strong
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negative effect of higher average business sizes as well as a negative effect from the presence
of regional clusters, and, uniquely, of high standardized labor compensations. These latter
points, together with the negative effect of unions, support the thesis of the advantage of
economic decentralization and high microeconomic market efficiency, at least for intermediate
regions. Additionally, the negative effect of research and development employment, together
with the negative effect of clusters on the eight-year trajectory retention, seem to suggest a
negative influence of a knowledge-based economy on the employment resilience performance
of intermediate regions. This might relate to negative effects of regional overeducation on labor

market efficiency (Biichel and van Ham 2003).

The analysis of rural regions adds only a few more results to be remarked upon (cf. Table 37c¢).
Most interesting is the seemingly moderately strong negative effect of GFCF on regional
employment resilience that might be related to the already discussed “jobless recovery” and
automatization (cf. Chapter 7.2.1 and 7.2.5 as well as Jaimovich and Siu 2020). Additionally,
there is the very strong negative influence of a high SHDI on the regional employment
trajectory retention measured over eight years. Again, the assumption here might be connected
to overeducation and rural flight or increased urbanization by educated elites (as the SHDI

includes educational variables) (Hofmann and Wan 2013).

Regarding the categorical variables, little is to be remarked upon that has not already been
discussed. One exception relates to the surprisingly strong positive effect that falling in between
the different crisis spikes exerts on the rural recovery of the development level resilience
performance dimension. Furthermore, there is a marginally negative trend to the crisis period
of 1990-1993, which goes against the generally positive performance of the other regional types
during this period. This might hint at a fundamental change in the rural-urban relationship
beginning in 1990 and a structural shift away from agricultural industries (later resulting in the

positive urban performance in 2008-2009 discussed in 6.3).

In summary, the results on employment resilience performance in the context of the urban-rural
typology hint at a slightly positive bias for urban employment resilience performance over the
observed time span. This might be connected to the positive effect research and development
spending seems to have in an urban environment — contrasted by the negative effect of research
and development-related employment in intermediate regions. Furthermore, it seems
employment in urban regions is somewhat more decoupled from national and international
trends, while intermediate and rural regions also profit more from globalization than urban areas

when it comes to employment resilience. Otherwise, the patterns across the different typologies
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are relatively similar: they again show the benefit of a relatively high microeconomic market
efficiency (as indicated by the negative effect of high unionization levels), the negative trend
on employment resilience in case of national economic downturns observed earlier, and a

current account surplus representing international trade influences.

Nevertheless, the urban-rural distinction matters less in the context of employment resilience
than it seems for the RGVA-based resilience performance where the effects of the different
capabilities, and especially sectoral composition, vary more widely. As for employment-based
resilience performance, the analysis of RGVA resilience performance offered support for the
importance of microeconomic market efficiency. Unique for RGVA resilience performance, at
least in this analytical context, is the apparently negative effect of economic concentration on
urban and intermediate regions in the form of clusters. Regarding employment resilience, only
intermediate regions show a similar trend. This, however, is made up for by the positive effect
of trade integration, as indicated by the current account balance, on employment resilience
performance, which is significantly positive in intermediate and rural regions but has little to

negative effect on RGVA-related performance measures across all regional types.

7.3.4 The effect of resilience capabilities in different national environments

As mentioned in the introduction to Chapter 7.3, this sub-chapter will not attempt to investigate
every country whose regions form part of the analyzed sample of this study. Since for many
countries the number of observations that can actually be fully conducted over even a four-year
recovery period shrinks quickly, and the methods applied lose reliability with a decreased
sample size, the focus will be only on those countries that offer the highest numbers of
observations. As such, only the four countries with the most observable regions for employment
and RGV A-based resilience performance were analyzed for the effect of the regional resilience
capabilities. For RGVA-based resilience performance, these are Germany, the United
Kingdom, France, and Italy. For employment-based resilience performance, France is replaced
with Spain due to the former’s lack of observations — or in a more positive sense, due to its
regions’ high shock resistance, which leads to fewer observations of employment resilience
performance. Additionally, it may be remarked that due to being national and temporal
constants (i.e., one fixed value for a country across the whole time series), government

closeness and the ease of getting credit indicators have been removed from the analysis'*°. The

190 To maintain a regularity in readability the codes of both variables codes have been preserved however in the
tables presenting the results of the stepwise analysis.
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summarized results of the corresponding analyses can be found in Table 38 for RGV A-based

resilience performance and in Table 39 for employment-based resilience performance'®".

As mentioned before, for both employment and RGV A-based resilience performance, German
observations are the numerically biggest group, partly due to the simple relative size of
Germany among the countries but partially also for the high number of NUTS 3 regions relative
to total population. For RGV A-related resilience performance, this phenomenon is the most
extreme: here, German regions (826) are nearly three times as numerous than the next biggest
country grouping from the UK (280), or about 43% of all cases included in the stepwise

analysis'®?.

Given this high share of RGV A-based observations for Germany, it could be expected that the
German tendencies with regards to the effect of the different resilience capabilities reflect the
relationships observed in the general analysis of 7.2 relatively closely (cf. Table 38a). However,
this seems to be the case only for the positive effect of the public sector RGVA share.
Otherwise, the results diverge significantly from the general results, as well as from the other

country groupings analyzed here.

Of specific interest here are the positive effects of the construction sector on both trajectory
retention measures. This, together with the strong positive effect of GFCF and the trend towards
a positive effect of the regional RGVA sectoral share of manufacturing, suggests the positive
influence of regional capital endowment in German regions on RGVA resilience performance
as well as the possibility of construction industries and large-scale public projects serving as

sources of regional economic growth and resilience (Grimes 2014).

A further particularity of the German observations is the very strong positive effect of a current
account surplus on resilience performance, or rather the retention of the growth trajectory
independent of recovery phase duration. While this effect exists for some other countries and
the general analysis in Chapter 7.2 as well, the positive effect for German regions of high
national exports across the years seems to be strongest overall. This holds true not only for
RGVA-related resilience performance, but also for the employment-based resilience
performance measures, which will be discussed later. Of the countries observed here, only

Italian regions seem to profit from strong exports, as measured by the current account balance,

191 The details on the RGV A-based country level analyses can be found in appendix IIl.e.i, the employment
based equivalents in appendix IIl.e.ii.

192 These numbers apply for the recovery of the development level and the trajectory retention measured over
four years.
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at a comparable scale to Germany'®?. Since this similarity of Germany and Italy in relation to
exports is even stronger for employment-based resilience (cf. Tables 38a and 38c), this suggests
that there is a positive effect of trade on regional economic resilience performance, at least in
some national contexts and especially the German context of an export focused economy

(Jacoby 2020).

A last comment in the context of German RGVA resilience performance needs to be made on
the negative effect of higher regional shares of the economically active civilian population. As
already discussed during the analysis of the different crisis periods, for parts of the timeline
(especially the periods 1990-1993 and 2000-2003, cf. Chapter 7.3.1) Germany showed strongly
increased levels of unemployment, which in turn might lead to the observed negative effect on
RGVA in regions with an increased population of working age (Burda and Hunt 2011; Burda
and Seele 2016).

For the observations from the United Kingdom there are surprisingly few significant effects to
be found (cf. Table 38b). That said, it seems that the comparatively high number of significant
effects by variables in the case of Germany is more the exception than the rule, as will be seen
when discussing the results in France and Italy. Still there are a couple of remarkable

observations relating to the resilience performance of UK regions.

The first among these is the negative effect of public sector employment on both trajectory
retention dimensions. This is remarkable mostly because of the contrast to Germany as well as
the general analysis where the same sector had a major positive effect on the very same
resilience measures. Potentially, this contrast is simply the result of a different role of the public
sector, or more likely, the divergent effect of national and regional policy choices in response

to different crisis events.

One example of such a divergence in policy responses having a potential effect on RGVA
resilience through the public sector share can be found in the austerity policies implemented
during and after the GFC. While the UK started to cut spending on the public sector and shrank
the number of public sector employees to lower the sovereign deficit as well as the total public
debt, Germany took no such measures but instead continued as before with regards to the public
sector, which had already undergone reforms in the years before the crisis (Arestis and Pelagidis
2010; Bach 2016; Keller 2014; Werner Eichhorst; Bosch 2013; Grimshaw 2013). As a result, a

scenario explaining the divergence could be found in which UK public spending was slashed

193 In contrast to the German trajectory retention effect, in Italian regions the effect of the current account
balance is focused on the recovery of the development level in the Italian.
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during and after the initial shock, leading to reduced regional growth as well as regional
resilience performance. Meanwhile in Germany spending in the public sector, as well as public
employment, remained steady and could thereby potentially contribute to regional resilience
performance, or function as a stabilizing influence at least. This is certainly conjecture and the
description only applies to the crisis of 2008-2009. However, it demonstrates the potential effect
of policy choice specifically on the public sector and the potential fallout of policy decisions

leading to different country related effects for the same indicator.

The negative effect of research and development activities as a share of GDP can be seen in a
similar light, considering that many research and development activities are, at least partially,
funded through public channels and furthermore include institutes of higher learning, which
again form part of the public sector. This is further supported by a similar negative effect on
the eight-year trajectory retention for France where the public sector, and especially education
through massive staff reductions, came under similar pressure as in the UK after the GFC

(Gautié 2013).

Like the case of German regions, in the UK a comparatively higher GDP per capita results in a
higher loss to the regional comparative development level. While the effect is moderately strong
and significant, it is potentially mostly a sign of which regions are hit hardest since it seems to
have no effect on the subsequent retention of the growth trajectory either of four or eight years
of recovery. Furthermore, there seems to be a negative effect of migration on the retention of
the growth trajectory for UK regions. While the significance of this effect is only marginal for
the retention trajectory measured over eight years, the effect is moderately significant over the
shorter recovery period of four years. Since negative effects of migration are more expected in
connection to employment resilience, one explanation might have to do with the increasing
urbanization in the UK directed towards centers potentially hit hardest by shock events like the
GFC (French et al. 2009; Talani 2011; Millington 2012). However, a negative effect of

migration on RGVA, especially through the demand side, cannot be excluded either.
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Table 38: Standardized coefficients for RGVA resilience performance (selected countries)

a) Germany (DE) b) United Kingdom (UK) ¢) France (FR) d) Italy (IT)
Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth
Level Trajecotry Trajecotry Level Trajecotry Trajecotry Level Trajecotry Trajecotry Level Trajecotry Trajecotry
(4 years) (8 years) (4 years) (8 years) (4 years) (8 years) (4 years) (8 years)
Pop_age Pop_age Pop_age 0,287 #* Pop_age 0,258
Mig_net Mig_net -0,151 ** -0,144 * Mig_net Mig_net
Pop_work -0,165 ** -0,168 #** Pop_work 0,175 ** Pop_work Pop_work
Agri_ GVA Agri GVA Agii GVA 0,191 Agii GVA
Manu_GVA 0,118 * Manu_GVA Manu_GVA Manu_GVA
Const_GVA 0,123 0,188 Const_GVA Const_GVA -0,218 ek Const_GVA
Serv_GVA Serv_GVA Serv_GVA 0,181 * Serv_GVA
Pub_GVA 0,226 #* 0,246 ok 0,377 #k Pub_GVA -0,175 ## -0,172 * Pub_GVA Pub_GVA
HHI HHI HHI HHI 0,149 *
GDP_PC -0,120 GDP_PC -0,194 # GDP_PC GDP_PC
GFCF_PC 0,129 sk 0,139 sk GFCF_PC GFCF_PC -0,137 GFCF_PC
PROD PROD PROD 0,236 *** PROD
RnD_GDP RnD_GDP -0,219 ##k RnD_GDP -0,205 ** RnD_GDP
RnD_EMP RnD_EMP RnD_EMP RnD_EMP
MM_Ac 0,081 MM_Ac 0,128 MM_Ac MM_Ac 0,292 sk 0,208
Avg_bus Avg_bus Avg_bus Avg_bus
Gov_debt Gov_debt Gov_debt 0,773 sk Gov_debt
Cur_blc 0,401 ok 0,533 sk Cur_ble Cur_ble Cur_ble 0,234
Gov_close constant Gov_close constant Gov_close constant Gov_close constant
Lab_comp Lab_comp Lab_comp Lab_comp
Union Union Union Union
ML_barg ML_barg ML_barg ML_barg
SHDI SHDI SHDI SHDI
SC_Org SC_Org SC_Org SC_Org
EoC constant EoC constant EoC constant EoC constant
Clu Clu Clu Clu
90-93 90-93 90-93 90-93
00-03 00-03 00-03 00-03
08-09 08-09 08-09 08-09
BTW BTW BTW BTW
Urban Urban Urban Urban
Intermed. Intermed. Intermed. Intermed.
Rural Rural Rural Rural
LOC_Ind LOC_Ind LOC_Ind LOC_Ind
NAT_Eco NAT_Eco NAT_Eco NAT_Eco
NAT_Ind NAT_Ind NAT_Ind NAT_Ind
adjR? 0,144 0,086 0,251 adjR? 0,144 0,123 0,159 adjR? 0,446 0,498 0,565 adjR? 0,177 0,291 0,364
Model F 20,845 ##* 13,869 31,633 ##* Model F 8,826 13,984 ok 10,480 ##* Model F 22411 20,185 *#* 28,688 *+* Model F 10,172 ##* 18,556 ##* 15,768 ##*
N 826 826 731 N 280 280 202 N 214 214 150 N 172 172 130

##4p<0,01;#*p<0,05;*p<0,1

#kp<0,01;*#p<0,05;*p<0,1

##p<0,01;*#p<0,05;#p<0,1

#45p<0,01;*#p<0,05;#p<0,1
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Table 39: Standardized coefficients for employment resilience performance (selected countries)

a) Germany (DE) b) United Kingdom (UK) c) Italy (IT) d) Spain (ES)
Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of Independent  Reecovery of Retention of Retention of
Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth Variable Development Growth Growth
Level Trajecotry Trajecotry Level Trajecotry Trajecotry Level Trajecotry Trajecotry Level Trajecotry Trajecotry
(4 years) (8 years) (4 years) (8 years) (4 years) (8 years) (4 years) (8 years)
Pop_age 0,192 ## Pop_age -0,337 ** Pop_age 0,268 ** Pop_age
Mig_net -0,213 -0,176 * Mig_net Mig_net Mig_net -0,409
Pop_work -0,214 Pop_work -0,228 ** -0,337 ek Pop_work Pop_work -0,250 #*
Agri_EMP 0,244 ## 0,224 ## 0201 ** Agri_EMP 0321 Agri_EMP 0,175 Agri_EMP
Manu_EMP -0,168 ik Manu_EMP Manu_EMP Manu_EMP
Const_EMP 0,165 Const_EMP -0,201 #* Const_EMP Const_EMP 0,333 sk 0,307 ##* 0,335
Serv_EMP Serv_EMP -0,165 * Serv_EMP Serv_EMP
Pub_EMP Pub_EMP 0211 ** Pub_EMP Pub_EMP
HHI HHI HHI HHI
GDP_PC GDP_PC GDP_PC GDP_PC -0,230 **
GFCF_PC GFCF_PC GFCF_PC GFCF_PC 0,364 ##*
PROD PROD 0,145 * PROD PROD 0,324 #k
RnD_GDP RnD_GDP RnD_GDP RnD_GDP
RnD_EMP RnD_EMP RnD_EMP RnD_EMP L0217 #*
MM_Ac 0,170 sk 0,197 sk 0,335 sk MM_Ac 0,332 sk MM_Ac MM_Ac
Avg_bus -0,167 Avg_bus Avg_bus 0,184 ** Avg_bus 0,335 #*
Gov_debt Gov_debt Gov_debt Gov_debt -0,907 ##x
Cur_blc 0,429 sk 0,157 ok 0,443 sk Cur_ble Cur_ble 0,521 ek 0,260 0,274 #* Cur_ble
Gov_close constant Gov_close constant Gov_close constant Gov_close constant
Lab_comp Lab_comp Lab_comp Lab_comp
Union Union Union Union
ML_barg ML_barg ML_barg ML_barg
SHDI SHDI SHDI SHDI
SC_Org SC_Org SC_Org SC_Org
EoC constant EoC constant EoC constant EoC constant
Clu Clu Clu Clu
90-93 90-93 90-93 90-93
00-03 00-03 00-03 00-03
08-09 08-09 08-09 08-09
BTW BTW BTW BTW
Urban Urban Urban Urban
Intermed. Intermed. Intermed. Intermed.
Rural Rural Rural Rural
LOC_Ind LOC_Ind LOC_Ind LOC_Ind
NAT_Eco NAT_Eco NAT_Eco NAT_Eco
NAT_Ind NAT_Ind NAT_Ind NAT_Ind
adjR? 0,292 0,175 0,261 adjR? 0,386 0,237 0211 adjR? 0,253 0,200 0,227 adjR? 0,503 0479 0,649
Model F 17,395 ok 13,694 ok 16,005 Model F 18,330 13,830 #* 24,365 *** Model F 17,748 ##* 25,730 ##* 13,324 # Model F 10,982 ##* 15,506 #*#* 20,286 *#*
N 359 359 341 N 249 249 176 N 199 199 127 N 80 80 74

##4p<0,01;#*p<0,05;*p<0,1

#kp<0,01;%*#p<0,05;*p<0,1

##p<0,01;*#p<0,05;#p<0,1

#4#p<0,01;*#p<0,05;#p<0,1
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Regarding French regional RGVA resilience performance (Table 38c), the first effect to
mention is present in Italian regions too, i.e., the positive effect of a high aging index on the
retention of the growth trajectory measured over eight years in both countries. This result is
also reflected in the general analysis in Chapter 7.2. One reason for this positive effect, as was
discussed in other chapters (e.g., Chapter 7.2.3), could be the relative income stability of
pensions and other age-related transfer payments, keeping up aggregate demand during and
after a shock event as well as their potential contribution to a more efficient credit market!'**

(Barr 2006b, 2006a).

Furthermore, if the assumption for the potential of more accumulated resources of an older
population holds, these resources could further contribute to increase regional resilience
performance (Taylor et al. 2011; Afman 2020; Ihle and Siebert-Meyerhoff 2017). That said,
since the aging index only seems to affect the growth retention dimension measured over eight
years, the effect and the causal arguments mentioned here should not be overvalued. This holds
especially true as the factors discussed seems conceptually to be more suited to stabilizing the
level of economic development and contribute less to the long-term retention of the growth

trajectory as it does in the analysis presented.

The effects of the different sectoral weights in the French case differ from Germany’s'®. Where
there are mainly positive sector-related effects for German regions (from construction,
manufacturing, and the public sector), French regions see mostly negative influences,
particularly of the agricultural and construction sector. Nevertheless, there is a marginally
significant trend for a positive effect of the service sector on the development level dimension.
Still, overall, the effects are restricted to singular resilience dimensions. Taken together with
the non-effects in Italy and Britain, this seems to indicate that sectoral weights may be less
important on a general level, at least for these countries, than the German cases suggest. This
lack of effect of the relative sectoral weights is further reflected in the general analysis presented

in7.2.1.

Particular to French regions’ RGVA resilience performance is the beneficial influence of a
comparatively high regional labor productivity on the recovery of the development level

performance dimension. This influence, while not affecting the other countries regions

194 Though the latter is a function mostly restricted to funded pension systems, while France and Italy both have
mainly pay-as-you-go pension systems (Barr 2006b; Barr 2006a).

195 Since in the British and Italian regions there is no significant effect of sectoral weights this comparison will
be omitted.
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performance in this country comparison, is also visible in the general analysis. It suggests at

least some meaningful level of influence of this indicator for this performance dimension.

Lastly, there seems to be a strong positive effect of the national government deficit on the
trajectory retention measured over four years, i.e., a positive effect of a low deficit or even
government surplus. Since the direction of the effect of this indicator is reversed for this
resilience dimension in the general analysis, it can be assumed that this is a feature specific to
French regions and might be a product of national policy making in relation to public spending
and debt management. In other words, this might imply a positive effect of austerity politics in

the French case.

The most significant effects on the resilience performance of Italian regions have already been
discussed in the context of the other countries (cf. Table 38d). It must be pointed out that for
the Italian observations there are remarkably few effects of any kind that have a high enough

significance to be selected by the stepwise approach.

The one feature which has not been discussed yet is the strong positive effect of high levels of
accessibility. While this is reflected to a certain extent in the general analysis for the retention
of the growth trajectory measured over four years, the effect is stronger for Italian regions and

affects the recovery of the development level dimension as well'*®

. One suggested explanation
of the strength of this effect in the Italian case, suggested by literature as well as a qualitative
glance at the accessibility data and individual regions performance, could relate to the
sometimes contested Italian economic (and social) North-South divide. Generally, northern
Italian regions (roughly the regions above the level of Rome, cf. Maps 1-4) have a higher rating
for multimodal accessibility as well as a higher resilience performance. This reflects the general
literature and studies on the historically higher levels of economic prosperity in the North
compared to the Italian South (Putnam 1992; Cellini and Torrisi 2014; Paolo D1 Caro 2017;

Gonzalez 2011; Di Martino et al. 2020; Deleidi et al. 2021; ESPON 20214d).

Looking at this selection of country-based resilience capability and their effects leads to the
conclusion of a very strong influence of national particularities on RGVA resilience
performance. It seems that the respective regional national association, and therefore national
particularities not being able to be covered by this study in full detail, have an immense
influence on the results of the regional economic resilience process. This is also suggested by

the analysis results in 7.2.4. That said, while there is little commonality among the different

19 There also exist indications for a positive, though not significant, trend of accessibility in the case of German
and UK regions as well.
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countries’ regions analyzed here, these results do not invalidate the results discussed in 7.2.
With some exceptions, e.g., the strong positive effect of a higher government deficit in the
French case, the national results either confirm the effects identified in the all-region analysis
on an individual basis (e.g., in the case of the effect of the current account balance, accessibility,
or the aging index) or at least do not contradict them (e.g., the negative effect of unionization,
or economic concentration and firm size). Still, while the general results from 7.2 as well as the
other analytical steps in 7.3 still hold some validity, future research into the causes of RGVA

resilience performance must take these national particularities into account to a higher degree.

The analysis of the effect of the different resilience capability indicators for employment-based
resilience performance (Table 39) continues to offer a picture of national disparities in their
effects, thus reflecting the findings on RGVA resilience performance. As mentioned above, the
analysis once more includes the shock-affected regions of Germany, the United Kingdom and
Italy. However, due to French regions’ high level of shock resistance, France is replaced by

Spain'?’.

With positive effects on the trajectory retention over eight years for the aging index, Germany
(as well as Italy) reflects the general results (cf. Table 39a). Furthermore, this reflects the results

seen in the country-based analysis for RGVA resilience performance as well.

More remarkable is the strong negative effect of migration on both trajectory retention
measures. While this is reflected in the general results, it is particularly strong in the German
case and is not reflected in any of the other countries’ regions observed here. Given the high
share of German regions (about 32% of observations), it can be assumed that the general results
are strongly influenced by the relatively poor German performance in these resilience
dimensions for the periods of 1990-1993 and 2000-2003 when net-migration in German regions
was relatively high (cf. Tables 33b, ¢, and appendixes II.n and II.o). Due to Eastern German
regions’ resilience performance not being observable until 1998 because data was only
available from 1990 onwards, and because these Eastern regions were often the source of inter-
German migration, the negative effect of net-migration might be exaggerated in the German

case — and therefore in the general results too (Heiland 2004).

The negative effect of an increased share of the civil economic active population on
employment resilience performance is visible for Germany, but also the UK and Spain in

different dimensions, and has been discussed at other places already. It is most likely connected

197 The totally observable French regions number only 18 in the case of employment resilience performance
compared to 80 Spanish regions.
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to a simple oversupply of labor but could also be connected to the negative, but disputable,

effect of migration that is discussed above (among others Stiglitz et al. 1999; Johnson 1980).

Somewhat surprising, given the analysis on the topic so far, are the effects of the different
employment weights of the German regions’ economic sectors. While the negative effect of
manufacturing on the recovery of the development level dimension of employment resilience
performance has a theoretical foundation — discussed in Chapter 3.1 — it has only been identified
for intermediate regions so far (cf. Chapter 7.3.3). Now it also seems to be significant in the
German cases but this effect is not reflected in Italy and Spain. Despite the share of intermediate
regions in the analyzed samples is even slightly higher in the latter two (cf. appendixes Ill.e.ii.1,
IIl.e.ii.3, and I1l.e.ii.4). Additionally, there is a surprisingly strong positive effect of the regional

employment share of agriculture on the regional resilience performance in all dimensions.

While both effects were discussed in Chapter 3.1 as potentials, their sole significance for the
case of German regions is remarkable (though there is a non-significant trend for a similar
positive effect in the UK as well). This German feature becomes even more remarkable when
considering that in the analyses conducted in Chapters 7.3.1-7.3.3 on employment resilience
performance the effect of agriculture, when any was identified, was always negative. It seems
that the stabilizing effect of agriculture is a very German feature. Of course, one must consider
that only four countries are compared here, and that if additional countries could be included to
a greater extent (for example, France, with its strong agricultural sector) the results of this

interpretation might vary considerably.

In contrast to the analysis of RGVA-based resilience performance of German regions,
multimodal accessibility plays a significant (positive) role in explaining employment resilience
performance. This seems true not only for Germany but also for the UK as well as the general
analysis, at least for the trajectory retention measured over four years. Conversely, Italy, which
saw a strong effect of this indicator on its regions RGVA-based resilience performance, shows
no significant effect of accessibility on any dimension in the context of employment resilience

performance.

Another feature that points to the unique properties of the German economy can be found in
the negative effect of a high average business size on the four-year trajectory retention. While
this effect is reflected in the general analysis, effects in the opposite direction (albeit for
different performance dimensions) can be found for Italy and Spain. This divergence might
reflect the mostly German business culture of the “Mittelstand” (i.e., a firm structure dominated

by strong medium-sized enterprises). Meanwhile in Italy, larger firms economically dominate
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regions more often, despite SMEs being relatively more common than in Germany (Parella and
Hernandez 2018; Dominicis et al. 2013; Bartelsman et al. 2005). Given these conflicting results,
it seems that firm size as an aspect of economic concentration can be a resilience capability that
can have effects in any direction, depending on national setting and business culture. That is,
in Italy, economies of scales, resources, and firm-internal redundancy might be a positive
feature, while in Germany a higher grade of decentralization works as a positive factor for

employment resilience performance.

Last but not least is the strong positive effect of a current account surplus on the German (and
Italian) employment-based resilience performance, as already discussed in the context of
national RGVA resilience performance. As discussed above as well as implied by the general
analysis, trade, and specifically export, seems, for at least some countries, to be a stabilizing
feature regarding regional employment resilience performance as well as its RGV A equivalent,

though to a lesser extent.

The United Kingdom shows some interesting contrasts to the other countries’ results (Table
39b). First of all, its regions’ employment resilience performance seems to be unique in this
four-way comparison in that it is negatively affected by a higher aging index. To qualify this,
however, the effect is focused on the recovery of the development level and not, as in the case
of other countries’ positive effects, on the trajectory retention measures. Still, despite this
qualifier, this negative effect might be a symptom of the lower level of labor protection in the
UK and the potentially resulting age bias in regards to dismissals during recessions (Grimshaw

et al. 2017).

Age is not the only UK indicator having an effect contrary to the trend in the other countries as
well as the general analysis. The effect of the construction share of employment, which had a
tentatively positive effect on eight-year trajectory retention in the general analysis and has a
very strong positive influence on the Spanish regions across all performance measures, is
significantly negative on the four-year trajectory resilience. Similarly, there is a marginally
significant negative trend of the combined service sector share, while public sector employment
has a positive effect on the recovery of the development level dimension of resilience
performance. Neither of these results is reflected for employment resilience in the other

countries or the general analysis in Chapter 7.2.

The reason for this deviation from the ‘norm’ could potentially be found in the policy of a rapid
shift towards de-industrialization and the service industries since the late 1980s in the UK. This

trend existed in most other European countries as well, but found a particular strong expression
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in the UK (OECD 2005). The negative effect of the service industry on UK resilience might be
further enhanced by the fact that the relative majority of British observations falls in the time
period around the GFC (38% of observations). As a crisis to the financial system this crisis
affected, initially at least, primarily the service sector and specifically the finance industry,

which is traditionally strong in the UK (Bennett and Kottasz 2012; Riley et al. 2014).

Further positive contributors to UK employment resilience can be found in a marginal trend cy
labor productivity and the significant effect of regional accessibility. In the British case, both
affect the regional retention trajectory measured over four years favorably, and at least the
positive effect of regional accessibility is confirmed by other countries’ regions’ results as well

as the general analysis'®®.

All the effects on the Italian regions’ resilience performance have already been discussed in
connection to similar effects in other countries (cf. Table 39c). Two main points remain to be
underlined however: First is the very lack of many effects of the indicators on resilience
performance for Italian regions. An observation which was already part of the discussion of the
RGVA-based resilience performance of the Italian observations. The strength of R? for the
model selected by the stepwise algorithm for Italy, compared to the results for the British as
well as German observations, suggests a similar explanatory value despite the reduced number
in significant variables. That the main effects seems to center on the annual national current
account balance in turn suggests that the differences between Italian regions with respect to
employment resilience are simply not very large and more dependent on timing than geographic
location. Furthermore, the lack of any effect of accessibility on regional employment resilience
performance is interesting, considering the strong effect the same variable had on RGV A-based
resilience performance. A conclusion which can be put forward is that the North-South divide,
which was discussed above as a reason for the cause of the strong RGVA-resilience

performance effect, simply has little effect on employment resilience performance in Italy.

In comparison, the analysis of the Spanish regions’ resilience performance and the effect of the
different capability indicators is more versatile (Table 39d). Again, many of these effects have
already been discussed in the context of the analysis of the other countries — i.e., the negative
effects of net-migration, economically active population, and average business size;

nonetheless, some features remain to be discussed.

198 There is always a positive effect of productivity identified in the general analysis, however for the recovery of
the development level dimension of employment-based resilience performance.
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First is the different effect of sectoral weights measured by share of total regional employment.
For the Spanish observations, a very strong positive effect of the construction sector is
identified. The strength of this effect is unique, albeit partially reflected in the general analysis
and as a trend for German regions. The particular effect for Spain is likely connected to the
construction boom up to the 2010s and the resulting dominance of this sector in the Spanish
economy (Anderson 2014). Overall, the divergent effect different economic sectors have on

regional resilience performance in each observed country is quite remarkable.

The results across all analyses conducted in this chapter for employment-based and RGVA-
based resilience show that regions in each country benefit or are encumbered differently by the
varying weights of the different economic sectors. While for each economic sector and most
possible directions of the effect there is some theoretical explanation that can be identified (cf.
Chapter 3.1), it seems like there is no generalizable effect applicable to all European regions
observed in a unified fashion. Therefore, it must be concluded that the influence of sectoral
weights is highly circumstantial and sensitive to national and regional specificities. One way
future studies could shed light on this is by using more detailed data on economic structures,
thereby giving a higher resolution of each economic sector than was possible for the present

pan-European study.

Second, and unique to the Spanish regions is the negative effect of a comparatively high
regional GDP per capita on trajectory retention measured over eight years as well as the positive
effect of GFCF on trajectory retention measured over four years. This potentially hints at a case
of high growth regions in Spain having a hard time recovering their former growth trajectory
in the long run. This would contradict the assumption of past acquired resources having a
positive effect but aligns with the negative effect of a high GDP per capita found for the UK
and Germany in the analysis of RGVA resilience performance. Another possibility, however,
is that there is a statistical artefact among the Spanish caused by an overlap of a long recovery
period with the sovereign debt crisis that affected Spain and Spanish regions particularly strong
(Moro 2014; Perez and Matsaganis 2018). The positive effect of GFCF potentially is connected
to the effect of the construction industry since a high weight for employment in that industry

naturally suggests an increased rate of gross fixed capital formation.

The positive effect of average business size has already been discussed. However, the Spanish
case where the effect is being focused on the trajectory retention over eight years implies an

even more sustained positive effect of larger businesses on employment resilience.
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The last point to be discussed here is the very strong negative effect of a high government
deficit. While at first sight this might imply a long term direct negative effect of high deficit
spending on the trajectory retention dimension of employment resilience — for example caused
by unsustainable financing — in the Spanish case one cannot ignore the potential long-term
detrimental effect of austerity policies enacted in reaction to the sovereign debt crisis (Moro
2014; Perez and Matsaganis 2018). Hence the effect might not be as direct as suggested, but
caused by policies that, in turn, were motivated by past deficits (Pavolini et al. 2015; Picot and
Tassinari 2017). This point might also explain the divergence of the Spanish results for the
effects of this indicator compared to the generally positive effects related to it in the analysis of

Chapter 7.2.

In summary it can be concluded that national effects on regional employment resilience
performance seem to dominate, as they did for the country-based analysis of RGVA resilience
performance. While this was already suggested by the strength of the country association
categorical variables in the general analysis, this chapter has shown how disparate the different

nations’ regions are affected by similar resilience capabilities.

This fact became most visible in the divergent effects of regional sectoral weights. Still as
mentioned in the context of RGVA resilience performance, the respective national analyses do
not fundamentally contradict the collective analysis of all regions in Chapter 7.2 — the one
strong exception to this being the UK which seems to deviate from the common European path
in more than one way. Furthermore, some general trends and effects are still reflected in the
national effects on employment resilience performance. This includes the tentative affirmation
of the benefits of high levels of regional accessibility, the positive influence of labor
productivity and a current account surplus, as well as the potential negative effects of migration
and a high share of an economic active population potentially being indicative of a labor

oversupply.

7.4 Discussion on the effects of resilience capabilities

The purpose of this chapter is to summarize and discuss the results of the empirical analysis of
Chapters 7.2 and 7.3. To do so, the results from the general analysis of the collective
observations made in Chapter 7.2 will be summarized in a short fashion and then put in contrast

to the results of the analyses by category conducted in Chapter 7.3 and consequently amended.
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The goal is to give the reader a conclusive overview of the findings of this part of the study.

The overall structure of the chapter follows the broad categories introduced in Chapter 3.

The chapter on structural resilience capabilities included the analysis of the effects of
indicators for regional economic concentration, regional economic structure, innovative
capabilities and signal openness, and the regional economic endowment (cf. Chapters 3.1 and
7.2.1). The first of these is the level of regional economic concentration, measured by regional

RGVA-based HHI, labor productivity, and the average business size (by number of employees).

In general, the negative effect of increased economic concentration was found to be strongest
for RGVA-based resilience performance measures. The only exceptions to this are a positive
effect of concentration measured by business size on the four-year trajectory retention in the
case of national industry shocks and a weak positive trend on the eight-year trajectory measure
connected to a high HHI. Labor productivity showed no effect on RGV A-based resilience

performance at all.

For employment-based resilience, the effect of economic concentration is far weaker to begin
with, and the analysis of selected nations’ regions showed that an increased average business
size in particular is not necessarily a negative asset in each case (specifically in the Spanish and
Italian cases). This latter finding is underlined by the positive effect of labor productivity found
in the general analysis on employment resilience performance, which as an indicator for
regional specialization suggests tentative evidence for employment resilience-related

advantages through higher levels of economic concentration.

Overall, the evidence suggests that a high economic concentration is a negative regional asset
primarily for RGVA resilience performance. It seems that diversity is preferable. No clear
conclusion can be drawn in the case of employment resilience performance. Nevertheless, it
appears that there is a good argument for a potentially positive effect of big regional employers,
or at least a higher level or regional specialization. The evidence for this remains tentative,

however.

The effect of the regional economic structure indicated by sectoral weight (measured in RGVA
and total employment share for RGVA and employment performance respectively) remains
highly unspecific. Generally, it seems that the sectoral effect on a region’s resilience
performance is highly dependent on shock timing, regional typology, and country association.
The only somewhat consistent effects are a positive influence of the RGV A share of the public
sector (including health, education, and related services) on RGVA-based resilience and the

construction sector share of employment on the employment resilience performance. While the
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former seems to be a solid finding confirmed especially in the context of local industry shocks
and national downturns as well as for intermediate and rural regions, the latter shows a relatively
high volatility, depending especially on crisis timing as well as country association. A
comparatively large construction sector seems therefore a less reliable factor in explaining
regional employment resilience performance. Hence, the only reliable conclusion for this class
of potential resilience capabilities that can be drawn is a beneficial effect of a high share public

sector RGVA share on RGVA resilience performance.

Indicators relating to regional innovative capabilities and signal openness (i.e., the regional
share of research and development activities by GDP or employment) show only a faint effect,
if any, on regional resilience performance by any measure. Furthermore, the research and
development share of employment often shows a negative effect on resilience performance,
which completely contradicts the hypothesis formulated in Chapter 3.1. As a result, this type of

9

resilience capacity, at least as measured by the selected indicators'®®, cannot be ascertained to

have a significant positive effect on regional economic resilience performance.

For the indicators related to regional economic endowment the analysis showed mixed results.
This might have more to do with the nature of the indicators themselves rather than the
fundamental concept of regional economic endowment and related path dependence. Arguably,
this group of indicators is a catch-all term in which the indicators of several other capabilities
could be included. As it turns out, two of the indicators - GDP per capita and GFCF per capita
(both standardized) - show little effect in the general analysis in 7.2 and highly divergent results

in the analysis by category conducted in 7.3.

For example, there seems to be a tendency of a comparably high GDP per capita to negatively
affect the recovery of the regional development level for RGVA resilience especially, but not
exclusively, and only under specific circumstances, e.g., during national industry shocks, for
the German and UK country association, or in rural areas. While significant in these specific
cases, there seems to be no generalizable effect (positive or negative) of a comparatively higher
or lower regional GDP per capita. The same conclusion goes for GFCF per capita, where again
there is some evidence for a mostly positive effect on different performance dimensions across
both employment and RGVA-based measures, but as before the evidence is sparse and not

supported by the general analysis. Hence both indicators, at least with regards to a generalizable

199 The author, in preparation for the analysis, attempted to employ other indicators (among them patent
applications, private research and development funding etc.), but available data did not satisfy the needs for a
large N study as presented here. However, the results of earlier, small N, analyses based on these indicators did
not change the fundamental picture. This might change once these indicators and similar indicators become
observable in greater detail and especially longer coverage.
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resilience capability, must be disregarded as evidence for the endowment capability, though

they might still be positive or negative factors under specific circumstances of place or time.

The one exception to this non-result is the effect of labor productivity on employment-based
resilience. While labor productivity was generally used as an indicator for specialization in the
context of economic concentration, it is of course also the product of regional economic
endowment to a certain extent. Despite having little effect on RGV A-based resilience, the
positive effect of increased labor productivity on employment resilience performance is
substantial and affirmed not only by the general analysis but also confirmed at least partially in

most of the categorical analyses in Chapter 7.3.

Therefore, the general capability category of regional economic endowment must be analyzed
with care. It seems to have little effect on regional resilience performance, no matter how rich,
poor, or supplied with capital stock a region is at the time of a shock event. But at least the level
of labor productivity reached by a region seems to have a significant and strong positive
influence on regional employment resilience performance. This is surprising to some extent,
considering the non-effect of GFCF (assuming this includes capital increasing labor
productivity) and the potential negative effects of productivity increasing measures, like
automatization capital, on labor demand and employment markets (cf. i.a. Acemoglu and
Restrepo 2019; Jaimovich et al. 2020). That said, the competitive advantage of high labor
productivity, especially considering the findings on the effect of exports as discussed later,
potentially more than outweighs these effects (Korkmaz and Korkmaz 2017). Why productivity
has no positive effect on RGVA-resilience performance for the very same reasons, however,
remains unresolved®. In conclusion, high labor productivity seems to be an asset for regional
employment resilience performance but the general capability grouping of regional economic

endowment shows no strong, clear-cut relationship to regional resilience performance.

The grouping termed institutional resilience capabilities includes macroeconomic stability,
microeconomic market efficiency, good governance, and the existence of regional knowledge

networks.

For the purposes of this study, macroeconomic stability was mostly associated with a balanced
budget — i.e., a low government deficit — and a balanced current account at the national level.
Therefore, the general expectation was for macroeconomic stability to have a positive

relationship to a low government deficit or even surplus, and negative association with any

200 There are occasional positive effects for specific countries or other categories analysed in section 7.3
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form of current account surplus or deficit. However, the results of the analysis suggest nearly

the opposite effect.

For RGVA, the current account surplus has an expected negative effect while a government
deficit has a positive effect. These results are put into question by the analyses along categorical
lines. There are for example significant moderate positive effects associated with a current
account surplus once national economic downturns are considered as well as German and
Italian observations. Meanwhile, despite the results on the benefit of deficit spending being put
into question to a degree by the French observations, it seems to be an effect which is otherwise

relatively stable or at least not falsified.

As discussed in 7.2.2 and 7.3.4, the reason for this unexpected positive effect of a high
government deficit on regional resilience performance might have to do with the timely
implementation of stabilization policies by national governments to fight crisis events — for
example, the quasi-Keynesian measures implemented by many states during the 2008-2009
financial crisis (Ozturk and Sozdemir 2015; Riley et al. 2014). In connection to this, the positive
effect of a high public sector RGVA share on RGVA resilience performance must be

reevaluated in the light of national stabilization policies as well.

The results on the effect of the government deficit on employment resilience performance are
similar to the ones identified for RGVA in the general analysis and across the categorical
analyses. The only exception to this are the dedicated analyses of the rural and intermediate
regions. Here, the association between deficit and regional employment resilience performance
corresponds to the original hypothesis (a negative effect of a high deficit). This might hint at a
political bias towards urban centers, assuming the positive effect of a deficit is associated with

national stabilization policies.

Nevertheless, the positive effect of the current account balance (i.e., a positive effect of a
surplus) on employment resilience is the most consistent observation. Across nearly all
categories, some positive effects reflecting the general results can be found. The only significant
exception to this can be found in the crisis period of 2008-2009. Here, a strong negative effect
on the four-year retention of the growth trajectory can be identified, which is potentially caused
by the extreme disruption of international trade during the GFC (Ozturk and Sozdemir 2015;
Riley et al. 2014).

In summary, while the findings on the effect of government deficits suggest government
stabilization policies as a positive factor in regional economic resilience performance, and high

exports expressed in form of a national current account surplus seem to be beneficial as well,
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neither of these results suggest macroeconomic stability and balance itself to be beneficial.
Quite the opposite, regional economic resilience seems to profit to some extent from national

imbalance in the form of deficit spending and trade surpluses.

In contrast to macroeconomic stability, the evidence for the resilience performance benefits of
microeconomic market efficiency is strong. Of the four indicators used to estimate the effect of
this regional capability, two - low unionization levels and a high firm-level flexibility of
multilevel labor bargaining - are, with a few exceptions, positively connected to resilience
across nearly all categories for RGV A as well as employment-based resilience performance. A
third indicator — a measure of the ease of getting credit — shows positive tendencies as well, at
least in the general analyses before introducing the country categories. This lends tentative
support to observations from the other indicators. The last indicator — standardized labor
compensation — shows no influence at all, with one or two exceptions in rare cases. The reason
for this might be that as an indicator it is more related to factor cost than the efficiency of

regional labor markets themselves.

The lack of clear results for two of the indicators might be related to the underlying nature of
the variables (as labor compensation might not be a good indicator for microeconomic market
efficiency) or the way the indicator is measured (the ease of getting credit indicator consist of
an average national score). Nevertheless, microeconomic market efficiency is one of the
strongest candidates for a generalizable beneficial capability that can actually increase regional
economic resilience as indicated by RGVA as well as employment-based resilience

performance.

Good governance, as measured by the governance closeness index, seems to be a feature that
is only tentatively related to regional economic resilience. That said, if analyzed while
excluding the country association category, there is a fairly strong positive and significant effect
across all dimensions for employment resilience performance. This finding is not surprising,
considering the nature of the indicator as a national constant (as it is a one-time measure).
Presumably, once the country category is introduced the effect of government closeness is
suppressed. Conversely, this suggests that a significant part of the country indicators effect
might relate to the respective national government closeness. This view is supported at a low
level by the findings of the analyses by categories, where the effect of government closeness
occasionally has a positive effect, mostly on the trajectory retention dimensions for employment

and RGV A-related resilience performance (e.g., for RGVA observations in 2000-2003, RGVA
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local industry shocks, or urban regions in an employment downturn). Still, the evidence for a

positive influence of this indicator remains relatively weak.

That said, other features that are identified as positive effects on resilience performance — like
the RGVA performance-increasing effect of the regional public sector share, the positive effect
of microeconomic market efficiency, or the effect of national stabilization policies implied by
the effect of a high governmental deficit — suggest that ‘good’ governmental decision making
can have a positive effect on regional economic resilience in both dimensions. Hence, while the
chosen indicator for the capability itself seems not to be the best suited for the analytical task,
there are indications that the resilience capability of good government is not necessarily without
any effect. While it might be that (fiscal) decentralization, as measured by the government
closeness index has little effect, good political decision making in other forms still seems to be

a positive resilience factor.

One of the indicators for the existence of regional knowledge networks - the regional share of
employment in research and development activities - was already shown to have no significant
effect. The other indicator chosen for this resilience capability category was the existence of
(strong) regional cluster networks as measured by the ‘cluster stars’ of the European Cluster
Observatory (European Cluster Observatory 2015). Contrary to the assumptions made in
Chapter 3.2, the effect of this indicator is, with very few exceptions®®!, nearly always negative
or shows no effect at all. One reason for this could be that while it is an indicator for regional
knowledge networks in the form of clusters, clusters themselves are obviously also a
phenomenon related to regional specialization and economic concentration, both of which have
been shown to have a generally negative effect on regional economic resilience. This finding is
supported by the fact that the negative effect of clusters is, like with economic concentration
measured by HHI, greater and more sustained for RGV A-related resilience performance than
employment-based resilience performance. Overall, there is little evidence of a beneficial effect

of regional knowledge networks on economic resilience performance in any dimension.

The second to last grouping of resilience indicators was summarized under the term of social
and demographic resilience capabilities and includes social development, social cohesion, age

demographics, and (inter-)regional migration.

The first of these — social development — was mainly measured by employing a subnational

version of the human development index (SHDI). As a secondary indicator the use of the

201 Positive effects could be identified for recovery of the development level measured by employment for the

crisis phase of 2008-2009, as well as on the RGVA based four-year trajectory retention specifically in rural
areas.
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employment share of research and development activities was proposed, which, as was
discussed above, shows little effect. By itself, the SHDI shows different effects on RGVA and
employment resilience performance. For RGVA-based resilience performance, the SHDI
shows generally strong positive effects, mostly focused on the recovery of the development
level dimension. Besides the general analysis, evidence for this is strongest in the crisis of 2000-
2003, national economic downturns, national industry shocks, and for intermediate regional
types. Conversely, employment resilience performance, especially for the trajectory retention
dimensions, is exclusively negatively affected by a high SHDI. The reasons for these opposing
effects are, likely, to be found in the individual components of the SHDI itself, i.e., purchasing

power corrected average income, average and expected years of schooling, and life expectancy.

First, for employment resilience performance, longer and increasing years of schooling as well
as an increasing life expectancy might potentially lower the total labor force — which would
have negative effects on the long-term growth trajectory of that indicator. Additionally, the
effect of more and higher education on an individual’s chances for short- and long-term
unemployment is not distributed equally across the European countries whose regions are
observed. Specifically, countries and regions with high unemployment rates, at least
temporarily during the observed time series, show a lower effectiveness of tertiary education
on success on the labor market (this is true for Italy, Greece, and Portugal, but also France,
Luxembourg, Germany and Sweden) (Nufiez and Livanos 2010). Furthermore, studies show
that countries in Western Europe with higher degrees of tertiary education (and thus longer
average years of schooling) show a higher stratification of their labor markets, resulting in
inequalities of occupational outcomes (Triventi 2013). While these factors differ from country
to country and the observed effect might possibly be biased by this, the consistency of the
negative effect hints that at least some level of ‘overdevelopment’ in the form of overeducation
is possible. Therefore, higher education has a potentially negative effect through the
stratification of the labor market, unequal employment possibilities for graduates, and the
associated increased chances for unemployment for lower and mid-skill labor especially during

and after recessions (Nufiez and Livanos 2010; Jaimovich and Siu 2020).

Second, GDP per capita as an additional component of the SHDI might come into play to
increase the SHDI’s negative effect on employment resilience performance by being indicative
of higher labor factor costs and potentially lower regional competitivity. This argument,
however, seems less convincing, as neither the standardized GDP per capita nor the level of
labor compensation seem to have a negative effect on regional employment resilience as

individual variables.
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In comparison, the positive effect of the SHDI on RGVA-related resilience performance
corresponds to the expectations about the positive influence of social development as a
resilience capability. That said, even when considering the categorical analyses, the effect is
nearly significant nearly exclusively for the recovery of the development level dimension.
Since, as with employment resilience, there is little influence of either labor compensation or
GDP per capita, the effect is most probably caused by the other components of the index —i.e.,
education and life expectancy. The causality for both factors probably connects to the higher
stickiness of high-skilled jobs (Jaimovich and Siu 2020; Cortes et al. 2014) and a certain
unequal wealth distribution with a bias towards older populations (Ihle and Siebert-Meyerhoff

2017).

In summary, the effect of social development, measured through SHDI, as a regional resilience
capability remains disputable. There are trends suggesting it being both an asset (for RGVA
resilience) as well as a liability (for employment-resilience performance). At the same time, the
overall empirical results are relatively scarce and focused on individual resilience performance
measures. Despite this, social development as a resilience capability cannot be disregarded out
of hand and better data on many factors - including educational attainment in quantity and
quality, inequality, and general population wellbeing - are needed to come to a decisive
conclusion. Since such data is nearly impossible to come by for the full time series at the
necessary level of detail, as is often the case, the SHDI was a helpful substitute - but, as it turned
out, an unreliable approximation. Therefore, conclusions on its interpretation must be subject

to further studies.

Social cohesion can be seen as a component or accompanying capability to social development.
However, as a concept it is harder to measure than pure material wellbeing or educational
achievement, as done by the SHDI. Two indicators were chosen to attempt an estimate of this
intangible feature: the comparative regional GDP per capita corrected for purchasing power as
an approximation of inter-regional inequality, and the membership in social and political
organizations as an indicator of social networks and social capital (cf. Chapter 3.3). The first of
these two indicators has already been shown to have relatively little effect on either RGVA-
based or employment-based resilience. This is unsurprising because it is of low value as an
indicator for inequality. Still, as the analyses along categorical lines have shown, richer regions
by standardized comparison tend to see a somewhat lower resilience performance under specific
circumstances, €.g., for RGVA-based performance during the crisis phases of 1990-1993 and
2008-2009, or rural regions with regards to employment resilience performance. In general,

however, this speaks more to the role of regional endowment — i.e., relatively stronger
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economies have more to lose — than to internal inequality affecting the results of the resilience

process.

The level of social capital - or, more precisely, the strength of social networks, fairs only
marginally better in explaining divergent regional resilience performance. While there is a
strong positive effect visible on especially RGVA-based performance dimensions in the early
steps of the general analysis, this effect is suppressed once country associations are introduced.
This hints at the indicator itself being strongly influenced by national characteristics, which is
something that is also visible when looking at the country level data where some countries are
shown to have consistently higher organization membership numbers than others (cf. Chapter

7.2.3).

Nevertheless, just because a variable is strongly influenced by national culture and
particularities this does not mean it is necessarily without any effect. For some of the analyses
along categorical lines, an effect persists even after the introduction of the country association
variables. For example, the crisis phase of 2008-2009 shows a positive effect of a comparatively
high density of social networks as indicated through organization membership, with the effect
being especially prominent across all performance dimensions for RGVA resilience measures.
Similarly, a strong positive effect on the RGVA trajectory retention measured over four years
can be identified for local industry shocks. This implies a tentative positive effect of social
capital, in the form of social networks, on RGVA-based resilience performance especially.
However, these results must be treated with care since they cannot be replicated either in the
general analysis once regional country association is introduced nor when selected countries
are treated individually. Despite this, there is enough evidence to ascribe enough effect to this
indicator to justify future investigation into social cohesion (represented by social capital) as a
positive resilience capability. This, after all, is broadly supported by several studies on general
regional development as well (Putnam 1992; Sabatino 2019). Yet, for the present study and the
presented data, neither a positive nor a negative effect of social cohesion as a resilience

capability can be fully affirmed.

Tests were undertaken for the following two indicators from the general factor of age
demographics: (1) aging index and its effect, and (i1) the share of economically active population
between 15 and 64. The latter being a more general demographic factor and not solely age
related. The aging index had a generally positive effect both on RGVA and employment
performance for the trajectory retention measured over a recovery phase of eight years, i.e., a

positive effect of having a larger fraction of above 64-year-old persons compared to below 15-

261



year-old persons. This effect could be replicated in several of the analyses along categorical
lines, with one of the stronger relationships for employment resilience performance being
identified for the crisis phase from 2000-2003. This suggests that there is at least a slight
positive effect of an older population on regional economic resilience in the long run. One factor
behind this relationship potentially relates to the aforementioned unequal wealth distribution
between young and old with corresponding effects on aggregate demand. Another factor,
related specifically to employment, might relate to European employment laws protecting older

employees (Lahey 2010).

It is to be noted however that the analysis along country categories showed some bias towards
specific countries for this effect. This concerns especially Italy and Germany, both of which
have relatively old populations. Hence, the observed effect might hint at an undescribed
country-level variable causing regions in specific countries to be more resilient independent of
the geriatric population (Eurostat 2021d). Conversely, the negative effect of the same indicator
on the employment-based recovery of the development level dimension for the UK and the
lower level of worker protection there suggest that an older population can, given the right legal

environment, be a stabilizing factor (Grimshaw et al. 2017).

The regional share of civil economically active persons between 15 and 64 years old has in
general relatively little effect on RGVA resilience performance. While there is a weak but
significant negative effect in the general analysis for the recovery of the development level
dimension as well as the trajectory retention measured over four years, a closer look at the
categorical analyses shows that this effect is potentially caused by specific circumstances.
While this indicator mostly has no or sometimes even positive effects, the strong negative
exceptions are found in the crisis phase of 2000-2003, the observations from Germany, and
urban regions. As discussed in Chapters 7.3.1 and 7.3.3, the high negative values for the 2000-
2003 phase as well as the German observations potentially are connected to the overall high
unemployment in Germany during this period. Given the high number of German observations,
this potentially creates a bias in the general results. That is not to say this indicator might not
have any negative effect, but rather, that this effect is potentially specific to German

observations during a very specific period.

The negative effect specifically for urban areas is therefore more interesting. While there still
might be a slight overrepresentation of German cases (around 37.5% of observations), there is
the potential for a significant negative effect through this class of regions — which in turn might

point to an inherent disadvantage of progressing urbanization for RGVA-base resilience
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performance. That said, overall, the effect remains very weak on RGVA-based resilience

performance.

Concerning employment-based resilience, the negative effect of the population share of
economically active persons is stronger. Even so, at least in the general analysis, it is still of
little significance and amounts to a weak statistical trend at best. However, as with the effect
on RGVA-based resilience, the effect becomes significantly stronger when analyzed along
specific categories, i.e., the crisis phase of 1990-1993, urbanized and rural regions, national
economic downturns, and German, UK, and Spanish cases. While the effect is not focused in
all categories on the same resilience performance dimensions, there once more seems to be a
situational negative effect of a high availability of work-capable population®”?. The general
mechanism behind this effect, as discussed in Chapter 7.2.3 and 7.3 at varying points, seems

mainly related to an abundance of labor as a production factor.

In summary, considering the findings on the aging index as well as the results of the effect of
the regional share of economically active population, there seems to be no strong effect related
to a region’s age demographics. At most there is a slight positive trend associated with an older
population and a negative trend with a larger work-able population, which in turn seems to have
a stronger effect on employment resilience performance than RGVA-based performance

measures.

Inter-regional migration, indicated by the annual net migration per 1.000 inhabitants, i.e., net
migration rate, is the last of the factors assembled under the heading of the social and
demographic resilience capabilities. In the general analysis the effect of the net migration rate
is overall negative. While RGVA resilience performance is only weakly affected in the
trajectory retention measured over four years, the effect on employment resilience on both
retention trajectory measures is at least moderately strong. Due to the controversy of the topic,
at this point it is opportune to point out once more that the regional net migration rate measures
any kind of migration into or out of a NUTS 3 region and is not necessarily indicative of either

foreign or domestic migration only.

While weak in the general analysis, the effect of migration on RGVA-based resilience
performance measures is significantly stronger for some categories of the observations analyzed

in Chapter 7.3, as for example in the case of UK regions or the crisis phase from 2000-2003.

202 As with RGVA there are a few incidents of positive effects as well, specifically for the trajectory retention

measured over four years in case of national industry shocks and the same dimension for the cases falling in
between the crisis periods.
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Still, overall effects of net migration on RGVA resilience performance remains rare and are

negligible overall.

The negative effect of migration on employment resilience performance is not only stronger in
the general analysis but also more common in the different categorical analyses. That said, the
effect of migration remains comparably small and specific to certain categories with the
strongest individual negative effects identified for national industry shocks as well as the

German and Spanish regional observations.

As mentioned in Chapter 7.2.3, this might be the effect of a regional oversupply of labor
lowering demand for low-skilled jobs or the effect of a lowered social cohesion through
migration. Both of these theoretical arguments are highly contested (Foster 2012; O'Connor
2020; Agénor and Lim 2018; Constant 2014). Another explanation might be found in the
specific circumstances of these negative effects: for example, the large wave of domestic
migration following reunification in Germany may not have been balanced out by the origin
regions due to a lack of data on eastern German regions up to 1998, which has the potential to

create a bias in the estimation of the effect strength of the net migration rate (Mohring 2017).

Disregarding the country-specific effects, the most significant relationship between
employment resilience performance and net migration remains for the observations related to
national industry shocks. While the causality is hard to assert in this context, one thesis might
relate to the fact that net migration, as all indicators, is measured as an initial value at the start

of a crisis — 1.e., the year of the initial shock event.

Since by the nature of the methodology outlined in 4.1 a national industry shock represents a
substantial loss to a regionally as well as nationally strong sector compared to the European
average (i.e., an ‘export industry’), it could be assumed that that sector was, up to the shock
event, an economic pull factor for regional migration. As a result, and since national industry
shock-related downturn observations are the worst performers on average among the two types
of industry shocks, any negative effect of migration would potentially be significantly stronger.
This is due to the assembled sector-specific labor force being unable to simply search for work
in the same sector in neighboring regions because the whole sector and industry concerned are
in a national, and not only regional, crisis. In contrast, in a local industry shock the local labor
force has the possibility to search for employment in nearby regions or related industries that

are generally not affected all at the same time as they are in a national industry shock.

In summary, the effect of migration on RGVA resilience performance is not relevant. Similarly,

only a relatively weak negative effect can be identified for employment resilience performance.
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The latter, additionally, is extremely specific to national industry shocks and in danger of being

biased by country-specific statistical biases (especially in the German context).

The last category of regional resilience capabilities was summarized under the very broad term
of capabilities of geographic endowment. It included the regional categorization along the rural-
urban typology and the level of regional multimodal accessibility. Arguably, geographic
endowment further includes the regional country association, which during the analysis in 7.2.4,

was consequently treated as such.

Regarding the non-categorical variable — regional accessibility — the general analysis only
found a positive effect of multi-modal accessibility on the employment trajectory retention
measured over four years. Meanwhile, there is no effect to be identified for RGVA resilience
performance. Despite these rather weak results for the general all-observation analyses, there
seems to be a highly divergent effect of multimodal accessibility with regards to the different

categories by which the regions have been analyzed in Chapter 7.3.

Concerning RGVA-based resilience performance measures, urban and rural regions seem to
show improved performance as an effect of higher levels of regional accessibility. Similarly, in
observations related to national industry shocks a positive effect on the recovery of the
development level as well as the retention trajectory measured over four years can be identified.
Interestingly, Italian regions show an especially high sensitivity to high levels of accessibility
for RGVA-based resilience measures. Here, as discussed in Chapter 7.3.4, the Italian North-

South divide might be an explanatory factor.

The analysis by country category is again an area with strong effects of accessibility on
employment resilience performance. While in this case Italian regions seem not to benefit from
the variable, the effect is strongly positive for Germany across all resilience dimensions.
Furthermore, UK regions are positively affected as well, but only in the four-year trajectory
retention measure. Remarkably, the strength of the effect also seems dependent on the shock
period, with the crises of 2008-2009 and 1990-1993 each showing strong positive effects of

accessibility on individual resilience performance dimensions.

In summary, the effect of regional accessibility as a regional resilience capability seems to be
tentatively positive. There is, however, a stronger effect on employment resilience performance
as well as a strong country dependency of the effect — given particularities of national
geographies and shapes, this is not totally surprising, as is easily observable for the Italian case,

for example (Gonzdlez 2011; Cellini and Torrisi 2014).
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The effect of urbanization as indicated by the categorical variable based on a rural-
intermediate-urban classification is surprisingly weak. The variable showed no effects in the
general analyses and was only in a very few cases significant enough in the different analyses
in Chapter 7.3 t to be selected by the stepwise approach. The few cases (i.e., the employment-
based development level recovery for the period of 2000-2003 and national industry shocks) in
which any effect could be identified hint at a slight positive effect of intermediate regions on
employment resilience performance. This result is supported by the findings of the ANOVA
analyses conducted in Chapter 6.3 and by the findings of other studies (cf. i.a. Brakman et al.
2015; Giannakis and Bruggeman 2020). Overall, the findings on the effect of the rural-urban
typology on regional economic resilience performance remain rather weak and a conclusion

cannot be drawn.

Country association as a regional geographic feature seems to have an immense influence on
regional economic resilience results compared to most other regional features. Independent of
the level or category of the analysis, the regional country association is usually one of the
strongest effects on the regional resilience performance. The extent and direction of these
effects are too numerous to expand upon here but correspond in general to the observations

made in Chapter 6.4 already.

The strong effect of some national level variables — such as the national government deficit and
the national current account balance, as well as variables dominated by often national legislature
(as education policy or labor law in many countries) — already hinted at a strong influence of
national factors on regional economic resilience performance. In addition, one must consider
the potential effect of national stabilization policies, the overall reduction of the number of
significant effects when the analysis was conducted on a country level (cf. Chapter 7.3.4), and

the influence of other national features that are potentially unobservable on a regional level.

Consequently, it is not unexpected to see results which are strongly nationally biased. In fact,
similar observations are made by other studies as well (cf. i.a. Crescenzi et al. 2016; Giannakis
and Bruggeman 2020; Di Pietro et al. 2020; Faggian et al. 2018). While to some extent
disappointing since it might preclude the identification of purely regional ‘resilience recipes’,
this finding is important to the extent in which it suggests the high level of importance of
national policies and the high level of responsibility put on the shoulders of national decision

makers for the resilience of their nations’ regional economies.

Two variables not fitting the general typology of resilience capabilities outlined so far concern

the categorical variables of shock type and timing of the observations within the different phases
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of the time series (cf. Chapters 6.1 and 6.2). Therefore, the results of the effects of these

categorical variables on resilience performance will be briefly summarized here.

The effect of shock type in the broad categories of national economic downturns, national
industry shocks, and local industry shocks broadly follows the observations already made in
Chapter 6.2. In the general analysis of all observations (Chapter 7.2.5), RGV A-based measures
of resilience performance tend to show a positive effect when affected by a national economic
downturn, especially for the recovery of the development level dimension of resilience
performance. Conversely, RGVA resilience performance sees a slight negative effect of local
industry shocks in the same dimensions — national industry shocks showed no significant
effects. These effects, as was discussed in Chapter 7.2.4 and 6.2, are possibly related to national
economic stabilization policies (or the lack thereof, in the case of local industry shocks).
Conversely, employment resilience performance in the measures concerning the retention of
the growth trajectory reacts differently and shows a negative effect if a downturn is caused by
anational economic downturn. Similarly, the effects for both industry shocks are not significant

but show an opposite positive trend in general on employment resilience performance.

When considering the different analyses of the observations along the different categorical lines
(i.e., Chapter 7.3) the effect of the shock types becomes less evident, since their effects are often
not of a high enough significance level to be selected. Still, in the cases where a significant
effect can be identified, the general trend of a positive effect of national economic downturns
on RGVA resilience performance and a negative effect on employment performance is
affirmed. Similarly, employment resilience performance sees a positive effect in the case of
industry shocks and especially local industry shocks. Overall, while not indisputable, this seems
to establish a mostly consistent pattern of effect of the shock types on regional economic

resilience performance concerning employment and RGVA.

Last, and as mentioned before not really corresponding to any of the resilience capability
categories, is the crisis period of the time series in which the individual observations take place
(or have their first downturn) as a potential variable influencing resilience outcomes. Here, as
with the country categories and shock types, an influence of the different phases of the time

series consistent with the analyses discussed in Chapter 6 can be identified.

Across all levels of analysis, observations falling into the period of 2000-2003 show a negative
effect on their associated regional resilience performance measures (independent of whether

they are RGVA, or employment based), while those being observed for the phases of 1990-
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1993 and 2008-2009 generally perform stronger’®. Generally, the crisis of 1990-1993 has the
strongest positive effect while the phase 2008-2009 usually performs somewhat weaker
(especially in the case of RGVA resilience performance, the recovery of the development level
often even sees a negative effect). The observations falling in between these crisis spikes
usually seem to be positively affected by that fact, but this effect is, when significant, usually

not very large.

It seems that, as stated before, each crisis is significantly different in its nature. Each crisis has
different specific effects that can vary widely in the strength of their effect on the different
categories of observations, and they generally follow their own individual trajectory that
distinguishes them from the other time periods. Therefore, this and future studies must consider
the influence of each specific crisis as individual factors, since their nature seems to be a
significant independent determinant of regional resilience performance that prevents a ‘one size

fits all’ model of regional resilience performance.

That said, to show the varying effect of resilience capabilities and the differing extent of
resilience performance across a long time series and diverse regional subjects is exactly the
strength of the methodological approach discussed in this thesis. Afterall, one of the goals of
the approach chosen, was to specifically show the restrictions of other studies on regional
economic resilience with their often singular focus on individual crisis, countries, or even
selected regions. Hence diverse, and sometimes contradictive results are to be expected when

discussed and analyzed in conjunction as done in this chapter.

Despite this last statement, some observations on the mechanics behind regional economic
resilience performance affecting both types of regional resilience performance —i.e., based on

regional employment and RGVA — and the corresponding resilience capabilities can be made:

I. One of the strongest positive effects seems to be caused by high levels of
microeconomic market efficiency, especially in the labor market.

2. A high government deficit — potentially indicative of prompt anti-cyclical government
spending — has a positive effect on regional resilience performance measures.

3. There is a trend of a positive effect of an older population and a higher regional

accessibility — though both are highly country-dependent variables.

Specific to RGVA resilience performance are the negative effects of economic sectoral

concentration and a positive effect of a high share of the public sector in the composition of the

203 Though often only the negative effect of 2000-2003 is significant, and there are exceptions as for example for

employment resilience performance in local industry shocks in 2009-2009.
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regional RGVA. Additionally, a higher level of social development, social cohesion represented
through membership in social networks, as well as a higher share of civil economically active

population show positive tendencies on regional RGVA resilience performance.

Employment resilience performance shows to be positively affected by a comparatively high
labor productivity as well as a current account surplus. This implies a beneficial effect on the
labor market through comparative advantages in (international) trade. Additionally, there seem
to be trends suggesting a beneficial effect of a region being classified as an intermediate
settlement, and of increased fiscal decentralization. Conversely to RGVA performance, a higher
share of economically active persons has negative effects on employment performance

measures.

Again, common to both types of resilience performance is the effect of shock type. However,
while RGVA resilience performance responds positively to national economic downturns and
shows somewhat negative results from (local) industry shocks, the opposite can be observed
for employment resilience performance. Both types of resilience performance measures also
show a similarly strong response (albeit not always in the same direction) to the different
regional country associations (for details see Chapters 6.4, 7.2.4 and Chapter 7.3). This implies
a very strong influence of national particularities and potentially unobserved national variables
on regional economic resilience performance. Last but not least, a common pattern is also
established for the negative influence and generally poor resilience performance in response to

the crisis phase from 2000 to 2003.

In summary, across all performance dimensions and for employment as well as RGV A-based
measures, high levels of microeconomic market efficiency as well as deficit spending show a
major positive effect on regional economic resilience performance. Furthermore, shock type as
well as shock timing can have a major influence on regional resilience results (a result
confirmed already by the analysis in Chapter 6.1 and 6.2). Specific positive effect on RGVA-
based resilience performance can be found in low levels of regional economic concentration, a
regionally large public sector, high levels of regional social development, social capital in the
form of organizational membership, and through a large economically active population.
Meanwhile employment-based resilience performance is positively affected by comparatively
high levels of labor productivity and related to this, economic concentration, and specialization,
as well as the very strong positive effect of a high national current account surplus and fiscal

decentralization.
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7.5 Considerations

While the previous chapter focused on a summary of the empirical results and added
interpretations where justified, the goal of this chapter is to put the discussion into a wider,
more speculative context. The main reasons for this approach are to point out interesting, but
not necessarily well supported, observations, shortcomings of the analysis, and to formulate

potential research topics and hypotheses for future research.

One, if not the, overarching goals of the analysis in Chapters 6 and 7 was to demonstrate the
usefulness of the proposed methodology to measure regional resilience performance outlined
in Chapter 4. This was done successfully by showing the versatility of the analysis possible
through this methodology in different contexts and with various indicators for different

resilience capabilities.

The very multitude of results and their sometimes contradictory nature when compared across
categorical lines summarized in Chapter 7.4, showed the very need for an approach to regional
economic resilience performance which is not focused on individual shock events or specific
shock types. Only an inclusive and comparative way to measure regional economic resilience
performance can allow for a critical contextualization of the diverse explanatory approaches on
the origins of regional economic resilience which have been proposed in recent years. As such
the approach to measure regional economic resilience performance proposed in this thesis has

shown its practical value to abundance.

However, the analysis of the extend of the explanatory value of the different resilience
capabilities on divergent regional resilience performance itself must be considered more
critical. The main issue here is the lack of in-depth data on certain resilience capabilities and
the respective chosen indicators. While this lack of detail is result of the broad scope of the
analysis and the reliance on pan-European datasets, this potentially prevented a more complete

evaluation of the origins of regional economic resilience performance.

An example for this is the exploration of the role of different economic sectors and industries
on regional resilience performance. While the European scope necessarily reduced the detail of
the analysis to broad sectoral categories, the empirical results and the literature (among others
Hill et al. 2012; Angulo et al. 2018; Giannakis and Bruggeman 2020; Faggian et al. 2018) on

the topic suggest that a greater level of detail would have been beneficial.

However, while a more detailed analysis was hampered by a lack of data, the results on the

effect of the public (service) sectoral share on the RGVA-based resilience performance alone
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justify a deeper investigation into the topic (cf. Chapters 7.2.1 and 7.4). Not only do these results
underline the potential importance of certain parts of the public sector for regional resilience
performance, but they also hint at a greater role of governance in general. Taken together with
the observed beneficial effects associated with a high government deficit and the observed
positive effect of government closeness on employment-based resilience performance, these
results point at the potential importance of policy, political institutions, and governmental
decision-making for regional economic resilience.

First, these results could hint at the importance of direct government intervention in the

immediate aftermath of a crisis. As indicated by the effect of the government deficit?®, o

ne
important factor in this seems to be fiscal interventions in the form of quasi-Keynesian policies.
Furthermore, the importance of governance expresses itself through the stabilizing effect of
maintaining (or even expanding) a strong public sector. In this context, future studies should
focus on specific governmental actions and stabilization policies and their respective realization

and effect in regional economies.

Second, the positive effect of good governance in the form of government closeness>® on
employment-based performance implies a strong role of local government in the resilience
mechanisms of a region. Here an in-depth evaluation on local government involvement and the
effect of its actions on regional economic resilience is necessary. Potentially the extent and
independence of regional and municipal spending and employment decisions form an important
pillar of regional resilience performance. This pillar might be easily overlooked in large-N

studies like the one presented in this thesis.

Another area where the empirical analysis shows a need for improvement concerns the
resilience capabilities related to regional innovativeness and adaptability. The two capabilities
most related to this subject — i.e., the innovative capabilities and signal openness of regional
actors, and the existence of knowledge networks — showed no or only weak effects*®. These
results seem not only to disprove the original hypotheses outlined in Chapters 3.1 and 3.2., but
are contrary to a strong body of work on the importance of innovativeness for regional
economic development and resilience (among others Clark et al. 2010; Boschma 2015; Piva

and Vivarelli 2018; Simmie and Martin 2010; Smith and Romeo 2012). While it might be that

204 This is further underlined by the comparatively positive regional resilience performance during the crisis
phase from 2008-2009, the response to which was shaped by monetary expansion and Keynesian policies (Moro
2014; Perez and Matsaganis 2018; Kohler 2021).

205 An indicator mostly based on levels of fiscal decentralization.

206 In the case of the effect of regional knowledge networks in the form of clusters on employment-based
resilience performance, the effect is even negative.
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the effects of innovativeness and related capabilities are simply overestimated, two

qualifications must be made to this statement.

First, as discussed in Chapters 3.2, 7.2.1, and 7.2.2, the indicators chosen for the innovative
capabilities and knowledge networks might simply be too blunt as instruments for the purpose.
Both the share of research and development spending relative to GDP and the regional share of
research personnel are generally considered to be innovation indicators of at best middling
quality (Katz 2006). Meanwhile, as discussed in Chapter 7.4, industrial clusters as an indicator

seem to be more indicative of regional economic concentration than of knowledge networks.

Second, it might be that the sudden type of shock event central to the analysis of resilience
performance proposed in this thesis, is simply the wrong type of event to show any resilience
effect of such capabilities. That is to say, the resilience-enhancing effect of innovativeness-
related capabilities might potentially have a (positive) effect in the context of a long, slow-burn

shock event excluded in the present thesis from observation (cf. Chapters 2.2 and 4.1).

Two examples of this can be found in the works of Simmie and Martin and Howard et al.
(Simmie and Martin 2010; Howard et al. 2021). Simmie and Martin conduct two case studies
of English regions (Cambridge and Swansea) and discuss their respective resilience
performance. They observe that in the long run and in response to fundamental structural
economic change, the region of Cambridge can profit from its innovative capital (mainly in the
form of flexible human capital). Cambridge manages to adapt to new circumstances and proves
more resilient in the long-run than Swansea, which lacks the same levels of innovative capital
(Simmie and Martin 2010). In their more recent work Howard et al. analyze the effect of
universities on regional employment resilience in a longitudinal study over several decades.
They show that regions with universities can offset the negative effects of long-term structural
economic change (mainly in form of a declining manufacturing sector) (Howard et al. 2021).
Both studies show a positive effect of innovative capabilities and knowledge networks on
regional economic resilience, but do so in the context of long-term, slow-burning crises which

are not the focus of the analysis conducted in this thesis.

Consequently, signal openness, innovative capability, and knowledge networks cannot be
confidently excluded from the discussion of regional economic resilience. Further investigation
must aim at evaluating more suitable indicators, a narrower scope with regard to the regions
covered, and potentially focus on their effect on shock events which are less sudden than the

events observed in this thesis.
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Other aspects of the analysis presented in this thesis also need to be illuminated further. For
example, despite showing strong results, the indicators chosen for the resilience capability
termed ‘microeconomic market efficiency’ have an overwhelming focus on the employment
market. Here a deeper investigation into the effect of financial markets and regulations in
particular needs to be part of future investigations. While the analysis included a cumulative,
national-level indicator for the ease of getting credit, more detailed and preferably longitudinal
data could be beneficial?’’. This, combined with other financial indicators like the availability
of foreign direct investment, could lead to greater insights on the role of financial markets and

institutions on regional economic resilience performance.

In a similar vein, the results on the strong effect of a current account surplus, especially on the
employment-based resilience performance, need further study. Here data on regional exports
and imports would be of great value; data which is not available for a long enough timeframe
and with European coverage at the moment. Still, the influence of trans-regional trade and, by

extension, trade integration should not be underestimated and warrant deeper investigation.

These shortcomings of the underlying data are relevant for several other indicators. Similar
problems can be found in the lack of (pan-European) data on municipal and regional deficits at
the lowest NUTS levels, the insufficient data relating to the level of regional social organization
and cohesion, or the quality of data on education systems beyond simple indicators like those

included in the SHDI.

Especially lamentable therein is the lack of reliable data with regard to the effect and influence
of social development and social cohesion. While the analysis in this work showed a positive
effect of both capabilities mostly for RGV A-based resilience performance, some potentially

critical components of these capabilities could be treated only superficially in the current study.

Specifically, inequality on an individual level is a central point of interest here. According to
Foster, high levels of income inequality can hamper microeconomic resilience and thereby
contribute negatively to a region’s overall regional resilience performance in multiple ways
(Foster 2012). The benefits of lower inequality for economic and disaster resilience are hinted
at in other works too, especially in the context of climate change and the resilience of
developing countries’ regions (Hallegatte 2014; Yu et al. 2018). Similarly, a paper by Lewin et
al. found strong evidence for the negative effect of high income inequality in US urban regions

on their economic resistance and resilience in the face of the great recession caused by the

207 This is especially important in the context of crisis related to a temporal scarcity of credit such as during a
financial crisis, like the events surrounding the global financial crisis from 2007-2008.
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financial crisis of 2007-2008 (Lewin et al. 2018). Hence further studies must include a stronger
emphasis on income inequality on a detailed level. To do so, however, better data sources on
this subject must be made available than exist right now for the geographic scope of this thesis.
A potential solution could be found in the analysis of individual countries and periods based on
national microlevel data. For a Europe-wide study like that conducted in this thesis, such an

investigation is currently impossible.

In a similar fashion, educational attainment and related labor market skills merit deeper
investigation. As pointed out by several authors, human capital attainment can have a
significant influence on the economic resilience and adaptability of a region and individuals
(Foster 2012; Briguglio et al. 2009; Pendall et al. 2010; Hill et al. 2012; Fratesi and Perucca
2018; Hane-Weijman et al. 2018). This thesis included essential components of these factors in
the form of the SHDI, which was used as a general indicator for regional social development.
However, there is need for a more detailed look beyond the superficial components of this
index, including average years of actual and expected schooling. In particular, the quality and
life-time sustainability of educational attainment need to be included in a more detailed fashion.
While this was not possible for the present large-N longitudinal study, future investigations

should focus on this aspect on a national or maybe even comparative regional level.

As has become clear through the sections above, the very broad nature of the analysis conducted
in this thesis sometimes led to the choice of sub-optimal or superficial indicators out of
necessity. Beyond the shortcomings discussed, other features could have been included if a
more reliable data foundation were available. Such factors include the investigation of more
detailed geospatial data (for example on natural resources), interactions and effects of
neighboring regions, data on energy security, security of the natural environment, specific

governmental policies, or even regional level corruption.

However, as outlined in the research interest of this thesis, the present investigation of the
diverse resilience capabilities was first and foremost of an explorative nature, with the
overarching goal to assess a novel way to measure regional economic resilience performance.
This goal was achieved. Chapters 6 and 7 amply demonstrate the usefulness of the methodology
for the measurement of regional economic resilience performance that was outlined in Chapter
4. The analysis of the diverse resilience capabilities conducted throughout these last chapters
must therefore be seen as a strong but incomplete first step towards the future investigation of

regional economic resilience performance on the groundwork laid out in this thesis.
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One major advantage of the methodology outlined in this thesis lies in its potential scalability
and applicability to different research subjects. For example, using the methodology outlined
in Chapter 4, it is possible to conduct an in-detail analysis of regional resilience on a national
as well as European level. Given the often-greater detail and reliable comparability of data sets
gathered on national level — in contrast to less detailed European-level data — this can provide
a reliable pathway for the detailed investigation of several of the subjects mentioned above.
Naturally, the results of such a national investigation cannot be compared across as wide a
geographic scope as that investigated in this thesis. However, more detailed tests of a specific
hypothesis can be the result, which in turn can potentially be transferred to other focusses of
investigation. Additionally, as was pointed out in Chapter 7.4, the national influence on regional
resilience is significant and an investigation centered on individual nation states might
contribute to a greater insight in the phenomenon. A similar approach could be taken for specific
events and types of shock scenarios — both of which showed significant effects on regional

economic resilience performance, as discussed in Chapter 6 and 7.

Furthermore, the underlying methodology for measuring economic resilience performance used
in this thesis is not restricted to measurements based on RGVA or employment. Given proper
operationalization, other variables can be used as an input for alternative measures of regional
resilience performance. One potential example for this was already discussed above: income
inequality could, given a large data set, be used as an underlying variable. The result would be
a measurement of the (in)equality resilience of a region. This in turn could be used to assess the
long-term influence of regional economic developments, as well as the effect and sustainability

of redistributive policies and efforts under the influence of acute economic pressures.

Other potential applications could be found beyond the scope of individual regions. This could
be achieved by applying the methodology to data of specific socio-economic sub-systems, such
as education or health care. While potentially a somewhat abstract proposition at this point, the
investigation of the resilience performance of manifold social and economic systems offers

great promise for research insight.

Overall, while the investigation of the origins of regional economic resilience in this thesis
might have raised more questions than it answered, the fundamental validity of the approach to
measuring resilience performance has been amply demonstrated. Future investigations must
aim to use and improve the existing toolset and apply it to the phenomenon in different contexts

and with fresh, and potentially more specific, hypotheses and research subjects.
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8. Conclusion

The central research interest of the present work was the investigation of the mechanisms and
nature of the response of regional economies to shock and downturn events. More specifically,
the inquiry focused on the measurement of the phenomenon of regional economic resilience
and the search for explanations of regionally divergent resilience performance in the face of
adverse economic circumstance. Simply put, the central question asked was: What makes some

regions perform stronger than others in the face of economic crisis?

To offer a broad base for such an endeavor, the subject of the empirical investigation was set
as broad as feasible, given the available data and the possibilities and limits of the measurement
methodology proposed. Instead of focusing on individual countries, regions, or individual
shock events as previous studies on resilience did for the most part, the discussion and analysis
of the phenomenon of economic resilience was conducted over a time span of 30 years across

15 different European countries at the smallest regional division generally available.

Three overarching steps towards attempting the exploration of European regional economic
resilience were set out: First, to identify shock events of relevance at different levels of the
economy and to measure the extent of their immediate impact. Second, to create a method to
measure the elusive phenomenon of resilience in a way that makes regional economic resilience
performance observable and, in particular, comparable in an objective way unbound by
restrictions of individual crises or geographic locations. Third, to explore the reasons why some
regions thrive, perish, or just reflect the general economic trend in the aftermath of a crisis —
i.e., the explanatory value of different regional resilience capabilities — in order to improve their

economic resilience performance.

To lay the groundwork for these steps an in-depth discussion of different current theoretical
approaches to the phenomenon of (economic) resilience was conducted (Chapter 2 and Chapter
3). After the discussion of several different interdisciplinary approaches, the theoretical
framework of adaptive resilience proposed by Ron Martin and his co-authors was deemed the
most appropriate for the regional economic context (Martin and Sunley 2020, 2015a; Simmie
and Martin 2010). This approach describes regional economic resilience as a dynamic process
which, through the mechanism of hysteresis, allows for regional economies to not only bounce
back after a crisis, but also to adapt and change in an evolutionary fashion throughout the

process. Especially the latter allows for a deeper assessment of the relative quality of the
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outcomes and an observation of resilience beyond simple, binary, engineering resilience (cf.

Figure 1).

Using this approach as a theoretical blueprint, this thesis defined the outline of a methodology
to identify, assess, and measure the resilience process and its outcomes (Chapter 4). The
methodology settled upon after discussing several different approaches, is founded on the work
of Hill et al., who conducted a similar large N study on US metropolitan region (Hill et al.
2012). Their fundamental work was amended substantially by the author to take account of the
concept of adaptive resilience as outlined by Martin, as well as to adapt it to the European
context. The result is a dynamic approach capable of identifying different shock and downturn
types and measure resilience performance in two continuous dimensions — i.e., the recovery of
the development level and the growth trajectory retention — across a long time series and a wide

geographic scope?®,

This new method to measure multi-dimensional and intertemporal comparable resilience
performance was subsequently applied to the European NUTS 3 level, based on data on regional
gross value added as well as regional employment (Chapter 5). The purpose of using these two
measures of economic performance lay in the consideration that, for the level of local
constituents and actors, both factors matter with regards to economic wellbeing. While testing
the methodology for robustness, the results of the application offer an in depth look at the
regional resilience performance across 30 years of (Western) European history at a level of

geographic resolution so far not achieved in the literature to the same extent.

The resulting measures of resilience performance were then analyzed in two separate steps. The
first of these mainly concerned the geographic, temporal, and typological distribution of
resilience performance among the observations (Chapter 6). The results of this step of the

analysis consisted of four main findings®®:

First, that regional economic resilience
performance, is highly dependent on timing — e.g., observations falling in the phase from 2000-
2003 regularly preformed worst by comparison. Second, the nature of the shock causing a
regional economic downturn is a major determinant — e.g., national economic downturns
resulted in stronger resilience performance if measured on the basis of RGVA, while (local)

industry shocks had the same effect if measured based on employment. Third, country

association and country level effects have an outsized influence on resilience performance at a

208 Additionally, this approach is theoretically scalable to any level and flexible enough to be applied in different
scenarios and geographic areas if a substantial database can be provided.
29 For a more detailed summary cf. section 6.5.
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regional level. Last, the urban-rural regional cleavage is less significant than often assumed, at

least in context of regional economic resilience?!.

The second step of the analysis concerned the exploration of potential regional characteristics
that enhance regional economic resilience performance — i.e., the regional resilience
capabilities. As a guideline for this explorative analysis a literature review on the wide variety
of explanatory approaches of divergent resilience performance was conducted, the results of
which were translated into testable hypotheses and measurable indicators (Chapter 3 and
Chapter 7.1). These hypotheses and indicators were then subjected to quantitative analyses
across all observations collectively (Chapter 7.2), as well as along several categorical sub-

samples (Chapter 7.3).
The main conclusions (cf. Chapter 7.4 for a detailed summary) of this explorative analysis are:

- First, across all measures, high levels of microeconomic market efficiency, especially
in the form of liberal and flexible employment markets, have a major positive effect on
regional economic resilience performance.

- Second, a positive reaction of regional economic resilience measures on deficit spending
hints at the effectiveness of anti-cyclical spending and Keynesian politics in response to
economic shock events?!'!.

- Third, and specific to RGVA-based resilience performance, are the positive effects of
low regional economic concentration, a regionally large public sector, high levels of
regional social development and social capital in the form of organizational
membership, and of a large economically active population.

- Fourth, and specific to employment-based resilience performance, is the positive effect
of labor productivity and, related to this, tentative evidence for a positive effect of

increased economic concentration and specialization, as well as the very strong positive

effect of a high national current account surplus and fiscal decentralization.

Of these main findings only two are potentially mutually exclusive to a certain extent. The
effect of regional economic concentration seems to affect RGVA- and employment-based
resilience in different ways. This could potentially lead to conflicts in any industrial policy

targeting economic concentration as a resilience-enhancing capability. However, as discussed

210 Though there persists a slight positive bias towards rural and intermediate regions, which however is not
constant throughout the time series.

211 This is further underlined by the analysis along the different periods of the time series where, for example, the
crises of 2008-2009, with its more or less Keynesian response, performed regularly stronger than the measures
related to the crisis period from 2000-2003 which is often associated with neo-classic responses.
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in Chapter 7.3.1 and 7.4, the extent of this effect is, in turn, affected strongly by country
association. Furthermore, employment resilience seems to profit mostly from increased
productivity and specialization, while the economic concentration measured by HHI shows

similar (though tentative) negative tendencies as it does for RGVA resilience performance.

This last observation underlines a general pattern found throughout the analysis: The
circumstances of a regional economic shock and downturn are decisive factors influencing the
results of the regional resilience process. This means that regional country association, the
timing of the shock event, or the specific types of the shock, are decisive factors beyond the

individual influence of any single observed resilience capability or its indicators.

On the first glance this last conclusion is somewhat general, though reflective of the results of
other long-run studies like the work of Cellini and Torrisi, who in their 120-year analysis of
Italian regional economic resilience also could not identify any significant regional specificities
influencing post-shock recovery (Cellini and Torrisi 2014). However, just because there is no
simple ‘one size fits all’ solution to regional economic resilience or even a kind of universal
resilience function as in some natural sciences (Gao et al. 2016), this does not inherently

undermine either the theoretical concept or its empirical investigation.

First, as the application of the proposed methodology on resilience measurement showed in the
resilience patterns it revealed, the existence of regional economic resilience as an empirical
phenomenon is undeniable. One might argue about the role of resilience as a concept in the
greater economic discussion, as well as its value as a stand-alone subject of investigation,
however, that regional economic resilience makes a difference to firms, decision makers, as
well as citizens, is beyond doubt. As such, and because of the very real consequences that a low
regional economic resilience performance has on populations, the phenomenon deserves further
study. The method proposed in this thesis to measure regional resilience performance offers a
proven blueprint for such investigations which, through its scalability and flexibility, can be
applied to a diverse set of scenarios and at all levels of an economic investigation. As such it
can be a tool in future investigation into more conceptually guided, detailed, and focused, i.e.,

country or crisis specific, explorations into the research subject.

Second, even the broad and explorative investigation on the explanatory factors of divergent
regional economic resilience performance presented here already offers some implications for
resilience-enhancing measures. For example, the effect of microeconomic market efficiency as
a regional resilience capability suggests that a more flexible and efficient labor market (and to

a lesser extent financial market) with more possibilities for regional firm level employer-
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employee compromises and a generally lower level of labor organization can be a very real
asset. While the social cost of such a flexible market might be undeniable high in the short run
(and may have long-run political implications), the associated regional adaptability seems to be
a long run asset which could be targeted by a policy focused on high regional economic

resilience.

Another potential pathway towards increased regional economic resilience can potentially be
found in the strong positive effect of the regional public sector share of RGVA and the tentative
evidence for a positive effect of government closeness on RGV A-based resilience performance.
This means an argument can be made in favor of increased regional economic resilience
performance through a greater level of fiscal decentralization and political devolution. The
resulting higher levels of regional decision powers on the spending of public funds, but also
public employment and procurement might positively contribute to a region’s resilience

capacity.

Other similar suggestions for resilience-enhancing measures could be drawn from a number of
results, sometimes more general — such as the seemingly universal positive effect of deficit
spending — and sometimes more specific — such as the nearly exclusively urban benefit to
regional employment resilience performance of a high share of regional employment in research
and development. Still, and despite these examples and results, the simple fact remains that
regional economic resilience performance remains a phenomenon which will need further

investigation.

This work, through its in-depth investigation of the concept, the design of a new measurement
methodology, and the broad explorative analysis on the origins of resilience, must be seen as
only one of many steps necessary towards a better understanding and deeper conceptualization
of regional resilience patterns. The aim of this work and any research it might inspire must, of
course, remain fixed on building more resilient regional economies and the prosperity and

wellbeing of regional populations.
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