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Abstract

Early star-forming galaxies at redshifts z & 6 in the epoch of cosmic reionization are at
the frontier of observability with the current instrumentation and many of their physical
properties remain widely uncertain. Since these galaxies represent the progenitors of
present-day galaxies, the galaxy stellar mass function (GSMF) out to z ∼ 6 − 10 is a
robust and crucial tool to study the build-up of stellar mass in the Universe and provides
the tightest constraints on cosmological simulations.
These high-redshift galaxies are very faint and thus particularly hard to observe in blank
fields. Strong gravitational lensing by massive galaxy clusters however allows to probe
z ∼ 6−10 galaxies down to 106 M�, providing valuable constraints on the very low-mass
end of the GSMF. Until the James Webb Space Telescope (JWST) comes online however,
these galaxies can only be observed in a few broad-band Hubble Space Telescope (HST)
and Spitzer/IRAC filters, making the derivation of their stellar mass particularly difficult,
i.e. requiring assumptions on parameters such as star-forming history, stellar age, dust
content, metallicity, etc. In the first project of this work, we have therefore carefully
investigated the impacts of SED-fitting assumptions on z ∼ 6− 7 GSMF measurements
in order to assess what is believable in the resulting GSMF when considering these
uncertainties. We have found the very low-mass end to be particularly vulnerable to
lensing systematics and SED-fitting assumptions.
In the second project of this work, we assemble a photometric catalog of z ∼ 6 − 10
galaxy candidates from new HST observations of six massive lensing clusters, the BUF-
FALO survey. Our analysis of the first cluster, Abell 370, yielded 128 high-redshift
candidates. These will present prime targets for the JWST and ground-based facilities
for spectroscopic follow-up observations.
The derivation of high-redshift GSMFs further requires accurate knowledge of the effec-
tive survey volume. This is usually accomplished for rest-frame UV luminosity functions
which are then converted to GSMFs using measured mass-to-light relations. More robust
derivations of high-redshift GSMFs however require direct measurements of stellar mass
completeness, which includes a comprehensive assessment of the effects of stellar popula-
tions properties. The final project of this work therefore consists of our recent efforts to
develop completeness simulations that allow us to directly estimate survey completeness
in stellar mass through strong lensing clusters. These simulations include the combined
effects of gravitational lensing, multiwavelength detections, stellar population assump-
tions and galaxy physical parameter degeneracies in order to yield the most complete
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2 ABSTRACT

and robust estimates of the GSMF uncertainties as possible. We will test these methods
on the high-redshift galaxy samples obtained with BUFFALO.
The results obtained over the course of this work and the methods that we developed
will contribute to the overall effort to get the most out of future facilities such as the
JWST and pushing the limits of observability ever further towards the cosmic dawn.



Résumé

Les galaxies primordiales à redshift z & 6 dans l’époque de la réionisation cosmique sont à
la frontière de l’observable avec l’instrumentation actuelle et beaucoup de leurs propriétés
physiques demeurent largement incertaines. Puisque ces galaxies représentent les stades
primordiaux de l’évolution des galaxies, leur fonction de masse stellaire (GSMF) est une
mesure robuste et cruciale pour étudier l’accumulation de masse stellaire dans l’Univers
et fournit les contraintes les plus serrées aux simulations cosmologiques.
Ces galaxies à haut redshift sont très peu lumineuses et donc particulièrement difficiles
à observer dans les champs profonds. Le lentillage gravitationnel produit par des amas
de galaxies massifs permet en revanche d’observer ces galaxies à z ∼ 6 − 10 jusqu’au
plus faibles masses (M? ∼ 106 M�), fournissant ainsi de précieuses contraintes sur leur
GSMF à faible masse. Jusqu’au lancement du James Webb Space Telescope (JWST),
ces galaxies ne peuvent être observées que dans quelques filtres à bande large du Hubble
Space Telescope (HST) et de Spitzer. Cela rend la dérivation de leur GSMF particulière-
ment délicate et requiert des hypothèses non-vérifiées sur des paramètres physiques tel
l’historique de la formation d’étoiles, l’age stellaire, la poussière, la métallicité, etc. Dans
le premier projet de cette thèse, nous avons donc soigneusement étudié les impacts de ces
hypothèses sur la mesure de la GSMF à z ∼ 6− 7 pour évaluer qu’est-ce qui est crédible
dans ce genre d’étude vis-a-vis de ces incertitudes. Nous avons trouvés que la GSMF à
faible masses est particulièrement vulnérable aux systématiques des modèles de lentillage
gravitationnel et aux hypothèses sur les populations stellaires.
Pour le second projet de cette thèse, nous avons assemblé un catalogue photométrique
de candidates galaxies à z ∼ 6 − 10 dans de nouvelles observations HST de six amas
massifs, le survey BUFFALO. Notre analyse du premier amas, Abell 370, a révélé 128
candidates. Ces galaxies représenteront des cibles parfaites pour des observations de suivi
spectroscopiques avec le JWST et d’instruments au sol.
Les dérivations de GSMFs à haut redshift requièrent une connaissance précise du volume
observé par le survey. Ceci est normalement déterminé à partir de la fonction de lumino-
sité UV qui est ensuite convertie en GSMF en utilisant des ratios masse-lumière empi-
riques. Néanmoins, des dérivations plus robustes de la GSMF à haut redshift requièrent
une mesure directe de la complétude en masse stellaire en incluant une évaluation com-
plète des effects des propriétés des populations d’étoiles. Le dernier projet de cette thèse
consiste donc dans nos efforts pour développer des simulations de complétude qui nous
permettront pour le première fois de directement estimer la complétude à travers les
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4 RESUME

lentilles gravitationnelles en masse stellaire. Ces simulations incluent les effects combinés
du lentillage gravitationnel, de la photométrie à multiple longueurs d’ondes, les hypo-
thèses sur les populations d’étoiles et les dégénérescences de paramètres physiques des
modèles de galaxies, pour fournir les estimations les plus robustes et les plus complètes
que possibles des incertitudes de la GSMFs. Nous allons ensuite tester ces méthodes sur
les échantillons de galaxies à haut redshift détectés dans BUFFALO.
Les résultats obtenus et les méthodes développées au cours de cette thèse vont contribuer
à l’effort général pour exploiter les instrument futures tel le JWST au mieux de leur
capacitées et à pousser les limites de l’instrumentation de plus en plus loin vers l’aube
cosmique.



Introduction

“Everything starts somewhere,
although many physicists
disagree.”

Sir Terry Pratchett,
Hogfather, 1996

Less than half a million years after the Big Bang, as the Universe expanded and
cooled, protons and electrons could eventually combine to atoms and filled the Universe
with neutral gas of hydrogen, helium and trace amounts of lithium. It is out of this
neutral gas that the first stars and galaxies formed. Eventually, the massive energy
output of of the early generations of stars, galaxies and potentially black holes became
intense enough to reionize the neutral hydrogen gas, thus initiating a phase change of
almost the whole gas content in the Universe. This was the first and arguably the only
occurrence of galaxies facilitating a nearly universal change of state of the whole Universe
and it all happened within the first billion years of cosmic history. But how did these stars
and galaxies form and evolve in conditions so different from the present-day Universe?
For example, ‘metals’, i.e. elements heavier than hydrogen and helium, are crucial for
efficient gas cooling. But by which mechanisms then could the primordial gas cool enough
to form the first stars before the winds and explosions of these same stars could enrich
the hydrogen gas with metals in the first place? Under these different conditions, what
was the mass distribution of the dark matter (DM) halos in which the first stars and
galaxies formed and what was the mass distribution of the early galaxies that reionized
the Universe?
The high-redshift galaxy stellar mass function (GSMF), which measures the co-moving
volume density of galaxies as a function of stellar mass, provides an invaluable observa-
tional measure of the physics of galaxy formation and evolution in the early Universe.
Determining the shape of the GSMF, and in particular if and where there are cut-offs on
the low- and the high-mass ends, is for example crucial for constraining cosmic reioniza-
tion since it allows to assess if there were enough galaxies to provide the required ionizing
flux. In addition, the low-mass end of the GSMF is in particular interesting for constrain-
ing galaxy formation models since the low-mass high-redshift galaxies are not yet evolved
very far and thus represent a primordial state of galaxy evolution. It is because of these
reasons that it is important to not only accurately measure the high-redshift GSMF but

5



6 INTRODUCTION

also to robustly probe its uncertainties.
In the last two decades, the advent of deep space-based observations, in particular with
the Hubble Space Telescope (HST) and the Spitzer Space Telescope (Spitzer), has ex-
tended the reach of extragalactic studies from the local vicinity of the Milky Way all the
way into the epoch of cosmic reionization. And yet, the extreme low-mass end of the high-
redshift GSMF still remains elusive without a ‘boost’ in sensitivity provided by strong
gravitational lensing (SL) which can increase the depth of deep HST observations by an
average of two magnitudes. With the launch of the James Webb Space Telescope (JWST;
Gardner et al., 2006) and its unprecedented near-infrared (NIR) sensitivity scheduled for
December 18, 2021, the field of high-redshift galaxy observations is on the brink of a
new era. One of the primary science goals of the JWST will be observing first light and
primordial galaxies — the Cosmic Dawn — with supporting ground-based spectroscopy
from high-sensitivity facilities such as the Atacama Large Millimeter/submillimeter Ar-
ray (ALMA) and the upcoming Extremely Large Telescope (ELT). Nevertheless, even
the JWST will require SL magnification to probe the extreme faint low-mass end of
the high-redshift GSMF, in particular for ultra-deep imaging campaigns targeted at the
lowest-mass galaxies at the highest redshifts. But how do SL uncertainties impact the
GSMF measurements? Furthermore, many assumptions on e.g. star-forming history
(SFH) or stellar age enter high-redshift GSMF measurements and can have a significant
impact on stellar mass and star-forming rate (SFR) measurements. Without understand-
ing these impacts on the measured stellar masses, how could we know if our high-redshift
GSMF determination is robust and unbiased?
In an effort towards investigating these questions and preparing for the JWST era, my
thesis work focuses on studying the low-mass end of the high-redshift GSMF with HST
and Spitzer using gravitational lensing provided by six massive galaxy clusters. More
precisely, I seek to understand and quantify the impacts that our methods of observation
and galaxy modelling have on the resulting low-mass end of the GSMF and its uncertain-
ties. How robustly can we constrain the low-mass end of the high-redshift GSMF? What
are the limits of gravitational lensing and galaxy modeling techniques, their systemat-
ics and assumptions and how do they impact high-redshift GSMF results? And finally,
which new methods do we need to develop in order to exploit the full power of the JWST
and other future facilities? With these questions and the goal to deliver high-redshift
GSMF measurements that include all of these impacts in their uncertainties in mind, my
thesis work comprises three main projects:

• In chapter 3, which has been published in Furtak et al. (2021), we assess what is
believable in high-redshift GSMF observations by robustly probing the uncertainties
and systematically investigating the biases and systematics inherent to these kind
of measurements.

• Chapter 4 describes our efforts to detect and select photometric high-redshift galaxy
candidates in new HST observations of six gravitational lensing clusters, the BUF-
FALO survey, in order to increase the sample sizes of high-redshift galaxy can-
didates detected in or around the SL clusters and to provide targets for future
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instruments such as e.g. the JWST.

• In chapter 5, we develop new methods to for the first time estimate gravitationally
lensed high-redshift galaxy sample completeness directly in stellar mass without
needing to rely on corrections to rest-frame ultra-violet (UV) luminosity functions.

This manuscript is therefore structured as follows: I first introduce the scientific back-
ground and the technical aspects of high-redshift galaxy observations in chapters 1 and
2. The main scientific analyses and results of my thesis work are described in detail in
chapters 3, 4 and 5 as mentioned above. I then put the results in the context of fu-
ture prospects in chapter 6 before summing up my work in the conclusion on page 121.
Throughout this work, I adopt a standard flat ΛCDM cosmology with Ωm = 0.3,
ΩΛ = 0.7 and H0 = 70 km

Mpc s and all magnitudes are quoted in the AB magnitude system
(Oke & Gunn, 1983).

Publications

I here give a complete list of the scientific publications that resulted from the work
accomplished over the course of my thesis.

First author publications:

• Furtak L. J., Atek H., Lehnert M. D. et al. (2021): “How robustly can we
constrain the low-mass end of the z ∼ 6 − 7 stellar mass function? The limits of
lensing models and stellar population assumptions in the Hubble Frontier Fields”,
MNRAS, 501, 1568, doi: 10.1093/mnras/staa3760

Co-authored publications:

• Weaver J. R., Kauffmann O. B., Ilbert O., [. . . ], Furtak L. J., et al. (2021):
“COSMOS2020: A panchromatic view of the Universe from z ∼ 10 from two com-
plementary catalogs”, accepted for publication in ApJS

• Steinhardt C. L., Jauzac M., [. . . ], Furtak L. J., et al. (2020): “The BUFFALO
HST Survey”, ApJS, 247, 64, doi: 10.3847/1538-4365/ab75ed

Manuscripts in preparation:

• Atek H., Furtak L. J., Oesch P., et al. (submitted): “The star formation bursti-
ness and ionizing efficiency of low-mass galaxies”, submitted to MNRAS

• Furtak L. J., Atek H., Lehnert M. D., et al. (in prep.): Working title: “Stellar
mass completeness simulations and z ∼ 6 − 7 GSMFs in the BUFFALO cluster
Abell 370 ”

https://doi.org/10.1093/mnras/staa3760
https://doi.org/10.3847/1538-4365/ab75ed
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Chapter 1

The high-redshift Universe

“In the beginning there was
nothing, which exploded.”

Sir Terry Pratchett,
Lords and Ladies, 1996

This thesis focusses on the study of distant galaxies — early star-forming galaxies
(cf. section 1.3) — and the measurement of their stellar mass functions (cf. section 1.4).
down to the lowest stellar masses. These galaxies formed and evolved when the Universe
was less than one billion years old and the physical conditions were much different from
the present-day Universe. This chapter therefore serves as an introduction to the early
Universe, high-redshift galaxies and the scientific context of the present research.
I first introduce the cosmological background needed in this work in section 1.1 and then
give a brief summary of cosmic history in section 1.2, up to the epochs that interest
us here: the Cosmic Dawn and the epoch of cosmic reionization. I then describe the
characteristics of galaxies in the early Universe in section 1.3 and finally explain the
interest in measuring luminosity and stellar mass functions in section 1.4 which is one of
the main goals of this work.

1.1 Background cosmology

Since galaxies form and evolve in our Universe, i.e. within a cosmological framework, I
will begin by briefly introducing some of the fundamental concepts of cosmology. I will
limit this to the concepts needed in this work however and refer the reader to e.g. Ryden
(2016) for an exhaustive introduction to cosmology.
Under the most fundamental assumption of cosmology, the Universe is both homoge-
neous and isotropic, i.e. the Universe looks the same in all directions from any position.
This cosmological principle is what permits us to describe the Universe with an overall
cosmology and is well verified by observations of the CMB (e.g. Planck Collaboration
et al., 2020b) and the large-scale (& 100 Mpc) distribution of galaxies (e.g. Maddox et al.,
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10 CHAPTER 1. THE HIGH-REDSHIFT UNIVERSE

1990; Gregory & Condon, 1991). While the propagation of light emitted by distant galax-
ies is in general a complicated problem in arbitrary spacetimes, it becomes significantly
simpler if we assume the overall geometry of the Universe to be well described by a
Friedmann-Lemaître-Robertson-Walker metric (Friedmann, 1922, 1924; Lemaître, 1927,
1933; Robertson, 1935, 1936a,b; Walker, 1937) given in e.g. Hartle (2021) as

ds2 = c2dt2 − a(t)2[dr2 + Sκ(r)2dΩ2] (1.1)

where a(t) is the time-dependent dimensionless scale factor that describes the expansion
of the Universe and Sκ(r) describes the spatial curvature of the Universe (with Sκ(r) = r
in the flat case relevant for this work). In the expanding Universe, we can define comoving
coordinates ~r = ~x(t)/a(t) which remain constant with respect to the expansion unlike the
physical coordinates ~x(t) which are time-dependent. The relative velocity of two freely
falling galaxies in the expanding Universe is then

~v(t) = rȧ(t) =
ȧ

a
~x(t) (1.2)

where we can define the Hubble parameter

H(t) ≡ ȧ

a
(1.3)

which evaluated at the present time is called the Hubble constant H0 ≡ H(t0). The
most recent measurements of the CMB find the value of the Hubble constant to be
H0 ' 67.4 ± 0.5 km

Mpc s (Planck Collaboration et al., 2020a). The Hubble-Lemaître law,
equation (1.2) evaluated at t0, was originally measured from distances and velocities of
nearby galaxies (Lemaître, 1927; Hubble, 1929) and the fact that H0 is always found
to be positive is commonly interpreted as a sign that the Universe is expanding. Note
that this so-called Hubble flow does not mean that galaxies actually move away from
each other but rather that the space between them expands with time. Finally, bear
in mind that equation (1.2) is only valid at sufficiently large scales where the cosmic
expansion dominates the relative velocities of galaxies. On small scales, the relative
velocities instead result from local dynamics which can also result in galaxies moving
toward each other as is the case for e.g. the Milky Way and Andromeda.

1.1.1 Cosmological redshift

In the special case of a photon, emitted by a galaxy at time te with rest-frame wavelength
λ0, the expansion of the Universe results in a dilation of the photon’s wavelength because
the space the photon is traveling through is expanding. At a time tobs > te the photon
will then be observed at wavelength

λobs =
a(tobs)

a(te)
λ0. (1.4)

Since a(tobs)
a(te)

> 1, the wavelength is systematically shifted red-wards. We can therefore
define the cosmological redshift of a galaxy as
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z ≡ λobs − λ0

λ0
=

1

a(t)
− 1 (1.5)

where t = te,. As can be seen in equation (1.5), the redshift z and the scale factor a are
interchangeable at any given time t so long as a evolves monotonically. In the present,
a(t0) = 1 and z(t0) = 0 and galaxies at a higher redshift are more distant. As the redshift
can directly be measured by observing a galaxy’s spectrum it is often used as a unit of
distance and look-back time. Note that for the purposes of this work I refer to z & 6 as
high redshift.

1.1.2 Cosmological distances

While we commonly use the cosmological redshift (1.5) as a distance indicator in the
Universe, the physical definition and indeed the measurement of a distance in an arbitrary
space-time is a highly non-trivial matter. Perhaps the most straight-forward definition
is that of the proper distance dp(t) defined as the length of the spatial geodesic between
two points at a fixed scale factor a(t). The current proper distance to the light-emitting
galaxy in section 1.1.1 would then be

dp(t0) = c

∫ t0

te

dt

a(t)
. (1.6)

However, in the general case of an arbitrary space-time the proper distance is not a mea-
surable quantity and does not represent the actual path travelled by a photon. Instead
the relation between the flux and the luminosity of a galaxy

f =
L

4πd2
L

, (1.7)

which can be generalized to

f =
L

4πSκ(r)2(1 + z)2
(1.8)

for a curved and expanding space-time (e.g. Ryden, 2016), will define the so-called lu-
minosity distance dL of a galaxy. Combining equations (1.7) and (1.8), the luminosity
distance is defined as

dL ≡ Sκ(r)(1 + z) =

√
4πf

L
(1.9)

which relates to the current proper distance as

dL = dp(t0)(1 + z) (1.10)

in the case of a flat universe. Knowing the redshift of a galaxy, e.g. from measuring
its spectrum, we can therefore use the flux and the redshift to compute that galaxy’s
emitted luminosity.
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In a similar manner we can consider the projection of the physical diameter l of a galaxy
to an angular diameter θ on the sky

tan θ =
l

dA
≈ θ (1.11)

to define the angular diameter distance dA assuming θ � 1 and a static Euclidean space.
Using the metric (1.1) and the definition of the redshift (1.5) the physical diameter of
the galaxy reads

l =
Sκ(r)θ

1 + z
(1.12)

which plugged into equation (1.11) yields the general form of the angular diameter dis-
tance

dA ≡
l

θ
=
Sκ(r)

1 + z
. (1.13)

This relates to the proper distance and the luminosity distance as

dA =
dp(t0)

1 + z
=

dL
(1 + z)2

(1.14)

in a flat universe. Again, knowing the redshift and the angular size of a galaxy on the sky
from observations we can use the angular diameter distance to infer its physical diameter.
Note that while all three distances dp, dL and dA are the same in a static Euclidean space,
they are not the same in the expanding Universe. Over the course of this work both the
luminosity distance and the angular diameter distance are used where appropriate (cf.
sections 1.4 and 2.2).

1.2 Cosmic History – From Recombination to Reionization

In order to understand the physics of early galaxies at high redshifts, we also need to un-
derstand the environment in which they form and evolve, i.e. the high-redshift Universe.
In this section, I therefore briefly relate the history of the Universe and the evolution
of baryonic matter during the first billion years after the Big Bang which corresponds
to the top half of Fig. 1.1. In these times the Universe underwent several phase transi-
tions, going from a completely ionized state to a neutral state and progressively back to
the fully ionized state that we can observe today once the first luminous objects formed.
More rigorous reviews can be found in Schneider (2006), Glover (2013) and Cimatti et al.
(2019).

1.2.1 Cosmic recombination

By the time the baryons were formed and primordial nucleosynthesis had taken place,
the Universe was only several thousand years old and consisted of a fully ionized plasma
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Figure 1.1: Timeline of the evolution of the Universe. The first billion years are marked by
the two phase transitions: Recombination at z ≈ 1100 that saw the free electrons and protons
of the primordial plasma recombine to H i and Reionization from z ≈ 20 − 30 to z ≈ 5 during
which the Universe got ionized again presumably by the first stars and galaxies. In between lie
the so-called dark ages. Figure credit: NASA/WMAP Science Team.
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of protons, electrons and atomic nuclei of He and Li. In this state, the plasma remains
ionized because of its high temperature kBT � 13.6 eV, is opaque due to constant scat-
tering of photons by free electrons resulting in very short mean free paths for the photons
and radiates as a nearly perfect black body. While the Universe expands however, the
density of the plasma gradually decreases which causes the plasma to cool progressively.
Eventually, electrons and protons are able to recombine and form neutral hydrogen (H i).
This first transition from a fully ionized plasma to a neutral hydrogen gas in the Universe
is called cosmic recombination.
Upon the onset of recombination, the number of free electrons decreases progressively
until eventually Thomson scattering becomes more and more inefficient at scattering
photons which are then able to propagate freely through the neutral gas, i.e. the Universe
becomes transparent (cf. Fig. 1.1). The so-called last scattering surface of the primordial
plasma is still observable at t0 and forms the cosmic microwave background (CMB)
already mentioned in section 1.1. Hydrogen recombination was completed by z ≈ 1100
(0.36Myr after the Big Bang). The photons of the CMB therefore all originate from that
epoch. Note that due to their much larger ionization energies, He and Li recombined
much earlier, at z ≈ 2500 and z ≈ 8600 respectively. After recombination, the CMB is
practically the only source of radiation in the Universe since luminous objects (e.g. stars,
emission nebulae, etc.) do not exist yet. This epoch is therefore called the dark ages.

1.2.2 The dark ages

Right after recombination, the baryon content of the Universe is nearly homogeneously
distributed as is apparent from the near-homogeneity and isotropy of the CMB (e.g.
Planck Collaboration et al., 2020b). This primordial gas, often also called pristine gas, is
to the greatest part composed of H i and is adiabatically cooling due to the expansion of
the Universe. While baryons were tightly coupled to the radiation before recombination
(cf. section 1.2.1) and therefore could not undergo gravitational collapse, DM which
does not couple to electromagnetic radiation, could collapse and created small mass over-
densities of order 2-3σ relative to the average background density. During the dark ages,
these over-densities continue to collapse and eventually form so-called DM minihalos of
virial mass Mvir ∼ 106 M�. Now decoupled from the radiation field, the pristine H i gas
can also collapse and accrete onto the existing DM minihalos. In order to contract far
enough to form molecular clouds which can in turn collapse to stars, the gas needs to
overcome its own internal pressure, i.e. cool. As is derived in detail in Cimatti et al.
(2019), the baryonic gas in DM halos settles in a hydrostatic equilibrium at the halo
virial temperature, given as

Tvir ≈ 104

(
Mvir

108 M�

) 2
3
(

1 + z

10

)
K. (1.15)

The gas hosted in the minihalos mentioned above therefore has temperatures T . 1000K
at which, in the absence of metals, only very few atomic process are available for radiative
cooling since the hydrogen atom is a very inefficient coolant at these temperatures. One
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of these is e.g. the UV emission line [He ii]λ1640Å. In addition, the H i gas can possibly
cool through rotational and vibrational transitions of a few simple molecules that were
able to form in the pristine gas: H2 and small amounts of HD and LiH. It is however still
unclear if these molecules are efficient enough radiative coolants to allow the primordial
gas to fully collapse, form the first generation of stars and ignite the Cosmic Dawn.

1.2.3 Cosmic Dawn — The first stars

The very first generation of stars is called Population III (Pop. III) stars and represents
the first luminous objects in the history of the Universe. They are estimated to have
formed around z ≈ 20 − 30 and due to the relatively high gas temperatures at which
they formed, they are estimated to have accreted much more gas than would be possible
for present-day stars and thus have much higher masses. Indeed, simulations predict
a mass-range of 1 M� . M . 1000 M�. In addition, these stars are constituted out
of pristine gas and therefore have no metallicity1 Z ≈ 0. Other properties of Pop. III
stars can be estimated using the stellar structure equations (for a review cf. e.g. Bromm,
2013): For example we can expect a 100 M� Pop. III star to have a radius of ∼ 5 R�,
a luminosity of ∼ 106 L� and a surface temperature of ∼ 105 K, i.e. much hotter than
even an O class star. The expected life-time of Pop. III stars is given in Cimatti et al.
(2019) as

t? ≈ 0.007
Mc2

L
(1.16)

where 0.007 is the efficiency of the thermonuclear reactions powering the star. This results
in very short lifetimes for Pop. III stars, of order 1Myr, which means that Pop. III stars
terminate their life cycle very rapidly and explode as Supernovae (SNe).
During their short lifetimes however, the first stars have a major impact on the medium
around them. The intense UV emission heats and ionizes the gas around them and the
SN explosions can even blow the gas out of the relatively shallow gravitational wells of the
minihalos. In particular, so-called Lyman-Werner photons with 11.2 ≤ hν ≤ 13.6 eV are
not absorbed by the neutral hydrogen but can photodissociate the H2 molecules that are
essential for cooling the pristine gas (cf. section 1.2.2). In addition, while the very first
generation of stars has Z ≈ 0, these first stars will enrich the pristine gas with metals,
in particular with C, N and O, meaning that any subsequent generations of stars will no
longer be Pop. III stars. Because of the short lifetimes of Pop. III stars, the transition
to Pop. II stars occurs very rapidly. Simulations indicate that the feedback created by
the Pop. III stellar winds and SNe clears most of the gas out of the ∼ 106 M� minihalos
which would mean that a second and subsequent generations of stars could not be formed
in them. The Pop. III stars might therefore not have made up the first galaxies which
instead would have formed subsequently in larger DM halos out of pristine gas and gas
that was metal-enriched by the Pop. III stars. The exact circumstances of the formation

1Metallicity Z is defined as the fraction of the total baryonic mass made out of elements other than
hydrogen or helium.
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of the first galaxies however remain widely unknown and signatures of Pop. III stars in
primordial galaxies, e.g. in their stellar and nebular emission, are considered one of the
possible ways to observe Pop. III stars. I will talk about the first galaxies, their formation
and their properties in detail in section 1.3. Other possible signatures of Pop. III stars
include transients and signatures in the gravitational wave background (e.g. Lazar &
Bromm (2021) and Martinovic et al. (2021)).
Recent studies suggest the Pop. III initial stellar mass function (IMF), which describes
the initial distribution of masses for Pop. III stars, to extend all the way down to 1 M�
(e.g. Latif et al., 2021) which means that some Pop. III stars could still be present at
t0 according to equation (1.16). To date, there has been no confirmed observation of
Pop. III stars or their signatures yet. There is however at least one Pop. III star complex
candidate of ∼ 104 M� at z = 6.629, detected in the strong gravitational lensing cluster
MACSJ0416.1-2403, that still needs to be confirmed with future observations (Vanzella
et al., 2020).

1.2.4 Cosmic reionization

The formation of the first stars and galaxies only accounts for a relatively small fraction
of the gas content in the early Universe. The largest fraction remains cold and neutral
and located in the spaces between the collapsed structures. It is therefore referred to
as the intergalactic medium (IGM) and makes up the low-density baryonic cosmic web.
Since the IGM during the dark ages is almost entirely composed of (neutral) H i, it
absorbs the ionizing radiation (kBT ≥ 13.6 eV or λ ≤ 1215.15Å) from the first stars
and galaxies. As a result, the H i gas is gradually photoionized in expanding bubbles
around the DM halos that host the first stars and galaxies until eventually the entire
intergalactic hydrogen content of the Universe is ionized. This process is called cosmic
reionization and represents the last great phase transition of the baryonic Universe. This
epoch is often referred to as the Epoch of Reionization (EoR, cf. Fig. 1.1).
Measurements of the optical depth for Thomson scattering of CMB photons on free
electrons in the (re-)ionized IGM yielded optical depths τ ≈ 0.05− 0.06 which indicates
that the cosmic reionization was complete at z ≈ 6 when the Universe was ∼ 1Gyr old
(e.g. Fan et al., 2006; Planck Collaboration et al., 2016). More recent measurements using
Quasar absorption spectra however place the end of reionization at z ≈ 5 (e.g. Bosman
et al., 2021; Zhu et al., 2021). The main sources of ionizing radiation that powered the
reionization are probably the massively star-forming galaxies in the early Universe, in
particular the far more numerous low-mass galaxies (Bunker et al., 2010; Oesch et al.,
2010; Bouwens et al., 2011, 2015; Robertson et al., 2013, 2015; McLure et al., 2013;
Finkelstein et al., 2015; Atek et al., 2015b), but other sources such as active galactic
nuclei (AGN; e.g. Hassan et al., 2017; Torres-Albà et al., 2020), intermediate mass black
holes (e.g. Wang et al., 2010) and even annihilation of DM particles (e.g. Kaurov et al.,
2016) have been investigated. I will come back to the sources of cosmic reionization in
sections 1.3 and 1.4. The determination of the main sources of ionizing photons at z & 6
remains difficult because quantities like the IMF of stars, which might not be the same
as measured in local Universe, and the escape fraction fesc, which corresponds to the
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amount of ionizing radiation that is not absorbed by a galaxy’s own interstellar medium
(ISM), are still poorly constrained at high redshifts. This makes it difficult to ascertain
the amount of ionizing photons available from stars in the EoR.

1.3 The first generation of galaxies — High-redshift galaxies

The whole subject of this work is the analysis and characterization of galaxies in the
EoR (cf. section 1.2.4), the first generation of galaxies or high-redshift galaxies. I will
therefore dedicate this section to a short summary of what is known about these objects.
Since direct observations of high-redshift galaxies is a highly non-trivial matter, as will
be explained in detail in chapter 2, most of the following is based on simulations and
theoretical predictions. This section is mainly based on reviews by Johnson (2013),
Dunlop (2013) and Cimatti et al. (2019).

1.3.1 Formation of the first galaxies

As mentioned in section 1.2.3, the first stars could possibly not have formed the first
galaxies on account of their violent feedback effects which drive the gas out of their
hosting DM minihalos and destroy the molecules crucial for cooling pristine gas (cf.
section 1.2.2), thus suppressing subsequent star-formation. Instead, the first galaxies
would have formed some time later in more massive DM halos capable of holding their
gas even under stellar feedback.
In order for galaxy formation to take place in general, the halo’s binding energy Ebind

must exceed the energy of stellar feedback provided by stellar winds and SNe Ewind (cf.
e.g. equation (3.9) in section 3.5.5), i.e.

Ebind ∼
GM2

vir

rvir
> Ewind (1.17)

where rvir is the virial radius. A detailed example for such an analysis can be found in
section 3.5.5. In addition to the condition explained above, in order for star-formation
to take place efficiently the virial temperature, given in equation (1.15), should be Tvir >
104 K in order for pristine gas to cool via atomic line emission. Note that by this time,
the pristine gas has been slightly enriched in metals by the Pop. III star SNe, mostly with
O and C (e.g. Heger & Woosley, 2002, 2010). These provide potent atomic cooling lines,
in particular C ii which can be easily maintained in its ionized state by the radiation field
present at the time and is very efficient for cooling gas down to very low temperatures
(e.g. Bromm & Loeb, 2003).
Numerical simulations indicate the conditions above to be reunited in halos of Mvir ∼
108 M� at z ≈ 10. Recent observational studies indicate galaxy formation to have taken
place as early as z = 15 (e.g. Hashimoto et al., 2018; Laporte et al., 2021). The transition
from Pop. III star formation (z ≈ 20− 30, cf. section 1.2.3) to the formation of the first
galaxies was therefore very rapid and occurred in . 0.1Gyr. The physics and conditions
of the formation of the first galaxies however remain poorly constrained by observations,
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making the above simulation results fairly uncertain and speculative. In particular the
effects of stellar feedback and thus the values of Ewind are difficult to model without
further observational constraints. This is one of the prime motivations for high-redshift
galaxy observations and this work in particular as I will explain in section 1.4 (but cf.
also section 3.5.5).

1.3.2 Properties of the first galaxies — Compact star-bursts

The study of high-redshift galaxies is a comparatively recent field that originated less
than two decades ago, mainly because high-redshift galaxies are difficult to observe as
I will explain in detail in chapter 2. Their properties therefore remain largely unknown
and represent one of the most active fields of research in modern astronomy.
Since they represent the first generations of galaxies to have formed in the Universe,
high-redshift galaxies are expected to be relatively small and compact structures with
low stellar masses and small radii. Indeed, observations find the galaxy populations at
high-redshifts to be dominated by relatively low-mass dwarf galaxies (cf. sections 1.4
and 3.4 and Fig. 3.12) with rather steeply evolving mass-to-light relations L ∝ Mα,
meaning that more massive galaxies tend to be brighter and lower-mass galaxies to be
fainter (e.g. Song et al., 2016a, and section 3.3 of this work). While single massive
galaxies with M? ∼ 1011 M� do exist at high-redshifts (e.g. Mobasher et al., 2005; Ouchi
et al., 2009), they are extremely rare (e.g. Dunlop et al., 2007) and the bulk of the galaxy
population has lower stellar masses. Morphological analyses furthermore yield steep size-
luminosity relations re ∝ Lβ and particularly small half-light-radii re on the very faint
end, down to re ∼ 0.01 kpc (Kawamata et al., 2015, 2018; Bouwens et al., 2021).
All high-redshift galaxies are star-forming systems rich in gas because the Universe is
not old enough yet for galaxies to undergo major merging, quenching and gas-stripping
processes that will eventually rob them of their gas and create a quiescent galaxy popula-
tion. Instead these galaxies are undergoing massive star-formation with extreme SFRs2.
Simulations predict their SFRs to be exponentially increasing with time (e.g. Finlator
et al., 2011) and come in violent and episodic ‘bursts’ (e.g. Stark et al., 2009; McLure
et al., 2011) making high-redshift galaxies the most extreme star-bursting systems in the
Universe. Some artist impressions of what high-redshift star-bursting galaxies might look
like in close-up are shown in Fig. 1.2.
As these galaxies formed out of the pristine gas (cf. section 1.2.2), they also have very low
metallicities with a range of Z ∼ 0.001− 0.5 Z� (Harikane et al., 2020; Jeon et al., 2020;
Jones et al., 2020). For the same reason, high-redshift galaxies can be expected to have
relatively low amounts of interstellar dust since the heavy elements necessary to form
dust grains are not very abundant yet and stellar feedback of massive star-formation can
also destroy dust grains. While observations do indeed find evidence for very low dust
attenuations (e.g. Bouwens et al., 2016; Bhatawdekar & Conselice, 2021), other recent
studies have nevertheless detected surprisingly high dust masses and temperatures (e.g.
Hashimoto et al., 2018; Laporte et al., 2019; Tamura et al., 2019; Bakx et al., 2020).

2The star-forming rate ψ is defined as the total mass in stars formed per unit time.
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Figure 1.2: Artist impressions of the three most distant galaxies observed to date. High-redshift
galaxies are very compact and densely star-forming dwarf galaxies. From left to right and top to
bottom: A2744 YD4 at z = 8.38 (Zheng et al., 2014; Laporte et al., 2017), GN-z11 at z = 10.957
(Oesch et al., 2016; Jiang et al., 2021a,b) and MACS1149-JD1 at z = 9.11 (Zheng et al., 2012;
Hashimoto et al., 2018). Figure credits: M. Kornmesser, P. C. Budassi and JvdH1.
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Finally, note that the properties of high-redshift galaxies described in this section mostly
apply to currently observed populations of high-redshift galaxies and the results of galaxy
simulations. They therefore remain uncertain and prone to biases, degeneracies and sta-
tistical uncertainties. A great part of this work is to address these as will be detailed in
section 2.4 and in chapters 3 and 5. It is nevertheless also necessary to consider the pos-
sibility of other galaxy populations that have not yet been observed in the high-redshift
Universe, e.g. massive dust-obscured star-forming galaxies, low surface-brightness galax-
ies or even quiescent galaxies which do not have high SFRs. I will come back to these
possibilities in section 6.1.3.

1.4 Galaxy luminosity and stellar mass functions

Two primary results in the analysis of statistically significant samples of high-redshift
galaxies are their luminosity function and their GSMF. They describe the co-moving
number density of galaxies as a function of luminosity L and stellar massM? respectively
and therefore provide crucial constraints on the cosmic reionization (cf. section 1.2.4)
and the formation and evolution of galaxies in the early Universe (cf. section 1.3). These
densities are defined as

φ(L)dL =
N(L)

V
(1.18)

φ(M?)dM? =
N(M?)

V
(1.19)

where N corresponds to the number of galaxies and V represents the co-moving volume

dV =
c3

H(z)

(∫ z

0

dz′

H(z′)

)2

dzdΩ (1.20)

with H(z) as the Hubble parameter (1.3) and dΩ as the solid angle element. Lumi-
nosity and stellar mass functions are commonly parametrized with a Schechter function
(Schechter, 1976)

φ(L) =

(
φ0

L0

)(
L

L0

)α
e
− L
L0 (1.21)

whose shape is defined by three parameters: The normalization density φ0, a character-
istic luminosity L0 at which the luminosity function drops off exponentially on the bright
end and a power-law slope α on the faint end. The effects of the individual parameters
on the shape of the Schechter function is illustrated in the right-hand panel of Fig. 1.3.
A Schechter parametrization of the GSMF can be found in equation (3.4). There are also
alternative parametrizations in use such as e.g. double power-laws (e.g. Dunlop & Pea-
cock, 1990), double Schechter functions (e.g. Weigel et al., 2016) and modified Schechter
functions that include a turnover term on the faint end such as defined in equation (3.6)
and illustrated in the right-hand panel of Fig. 1.3 (cf. also Jaacks et al., 2013; Bouwens
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Figure 1.3: Left : UV luminosity function at z ∼ 6 − 7 by Atek et al. (2018) in comparison
to results by Bouwens et al. (2017b) and Livermore et al. (2017). Note the potential down-
ward turnover on the extreme faint end. Figure credit: Atek et al. (2018). Right : Schematic
illustration of the Schechter parametrization given in equation (1.21). The low-mass end turnover
term is defined in equation (3.5) in section 3.4.

et al., 2017b; Atek et al., 2018). Note that only the Schechter and the modified Schechter
functions are known to fit high-redshift galaxy observations though.
At high-redshifts, luminosity functions are mostly observed in rest-frame UV wavelengths
around λUV ∼ 1500Å for the reasons explained in chapter 2. Note that recent efforts
have nevertheless also yielded Lyman alpha (e.g. Hu et al., 2004, 2019; Shimasaku et al.,
2006; Ouchi et al., 2008; Taylor et al., 2021; Santos et al., 2021; Wold et al., 2021;
Goto et al., 2021) as well as the first rest-frame optical (Stefanon et al., 2017) and even
[O iii]+Hβ (De Barros et al., 2019), [C ii]λ158µm (Yan et al., 2020; Uzgil et al., 2021)
and Hα (Asada & Ohta, 2021) luminosity functions at high redshifts. Once a sample
of high-redshift galaxies has been detected (cf. section 2.1), the UV luminosity can be
easily computed using the observed (rest-frame) UV magnitude mUV and the redshift as

MUV = mUV + 5

(
1− log

(
dL(z)

pc

))
+ 2.5 log(1 + z) (1.22)

where dL(z) is the luminosity distance computed using equations (1.6) and (1.10). The
study of high-redshift UV luminosity functions is of particular interest for constraining
cosmic reionization because their integral yields the UV luminosity density in the EoR.
This allows to assess the number of ionizing photons provided by galaxies in the EoR
and thus yields insight whether or not early star-forming galaxies were responsible for the
cosmic reionization (cf. section 1.2.4 and e.g. Finkelstein et al., 2015; Atek et al., 2015b).
In addition, high-redshift luminosity functions can also be used to constrain cosmological
parameters and DM clustering at high redshifts (Sabti et al., 2021b,a).
While the UV luminosity functions trace the energy budget in the early Universe, the
GSMFs trace the build-up of stellar mass in high-redshift galaxies and their evolution in
the EoR. They therefore provide crucial constraints on galaxy formation and evolution
models and on numerical simulations (e.g. Ocvirk et al., 2020): The measured GSMFs
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are what the simulations need to reproduce in the end in order to accurately reflect our
Universe. Even though stellar mass is much less straight-forward to measure than UV
luminosity (cf. section 2.4 and in particular chapters 3 and 5), recent observations agree
on a steepening of the low-mass end slope with redshift, from α ∼ −1.6 at low redshifts
to α ∼ −2.0 at high redshifts (e.g. Duncan et al., 2014; Grazian et al., 2015; Song
et al., 2016a) which indicates the galaxy population at high-redshifts to be dominated
by faint low-mass dwarf galaxies (cf. section 1.3.2). That being said, while the Schechter
parametrization presented in equations (1.21) and 3.4 parametrizes the faint low-mass
end with a continuous power-law, in reality there must of course be a lower limit to the
GSMF since a galaxy of arbitrarily small mass cannot exist. As explained in section 1.3.1,
there is a theoretical lower limit to the mass at which galaxies can form in the early
Universe due to quenching by stellar feedback when Ebind . Ewind and the limits of gas
cooling efficiency. In combination with stellar-to-halo mass relations, measuring a drop
in number density of low-mass high-redshift galaxies would provide strong constraints on
the characteristic DM halo mass scale at which stellar feedback and inefficient gas cooling
can suppress the star-formation. This provides valuable insights into the physics of stellar
feedback, i.e. stellar winds from young massive stars and SNe, in the first generations
of galaxies. In addition, the high-redshift GSMF can be used to constrain the evolution
of the IGM in the close vicinity of the galaxies, the so-called circumgalactic medium
(CGM; e.g. Finlator et al., 2020), and even to test e.g. warm dark matter models (e.g.
Rudakovskyi et al., 2021). The latter would in particular leave a significant signature in
the GSMFs as warm dark matter ‘erases’ substructure at small scales and masses. Note
that while recent studies have indeed detected a turnover on the extreme faint end of the
high-redshift UV luminosity function (cf. Fig. 1.3; Bouwens et al., 2017b; Atek et al.,
2018), this has not yet been found in GSMFs (though cf. chapter 3).
For all of these reasons, it is important to precisely measure high-redshift GSMFs down
to the lowest stellar masses and paramount to correctly assess their uncertainties. These
represent some of the prime motivations for this work as I will develop in the following
chapters. Before that it is however necessary to understand the detection processes of
high-redshift galaxies and the measurements of their stellar mass which I will explain in
chapter 2.



Chapter 2

Observing the high-redshift Universe

“And it didn’t stop being magic
just because you found out how
it was done.”

Sir Terry Pratchett,
The Wee Free Men, 2003

The identification and observation of galaxies in the EoR at z & 6 (cf. section 1.2.4)
is among the most difficult tasks in modern astronomy. They are extremely faint (mAB &
25) and have small angular diameters on the sky (θ . 1′′) which places them beyond the
sensitivity and angular resolution of most ground-based telescopes. In addition, at z & 6
most of the emitted galaxy spectrum is redshifted beyond the wavelength coverage of most
instruments. For example, at z = 6 the rest-frame UV emission (∼ 1500Å) is redshifted
into NIR wavelengths (∼ 10500Å) according to equation (1.5). To date, only the HST (up
to ∼ 17000Å) and Spitzer (from ∼ 30000Å to ∼ 50000Å) are sensitive enough to observe
objects as small and faint as these across the whole range of wavelengths into which their
emitted light is redshifted. While the HST is most proficient at detecting these objects (cf.
sections 2.1 and 2.4.1), Spitzer observations are invaluable to derive high-redshift galaxy
physics (cf. section 2.4.2). Also note that while rest-frame UV spectroscopy of relatively
bright high-redshift galaxies with some ground-based instruments (cf. sections 2.4.1
and 4.3), e.g. the Keck Observatory, Subaru Telescope or ESO’s Very Large Telescope
(VLT), is possible and indeed necessary for redshift confirmation, it is not an efficient
process for detecting statistically significant samples. We therefore need to mostly rely
on photometric means of identifying high-redshift galaxy candidates.
In this chapter, I will present the three main means of observation and analysis used in
my thesis: Section 2.1 details how we use the HST to detect high-redshift galaxies and
section 2.2 introduces the physics of the gravitational lensing effect, used in this work to
‘boost’ our sensitivity towards the faintest high-redshift galaxies. I then present the six
galaxy clusters observed for this work in section 2.3 before presenting our main method
of analysis, SED-fitting, in section 2.4.

23
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Figure 2.1: IGM transmission curves computed from the latest semi-analytical models by Inoue
et al. (2014) for different source redshifts z. At redshifts z & 6 all emission blue-ward of Lyα
is absorbed by neutral hydrogen in the IGM thus creating the Gunn-Peterson trough (Gunn &
Peterson, 1965) and the Lyman break observed in high-redshift objects.

2.1 High-redshift dropout detection

Thanks to the unprecedentedly high angular resolution and NIR sensitivity of the HST,
it is possible to detect statistically significant samples of high-redshift galaxies. The two
main instruments used for this are the Advanced Camera for Surveys (ACS), installed on
the HST in 2002, and the Wide Field Camera 3 (WFC3), installed during the last servic-
ing mission on the HST in 2009. Using broad-band filters, these instruments are sensitive
enough to image faint high-redshift galaxies by exploiting some of their distinctive key
features as detailed in the following sections.

2.1.1 The Lyman break

In the absence of spectroscopy, the main feature we are going to exploit for identifying
high-redshift galaxy candidates in broad-band photometry is the so-called Lyman break,
a sharp break in the continuum of high-redshift galaxies at the (redshifted) wavelength
of their Lyman-alpha (Lyα) emission line. The Lyman break arises because the neutral
IGM is opaque to hydrogen-ionizing photons > 13.6 eV, i.e. photons blue-ward of Lyα
are absorbed along their way between the source and the observer. While the local
IGM is fully ionized and thus translucent to ionizing radiation, the fraction of neutral
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Figure 2.2: Top: Transmission curves of some broad-band filters on the HST. Bottom: Typical
spectra of a star-bursting galaxy at high redshift (blue) and a red quiescent galaxy at low redshift
(red) convolved with the corresponding IGM attenuation curves (cf. Fig. 2.1).

hydrogen in the IGM increases with redshift until the IGM is fully opaque to ionizing
radiation towards the end of the EoR (z & 6, cf. section 1.2.4). Typical IGM transmission
curves for different redshifts can be seen in Fig. 2.1, computed from IGM attenuation
models by Inoue et al. (2014). The absorption of ionizing radiation originating from
high-redshift sources, the Gunn-Peterson effect, was theoretically predicted by Gunn &
Peterson (1965) and observed for the first time by Becker et al. (2001).

At redshifts z & 6, Lyα and the Lyman break conveniently fall into the bandpass of
the HST as is illustrated in Fig. 2.2. In broad-band photometry, a high-redshift galaxy
candidate will appear red in the color, i.e. the difference in magnitude, between the
filter that contains the Lyman break and the filter red-ward of that. At the same time,
the galaxy will be detected in bands red-ward of the break and not detected in bands
blue-ward of the break. For that reason these objects are also called dropout galaxies.
Note that dropout objects are often designated by the filter in which the break falls, i.e.
F814W-dropouts for z ∼ 6 − 7 galaxies, F105W-dropouts for z ∼ 8 − 9 galaxies and
F125W-dropouts for z ∼ 9− 11 galaxies. A typical example of a F105W-dropout (z ∼ 8
candidate) identified in the course of this work (cf. section 4.3.1) can be seen in Fig. 2.3.
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Figure 2.3: Image cutouts of a typical F105W-dropout, the z ∼ 8 galaxy candidate A370-20021
(cf. section 4.7). From left to right: F435W, F606W, F814W, F105W, F125W, F140W, F160W,
Spitzer/IRAC1 and IRAC2 (cf. section 3.1). The source is clearly detected in the WFC3/IR
bands but shows no detection in the bands blue-ward of the Lyman break.

2.1.2 High-redshift galaxy detection in deep fields

While the Lyman break provides an excellent color-selection criterion for high-redshift
galaxies, it is not in itself sufficient to robustly rule out a red lower-redshift object:
As illustrated in Fig. 2.2, the Balmer or 4000Å break (cf. section 2.4.2) of a red (e.g.
dusty or elliptical) galaxy at low redshifts can have a color-signature similar to the Lyman
break at high redshifts in broad-band photometry. Dropout selection techniques therefore
commonly also include a second color criterion to make sure the selected galaxy is slightly
blue in the filters red-ward of the break due to the UV-continuum slope (cf. section 2.4.1)
of a young high-redshift star-forming galaxy as opposed to the flat or red continuum
expected for a dusty or quiescent low-redshift galaxy (cf. lower panel in Fig. 2.2 again),
and strict non-detection criteria in bands blue-ward of the break. Selecting high-redshift
dropout galaxies from broad-band photometric data requires precision photometry that
from HST imaging. Even with the deepest data sets, dropout selection remains prone
to significant fractions of red low-redshift galaxies (e.g. Bouwens et al., 2011) and faint
cold stars and brown dwarves which present a very similar signature in broad-band
photometry (cf. section 4.2.3). Detailed examples of high-redshift dropout selection
techniques can be found in sections 3.1.1 and 4.2.3 of this work and in e.g. Bouwens
et al. (2015); Atek et al. (2015a); Ishigaki et al. (2018).
While the first deep-field observations with HST, the Hubble Deep Field (HDF; Williams
et al., 1996) and the Great Observatories Origins Deep Survey (GOODS; Giavalisco et al.,
2004), obtained multi-band HST photometry to depths of ∼ 28 magnitudes, it was not
until the installation of WFC3 in 2009 that NIR wavelengths, at which z & 6 objects can
be observed, could be covered by the HST. As a result, the deepest blank field image of
the Universe to date, the Hubble Ultra Deep Field (HUDF; Beckwith et al., 2006; Ellis
et al., 2013; Illingworth et al., 2013; Teplitz et al., 2013, cf. Fig. 2.4), could be obtained
in 13 HST bands out to ∼ 29 − 30 magnitudes and 4 Spitzer bands out to ∼ 27 − 28
magnitudes (Stefanon et al., 2021c), depths unattainable with ground-based instruments.
Due to its relatively small area on the sky however, the HUDF remains inefficient for
robustly constraining high-redshift galaxy populations because of cosmic variance. In an
attempt to overcome that, the Cosmic Assembly Near-infrared Deep Extragalactic Legacy
Survey (CANDELS; Grogin et al., 2011; Koekemoer et al., 2011) observed five separate
fields with the HST to depths ∼ 28 − 29 magnitudes and an area ∼ 100 times that of
the HUDF. With numerous ancillary Spitzer and ground-based datasets, the HUDF and
CANDELS have enabled the detection of > 1000 galaxies at z & 6 (Bouwens et al.,
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Figure 2.4: Color-composite image of the Hubble Ultra Deep Field, the deepest HST image
to date, composed of ACS (blue), WFC3 (green) and Spitzer/IRAC (red) imaging data. The
HUDF maps 2.4′ × 2.4′ on the sky and contains an estimated ∼ 10000 galaxies. Figure credit:
NASA, ESA, N. Pirzkal and the HUDF Team (https://esahubble.org/images/heic0714g/).

https://esahubble.org/images/heic0714g/
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2015; Finkelstein et al., 2015) which led to high-precision z & 6 GSMF measurements in
a stellar mass range M? ∼ 108 − 1011 M� (González et al., 2011; Duncan et al., 2014;
Grazian et al., 2015; Song et al., 2016a; Stefanon et al., 2021b) and the detection of the
most distant known object to date, GN-z11 at z ' 10.957±0.001 (Oesch et al., 2016; Jiang
et al., 2021a,b). Using a different approach, the Cosmic Evolution Survey (COSMOS;
Scoville et al., 2007a) combines the widest contiguous area observed with ACS to date
(∼ 2 deg2; Scoville et al., 2007b; Koekemoer et al., 2007) with deep ground-based and
Spitzer imaging data. The analysis of the full COSMOS data set is still ongoing and the
newest releases of the COSMOS catalogs (Laigle et al., 2016; Weaver et al., 2021) are
expected to yield large numbers of bright and massive high-redshift galaxy candidates.
The above mentioned deep fields are the deepest observations obtainable with the HST
in so-called blank fields and the high-redshift galaxy samples observed in them reach rest-
frame UV luminosities down to . −17 magnitudes (e.g. Bouwens et al., 2015; Finkelstein
et al., 2015) and stellar masses & 108 M� (Song et al., 2016a; Stefanon et al., 2021b).
In order to reach even fainter and lower-mass objects, the regime where the turnover in
the GSMF can be expected (cf. section 1.4), we require a ‘boost’ in depth that can be
provided by the magnification of background fluxes by massive galaxy clusters — the
gravitational lensing effect.

2.2 Gravitational Lensing

The gravitational deflection and magnification of light emitted by background sources
was theoretically expected by Soldner (1804) and Einstein (1916) and observationally
confirmed by Dyson et al. (1920). It was however not until 1986 that the first strongly
lensed giant arc was discovered in the galaxy cluster Abell 370 (Lynds & Petrosian,
1986; Soucail, 1987). In this section I briefly introduce the physics of gravitational
magnification which plays an important role throughout this work. More exhaustive
reviews of gravitational lensing and its applications can be found in e.g. Schneider et al.
(1992), Narayan & Bartelmann (1996), Meylan et al. (2006) and Dodelson (2017).
To physically describe the propagation of light through gravitational lenses, we basically
take the metric defined in equation (1.1) and add local perturbations. These local pertur-
bations are the gravitational distortions of spacetime caused by distributions of matter
which act as gravitational lenses. Close to a gravitational lens, the geometry can then
be described by a locally flat Minkowski spacetime perturbed by a Newtonian potential
Φ, which depends on the mass distribution ρ(~x) of the lens. The effect of the potential
Φ on a passing light ray is analogous to that of a refractive index in geometric optics,
which is given in Schneider et al. (1992) as

n = 1− 2

c2
Φ = 1 +

2

c2
|Φ|. (2.1)

The light is bent by a deflection angle ~̂α, which we obtain by integrating the gradient of
n perpendicular to the line of sight l along the line of sight



2.2. GRAVITATIONAL LENSING 29

~̂α = −
∫
~∇⊥ndl =

2

c2

∫
~∇⊥Φdl. (2.2)

In the strong lensing regime, the distances between the observer and the lens and between
the lens and the lensed source are very large compared to the radial depth of the mass
distribution acting as gravitational lens. We can therefore safely assume the lens to be a
thin sheet of mass, which extends transversally to the line of sight l. The light, emitted
from a source in the source plane at distance Ds from the observer, is then deflected by
this two-dimensional mass distribution situated in the lens plane at distance Dd from
the observer (see Fig. 2.5). The mass density of the lens thus reduces to the projection
along l, the surface mass density

Σ(~ξ) =

∫
ρ(~ξ, l)dl, (2.3)

where ~ξ is a two-dimensional vector in the lens plane. Using this definition and equation
(2.2), the deflection angle at any position ~ξ in the lens plane is the sum of the deflections
caused by all the mass elements in the lens plane

~̂α(~ξ) =
4G

c2

∫
(~ξ − ~ξ′)Σ(~ξ′)

|~ξ − ~ξ′|2
d2ξ′. (2.4)

As the deflection is only caused by the gravitational potential of the lens, it does not
depend on the wavelength of the deflected photons. Gravitational lensing therefore does
not present any chromatic aberrations.

2.2.1 The Lens equation

The deflection angle ~̂α, defined in equation (2.2), can be used to relate the observed
position ~θ of a lensed image to the true position ~β of the source. Note that the angles
~̂α, ~θ and ~β are two-dimensional vectors on a sphere. Fig. 2.5 illustrates the situation
for a source at distance Ds whose light is deflected by a gravitational lens at Dd and
therefore appears as an image to the observer. Separations in the source plane are called
η and separations in the lens plane ξ and Dds is the distance between these two planes.
Assuming an Euclidean relation between angles and the separation of the lines enclosing
them as in equation (1.11), it immediately follows from Fig. 2.5 that

θDs = βDs − α̂Dds. (2.5)

Dividing by Ds and introducing the reduced deflection angle

~α =
Dds

Ds

~̂α (2.6)

then yields the lens equation of gravitational lensing

~β = ~θ − ~α(~θ) , (2.7)
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Figure 2.5: Geometrical setup for a thin sheet of mass acting as a gravitational lens at distance
Dd from the observer. ξ and η are physical separations in the lens and source plane respectively.
The angular position β of the source is related to the observable position θ of the image through
the reduced deflection angle α (see equation (2.6)) in the lens equation (2.7). Ds, Dds and Dd

are angular diameter distances (see equations (1.13) and (2.8)). Figure credit: Meylan et al.
(2006)
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Figure 2.6: Distance ratios Dds

Ds
in a flat ΛCDM Universe with Ωm = 0.3, ΩΛ = 0.7 and

H0 = 70 km
Mpc s (the cosmology assumed throughout this work) as function of source redshift zs

computed after equation (2.8) for different lens redshifts zd. Note that the evolution with source
redshift becomes negligible beyond z & 6.

which in general allows for several lensed image positions ~θ to correspond to the same
source position ~β, meaning it generally is nonlinear.
The derivation of the lens equation requires the above mentioned Euclidean relation
between angles and distances, which is not guaranteed in curved spacetime (see sec-
tion 1.1.2). This problem can however be avoided by just defining the distances used in
gravitational lensing as angular diameter distances as in equation (1.13). The angular
diameter distance can be computed from the redshifts of two objects, z1 and z2 respec-
tively using the cosmological parameters Ωm and ΩΛ. For flat spacetimes, the angular
diameter distance between two objects is given in Peebles (1993) (chapter 13) as

DA(z1, z2) =
c

H0

1

1 + z2

∫ z2

z1

dz√
Ωm(1 + z)3 + ΩΛ

. (2.8)

Fig. 2.6 shows the evolution of the lensstrength, the distance ratio Dds
Ds

defined in equa-
tion (2.6), with source redshift zs for different redshifts of the lens zd using the cosmology
assumed in this work. For high-redshift galaxy observations we want to select lenses at
preferably low redshifts zd which maximizes the lensstrength and thus the magnification
as can be see in Fig. 2.6.
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2.2.2 Magnification

Gravitational lensing deforms and distorts the observable shape of a source in the back-
ground while preserving its surface brightness. Because of that, when the observed area
of a source changes, e.g. is larger, it appears brighter, it is magnified. More quanti-
tatively, conservation of surface brightness means that Sunlensed(~β) = Slensed(~θ). The
magnification µ is then given by the ratio of fluxes from the source and the image. Since
surface brightness is conserved, this just translates to the ratio of the areas

µ ≡ Slensed(~θ)d
2θ

Sunlensed(~β)d2β
=
d2θ

d2β
(2.9)

which can be expressed in terms of the Jacobian of the transformation from the area
of the source d2β to the area of the image d2θ. Derivating the lens equation (2.7) with
respect to ~θ yields the Jacobian matrix of the lens mapping

∂βi
∂θj

=

(
1− ∂αx

∂θx
−∂αx
∂θy

−∂αy
∂θx

1− ∂αy
∂θy

)
≡ A (2.10)

which is a function of the image position ~θ and therefore of the deflection angle ~α. The
magnification µ of a gravitationally lensed object is then nothing else than the inverse of
the determinant of the Jacobian matrix A

µ =
1

detA . (2.11)

As can be seen from equation (2.11), µ can be both positive or negative. A negative sign
in equation (2.11) just flips the parity of the resulting lensed image. The observed flux
of a lensed image on the other hand increases or decreases as fobs = f0|µ| relative to the
un-lensed source flux f0. I will come back later to the special case when detA = 0.

Convergence and Shear

The elements of the Jacobian matrix A are derivatives of the deflection angle and can
therefore be expressed in terms of second derivatives of the lensing potential Φ (see
equation (2.2)). With

ϕ(~ξ) =
Dds

DdDs

2

c2

∫
Φ(~ξ, z)dz (2.12)

where ~ξ = Dd
~θ is a distance in the lens plane, as the scaled and projected potential, we

can re-write the Jacobian matrix as

A =

(
1− κ− γ1 −γ2

−γ2 1− κ+ γ1

)
(2.13)

with
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Figure 2.7: Effect of convergence and shear on a circular source. Convergence maps the source
isotropically (dotted circle) and shear is responsible for the distortion (solid ellipse). Figure
credit: Narayan & Bartelmann (1996)

κ =
1

2

(
∂2ϕ

∂θ2
x

+
∂2ϕ

∂θ2
y

)
(2.14)

γ1 =
1

2

(
∂2ϕ

∂θ2
x

− ∂2ϕ

∂θ2
y

)
(2.15)

γ2 =
∂2ϕ

∂θx∂θy
=

∂2ϕ

∂θy∂θx
. (2.16)

These quantities directly depend on the lensing potential ϕ and fully describe the lens
mapping (2.7). The value κ (2.14) is called convergence and is equivalent to the surface
mass density of the lens. The quantity γ =

√
γ2

1 + γ2
2 is called shear. The meanings

of convergence and shear become clear when considering their effect on the mapping
of a circular background source as illustrated in Fig. 2.7. Convergence (dotted circle)
magnifies a source isotropically. Shear then adds anisotropy to the mapping, it distorts
the circular source in Fig. 2.7 into an ellipse.
Finally, writing the magnification defined in equation (2.11) in terms of convergence and
shear yields
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Figure 2.8: Critical curves, caustics and multiple imaging for a source crossing a fold of a
caustic (left panel) and a source crossing a cusp of a caustic (right panel) for an elliptical lens.
The lens plane is depicted on the left and the source plane on the right of each panel. The green
scenario, where the source straddles the tangential caustic, is the one most likely to form a giant
arc. Figure credit: Narayan & Bartelmann (1996)

µ =
1

(1− κ)2 − γ2
. (2.17)

Critical curves and caustics

Looking at equation (2.17), it is immediately clear that the magnification becomes sin-
gular when (1 − κ)2 = γ2 (e.g. if γ = 0 and κ = 1 or e.g. if γ = κ = 1

2). As the
magnification is a function of ~θ, this means that images at certain coordinates in the lens
plane will be extremely magnified and distorted. These points form the critical curves
which separate the multiple images of the same background source in the strong lensing
regime, which therefore in turn usually appear in the vicinity of the critical curves.
Using the lens mapping (2.7) to map the critical curves into the source plane yields the
corresponding lines in the source plane, the so-called caustics. The number and positions
of multiple images are determined by the position of the source relative to the caustics:
A source outside the caustics will only be imaged once and not magnified by a lot (see
e.g. the purple source in Fig. 2.8). This is the weak lensing regime. The closer a source
gets to the caustic, the closer its image will get to the critical curve and enter the strong
lensing regime where it becomes more heavily distorted and magnified.
The exact geometry of the critical curves and caustics depends on the lensing poten-
tial (2.12) and hence on the exact mass distribution of the lens. Fig. 2.8 shows the
configuration for an elliptical lens which is commonly used as the closest analytical ap-
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proximation to a real lens mass distribution. The lens plane is depicted on the right
and the source plane on the left side of each panel. Because of the shape of the lens,
the caustic corresponding to the outer critical curve is also an ellipse, while the caustic
corresponding to the inner critical curve has a diamond shape. As depicted in Fig. 2.8, an
extended source close to or inside this diamond-like caustic (the green and red sources)
is imaged into long arcs tangential to the outer critical line and a very faint image close
to the center of the lens. A source lying inside or close to the outer caustic (which cor-
responds to the inner critical curve) on the other hand (the blue sources) is imaged into
radially orientated images, which lie close to the inner critical curve, and tangentially
orientated arcs lying outside the outer critical curve. Because of the described properties
of the images, the outer critical curve, and thus also the inner caustic, is called tangential
while the inner critical curve, corresponding to the outer caustic, is called radial. This
caustic structure allows for numerous complex configurations of multiple images. The
left panel of Fig. 2.8 shows what happens to a source crossing a fold of the caustic and
the right panel shows it for a cusp of the caustic. Note that in the case of a circular lens,
the tangential critical curve forms a circle whose radius is called the Einstein radius.
Of course, real extended gravitational lenses will rarely have an exactly elliptical mass
distribution which is only an approximation. The shape of the lensing potential of a
galaxy cluster will be affected by the mass of large-scale objects far away, which can
be described as an external shear, or by local small-scale substructure in the mass dis-
tribution which breaks up the symmetry, not to mention that the lens itself does not
necessarily have to be elliptical at all. The caustic structure of gravitational lenses can
therefore in general become arbitrarily complex. For an arbitrary surface mass distribu-
tion, the surface mass density enclosed by the tangential critical curve is called critical
mass Σcrit which relates to the convergence as

κ(~θ) =
Σ(~θ)

Σcrit
. (2.18)

In order to provide a universal scale for the size of a gravitational lens independently
of the exact spatial distribution of mass, we use the critical area, i.e. the area where
Σ > Σcrit to define the effective Einstein radius θE as the radius of a circle corresponding
to the critical area.

2.3 Cosmic telescopes – The Hubble Frontier Fields

Galaxy clusters are the most massive gravitationally bound structures in the Universe
and as such commonly have high super-critical central projected surface mass densities
Σ > Σcrit, which result in numerous strong gravitational lensing phenomena. Background
galaxies that lie in or close to the caustics of galaxy clusters are lensed into strongly
magnified and distorted arcs by the massive and dense cores of the clusters (blue and
purple arcs in Fig. 2.9). This is called the strong lensing (SL) regime with typical
magnifications µ � 1. Commonly referred to as ’cosmic telescope’, the SL effect can
be used to observe magnified faint high-redshift sources that would not be observable in
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Figure 2.9: Color-composite images of the six Hubble Frontier Fields clusters, the best stud-
ied strong lensing fields to date. From left to right and top to bottom: A2744, MACS0416,
MACS0717, MACS1149, S1063, A370. Cluster galaxies commonly appear red and yellow and
strong lensing arcs purple and blue. The giant arc in A370 (bottom right) was the first strong
lensing event ever observed in a galaxy cluster (Lynds & Petrosian, 1986; Soucail, 1987) and
MACS0717 (middle left) is the cluster with the largest effective Einstein radius observed to date
(θE ' 55′′ ± 3′′; Zitrin et al., 2009). Figure credits: NASA, ESA and the HFF Team.



2.3. THE HUBBLE FRONTIER FIELDS 37

Table 2.1: Properties of the six HFF clusters (cf. Fig. 2.9) taken from Lotz et al. (2017).
The HFF were specifically chosen for their probability of magnifying a high-redshift source to
HF160W ≤ 27 (fourth column) and their low galactic dust extinctions (fifth column).

Cluster RA Dec. z Mvir[M�] P (z = 9.6) E(B−V )

A2744 00:14:21.2 -30:23:50.1 0.308 1.8× 1015 0.96± 0.07 0.012
MACS0416 04:16:08.9 -24:04:28.7 0.396 1.2× 1015 0.63± 0.12 0.036
MACS0717 07:17:34.0 +37:44:49.0 0.545 2− 3× 1015 0.84± 0.05 0.068
MACS1149 11:49:36.3 +22:23:58.1 0.543 2.5× 1015 0.60± 0.10 0.020
S1063 22:48:44.4 -44:31:48.5 0.348 1.4× 1015 0.69± 0.08 0.010
A370 02:39:52.9 -01:34:36.5 0.375 ∼ 1× 1015 0.90± 0.08 0.028

blank fields (e.g. Maizy et al., 2010; Kneib & Natarajan, 2011; Sharon et al., 2012; Monna
et al., 2014; Richard et al., 2014; Coe et al., 2015, 2019) which is the whole interest of
gravitational lensing for this work. Note nevertheless that the weak lensing (WL) regime,
which typically occurs further away from the cluster centers where Σ � Σcrit, is of
great interest for constraining the total mass and thus the lensing potential of clusters in
addition to the constraints provided by the SL regime (e.g. Jauzac et al., 2012; Jullo et al.,
2014; Niemiec et al., 2020). Galaxy clusters have three main components to their total
mass: Galaxies (with all their internal components, i.e. stars, gas, dust and DM halos),
intra-cluster medium (ICM) gas and DM. While the first two can be observed in visible
and X-ray wavelengths respectively, the DM which dominates the cluster mass is not
observable and can therefore only be constrained by gravitational lensing mass modeling.
Many different lensing modeling techniques, both parametric and non-parametric, have
been developed and each have their advantages and disadvantages (for a review of lensing
modelling techniques cf. Kneib & Natarajan, 2011; Meneghetti et al., 2017). Since cluster
DM mass distributions are in general arbitrarily complex, in particular on the high-
critical-area end (e.g. Monna et al., 2015; Zitrin et al., 2017; Lagattuta et al., 2017,
2019; Acebron et al., 2018, 2019; ?), SL modeling uncertainties and systematics can
become very large and strongly depend on the availability of spectroscopic redshifts for
the lensed arcs (e.g. Johnson & Sharon, 2016; Acebron et al., 2017). The impact of these
uncertainties on high-redshift galaxy stellar mass function measurements is an important
part of this work and is discussed in detail in sections 3.2.2 and 3.5.2.
In the context of high-redshift galaxy observations using the gravitational magnification
of SL clusters, the Hubble Frontier Fields (HFF, Lotz et al., 2017) are without doubt
the best-studied SL fields to date. Following the success of programs such as the deep
blank fields mentioned in section 2.1.2 and the Cluster Lensing and Supernova Survey
with Hubble (CLASH, Postman et al., 2012), which succeeded in detecting several highly
magnified galaxy candidates up to z > 9 (Zheng et al., 2012; Coe et al., 2013; Bouwens
et al., 2014), the HFF program was a multi-cycle observing campaign with both HST and
Spitzer. Reaching ∼ 29AB magnitude depths with HST and ∼ 26AB magnitude depths
with Spitzer, the HFF program delivered the deepest images of six massive SL clusters
to date: Abell 2744 (A2744), MACSJ0416.1-2403 (MACS0416), MACSJ0717.5+3745
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Figure 2.10: The locations of the six HFF clusters (black; cf. Tab. 2.1) plotted over the
galactic dust extinction map from Schlegel et al. (1998), similar to Fig. 1 in Lotz et al. (2017).
For reference, the locations of the deep blank fields presented in section 2.1.2 are shown in green
and the galactic center Sgr A* in blue. The purple line represents the ecliptic. Note that the
GOODS-N and GOODS-S fields correspond to the HDF and the HUDF respectively.

(MACS0717), MACSJ1149.5+2223 (MACS1149), Abell S1063 (S1063) and Abell 370
(A370). All six HFF clusters can be seen in Fig. 2.9. These six clusters were specifically
chosen by two main criteria: The likelihood of lensing a z = 9.6 source to HF160W ≤ 27
magnitudes, i.e. their critical area, and low galactic dust extinction, i.e. clusters at high
galactic latitudes far from the galactic plane. Some properties of the HFF clusters are
summed up in Tab. 2.1 and we show their locations on the sky in Fig. 2.10. The depths in
the individual filters can be found in Tab. 3.1. Note that MACS0717 is the cluster with
the largest critical area observed to date (Zitrin et al., 2009). All the HFF data and SL
models are now publicly available on the Mikulski Archive for Space Telescopes1

(MAST). In addition to the HST and Spitzer data, the HFF have been observed in numer-
ous additional programs with ground-based facilities such as the VLT, Keck and ALMA
both with imaging and spectroscopic instruments. Three independent teams have pro-
duced complete catalogs and high-level data products of the HFF: ASTRODEEP (Merlin
et al., 2016; Castellano et al., 2016; Di Criscienzo et al., 2017; Bradač et al., 2019), HFF-
DeepSpace (Shipley et al., 2018) and the Pagul et al. (2021) catalogs. With all this, the
HFF have some of the richest data sets in existence and therefore present the perfect

1https://archive.stsci.edu/pub/hlsp/frontier

https://archive.stsci.edu/pub/hlsp/frontier
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hunting grounds for lensed high-redshift galaxies.
Indeed, using the SL magnification of the HFF it has been possible to extend the z & 6 UV
luminosity functions down toMUV . −13magnitudes (Bouwens et al., 2017b; Livermore
et al., 2017; Atek et al., 2018; Ishigaki et al., 2018) and the stellar mass functions down
toM? & 106 M� (Bhatawdekar et al., 2019; Kikuchihara et al., 2020; Furtak et al., 2021).
This translates to a gain of up to ∼ 4 magnitudes in UV luminosity and 1-2 orders of
magnitude in stellar mass when using SL magnification as opposed to the blank fields in
section 2.1.2 and led to the first tentative detections of a faint low-mass end turnover in
the high-redshift UV luminosity and stellar mass functions (Bouwens et al., 2017b; Atek
et al., 2018, and chapter 3 of this work, published in Furtak et al. (2021)). The HFF also
led to the detection of the most distant currently known lensed galaxy, MACS1149-JD1
at z = 9.11 (Zheng et al., 2012; Hashimoto et al., 2018).

2.4 Observational constraints on galaxy physics – The galaxy
SED

Once statistically significant samples of high-redshifts galaxies are detected with the
methods explained in the previous sections, the goal is to measure their physical parame-
ters such as stellar mass, age, star-formation rate, dust extinction, etc. This is in general
done by studying the light, or in more general terms the electro-magnetic radiation, that
they emit, i.e. their emitted spectral energy distribution (SED). Since detailed spec-
troscopy is usually not available for high-redshift galaxies, because they are too faint and
because most of their SED except the rest-frame UV range (cf. section 2.4.1) is redshifted
beyond the reach of most spectrographs, we need to infer their physical parameters by
fitting synthetic SEDs to the broad-band photometry. Since the luminous matter of a
galaxy is made up of three main components, stars, gas and dust, the SEDs typically
used for these kinds of fits combine stellar population synthesis models (e.g. Tinsley,
1978; Leitherer & Heckman, 1995; Bruzual & Charlot, 2003; Maraston, 2005; Vazdekis
et al., 2010; Conroy & Gunn, 2010; Maraston & Strömbäck, 2011) with nebular emission
models (e.g. Charlot & Longhetti, 2001; Ferland et al., 2013; Gutkin et al., 2016) and
sometimes also dust emission models (e.g. Dale & Helou, 2002; Peeters et al., 2004; da
Cunha et al., 2008; Noll et al., 2009) even though the latter are not of great importance
for the wavelength ranges probed at high redshifts. These models however typically de-
pend on many parameters which results in considerable degeneracies, in particular when
only several bands of broad-band photometry are available to constrain the SED.
Because of this, the inference of high-redshift galaxy parameters from broad-band pho-
tometry is a challenging matter which requires deep understanding of stellar populations
(cf. Fig. 2.11), star-formation and nebular physics. Since SED-modeling represents one
of the main topics of my thesis, in particular of chapters 3 and 5, I will introduce the
galaxy SED at high redshifts and its features and sensitivities in this section. For more
exhaustive reviews of galaxy SEDs and physics, I refer the reader to Osterbrock & Ferland
(2006), Dunlop (2013) and Cimatti et al. (2019).
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Figure 2.11: False-color plot of main-sequence star spectra (luminosity class V) for different
spectral types taken from spectral libraries by Pickles (1998) and Ivanov et al. (2004). Each
row corresponds to one spectrum. The spectra clearly show some key features relevant for high-
redshift galaxy science such as the prominent Balmer break at λ0 = 3646Å and that O and
B class stars essentially emit in the UV range. The spectra are publicly available at https:
//www.eso.org/sci/facilities/paranal/decommissioned/isaac/tools/lib.html.

2.4.1 Rest-frame UV

The rest-frame UV emission at λ0 ∼ 1500Å of z & 6 galaxies can typically be observed
with the near-infrared (NIR) filters aboard the HST (cf. Fig. 2.2). At these wavelengths,
the most notable feature of the galaxy SED is the Lyman break at λ0 = 1215.15Å which
constrains the redshift of the galaxy (cf. section 2.1.1). The UV continuum red-ward of
the Lyman break is emitted by hot and massive O and B class stars (cf. Fig 2.11). These
stars are very short-lived (∼ 106 yr) and thus only exist in star-forming H ii regions.
The UV continuum therefore mostly probes the currently ongoing star-formation of the
galaxy. The rest-frame UV SED is commonly quantified with the UV continuum slope
β, defined as

fλ ∝ λβ (2.19)

(e.g. Meurer et al., 1999, where β = −2 corresponds to a flat spectrum). Since high-
redshift galaxies are expected to be very young, metal-poor and highly star-forming sys-
tems (cf. section 1.3.2), they are also expected to have substantially bluer UV continuum
slopes than observed at z < 6. Indeed, recent observations with broad-band photometry

https://www.eso.org/sci/facilities/paranal/decommissioned/isaac/tools/lib.html
https://www.eso.org/sci/facilities/paranal/decommissioned/isaac/tools/lib.html


2.4. THE GALAXY SED 41

0 10000 20000 30000 40000 50000

λ [Å]
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Figure 2.12: Best-fitting SED of the dropout galaxy A370-20021 (cf. section 4.3.1 and Figs. 2.3
and 4.7) at z ' 7.78 ± 0.05 (black) and the best-fitting photometry (blue) in each of the HFF
bands (i.e. HST, Ks and Spitzer ; cf. Tab. 3.1). The most prominent rest-frame UV emission
features are high-lighted in purple and prominent rest-frame optical features in green. Note
that the Lyα line at λ0 = 1215.15Å is not present in this SED because it is often ignored in
SED-fitting methods due to the difficulty to model radiative transfer and the decline in number
of LAE observed at z > 6.5 (Schenker et al., 2014; Pentericci et al., 2018). Hα at λ0 = 6562.8Å
is redshifted to 57621Å in this case and therefore beyond the reach of current instrumentation.
The [C iii] doublet has rest-frame wavelengths of 1907Å and 1909Å, Hβ of 4861.4Å and the
[O iii] doublet of 4959Å and 5007Å.

result in average UV-slopes β ' −2.6 ± 0.5 (e.g. Bouwens et al., 2016; Bhatawdekar &
Conselice, 2021) which roughly agrees with theoretical expectations (Dayal & Ferrara,
2012) within the error bars. The correct interpretation of UV-slopes however remains
unclear since they are sensitive to several parameters such as age, metallicity, nebular
contribution and dust attenuation. The latter in particular heavily affects the UV contin-
uum as dust attenuation laws become steeper shorter wavelengths such that visible and
UV attenuation typically differ by a factor ×4 (e.g. Calzetti et al., 2000, cf. section 3.5.3).
For that reason, blue UV-slopes at high redshifts are commonly interpreted as resulting
from a decrease in dust attenuation and maximum stellar age with increasing redshift
(Bouwens et al., 2009, 2016; Dunlop, 2013) even though they are also affected by other
parameters and have large uncertainties. A typical SED of a high-redshift z ∼ 8 galaxy
is shown in Fig. 2.12 with the UV emission features highlighted in purple.

In addition to the stellar continuum, the rest-frame UV SED typically also shows some
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nebular line emission which in some particularly bright cases can be observed with
ground-based NIR spectrographs. The most notable UV emission line is Lyα and in most
cases it also is the only emission line detected in high-redshift spectroscopy. While young
high-redshift galaxies are expected to have strong Lyα emission driven by star-formation
with equivalent widths of order EW ∼ 200Å (Charlot & Fall, 1993), observations rarely
find Lyα EWs exceeding EW & 25Å at and measure a decline in the fraction of Lyα
emitters (LAEs) in LBG samples at z > 6.5 (Schenker et al., 2014; Pentericci et al.,
2018). This is due to absorption of Lyα by both the neutral IGM (cf. sections 1.2.2
and 2.1.1) and also the ISM within the galaxies themselves. Another rest-frame UV line
emission feature is the [C iii]λλ1907, 1909Å doublet (cf. Fig 2.12) which is less bright
than Lyα in general. Recent observations have nonetheless been able to detect [C iii]
emission out to z ∼ 9 and place constraints on galaxy parameters such as metallicity and
ionization parameter by combining the [C iii] equivalent widths with rest-frame optical
photometry (Hutchison et al., 2019; Topping et al., 2021; Laporte et al., 2021). Other UV
emission lines include the [C iv]λ1549Å and [He ii]λ1640Å lines, none of witch has been
observed at high redshifts to date. The latter is of particular interest for constraining
possible Pop. III stellar populations (cf. sections 1.2.2 and 1.2.3) as it represents one of
the only possible cooling lines in primordial gas (e.g. Glover, 2013; Cassata et al., 2013).
Finally, recent observations of UV absorption lines at z ∼ 6 have been able to provide
some constraints on stellar metallicity (Harikane et al., 2020). Note however that all the
spectroscopic observations described above have been carried out on relatively bright and
massive galaxies with MUV . −20. The inferred properties and relations are therefore
not necessarily generalizable to a fainter lower-mass population of galaxies.

2.4.2 Rest-frame optical

While the rest-frame UV emission traces young and massive stars and thus the ongoing
star-formation of a galaxy, it is very sensitive to the age and SFH of the galaxy does not
represent the bulk of the stellar population (e.g. Salpeter, 1955; Kroupa, 2001; Chabrier,
2003). It does therefore not represent an efficient probe of a galaxy’s stellar mass (cf.
sections 3.2.3 and 3.5.1 in particular). Most of the stellar mass of a galaxy is instead
comprised of redder lower-mass G, K and M class stars (cf. Fig. 2.11) which evolve much
more slowly. In order to to measure the stellar mass we therefore need to observe the
rest-frame optical λ0 ∼ 5500Å continuum emission which is dominated by these lower-
mass populations. At z & 6, these wavelengths are redshifted into Spitzer bandpass. As
can be seen in in Fig. 2.12, where rest-frame optical emission features are highlighted
in green, the optical continuum is degenerate with two other major emission features in
broad-band photometry: The so-called Balmer break and optical nebular emission lines.
The Balmer break at λ0 = 3646Å is, similarly to the Lyman break (cf. section 2.1.1), due
to ionization of neutral hydrogen but in the ISM within the galaxy and from the second
energy level of the hydrogen atom through absorption of radiation blue-ward of 3646Å.
It is most prominent in A, F and G class stars (cf. Fig. 2.11) and therefore indicates
that a galaxy is building up its lower-mass stellar population, i.e. it traces the stellar
age of a galaxy. In addition, the Balmer break is degenerate with the so-called 4000Å
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break which is due to absorption of blue radiation by metals in stellar atmospheres and
typically appears in older and quiescent galaxies. These two breaks occur very close
to each other in wavelength and are therefore often indistinguishable from each other
in observations, in particular when using only broad-band photometry. This creates a
degeneracy between stellar mass, age and metallicity when inferring galaxy parameters
from photometry.
The other major features of the optical SED are nebular emission lines: Hydrogen lines,
mostly Hα at λ0 = 6562.8Å and Hβ at λ0 = 4861.4Å, and the [O iii]λ5007Å and
[O iii]λ4959Å lines (cf. Fig 2.12). These lines are emitted by ionized ISM in H ii regions
and thus also trace the star-formation of the galaxy. Unlike the UV continuum (cf.
section 2.4.1) which probes ongoing star-formation over time scales of∼ 100Myr however,
the optical emission lines probe star-formation on shorter time scales ∼ 10Myr. The
ratio between UV and emission line inferred SFRs can therefore be used to quantify the
‘burstiness’ of star-formation (Weisz et al., 2012; Sparre et al., 2017; Emami et al., 2019,
Atek et al., in prep.) and thus yield insight in the galaxy’s SFH. Optical emission lines
are beyond the reach of current spectrographs at z & 6, i.e. λobs & 3µm, and therefore
have not yet been directly observed in high-redshift galaxies. They will be one of the
most anticipated targets of the upcoming JWST whose unprecedented NIR spectroscopic
capacity will enable us to observe rest-frame optical emission lines out to z ∼ 9 as I will
discuss in detail in sections 3.5.3 and 6.2. Recent observations have however revealed
relative excesses in the Spitzer colors of high-redshift galaxies which have been attributed
to optical emission lines with particularly large equivalent widths (EW . 3000Å; Smit
et al., 2014, 2015; De Barros et al., 2019). This is a significant contribution to the flux in
the broad-band filters which creates a considerable degeneracy with the stellar continuum
used to probe the stellar mass, the impact of which is studied in detail in chapter 3 of this
work. Efforts have recently also been made to link Spitzer color-excesses to the stellar
age of z ∼ 7 − 8 galaxies (Stefanon et al., 2021a). Note also that while the rest-frame
optical SED is less affected by dust attenuation than the UV range, it still is affected by
dust which creates an additional degeneracy with stellar mass (cf. section 3.5.3).
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Chapter 3

What is believable in lensed
high-redshift GSMF measurements?

“. . . nothing is certain, even if
you know it is.”

Sir Terry Pratchett, The Science
of Discworld II: The Globe, 2002

As explained in the previous chapter, recent studies of z & 6 GSMFs using HFF HST
and Spitzer data have extended the low-mass end of the high-redshift GSMF down to
M? > 106 M�, confirming the steep low-mass end slopes found in blank field studies
(Bhatawdekar et al., 2019; Kikuchihara et al., 2020). Measuring stellar masses at high
redshifts however remains particularly difficult for several reasons: (i) lack of robust rest-
frame optical photometry for faint galaxies resulting in poorly constrained stellar masses;
(ii) non-trivial systematic effects in the strength and distribution of the strong lensing
caustics which significantly impact the derived intrinsic luminosity and hence the stellar
mass (Bouwens et al., 2017b; Atek et al., 2018); and (iii) significant degeneracies with
other physical galaxy parameters.
In this chapter, we present a derivation of the z ∼ 6− 7 GSMF, using the full data set of
the HFF program and for the first time including full treatment of lensing uncertainties
and the effects of missing rest-frame optical photometry. We study the impact of various
SED-fitting assumptions on the resulting GSMFs in a comparative way by systematically
applying different assumptions and parameter ranges in our SED-fitting analysis. Our
overall goal is to assess what is believable in high-redshift GSMF studies with the data
available from the current instrumentation. This chapter is structured as follows: In
section 3.1, we describe the HFF data set that we use and our methods for obtaining
photometry with particular emphasis on the infrared Spitzer data. In section 3.2, we
explain the SED-fitting procedure we use to derive stellar masses. We then present the
resulting mass-luminosity relations in section 3.3 and our final GSMFs in section 3.4.
Finally, we discuss these results regarding photometry, lensing and SED-fitting uncer-

45



46 CHAPTER 3. HFF HIGH-REDSHIFTS GSMFS

Table 3.1: Limiting 3σ AB magnitudes of the 10 photometric bands used for this study. The
HST limiting magnitudes were computed in Atek et al. (2018), the Ks and Spitzer limits in
Steinhardt et al. (2020).

Field F435W F606W F814W F105W F125W F140W F160W Ks IRAC1 IRAC2
A2744 28.8 29.4 29.4 28.6 28.6 29.1 28.3 26.8 25.9 25.6
MACS0416 30.1 29.1 29.2 29.2 28.8 28.8 29.1 26.8 25.9 26.0
MACS0717 29.5 28.6 29.3 28.9 28.6 28.5 28.8 25.9a 25.6 25.7
MACS1149 28.6 28.6 28.6 28.9 29.3 29.2 30.1 26.0a 25.8 25.6
S1063 30.1 29.1 29.3 29.0 28.7 28.5 28.8 26.9 25.6 25.6
A370 30.1 29.1 29.3 29.0 28.7 28.5 28.4 26.7 25.7 25.6

a The Ks band mosaics of MACS0717 and MACS1149 are shallower due to shorter exposure
times for the Keck/MOSFIRE observations (Brammer et al., 2016).

tainties in section 3.5 and summarize our results in section 3.6. Note that this chapter
has been published in Furtak et al. (2021).

3.1 Data

Observations obtained as part of the the HFF program are deep HST optical and NIR
data of all six HFF clusters and their parallel fields. The clusters were observed from 2013
to 2016 in HST cycles 21 to 23 in a total of 140 orbits for each field and its parallel field.
Optical data were taken with ACS in three broad-band filters F435W, F606W and F814W
and NIR data were taken with WFC3 in the F105W, F125W, F140W and F160W bands.
The data were reduced and drizzled into mosaics by the HFF data reduction team at the
Space Telescope Science Institute1 (STScI). We refer the reader to Lotz et al. (2017) for
a detailed description of the HST data products and the data reduction pipeline. For
this analysis we use the ACS mosaics generated using the ’self-calibrating’ method and
the WFC3/IR mosaics that were corrected for time-variable sky background, available
in the MAST archive (cf. section 2.3).
In addition to HST observations, ∼1000 hours of Director’s Discretionary time on Spitzer
were dedicated to observing the HFF clusters with the Infrared Array Camera (IRAC;
Fazio et al., 2004). These observations had total integration times of ∼50 hours each
in Spitzer/IRAC channel 1 (3.6µm) and channel 2 (4.5µm) and resulted in depths of
∼26mag – deep enough to detect (some) high-redshift galaxies. Spitzer/IRAC obser-
vations at >3µm are crucial to the study of galaxies at z & 6 because IRAC channels
1 and 2 provide photometry at rest-frame optical wavelengths red-ward of the Balmer-
/4000Å break (cf. section 2.4.2). We therefore also use Spitzer/IRAC channel 1 (3.6µm)
and channel 2 (4.5µm) mosaics from the Spitzer Frontier Fields program (Lotz et al.,
2017) in our analysis (hereafter referring to the two IRAC channels as IRAC1 and
IRAC2).

1http://www.stsci.edu/

http://www.stsci.edu/
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The HFF clusters were also observed in the Ks-band centered around 2.2µmto sufficient
depth to provide an additional photometric band that fills the gap between the reddest
HST band and the two IRAC channels used in our study. Ks-band data were obtained
for the southern clusters with the High Acuity Wide field K-band Imager (HAWK-I) on
the ESO/VLT and in somewhat shorter integration times with MOSFIRE on the Keck
telescope of the two northern clusters (cf. Fig. 2.10; Brammer et al., 2016). We use
Ks-mosaics drizzled to the HST 0.06′′pixel-scale in this study (Shipley et al., 2018).
All 10 broad-band filters used in our analysis and their 3σ limiting magnitudes can be
found in Tab. 3.1. We use limiting magnitudes computed in Atek et al. (2018) for the
HST bands and in Steinhardt et al. (2020) for the Ks and IRAC bands.

3.1.1 HST photometry and Dropout selection

We use the z ∼ 6− 7 sample detected in the six HFF clusters and the HST photometry
presented in Atek et al. (2018). This section summarizes the detection and measurement
methods and we refer the reader to Atek et al. (2015a, 2018) for a detailed description
of the procedure.
All HST frames were convolved to the same point spread function (PSF) of the F160W
frame using PSF models computed with the Tinytim tool (Krist et al., 2011). Sources
were extracted using the SExtractor software (Bertin & Arnouts, 1996) in dual mode on
a weighted and intra-cluster-light (ICL) corrected stack of the four WFC3/IR bands as
detection image and the original frames in each band as measurement images for the pho-
tometry. The ICL-correction was performed on the detection stack with a 2′′×2′′ median
filter and the SExtractor parameters were optimized for detecting the faintest sources.
The z ∼ 6− 7 sample is color-color selected using isophotal magnitudes (MAG_ISO) esti-
mated by SExtractor. The selected z ∼ 6− 7 candidates must satisfy the Lyman break
criteria (cf. section 2.1; e.g. Steidel et al., 1996) which are described in detail in Atek
et al. (2015a):

(I814 − Y105) > 1.0

(I814 − Y105) > 0.6 + 2.0(Y105 − J125)

(Y105 − J125) < 0.8

(3.1)

All sources must also be detected above the 5σ level in at least two WFC3/IR bands
and at 6.5σ in the NIR detection stack and satisfy a non-detection criterion in the blue
F435W and F606W bands and the stack of the two. A visual inspection of each source
eliminates any remaining spurious detections and sources that have sizes that are below
that expected for a point source (i.e., smaller than that of the PSF of the image stacks
given the signal-to-noise of the source). The final z ∼ 6 − 7 galaxy sample that we
use contains 303 sources. Photometric redshifts were computed with Hyperz (Bolzonella
et al., 2011) by Atek et al. (2018).
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Table 3.2: Aperture diameters and aperture correction factors used for the Ks and the two
IRAC bands.

Band pixel-scale Dap Din Dout c
Ks (HAWK-I)a 0.06′′/pix 0.5′′ 1.0′′ 1.5′′ 1.98
Ks (MOSFIRE)b 0.06′′/pix 0.5′′ 1.0′′ 1.5′′ 2.77
IRAC1 0.6′′/pix 1.7′′ 2.0′′ 3.7′′ 3.35
IRAC2 0.6′′/pix 1.3′′ 2.0′′ 3.3′′ 4.81

a For A2744, MACS0416, S1063 and A370
b For MACS0717 and MACS1149

3.1.2 Ks and Spitzer/IRAC photometry

The Ks and Spitzer/IRAC data have a much lower spatial resolution than the HST
images in which our high-redshift objects are detected. Obtaining accurate infrared
photometry of high-redshift objects therefore requires great care, especially in crowded
fields like the HFF clusters’ centers where our very faint sources are likely to be blended
with brighter foreground galaxies.
In order to estimate the stellar masses, we need to consider how aperture photometry is
related to the total flux. We compute aperture correction factors using measured PSFs
from the HFF-DeepSpace catalogs (Shipley et al., 2018) for the Ks band and from the
Spitzer/IRAC handbook2 (warm mission) for the IRAC bands. Our aperture correction
factors can be found in Tab. 3.2. We use the photutils v0.7.2 package (Bradley et al.,
2019) to measure photometry in circular apertures whose diameters are optimized to
neither overestimate the flux of small sources nor underestimate the flux of large sources.
The local background for every source is measured as the mean flux in a circular annulus
and then subtracted from the source flux. The diameters of the apertures and their
annuli are also shown in Tab. 3.2 for each band.
Since our sample of z ∼ 6− 7 galaxies is very faint and their stellar masses are primarily
constrained by their (rest-frame optical) IRAC photometry (cf. section 2.4), we must
carefully assess the quality of said photometry. We therefore visually inspected each
source in the HST F125W band, theKs band, and the two IRAC 3.6µm and 4.5µm bands
(referred to as IR bands hereafter) specifically to determine how blended it is with the
light profiles of any foreground galaxies. We then assign flags to the IR photometry of
each source as follows:

• Golden source: Completely isolated source in a blank area of the field without any
significant contamination from the light profile of foreground galaxies.

• Silver source: Trusted photometry, i.e., there is no other source within this source’s
aperture or background annulus. There are however other galaxies or ICL in close
proximity which might affect its photometry.

2https://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/psfprf/

https://irsa.ipac.caltech.edu/data/SPITZER/docs/irac/calibrationfiles/psfprf/
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Figure 3.1: Observed magnitude differences with the reddest HST filter (F160W) as a function
of IR magnitude in each IR band. Sources & 4 magnitudes brighter than F160W in IRAC1 and
IRAC2 and & 2 magnitudes brighter in Ks are all contaminated by bright foreground objects
(red dots). Sources that are not contaminated but lie beyond the 3σ detection limits (listed in
Tab. 3.1) are shown as blue triangles. Note that in the Ks band (far right panel) the main issue
is not blending with foreground sources but rather the fact that most sources are undetected
above 3σ.

• Blended source: Contaminated photometry, i.e., there is obvious light from another
galaxy or star in the source’s aperture or background annulus.

We make the distinction between golden and silver sources in order to have a sample of
galaxies that can be trusted to have absolutely clean IRAC photometry since determining
the impact of having IRAC photometry for some sources and not for others is a major
focus of this study. Note however that the majority of these isolated sources are either
too faint to be detected in the IRAC bands or subject to very high gravitational magni-
fication factors and therefore large lensing uncertainties, as we will address subsequently
in sections 3.2.2 and 3.2.3. We do not use the IR photometry of blended sources in our
analysis from here on.
We show the difference between observed IR magnitudes and the reddest HST band
(F160W) as a function of IR magnitude for our z ∼ 6− 7 sample in Fig. 3.1. As can be
seen, we have a significant number of sources with unrealistically high infrared fluxes, i.e.
mF160W −mIRAC ≥ 4 and mF160W −mKs ≥ 2 which are all blended with other objects
(Fig. 3.1). Many sources in our sample are fainter than the 3σ-limiting magnitudes in
the IR bands (blue triangles in Fig. 3.1). We expected this result since many of our
sources are at the very limit of HST detectability. These sources only have an upper
limit on their IR fluxes. Out of our sample of 303 high-redshift sources in the six HFF
fields only 35 (12%) have useful, i.e. golden or silver, IRAC1 photometry, 20 (7%) have
useful IRAC2 photometry and only 17 (6%) have useful Ks photometry. In total 39
(13%) of our sources have useful photometry in either IRAC1 or IRAC2 and we discard
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the IR photometry of blended sources entirely. In the following sections, we discuss how
SED-fitting using only HST data affects the stellar mass results.

3.2 SED-fitting

To obtain stellar masses and other galaxy parameters, we fitted SED templates (cf. sec-
tionsec:SED) to the photometry of our z ∼ 6−7 sample using the BayEsian Analysis of
GaLaxy sEds (BEAGLE) tool (Chevallard & Charlot, 2016). BEAGLE is optimized to ac-
curately estimate both redshift and physical galaxy parameters using a Bayesian Monte-
Carlo Markov-Chain (MCMC) analysis. By performing the Bayesian MCMC analysis on
each SED fit, BEAGLE rigorously probes a large parameter space and efficiently quantifies
parameter uncertainties. Its modular design allows for maximum flexibility in changing
the assumptions and models that underlie the fits such as the stellar population models,
nebular emission templates, dust attenuation laws, physical parameters of the models,
etc. We take advantage of this feature of BEAGLE to probe the impact of various assump-
tions commonly made in this type of photometric study on the resulting stellar masses
as will be explained in section 3.2.1.
SED-fitting of high-redshift galaxies has been found to strongly depend on nebular emis-
sion as well as stellar population models. Several studies have shown that SEDs including
nebular emission fit such objects significantly better and yield lower stellar masses and
ages (e.g Schaerer & de Barros, 2009, 2010; Ono et al., 2010; Atek et al., 2011; McLure
et al., 2011; Duncan et al., 2014). We therefore adopt stellar and nebular SED templates
computed by Gutkin et al. (2016) which combine the latest version of the Bruzual &
Charlot (2003) stellar population models with the photoionization code CLOUDY (Ferland
et al., 2013). BEAGLE then includes the latest analytical IGM absorption models by In-
oue et al. (2014) and applies a dust attenuation law to the galaxy templates in order to
account for dust attenuation within the fitted galaxy.
We use all ten bands of broad-band photometry in the SED-fitting analysis if available.
The total magnitudes were derived using SExtractor and are estimated using MAG_AUTO
for the HST images. The Ks and IRAC total magnitudes were measured as described in
section 3.1.2 and are only used for golden and silver sources. We estimate upper limits for
all sources that are not detected at the 3σ level in any of the images. We furthermore fix
the galaxies’ redshift to the values obtained by Atek et al. (2018) with Hyperz throughout
our analysis (cf. section 3.1.1).

3.2.1 SED-fitting assumptions

The best-fit SED depends on numerous parameters, namely star-formation history (SFH),
metallicity, dust attenuation, stellar age and star-formation timescales. Moreover, several
parameters, such as e.g., stellar mass and stellar age, are degenerate. In order to obtain
accurate stellar masses we need to make a number of assumptions regarding these pa-
rameters. However, the physical properties and star formation histories of high-redshift
galaxies remain largely unknown (cf. section 1.3.2). We therefore use BEAGLE’s modular
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Table 3.3: Fit parameters and priors of our SED-fitting analysis with BEAGLE. The Reference
model represents the most basic configuration used here. Parameters that depart significantly
from the reference model configuration are also listed.

Parameter Unit Prior Value/range
Reference model

logM? logM� flat [5.0, 11.0]
log tage log yr flat [7.37, 8.37]
τ̂V - flat [0.0, 0.2]
log Û - flat [-3.0, -1.0]
Z Z� fixed 0.1
SFH - fixed ψ(t) = ψ
Dust attenuation law - fixed Calzetti

Metallicity tests
Z Z� fixed 0.01, 0.1, 0.5

SFH tests
ψ(t) ∝ t exp (−t/τ)

SFH - fixed ψ(t) ∝ exp(−t/τ)
ψ(t) ∝ exp(t/τ)

log τ log yr flat [7.0, 8.5]
Dust tests

τ̂V - flat [0.0, 3.0]
Dust attenuation law - fixed Calzetti, SMC

Note. – M?: Stellar mass – tage: Maximum stellar age – τ̂V : V -band attenuation optical depth
– Û : Effective galaxy-wide ionization parameter – Z: Stellar metallicity – τ : Star formation
e-folding time

build to test the impact of these assumptions on the main parameter of interest: stellar
mass and the resulting stellar mass function at z ∼ 6− 7.

This is done by first defining a reference model, a configuration of BEAGLE fit-parameters
from which other SED-fit runs depart to explore the impact of different parameter as-
sumptions on stellar mass. The reference model is defined as the most basic "minimal"
configuration possible to fit stellar mass with four free parameters: Stellar mass M?,
maximum stellar age tage, effective V -band dust optical depth τ̂V , and the effective
galaxy-wide ionization parameter Û . All other parameters are fixed: We assume a con-
stant SFH, a metallicity of 0.1Z�, and a Calzetti dust attenuation law (Calzetti et al.,
1994, 2000). All parameters and their priors are summarized in Tab. 3.3.

The allowed ranges of tage and τ̂V are carefully chosen to limit degeneracy with stellar
mass. The lower and upper bounds on the range of stellar age allowed in the SED
modeling represent, respectively, a rough estimate of a galaxies’ dynamical timescale
given its typical size and stellar mass within the sample of galaxies, tdyn and 10 × tdyn.
The dynamical time tdyn is estimated as,
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tdyn ∼
r

v
∼
√

2r3

GM
(3.2)

where r is a characteristic size of the galaxy and v the virial velocity (Verma et al.,
2007). We use r = 0.5 kpc, a typical half-light radius of a galaxy at z ∼ 6−7 (Kawamata
et al., 2015), and M ∼ 108 M� as a typical galaxy mass, resulting in a dynamical time
tdyn ∼ 20Myr. We set the lower boundary of tage to 20Myr in order to avoid solutions
around tage ∼ 10Myr with extremely high nebular equivalent widths (EWs) ∼ 7000Å for
[O iii] 5007Å, which remain unlikely given evidence from observations of low-redshift
analogs of high-redshift galaxies (Atek et al., 2011, 2014; Smit et al., 2014; Reddy et al.,
2018b) and stellar population models (but see Endsley et al., 2021). We refer the reader
to appendix A.1 for further discussion of this issue. Dust attenuation is allowed to vary
between τ̂V = 0, i.e., no dust attenuation, and τ̂V = 0.2 which corresponds to AV ≈ 0.2
and AUV ≈ 0.8. We chose this upper boundary because high-redshift galaxies are unlikely
to have high dust attenuations (e.g. Bouwens et al., 2016).
To gauge the influence of specific assumptions in our reference set of priors and values
(when they are fixed), we ran different SED fitting configurations with BEAGLE where
we change only one or two parameters or priors at a time to study their impact on the
resulting stellar mass function. The various configurations we tried are listed in Tab. 3.3.
We ran tests to determine the impact of increasing the latitude in the range of the
parameters allowed and through changing the functional dependence of parameters of
the metallicity, SFH and dust attenuation. We summarize the changes we made in the
assumptions in SED fitting as:

• Metallicity : To determine the impact of different assumptions for the metallicity,
we ran models with the same configuration as the reference configuration except
fixing the metallicity, Z, to three different values: 0.01 Z�, 0.1 Z� and 0.5 Z�, the
last of which corresponds to the metallicity measured from absorption spectra of a
small sample of bright (i.e. massive) galaxies at z ∼ 6 (Harikane et al., 2020).

• SFH : We determined the impact of the functional changes in the SFH by run-
ning models with three additional functional forms of the SFH: a delayed SFH
ψ(t) ∝ t exp (−t/τ) and exponentially rising ψ(t) ∝ exp (t/τ) or declining ψ(t) ∝
exp (−t/τ). This approach is similar to that of Grazian et al. (2015) who tested
these three SFHs for galaxies at 3.5 ≤ z ≤ 4.5. We note though that they did
not consider the impact of nebular emission which we do. These SFHs require an
additional free parameter, the star-formation e-folding time, τ . The delayed SFH
has a peak of star-formation at t = τ .

• Dust : We tested the impact of dust attenuation on the results by allowing a wider
range of dust attenuation optical depths in the V -band, τ̂V , compared to that
allowed in the reference model (up to τ̂V = 3 or AV = 3.25). This is similar to the
range allowed in Song et al. (2016a); Bhatawdekar et al. (2019); Kikuchihara et al.
(2020). Recent results have also indicated that a steeper dust attenuation law than
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the Calzetti law potentially fits better the SEDs of high-redshift galaxies (Capak
et al., 2015; Reddy et al., 2015, 2018a). We therefore also ran a model where
we assume an SMC-like extinction law (Pei, 1992) with a wide range of allowed
attenuation optical depths, τ̂V ∈ [0, 3], in fitting the SED.

3.2.2 SL magnification
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Figure 3.2: A comparison between the stellar masses
determined by fitting the SEDs using the observed
fluxes with those determined by fitting magnification
corrected photometry. The color-coding indicates the
median magnification factor, µ, from the six SL models
considered in this analysis and its values are shown in
the color bar on the right.

In computing rest-frame UV lumi-
nosities and stellar masses, we need
to determine the gravitational mag-
nification of each galaxy. Several in-
dependent teams produced numer-
ous SL models for all six HFF clus-
ters, which are all publicly avail-
able in the MAST archive.3 In this
study we restrict ourselves to mod-
els that are both available for all
six clusters and are based on the
full and most recent data sets avail-
able from the HFF program: CATS
(Jauzac et al., 2014, 2015; Limousin
et al., 2016; Lagattuta et al., 2017),
Diego (Diego et al., 2015), GLAFIC
(Kawamata et al., 2016, 2018), Kee-
ton (Ammons et al., 2014; McCully
et al., 2014), Sharon & Johnson
(Johnson et al., 2014) and Williams
(Grillo et al., 2015).
We compute gravitational magnifi-

cation factors at each galaxy’s position and photometric redshift from the convergence
κ and shear γ (cf. section 2.2.2) maps provided by the SL modelling teams using equa-
tion (2.17). The resulting magnification factors can differ significantly between the mod-
els due to different SL modelling techniques and assumptions (e.g. Meneghetti et al.,
2017; Acebron et al., 2017, 2018). These differences can significantly affect any deduc-
tions made about the luminosity and mass functions of high-redshift galaxies (Bouwens
et al., 2017b; Atek et al., 2018). In order to take these differences into account and to
assess the systematic lensing uncertainties, we compute the median magnification factor,
µ, and the standard deviation between all the models, ∆µ, and assume the standard
deviation is the uncertainty in the lensing strength for each galaxy. We will further
discuss the impact of using this estimate as the uncertainties on the lensing strength in
section 3.5.2.
The best-fit stellar masses are directly corrected for median magnification as determined

3see e.g., https://archive.stsci.edu/pub/hlsp/frontier/abell2744/models/

https://archive.stsci.edu/pub/hlsp/frontier/abell2744/models/
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Figure 3.3: Difference in stellar mass derived from fitting HST+IRAC photometry and HST
photometry only as a function of UV luminosity,MUV (the absolute magnitude at 1500Å), using
the reference model BEAGLE-parameters. Most of the golden and silver sources (cf. text for details)
lie above the zero level, indicating that fitting only the HST data significantly underestimates
the stellar mass. Sources with upper limits in the flux in both of the IRAC bands (blue squares),
lie close to zero, which means that upper limits on IRAC flux are not sensitive enough to provide
any additional constrains on the stellar mass. The average correction offset, 〈δ〉 = 0.62±0.05 dex,
is shown as the green line and the shaded region indicates its 1σ uncertainties.

from the different lensing models. The validity of this approach is shown in Fig. 3.2:
Stellar masses corrected a posteriori for the median magnification widely agree with
masses fit to magnification-corrected photometry. It also confirms that the galaxies with
the lowest masses correspond to those which are most strongly magnified.

3.2.3 Correcting for missing IRAC photometry

As discussed in section 3.1.2, the vast majority of our sources, 87%, do not have reliable
Spitzer/IRAC photometry in at least one band either because they are severely blended
(i.e., there is no information), have unreliable photometry due to possible contamination,
or are undetected by the 3σ limits. However, rest-frame optical photometry is crucial
for making more robust estimates of stellar masses at z ∼ 6 − 7 (cf. section 2.4.2). We
only fit the 7 bands of HST for most of our sources and therefore we only have rest-
frame UV photometry, which underestimates the stellar mass of these galaxies. We now
quantify how much we are underestimating the stellar masses of galaxies when only using
rest-frame UV photometry.
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In order to estimate the magnitude and difference in using only the HST photometry
versus using HST plus IRAC photometry in the final stellar mass, we fitted the SEDs of
sources with and without including the IRAC photometry. For this comparison, we used
the same set of parameter values when fitting the SEDs and included all golden and silver
sources, and robust upper limits in the IRAC photometry. We find that fitting only the
HST data underestimates the stellar mass by & 0.5 dex (Fig. 3.3). Note that sources that
are not detected at the 3σ-level in IRAC1 and IRAC2, i.e. the blue squares in Fig. 3.3,
all lie close to zero in the ordinate. This implies that there is no significant difference in
the stellar mass estimate when fitting upper limits in the IRAC bands compared to only
fitting the HST photometry. We therefore conclude that the upper limits in the IRAC
photometry are not sensitive enough to provide robust constraints on the stellar mass
(cf. also Fig. A.5 in appendix A.2).
There are three outliers below zero among the golden and silver sources in Fig. 3.3 with
bright rest-frame UV luminosities MUV . −20. An inspection of their best-fit SEDs
reveals a poor fit due to the relatively low upper boundary on dust attenuation used
in the reference model (cf. Tab. 3.3). These galaxies require a larger range on τ̂V to
accurately fit their SED. Since these three galaxies lie at the most luminous end of the
MUV range that we probe, we do not consider them representative of our entire sample
however.
We compute the mean δ = log(MHST+IRAC/M�)− log(MHST/M�) from all sources with
trusted IRAC photometry (i.e., golden and silver sources), excluding the outliers. We
find a correction factor of 〈δ〉 ' 0.62 ± 0.05 dex (cf. Fig. 3.3). Since this offset appears
to be constant over the range of rest-frame UV luminosities that we probe in this work
(cf. Fig. A.4 in appendix A.2), we apply this correction to the stellar mass of every
galaxy which is either contaminated or only has upper limits in its IRAC photometry.
Note that as the galaxies for which we compute the correction 〈δ〉 are well detected in at
least one of the IRAC bands, they represent a rest-frame optically bright population with
relatively high stellar masses given their UV luminosities. We would therefore expect our
correction factor to slightly overestimate the stellar mass of the lower-mass galaxies in
our sample which would not be IRAC detected (cf. appendix A.2)

3.3 Mass-luminosity scaling relation

In order to determine the scaling relation between the absolute rest-frame UV magnitude
MUV and stellar massM?, we estimate the mass-to-light ratio of our galaxy sample. The
rest-frame UV magnitude is defined as the rest-frame luminosity at 1500Å computed
using equation (1.22). At the redshifts studied here, 1500Å is redshifted into the HST
Y105 and J125 bands. In determining this mass-to-light ratio for each source, we included
the median magnification from the SL models and the dispersion between models in
the final total uncertainties. In Fig. 3.4, we present the stellar masses obtained for the
reference BEAGLE configuration (cf. section 3.2.1 and Tab. 3.3) as a function of MUV. As
expected, we observe a strong correlation between stellar mass and UV luminosity. At
the faint end (MUV & −17), the large uncertainties of the gravitational magnification
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Figure 3.4: Mass-luminosity relation for the reference BEAGLE configuration (Tab. 3.3). Black
dots represent individual galaxies and their uncertainties in M? and MUV. The uncertainties
are dominated by the gravitational magnification at MUV & −17. Orange dots represent the
median-mass bins of 0.5mag width used for the fit. The best-fit mass-luminosity relation is
shown as a red line and its 1σ-range as the red shaded area. The blue shaded areas represent
the regions where the luminosity bins contain too few objects to robustly constrain the shape of
the M? −MUV-relation. We exclude all bins in these two regions from the fit.

estimates (cf. section 3.2.2) begin to dominate the uncertainties in both M? and MUV.
The data are binned intoMUV bins of 0.5mag width and the medianM? is taken in each
luminosity bin (orange dots in Fig. 3.4). The error bars account for the scatter in stellar
mass in each bin. We then fit the relation,

log

(
M?

M�

)
− 8 = a(MUV + 17) + b (3.3)

to the median bins. We exclude luminosity bins fainter than MUV > −15 and brighter
thanMUV < −20 (blue shaded area in Fig. 3.4) from the fit because these contain too few
objects to robustly constrain the relation. We obtain the best linear fit to the median
bins via an MCMC analysis with 106 steps, using the public software package emcee
(Foreman-Mackey et al., 2013). The best-fit mass-luminosity relation and its 1σ-range
for the reference model are shown as a red line and red shaded area in Fig. 3.4. We proceed
in the same manner for all the SED-fitting configurations detailed in section 3.2.1. The
best-fit parameters and their 1σ uncertainties are summarized in Tab. 3.4.
We compare the resulting mass-luminosity relations in Fig. 3.5. The upper left panel
shows the resulting mass-luminosity relations for the three different metallicities used
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Figure 3.5: Best-fit M? −MUV-relations for the different BEAGLE configurations as discussed
in section 3.2.1. (Upper left panel): Best-fit M? −MUV-relations for three different metallicities;
(Upper right panel): for the four different SFHs; and (Lower left panel): for three different
attenuation laws (all the various assumptions and differences are indicated in the legend in each
panel). The data points indicate the median of the mass bins used for the fit and the solid
lines represent the median best-fit relations determined from our MCMC analysis. (Lower right
panel): We compare our results for our reference model, an exponentially rising SFH, and a
wide range of attenuation values (blue solid, dashed and dotted lines respectively). In addition
we show the relations determined in other recent studies of high-redshift galaxies: Song et al.
(2016a) (red line), Bhatawdekar et al. (2019) (orange line) and Kikuchihara et al. (2020) (green
line). Note that while Song et al. (2016a) and Kikuchihara et al. (2020) find steeper relations
than ours and that of Bhatawdekar et al. (2019), all relations yield similar stellar masses at the
bright end, indicating that the stellar masses for these galaxies are constrained within a factor
of ∼0.5 dex.
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Table 3.4: Parameters of fits to the mass-luminosity relation given in equation. 3.3. The best-fit
parameter values are medians and their 1σ-uncertainties are drawn from our MCMC analysis.

BEAGLE Slope Intercept logM?

Configuration (MUV = −19.5)
(M�) (M�)

Reference Model −0.38± 0.05 −0.05± 0.06 8.90± 0.06
Z = 0.01Z� −0.38± 0.03 −0.11± 0.05 8.83± 0.02
Z = 0.5Z� −0.37± 0.05 −0.08± 0.07 9.01± 0.07
ψ(t) ∝ t exp (−t/τ) −0.39± 0.12 −0.03± 0.17 8.94± 0.13
ψ(t) ∝ exp (t/τ) −0.36± 0.05 −0.30± 0.07 8.61± 0.07
ψ(t) ∝ exp (−t/τ) −0.35± 0.11 0.24± 0.15 9.12± 0.12
Calzetti attenuation law −0.19± 0.10 0.44± 0.17 8.91± 0.08
SMC-like extinction law −0.27± 0.07 0.16± 0.10 8.82± 0.06

in our analysis. The relations for the three metallicities do not differ significantly, all
lying within the uncertainties in the medians of the masses. There is a trend towards
systematically larger masses and larger scatter when assuming higher metallicity (due
to increasing mass-to-light ratios with increasing metallicity, Bruzual & Charlot, 2003).
Fig. 3.5 also shows mass-luminosity relations resulting from SED-fits with different as-
sumptions about the SFH. While the three exponential SFHs yield similar slopes as the
constant SFH, only the delayed SFH results in similar masses. The exponentially rising
SFH instead yields distinctly lower (∼ −0.3 dex) and the exponentially declining SFH
distinctly higher (∼ 0.2 dex) stellar masses but the exact offset depends on MUV. The
lower left panel in Fig. 3.5 shows the impact of changing our assumptions for the dust
attenuation in the mass-luminosity relation. We find that allowing for large dust at-
tenuation optical depths in our sample leads to a remarkably shallower mass-luminosity
relations compared to using the parameters in the reference model. Applying an SMC-
like extinction law however yields masses closer to the reference model. Note that the
three relations roughly result in the same masses at the bright end, meaning that dust
attenuation mostly impacts the mass estimates of the faint, i.e., low-mass, galaxies.

Finally, in Fig. 3.5, we compare our M? −MUV-relations to the most recent results in
the literature, namely Song et al. (2016a), Bhatawdekar et al. (2019), and Kikuchihara
et al. (2020). Our reference BEAGLE configuration has a similar relation to Bhatawdekar
et al. (2019) with slightly higher masses. Both Song et al. and Kikuchihara et al. find
steeper mass-luminosity relations. Our results depart from the literature for different
SFH and dust content. We will further discuss these features in section 3.5. Note
that our and the M −MUV-relations in the literature yield similar masses at the bright
end, e.g., at MUV = −19.5. This indicates that stellar masses at the bright end are
relatively insensitive (∼0.5 dex) to the assumed SED modeling parameters and that the
most significant differences (∼1 dex) occur for intrinsically, faint low stellar mass galaxies.
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3.4 High-redshift Galaxy Stellar Mass Functions

We now use the M? −MUV-relations derived in section 3.3 to convert the observed rest-
frame UV luminosity function to GSMFs. This approach is commonly used in the study
of high-redshift GSMFs because selection and completeness effects are well-studied for
UV luminosity functions (e.g. González et al., 2011; Song et al., 2016a; Kikuchihara
et al., 2020). To accomplish this transformation, we take the luminosity function from
Atek et al. (2018), which was derived from the same HFF z ∼ 6 − 7 sample that we
use in this study, and transform the luminosity bins into stellar mass bins using the
median M? −MUV-relations. The GSMF uncertainties in each of the luminosity/stellar
mass bins include contributions from the uncertainties in the survey volume and cosmic
variance (cf. Atek et al., 2018, for details). In addition, we account for uncertainties
in the determination of stellar mass with BEAGLE by making 104 random realizations
drawn from each galaxy’s stellar mass posterior distribution and re-binning in stellar
mass at each iteration. Doing this means that galaxies, given the uncertainties, can shift
between mass bins from iteration to iteration thus providing a robust estimate of the
uncertainties in the number of galaxies in each bin and on the final median stellar mass
of any particular bin.
We show the resulting GSMF bins for the reference model in Fig. 3.6. All of our
final GSMF determinations and their uncertainties can be found in Tabs. A.1 and
A.2 in appendix A.3. We observe a possible turnover of the GSMF for masses below
log(M?/M�) . 7 which corresponds to the turnover in the Atek et al. (2018) UV lumi-
nosity functions. However, a steepening or no change at all in the slope of the GSMF
is less likely but also consistent within the relatively large uncertainties. A low-mass
turnover does not appear in any high-redshift GSMFs in the literature. It is however
present in the HFF high-redshift UV luminosity functions (Bouwens et al., 2017b; Atek
et al., 2018). We combine our results with GSMF bins derived by Song et al. (2016a),
who combined results from CANDELS, GOODS and HUDF fields to increase the area
analyzed and were able to constrain the high-mass end of the GSMF (cf. also Kikuchi-
hara et al., 2020, for a similar analysis). Following Bouwens et al. (2017b) and Atek
et al. (2018), we shift their z ∼ 6 GSMFs down by 0.15 dex in order to account for the
redshift-evolution of the GSMF from their sample to our z ∼ 6− 7 sample.
To fit the observed GSMF bins we adopt a standard Schechter function (Schechter, 1976).
The general form of the Schechter function is,

φ(M?) = ln(10)φ0

(
M?

M0

)α+1

e
−M?
M0 (3.4)

where M0 corresponds to the characteristic stellar mass where the power-law turns into
an exponential, α is the low-mass end slope and φ0 the normalization (cf. right-hand
panel of Fig. 1.3). Since the observed GSMF bins depart from the classical Schechter
form at log(M?/M�) < 7.2 (grey dashed line in Fig. 3.6), we also fit the GSMFs with
a modified Schechter function (Bouwens et al., 2017b; Atek et al., 2018) which accounts
for a potential turnover at low masses. In the modified Schechter function we multiply
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Figure 3.6: Final GSMFs at z ∼ 6− 7 as determined using the parameters from our reference
model (Tab. 3.3). Golden colored stars represent the results derived for our z ∼ 6 − 7 sample
in the HFF and red stars represent the determination of the high-mass end of the GSMF by
Song et al. (2016a) using wide-area blank fields. We shifted the Song et al. (2016a) results down
by 0.15 dex in order to account for the redshift-evolution between their z ∼ 6 sample and our
z ∼ 6 − 7 sample and include them into our fitting procedure. In the left-hand panel we fit
the GSMF with a Schechter function (equation 3.4). Since the points on the very low-mass end
clearly depart from the regular Schechter form, we restrict the fit to mass bins log(M?/M�) > 7.2
(delimited by the grey dotted line) which corresponds to MUV = −15. The mass bins excluded
from the Schechter fit are shown as pale golden stars. In the right-hand panel, we show the fit
to all of the GSMF bins with a modified Schechter function (equation 3.6) which additionally
includes a component for a turnover below M1. The blue shaded areas in both panels indicate
the 1σ and 2σ uncertainty ranges as determined from our MCMC analysis.

the expression in equation (3.4) with a turnover term,

10
−β log

(
M?
M1

)2

(3.5)

for stellar masses lower than M1. This results in a modified Schechter function as,

φ(M?) =





ln(10)φ0

(
M?
M0

)α+1
e
−M?
M0 ,M? > M1

ln(10)φ0

(
M?
M0

)α+1
e
−M?
M0 10

−β log
(
M?
M1

)2

,M? ≤M1

(3.6)

where the curvature parameter β allows for a downward turnover of the GSMF if β > 0
and for an upward turnover if β < 0 (cf. right-hand panel of Fig. 1.3). We define the
turnover mass MT as the stellar mass corresponding to the maximum in the GSMF in
the case of β > 0, i.e., where (dφ/dM?)M?=MT

= 0. We derive the best-fit Schechter
and modified Schechter parameters as the median of the joint posterior distribution of
20 MCMC chains with 5 × 105 steps (after removing the first ∼20000 steps as burn-in
phase). The likelihood used in this inference can be expressed as,
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L =
∏

i

1

φi

1√
2πσi

e

(lnφi−lnφ(M?,i))
2

2σ2
i (3.7)
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Figure 3.7: Posterior distributions (blue shaded ar-
eas) and median values (dashed lines) of the five mod-
ified Schechter fit parameters for the reference model
(cf. Tab. 3.3). These diagrams illustrate that the fit
parameters are in general, not independent, in particu-
lar the three ’classical’ Schechter parametersM0, α and
φ0. The solid line in the M1 panel shows the Gaussian
prior applied to M1.

where φi and σi are the observed
GSMF bins and their uncertainty
respectively and φ(M?,i) is the
GSMF model function evaluated at
each stellar mass bin. Note that
we only consider log(M?/M�) >
7.2 bins when fitting the Schechter
function (3.4) since the mass bins
below that (pale golden stars in
the left-hand panel of Fig. 3.6)
clearly depart from the ’classical’
Schechter form and therefore can-
not be fit with equation (3.4). For
the reference model, fitting all mass
bins with equation (3.4) however
only marginally impacts the re-
sulting parameters (cf. Fig. A.6
in appendix A.3). The modified
Schechter function, equation (3.6),
on the other hand is fit to all mass
bins. We assume flat priors for the
fit parameters, M0, α, φ0 and β.
Atek et al. (2018) found that the
best fit to the UV luminosity func-
tions introduces the turnover term
for magnitude bins brighter than
MUV = −16. To fit the modified

Schechter GSMFs, we therefore use a Gaussian prior on M1 with the stellar mass that
corresponds to MUV = −16 and the uncertainties in the M? − MUV-relation respec-
tively as the peak and the standard deviation of the distribution. The parameter spaces
are limited to 8 < log(M0/M�) < 12, −3 < α < −1, −10 < log(φ0/Mpc−3) < 0,
6 < log(M1/M�) < 9 and −20 < β < 20.
The best-fit parameters and their 1σ uncertainties are listed in Tab. 3.5 for all the
different SED-fitting runs and we show the posterior distributions of the four modified
Schechter parameters for the reference model in Fig. 3.7. Note that the fit-parameters
are not independent in general. In particular, there is a degeneracy between the high-
mass exponential cutoff M0 and the low-mass end slope, α. It therefore appears that
knowledge of both the high- and the low-mass ends are required to constrain the overall
shape of the GSMF. We show best-fit Schechter and modified Schechter functions for the
reference model in Fig. 3.6.
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Figure 3.8: Best-fit GSMFs for each BEAGLE configuration explored in this work (see sec-
tion 3.2.1). The data are fitted with a Schechter function (equation 3.4) in the left-hand panels
and with a modified Schechter function (equation 3.6) in the right-hand panels. The GSMF for
the reference model is plotted in red in each panel. The label at the top of each panel indicates
which parameter is investigated and the legends indicate the parameter values.
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Table 3.5: Best-fit Schechter (3.4) and modified Schechter (3.6) function parameters. The
best-fit parameter values are medians and their 1σ-uncertainties are estimated from our MCMC
analysis.

BEAGLE logM0 α log φ0 logM1 β logMT

Configuration (M�) (Mpc−3) (M�) (M�)
Schechter equation (3.4) fit

Reference Model 10.21+0.43
−0.26 −1.96+0.09

−0.08 −4.48+0.62
−0.31 - - -

Z = 0.01Z� 10.21+0.45
−0.26 −1.92+0.08

−0.08 −4.46+0.61
−0.31 - - -

Z = 0.5Z� 10.22+0.44
−0.26 −2.04+0.09

−0.08 −4.54+0.68
−0.32 - - -

ψ(t) ∝ t exp (−t/τ) 10.21+0.44
−0.26 −1.96+0.09

−0.08 −4.48+0.63
−0.31 - - -

ψ(t) ∝ exp (t/τ) 10.19+0.47
−0.26 −1.82+0.08

−0.07 −4.38+0.54
−0.30 - - -

ψ(t) ∝ exp (−t/τ) 10.23+0.39
−0.26 −2.14+0.10

−0.09 −4.60+0.74
−0.32 - - -

Calzetti attenuation law 10.37+0.42
−0.29 −2.34+0.11

−0.10 −5.00+1.04
−0.34 - - -

SMC-like extinction law 10.33+0.45
−0.29 −2.11+0.09

−0.08 −4.75+0.82
−0.33 - - -

Modified Schechter equation (3.6) fit
Reference Model 10.22+0.45

−0.27 −1.96+0.09
−0.08 −4.49+0.64

−0.32 7.55+0.10
−0.10 1.00+0.87

−0.73 7.10+0.17
−0.56

Z = 0.01Z� 10.22+0.47
−0.26 −1.92+0.08

−0.08 −4.48+0.62
−0.32 7.50+0.07

−0.07 0.91+0.80
−0.74 7.04+0.18

−0.65

Z = 0.5Z� 10.23+0.43
−0.27 −2.04+0.09

−0.09 −4.55+0.69
−0.32 7.67+0.12

−0.12 1.18+0.98
−0.78 7.25+0.15

−0.46

ψ(t) ∝ t exp (−t/τ) 10.19+0.42
−0.26 −1.96+0.09

−0.08 −4.45+0.62
−0.31 7.36+0.31

−0.30 1.42+3.11
−1.14 7.01+0.19

−0.35

ψ(t) ∝ exp (t/τ) 10.19+0.47
−0.26 −1.82+0.08

−0.07 −4.38+0.54
−0.30 7.29+0.12

−0.12 0.71+0.99
−0.83 6.85+0.18

−0.75

ψ(t) ∝ exp (−t/τ) 10.22+0.40
−0.26 −2.14+0.10

−0.09 −4.59+0.74
−0.32 7.71+0.27

−0.26 1.79+3.39
−1.36 7.38+0.17

−0.32

Calzetti attenuation law 10.37+0.43
−0.29 −2.34+0.11

−0.10 −4.97+1.04
−0.35 8.01+0.21

−0.18 1.37+10.16
−8.47 7.86+0.14

−0.31

SMC-like extinction law 10.33+0.45
−0.29 −2.10+0.09

−0.08 −4.74+0.81
−0.33 7.77+0.18

−0.17 1.56+3.85
−2.04 7.49+0.14

−0.44

The best-fit Schechter and modified Schechter functions for each BEAGLE configuration in
Tab. 3.5 are plotted in Fig. 3.8 and we show the corresponding posterior distributions in
Fig. A.8 in appendix A.3. The resulting GSMFs do not depend significantly on metallicity
within their respective uncertainties. We observe a slight steepening of the low-mass end
slope with increasing metallicity, from α ' −1.92+0.08

−0.08 for 0.01Z� to α ' −2.04+0.09
−0.09

for 0.5Z�, resulting in a insignificantly larger turnover mass log(MT /M�) ' 7.25+0.15
−0.46

and curvature β ' 1.18+0.98
−0.78 for the highest metallicity case. The effect of changing

our assumptions on the form of the SFH on the GSMF is much more severe: While
assuming a delayed SFH results in the same GSMF as a constant SFH, the exponentially
rising and declining SHFs result in significantly shallower (α ' −1.82+0.08

−0.07) and steeper
(α ' −2.14+0.10

−0.09) GSMFs, respectively. Finally, allowing for more dust attenuation in the
ensemble of galaxies results in a much steeper GSMF, α ' −2.34+0.11

−0.10, than the reference
model. Applying an SMC dust extinction law instead of the Calzetti law however results
in a GSMF closer to the reference model in the low-mass end slope, α ' −2.10+0.09

−0.08.
Larger dust attenuation insignificantly affects the high-mass end with an exponential
cut-off at log(M0/M�) ' 10.37+0.43

−0.29 instead of at log(M0/M�) ' 10.22+0.45
−0.27 in the

reference model. We further note a slight correlation between the low-mass end slope, α,
and the turnover curvature, β, in general: A steeper slope α results in a larger turnover
mass MT and a slightly higher curvature β. The uncertainties in β become particularly
large for the steepest α. This is due to the M?-bins lying closer together in these cases
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because the M?−MUV-relation is shallower. The large uncertainties on the lowest-mass
bins therefore allow for a much wider range of acceptable values in the β-parameter space
(cf. lower panel of Fig. A.8). While our modified Schechter parametrization of the GSMF
also allows for an upward turnover, i.e., β < 0, this is ruled out by our MCMC analysis
at greater than 1σ-level for all models apart from the exponentially rising SFH case (cf.
Fig. A.7) and the two models that allow higher values of the dust attenuation although
this is a result of the effects already discussed above in these two models.

3.5 Discussion

We presented a determination of the stellar masses of a sample of z ∼ 6 − 7 galaxies
observed through the gravitational magnification of the six HFF clusters and computed
their GSMFs from UV luminosity functions (Atek et al., 2018). We found relatively
shallow M? − MUV-slopes ∼ 0.4, consistent with constant mass-to-light ratios. Our
GSMFs have relatively steep low-mass end slopes and relatively low exponential cut-
offs with log(M0/M�) ' 10.22+0.45

−0.27, α ' −1.96+0.09
−0.08 and log(φ0/Mpc−3) ' −4.49+0.64

−0.32

for the reference SED-fitting model. We also observe a turnover at the very low-mass
end of the GSMF at log(MT /M�) ' 7.10+0.17

−0.56 with a downward curvature parameter
β ' 1.00+0.87

−0.73. In this section, we discuss these results with regard to the IR (rest-frame
optical) photometry, gravitational lensing uncertainties and the impact of SED-fitting
prescriptions (sections 3.5.1, 3.5.2 and 3.5.3). Finally, we compare our results with those
from the literature and we reflect briefly on the nature of the turnover in the GSMF
(sections 3.5.4 and 3.5.5).

3.5.1 Photometry

The rest-frame UV emission in star forming galaxies is dominated by massive O and
B stars (cf. Fig. 2.11). Since these stars have very short lifetimes, they critically de-
pend on the recent star-forming activity. One needs to observe wavelengths beyond
the 4000Å break in the rest-frame optical which preferentially probe the photospheric
emission from older stellar populations (cf. section 2.4). In this study, we use deep
Spitzer/IRAC data which sample the emission red-ward of λ ∼ 4000Å of our galaxies.
While these rest-frame optical photometric bands are crucial in estimating stellar masses
at z > 6 (for a complete review see e.g., Dunlop, 2013), they are affected by the assumed
SFH as we discuss in section 3.5.3.
Obtaining reliable IRAC photometry is challenging because of two main problems: The
limited depth of the Spitzer observations, . 26mag, (Tab. 3.1) and blending with the
light profiles of foreground objects. The latter problem is severe due to the IRAC observa-
tions having 10× lower resolution than the HST observations used to select high-redshift
targets. Since our z ∼ 6 − 7 galaxies are mostly unresolved, even in HST detection
stacks, with angular sizes . 1′′ the pixel scale of the HFF IRAC mosaics of 0.6′′ and the
IRAC PSFs with ∼ 2′′ FWHM make them blend into the much higher surface brightness
light profiles of foreground galaxies. This effect is moreover amplified by the very na-
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ture of our observations: Since we observe the high-redshift galaxies through the dense
cores of SL clusters we are looking at exceptionally crowded fields, dominated by ICL
and cluster galaxies. While we correct for unreliable IRAC photometric measurements
by an empirical correction factor (see section 3.2.3), this correction is an average over a
relatively small (only 39) subsample of our full sample, 303 (13%). There is a significant
scatter in this correction even among sources with reliable IRAC photometry, of about
Sδ ∼ 0.2 dex (cf. Fig. 3.3). The z ∼ 6 − 7 GSMF is sensitive to fluctuations in the
overall M? distribution of that order of magnitude (cf. e.g. section 3.5.3). Furthermore,
we expect a slight bias towards overestimating the lower stellar masses due to selection
effects in the sample of galaxies for which we derive the mean correction factor. This
bias is difficult to quantify because we can not constrain the actual stellar mass of these
objects at the low-mass end without IRAC photometry. We however expect its impact
on our results to be relatively small compared to the large uncertainties in the estimated
values of the lensing magnification (cf. appendix A.2 for further discussion).
The next generation of high angular resolution facilities such as the JWST will be able
to observe the rest-frame optical continuum and nebular emission lines of these z ∼ 6−7
galaxies with angular resolutions and depths comparable to the current HST observa-
tions of distant lensed galaxies. Recent simulations have shown that rest-frame optical
photometry with the Near Infrared Camera (NIRCam; Rieke et al., 2005) aboard the
JWST will be able to constrain the stellar mass of galaxies out to z ∼ 9 to within 0.2 dex
(Bisigello et al., 2017; Kemp et al., 2019; Kauffmann et al., 2020). This will allow us to
robustly constrain the low-mass end of the galaxy mass stellar function.

3.5.2 Gravitational lensing uncertainties

Perhaps the most significant problem inherent in studies of strongly lensed galaxies are
the very large differences in the strong lensing models. In our study, we consider these
differences as if they were random uncertainties and this is one of our central assumptions.
This uncertainty has a significant impact on our conclusions about the robustness of the
GSMF, especially at its low-mass (intrinsically faint) end. To illustrate these details,
we show in Fig. 3.9 the relative magnification uncertainties, i.e., ∆µ

µ , as a function of
the median magnification µ for each object. As expected, the more strongly magnified
galaxies, with µ > 10 that have the faintest UV luminosities MUV & −16 (Fig. 3.9),
also tend to have the larger uncertainties in their magnifications. This sensitivity in
galaxies with high magnifications is due to their generally close proximity to the caustics
(cf. section 2.2.2). The positions and shapes of the caustics and their concomitant high
magnification are very sensitive to the positions of the cluster galaxies and the assumed
total mass and mass profiles of both the cluster DM halo and the cluster galaxies. Large
numbers of multiply imaged galaxies with accurate spectroscopic redshifts are therefore
required to robustly constrain the shapes and positions of the caustics and the resulting
(high) magnifications from the strong lensing models. The quality and quantity of the
multiple images used for constraining the cluster SL model can bias magnifications of
µ > 2 by up to 60% within the same SL modelling technique alone (Acebron et al.,
2018). The caustics in turn tend to have radically different shapes and positions between
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Figure 3.9: Relative magnification uncertainties ∆µ
µ as a function of magnification µ, color-

coded with UV luminosity MUV in AB magnitudes. There is a general trend of large relative
magnification errors for large µ due mostly to SL modelling systematics between models. A
few sources in the very high magnification regime lower right quadrant are of particular interest
because the major contribution to their magnification comes from the SL cluster BCGs

different SL models, the number of multiple image redshifts available for the SL model,
assumptions on cluster DM distributions, etc. This adds large systematic uncertainties
to the magnifications which are inherent to the modelling techniques and are, as yet, not
very well understood (Meneghetti et al., 2017; Acebron et al., 2017). Since we compute
the magnification uncertainty, ∆µ, as the scatter between the different SL models used
in this study (see section 3.2.2), we find that the lensing uncertainties are dominated by
the systematic differences in the lensing models. There are a few sources on the very high
magnification end which have distributions in magnification that are of the same order as
the median magnification (lower right quadrant in Fig. 3.9). Visual inspection revealed
that these sources are lensed by massive brightest cluster galaxies (BCGs) in the dense
centers of the clusters. Significant improvements of their magnifications could therefore
come from dynamic modelling of the BCGs and the mass potential within these clusters
using integral field spectroscopy (IFS; e.g., Chirivì et al., 2020).
While gravitational lensing by massive clusters and their galaxies allows us to detect
the faintest z & 6 galaxies, it introduces large systematic uncertainties in de-magnified
magnitudes and therefore the luminosities and masses. Improvements in SL modelling
techniques (such as proposed by e.g., Niemiec et al., 2020; Chirivì et al., 2020; Yang
et al., 2020) and large samples of spectroscopic redshifts of lensed galaxies, especially
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Figure 3.10: M? −MUV distribution for a delayed SFH, ψ(t) ∝ t exp (−t/τ). The values are
color-coded by the SFR e-folding time, τ , as indicated by the color bar on the right. The red line
shows the best-fitM?−MUV-relation to median-binned data. With this SFH, the galaxy sample
separates into two distinct stellar mass populations which illustrates the degeneracy betweenM?

and τ : Galaxies with low mass close to their SFR peak at tage = τ (green) and galaxies with
high mass which are not currently close to the peak in their SFR (blue). This scatter does not
appear for a constant SFH (cf. Fig. 3.4). The blue shaded area is the same as in Fig. 3.4.

those with multiple images, are needed to reduce such uncertainties and differences in
the models.

3.5.3 Impact of SED-fitting assumptions

We describe the impact of SED-fitting assumptions and constraints on stellar mass and
the resultingM?−MUV-relation in section 3.3 (Fig. 3.5 and Tab. 3.4) and on the resulting
GSMF in section 3.4 (Fig. 3.8 and Tab. 3.5). While we found that the stellar mass
(and thus the GSMF) is not strongly dependent on metallicity, we did find significant
differences depending on the underlying assumption as to the functional form of the
SFH, the range of attenuation optical depths which is allowed in the modeling, and the
nature of the attenuation law. We individually address these degeneracies in detail in
the following sections.
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SFH

Assuming an exponentially rising SFH, ψ(t) ∝ exp (t/τ), results in stellar masses lower
by ∼ 0.3 dex than a constant SFH (and thus in a shallower GSMF). This is due to the
radically different functional form of the exponentially rising SFH compared that used
in our reference model. Since the SFR is exponentially rising over time, the galaxies are
generally fitted with larger current SFRs and thus much larger EWs in optical nebular
emission lines such as the O iii and Hβ lines. Large EW nebular emission then contributes
a large fraction of the observed flux in the rest-frame optical bands. The rest-frame optical
bands play a significant role in constraining both the ages and masses of galaxies (cf.
section 2.4.2). Very large SFRs, which result in large EWs of the optical emission lines,
then result in lower estimated ages and hence stellar masses for galaxies at these redshifts.
Note that the ∼ 0.3 dex difference in M? that we find agrees with the predictions by
hydrodynamic simulations of the effect of changing the functional form of the SFH to
an exponentially rising form (. 0.3 dex; Finlator et al., 2007). Similarly, assuming an
exponentially declining SFH ψ(t) ∝ exp (−t/τ) has the opposite effect, the current SFR
estimates are generally lower and thus this assumption results in overall larger stellar
mass estimates than our reference model. The nebular emission contributes less to the
flux in the rest-frame optical photometry and the thus higher estimated optical continuum
luminosities yield larger stellar masses.
The delayed SFH, ψ(t) ∝ t exp (−t/τ), on the other hand yields the same M? −MUV-
relation as the constant SFH and thus the same GSMF. This is however mainly an effect
of the median-binning we use to determine the M? −MUV-relation (section 3.3). The
individual stellar masses scatter significantly (Fig. 3.10) compared to the constant SFH
case (Fig. 3.4). The galaxies separate into two populations: Galaxies with low mass and
large SFR e-folding time, τ , and galaxies with large mass and low τ . Since the delayed
SFH has a maximum SFR at t = τ , BEAGLE can fit the same IRAC photometry either
with a galaxy close to its SFR peak, i.e., with a large τ , resulting in smaller stellar mass
or with a galaxy long after its SFR peak, i.e., with a small τ , which results in larger
stellar masses for the same reason discussed above for the exponential SFHs. Applying
any of the three exponential SFHs therefore creates a well known degeneracy betweenM?

and τ which cannot be resolved with the available data, effectively making τ a ’nuisance’
parameter in this type of analysis.
While constant or exponentially decreasing SFHs were previously assumed (e.g. Eyles
et al., 2007; Stark et al., 2009; González et al., 2011; Grazian et al., 2015; Kikuchihara
et al., 2020), results from hydrodynamical simulations predict exponentially increasing
SFRs for high-redshift galaxies (e.g. Finlator et al., 2011). Observations of very high
EW optical emission lines of [O iii] and Hβ, up to rest-frame EW∼ 2000Å, (e.g. Atek
et al., 2011, 2014; Reddy et al., 2018b) and of IRAC excesses in high-redshift galaxies
(which have been attributed to strong contributions from rest-frame optical emission
lines; Smit et al., 2014, 2015; De Barros et al., 2019; Endsley et al., 2021) further support
young galaxies with relatively high rates of recent star formation, which could be due to
a SFH with an increasing SFR as a function of time. Alternatively, given their compact
sizes, the star formation in young high-redshift galaxies might also be episodic with
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several relatively strong bursts occurring over relatively short duty cycles (e.g. Stark
et al., 2009). Such episodic star formation is difficult to parametrize correctly given the
relative crudeness of the data available for galaxies at these redshifts. There are however
examples of models that combine a continuous SFH with an ongoing recent starburst
(e.g. Endsley et al., 2021). Other recent studies infer the SFH from SED-fitting which
is however heavily degenerate with stellar mass, age, metallicity and dust attenuation
(Duncan et al., 2014; Song et al., 2016a; Bhatawdekar et al., 2019). While Grazian
et al. (2015) found no dependence of M? on SFH in an experiment similar to ours for
z ∼ 3.5 − 4.5 galaxies, their SED-fitting analysis did not include nebular emission and
would therefore not have been sensitive to some of the degeneracies discussed above.
Progress on determining the SFHs of distant galaxies will also come with the launch of
the JWST. Observations with the Near Infrared Spectrograph (NIRSpec; Bagnasco et al.,
2007; Birkmann et al., 2016) will enable us to resolve and accurately characterize the
optical nebular emission lines at z ∼ 6− 7 (Chevallard et al., 2019; Maseda et al., 2019).
Observations with the Mid-Infrared Instrument (MIRI; Rieke et al., 2015; Wright et al.,
2015) will be the first instrument able to detect the rest-frame NIR continuum emission
of these galaxies thereby enabling the most robust and most SFH-independent estimate
possible of M? (e.g. Dunlop, 2013).

Dust attenuation

The other significant impact of SED-fitting parameters on the z ∼ 6 − 7 GSMFs comes
from allowing the best fits to the SEDs of individual high-redshift galaxies to have a
higher dust attenuation optical depth (Fig. 3.5). Allowing a wide range of effective V -
band optical depth, up to τ̂V ≤ 3, results in significantly shallower M? −MUV-slopes
and thus in turn in steeper low-mass end GSMF slopes (Fig. 3.5) than in the case when
the range allowed in τ̂V is more limited, i.e., τ̂V ≤ 0.2 (section 3.3 and Fig. 3.8). This
impact is due to the well-known degeneracy between dust attenuation and stellar mass
(cf. Fig. 3.11). This degeneracy is the reason for the considerable scatter in M? in all
luminosity bins and results in very large uncertainties in the M? −MUV-relation. We
however also observe that dust attenuation mostly affects the median stellar masses of the
faintMUV-bins, i.e., the bins with the highest fractions of galaxies without reliable IRAC
photometry. We expected this behavior since these galaxies’ stellar mass is constrained
only by rest-frame UV photometry which is more strongly affected by amount of dust
attenuation compared the rest-frame optical photometry (the typical factor between AV
and AUV is ∼ 4 Calzetti et al., 2000).
As can be seen in Fig. 3.11, this degeneracy seems to be reduced by using a steeper SMC-
like dust attenuation law (such as observed in e.g., Reddy et al., 2015, 2018a). Fitting
the SEDs with τ̂V ∈ [0, 3] then results in M? −MUV-slopes and a GSMF closer to that
obtained by assuming a Calzetti attenuation law and only allowing τ̂V ∈ [0, 0.2] (Fig. 3.5
and 3.8). It also results in less scatter in M? than the ’dusty’ Calzetti law case. The
z ∼ 6 − 7 GSMF is therefore not only highly sensitive to the range of dust attenuation
allowed but also to the shape of the dust attenuation law.
In order to more robustly constrain stellar masses at z ∼ 6 − 7 and to limit the impact
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Figure 3.11: M? −MUV distribution for a Calzetti dust attenuation law (upper panel) and
for an SMC-like law (lower panel) when allowing the effective V-band optical depth to vary
over a wide range, τ̂V ∈ [0, 3]. Each value is color-coded with τ̂V . The red line shows the
best-fit M? −MUV-relation to median-binned data. We observe a degeneracy between τ̂V and
M?, in particular for the Calzetti law case. For the steeper SMC-like law this degeneracy is less
prominent as the galaxies are fit with much less dust attenuation, τ̂V . 1.5. The blue shaded
area is the same as in Fig. 3.4.
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of of the details of the range of the amount and forms of the dust attenuation allowed on
the GSMF, one therefore needs to consider the latest observational results. Considering
outside information about the dust attenuation observed in the high-redshift galaxy pop-
ulation effectively places another prior on the fitting parameters. High-redshift galaxies
are found to have very blue UV-continuum slopes, βUV . −2, which indicates very low
dust attenuations (Bouwens et al., 2016). This rules out our τ̂V ∈ [0, 3] model and favors
the τ̂V ∈ [0, 0.2] model as the more realistic prior in our modeling. Note that recent
observations of dust continuum emission (and [O iii] and [C ii] emission lines) from high-
redshift galaxies with the Atacama Large Millimeter/Sub-millimeter Array (ALMA) have
discovered surprisingly high dust masses in a few high-redshift galaxies (Laporte et al.,
2019; Tamura et al., 2019). This does not change our conclusions that the overall dust
attenuation must be low for two salient reasons. The first is that high-redshift galax-
ies have very blue UV slopes which can only be explained by young ages and low dust
attenuations (Tamura et al., 2019; Bakx et al., 2020). The other is that the brightest
dust continuum emission regions are often not spatially coincident with the UV-bright
regions of high-redshift sources. Moreover, many galaxies at these redshifts are com-
pletely undetected in the thermal IR continuum (e.g. Capak et al., 2015). Rest-frame
far-infrared (FIR) detections with ALMA slightly favor a steep SMC-like extinction law
(Capak et al., 2015; Bouwens et al., 2016). While some rest-frame UV observations of
low redshift star-forming analogs support a Calzetti-like attenuation law (Scoville et al.,
2015) with a steep dependence at long wavelengths (i.e., λ ≥ 2500Å Reddy et al., 2015),
the most recent observations strongly support an even steeper dust attenuation law than
the SMC extinction law for high-redshift galaxies (Reddy et al., 2018a). For these rea-
sons, there is no good reason to presuppose that the UV detected galaxies and UV bright
regions embedded in what must be larger structures when the dust continuum and UV
emission are not co-spatial have high attenuation optical depths such as τ̂V & a few
tenths of a magnitude.
Additional multi-band rest-frame FIR observations with ALMA to deeper flux levels will
be required to place stronger constraints on dust content and attenuation in SED-fitting
stellar masses at high-redshift. Rest-frame NIR observations with JWST/MIRI will be
crucial in breaking the degeneracy with dust attenuation (Kemp et al., 2019) and stellar
age since NIR wavelengths are the least affected by dust attenuation as well as having
mass-to-light ratios that are less sensitive to stellar age. These additional data will enable
us to minimize the impact of various degeneracies in SED modeling and ultimately to
make robust estimates of M? and thus the GSMF at these redshifts.

3.5.4 Comparison to the literature

Previous studies of the GSMFs at z ∼ 6−7 include observations of galaxies in both blank
fields (González et al., 2011; Duncan et al., 2014; Grazian et al., 2015; Song et al., 2016a)
and those lying behind HFF clusters (Bhatawdekar et al., 2019; Kikuchihara et al., 2020).
The Song et al. (2016a) z ∼ 6 GSMFs are based on a large sample of galaxies and UV
luminosity functions derived by Finkelstein et al. (2015) in the CANDLES/GOODS, the
ERS and the HUDF fields and thus represent the most complete study of high-redshift
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Table 3.6: Best-fit GSMF Schechter parameters of our reference model and previously published
studies.

Reference logM0 α log φ0

(M�) (Mpc−3)
This Worka 10.21+0.43

−0.26 −1.96+0.09
−0.08 −4.48+0.62

−0.31

This Workb 10.22+0.45
−0.27 −1.96+0.09

−0.08 −4.49+0.64
−0.32

Song et al. (2016a)c 10.72+0.29
−0.30 −1.91+0.09

−0.09 −4.86+0.53
−0.24

Bhatawdekar et al. (2019)c,d 10.29+0.65
−0.67 −1.89+0.09

−0.10 −4.27+0.65
−0.26

Bhatawdekar et al. (2019)c,e 10.35+0.50
−0.50 −1.98+0.07

−0.07 −4.22+0.64
−0.25

Kikuchihara et al. (2020) 9.58+0.23
−0.15 −1.85+0.07

−0.07 −3.74+0.30
−0.22

aUsing a Schechter function equation (3.4)
bUsing a modified Schechter function equation (3.6)
cz ∼ 6 sample
dPoint source results
eDisk galaxy results

GSMFs in blank fields thus far. Previous studies (González et al., 2011; Duncan et al.,
2014; Grazian et al., 2015) studied sub-samples of the CANDLES/GOODS fields which
are all included in the sample studied in Song et al. (2016a). We will therefore rely mostly
on the results of Song et al. when comparing blank field results to this work. Song et al.
used 12 bands of HST and Spitzer/IRAC photometry and include full modelling of the
SFH in their SED-fitting as well as allowing a significant range in the dust attenuation,
AV ∈ [0, 3.2] (about the same range as our ‘dusty’ model).
The two high-redshift GSMF studies observed through SL clusters (Bhatawdekar et al.,
2019; Kikuchihara et al., 2020) are both based on the 7 HST bands, the Ks band and
the two deep Spitzer/IRAC bands available for the HFF clusters. Bhatawdekar et al.
(2019) derive their z ∼ 6 UV luminosity functions and GSMFs from a sample of galaxies
detected in the cluster and parallel field of MACS0416. Their analysis contains two
GSMFs for z ∼ 6 galaxies that were derived in two different ways: One assuming that
the galaxies all have Sérsic profiles light profiles and the other in which they assumed all
detections are point sources. These assumptions resulted in two different completeness
limits and corrections. They also include full modelling of the SFH and dust attenuation
(AV ∈ [0, 2]) in their SED-fitting and their method of treating SL magnification is similar
to ours, i.e., they take the median magnification of all SL models available for MACS0416.
The GSMFs derived by Kikuchihara et al. (2020) on the other hand are based on a
z ∼ 6 − 7 galaxy sample detected in all six HFF clusters by Kawamata et al. (2018)
and UV luminosity functions derived by Ishigaki et al. (2018). They use the GLAFIC
SL models to derive their magnification factors and BEAGLE with a constant SFH and
τ̂V ∈ [0, 2] for their SED-fitting. Finally, they also use the Song et al. estimates of the
co-moving density as a function of stellar mass to constrain the high-mass end of their
derived GSMF.
We show our best-fit reference model GSMFs alongside the best-fit results from the
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Figure 3.12: The final z ∼ 6 − 7 GSMF (for the reference BEAGLE configuration, blue curve)
compared to GSMFs published in the recent literature. Yellow stars represent our reference
model low-mass GSMF points and red pentagons the z ∼ 6 GSMF points observed in wide-area
blank fields by Song et al. (2016a) shifted down by 0.15 dex (see text for details). The blue curves
show both our best-fit Schechter and modified Schechter functions while GSMFs by Song et al.
(2016a), Bhatawdekar et al. (2019) and Kikuchihara et al. (2020) are shown in red, orange and
green respectively (see legend at the top right). The red and purple curves are shifted down by
0.15 dex in order to account for the difference in mean redshift of the two galaxy samples. The
orange dotted curve represents the GSMF obtained by Bhatawdekar et al. (2019) for assuming
Sérsic light profiles in the completeness analysis rather than point sources. The blue shaded
areas are the same as in the right panel of Fig. 3.6, i.e. the 1σ and 2σ areas for the reference
model.

literature in Fig. 3.12 and the corresponding best-fit Schechter parameters and their 1σ
uncertainties in Tab. 3.6. Overall, our results are in good agreement with results in the
literature within the uncertainties. Assuming a disk galaxy light distribution to estimate
the completeness, Bhatawdekar et al. (2019) found results that deviate somewhat from
the consensus of the results from the literature; their results when they assumed the
sources had point-like light distributions in deriving the completeness agree well with
ours. This is unsurprising since our z ∼ 6− 7 sample is mostly comprised of unresolved
sources. At the low-mass end, we find a slope of α ' −1.96+0.09

−0.08 which is slightly steeper
than in the literature but agrees with Song et al. (2016a) and Bhatawdekar et al. (2019)
within 1σ. Kikuchihara et al. (2020) on the other hand find a shallower low-mass end
slope of α ' −1.85+0.07

−0.07 which differs from our estimated slope at about the 2σ level. We
also note a slight discrepancy between Song et al., Kikuchihara et al. and our own results
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Figure 3.13: Upper Panel : The same plot as Fig. 3.12 with in addition the Schechter-fits of
the GSMF points derived for an exponentially rising SFH (dashed blue curve) and for ’dusty’
galaxies (dash-dotted blue curve). The two degeneracies, SFH and dust attenuation, have opposite
impacts on the best-fit GSMF. These two effect appear to cancel each other out and result in
similar GSMFs as our reference model if both the SFH and allowing a wide range of possible
dust attenuation optical depths are included in the modelling simultaneously (e.g. Song et al.,
2016a; Bhatawdekar et al., 2019). Lower panel: Posterior distributions of the three Schechter
parameters for the reference model, the exponentially rising SFH model and the ’dusty’ τ̂V ∈ [0, 3]
model. These plots illustrate the opposing effects of changing the assumed SFH and allowing
the dust attenuation to roam over a wide range have on the low-mass end of the GSMF.

at the high-mass end even though these three studies use the same high-mass GSMF
results. This is due to the role that the exact properties of the low-mass end GSMF play
in constraining the overall shape of the GSMF. The high-mass end exponential cutoff
mass, M0, and the low-mass end slope, α, of the GSMF are not independent parameters
as illustrated by the shape of their posterior distributions in Fig. 3.7. This work is the
only study of z ∼ 6 − 7 GSMFs to date that observes a possible turnover of the GSMF
at very low masses at greater than 1σ-level. Note that Kikuchihara et al. (2020) and our
work are currently the only studies that probe stellar masses as low as M? & 106 M� at
z ∼ 6− 7.
Our reference model GSMF results and the literature broadly agree within the uncertain-
ties despite the fact that the different results are based on different sets of assumptions
(Fig. 3.12). This does not contradict our conclusions of the importance of parameter
choice and assumptions in SED-fitting (section 3.5.3): The degeneracy between M? and
τ̂V results in a steeper low-mass end slope of the GSMF than the reference model and
adopting an exponentially rising SFH in a shallower low-mass end slope (see Fig. 3.8).
When modelling both SFH and dust attenuation in the same SED-fit, as is done in Song
et al. (2016a) and Bhatawdekar et al. (2019), these two degeneracies are both present
in the fits. However, each of the SFHs and dust attenuations assumed in both studies
tend to push the slope in opposite directions and thus effectively and coincidentally can-
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cel each other out, yielding average GSMFs similar to our reference model (Fig. 3.13).
While Kikuchihara et al. (2020) also use a constant SFH in their SED-fitting, the de-
generacy between dust attenuation and metallicity, which is a free parameter in their
study, has a similar effect on their resulting GSMF. While the reference model agrees
with the results from the literature, different SFHs and constraints on dust attenuation
can lead to significantly different GSMFs. Because of this, it is crucial to explore the
impact of different SED-fitting assumptions on the high-redshift GSMF in understanding
the robustness of any GSMF.

3.5.5 Theoretical implications

Robust determinations of the form the UV luminosity and stellar mass functions of
the first generations of galaxies provide deep insight into and strong constraints on the
physical processes which drive galaxy evolution at all redshifts (cf. section 1.4). Given
the importance of these determinations, theorists and simulators have expended great
effort in predicting UV luminosity and sometimes mass functions of galaxies at z & 6
(cf. Bromm & Yoshida, 2011, and references therein for a review). There is a general
agreement in theory and simulations that both the ionization of the gas within and falling
onto galaxy halos by the meta-galactic flux responsible for reionization and feedback from
massive stars and perhaps AGN play key roles in shaping the low mass and luminosity
ends of the stellar mass and UV luminosity functions (Gnedin, 2016; Liu et al., 2016;
Finlator et al., 2018; Ocvirk et al., 2020). Modeling correctly how the UV continuum
luminosity and color of any galaxy relate to its stellar (and DM halo) mass is obviously
crucial to making the link between the UV luminosity and stellar mass functions at any
redshift but particularly at high redshift when galaxies are on average quite young and are
only selected by the intensity of their UV continuum or line emission. Several attempts
at making a direct comparison between stellar mass and UV luminosity in observations
and simulations have been published (Dayal et al., 2014; Duncan et al., 2014; O’Shea
et al., 2015; Yue et al., 2016; Liu et al., 2016; Hutter et al., 2020).
The various simulation results that have been published have somewhat different UV
luminosity and stellar mass functions. All of them lead to the decrease in the number
density of low luminosity and low mass halos (or stellar masses). The virial temperature,
Tvir, of a DM halo at z ∼ 6 − 7 of mass 108 M� is about 104 K. Thus if all of the
hydrogen is ionized by the meta-galactic flux in halos of this mass, halos below this
mass will not be able to retain their baryons. This is the ultimate limit for halos to
retain their accreted gas mass and thus, it is likely that halos with masses less than
this limit will have strongly suppressed star formation. Including the effects of feedback
in the form of heating of the interstellar and circumgalactic gas and driving outflows
increases the halo masses at which baryons are ejected. Simulations that include the
effects of feedback from massive stars have declines in co-moving number density in their
simulated luminosity functions (and in some studies stellar mass functions) at higher halo
masses than the limit calculated through the ionization heating limit when Tvir = 104 K.
For example, Ocvirk et al. (2020) find that star formation is gradually suppressed below
a DM halo mass of 2×109 M� which corresponds to a turnover in the luminosity function
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atMUV = −11 in their models. Other simulations predict a similar turnover or flattening
in the luminosity function (e.g. Yue et al., 2016) or at a magnitude or two higher UV
luminosities (e.g. Gnedin, 2016; Liu et al., 2016). It is difficult to relate these turnover or
flattening magnitudes to the stellar mass but in some of the simulations, the flattening
occurs for relatively small DM halo masses (Liu et al., 2016) compared to others, e.g,
Ocvirk et al. (2020).
If galaxies in the early universe are forming inefficiently (low ratios of mass accretion
rates to SFRs), then we expect young galaxies to have relatively low SFRs and thus
relatively high ratios of DM mass to stellar masses (∼ 0.1% or less at z ∼ 6; see, e.g.,
Behroozi et al., 2013). We can make a crude estimate of the mass where energy injection
rate of massive stars through stellar winds and supernova explosions is sufficient to keep
galaxies from forming stars efficiently. A strong criterion for doing this would be the
SFR at which the thermalized energy from stellar winds and supernovae becomes about
the binding energy of the galaxy halo. Using equation 2 from Bromm & Yoshida (2011),
we can estimate the binding energy of a halo as,

Ebinding ∼ 1057

(
Mvir

1010 M�

)(
∆c

18π2

)(
1 + z

10

)
erg (3.8)

where Mvir is the virial mass, ∆c is the overdensity of a virialized halo, and z is the
redshift. Setting z = 6 and ∆c = 18π2, results in Ebinding ∼ 7× 1056(Mvir/1010 M�) erg.
The mechanical energy from young stars through their stellar winds and SNe can be
estimated as,

Ewind ∼ 3× 1056

(
ψ

M� yr−1

)
εtherm

(
tSF

107 yr

)
erg (3.9)

where ψ is the star formation rate in M� yr−1, εtherm is the thermalization efficiency
defined as the ratio of total outflow energy and the mechanical energy output by young
stars averaged over the duration of the (burst of) star formation, tSF. To scale the
relation between the SFR and the mechanical energy output from young stars, we used
1042 erg s−1 which is the approximate instantaneous mechanical energy output at ∼few
107 yr and longer for a constant SFR of a solar mass per year (Leitherer et al., 1999). We
can recast this equation because of our assumption of a constant SFR in our reference
model such that Ewind ∼ 3× 1056(M?/107 M�) εtherm (tSF /107 yr) erg. Combining these
two equations to estimate the ratio of the wind energy to binding energy of a halo we
find,

Ewind

Ebinding
∼ 0.4

(
M?

107 M�

)
εtherm

(
Mvir

1010 M�

)−5/3( tSF
107 yr

)

= 0.4

(
M?

Mvir

)

0.001

εtherm

(
Mvir

1010 M�

)−2/3( tSF
107 yr

) (3.10)

where (M?/Mvir)0.001 is the ratio of the stellar to virial mass in units of 10−3. Since
the stellar mass of a galaxy is approximately linearly proportional to its SFR times its
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age under the assumption of a constant SFH (and from the empirical relation of stellar
mass and SFR), the energy of outflows at constant thermalization efficiency will increase
more slowly, only linearly, than the binding energy of the halo as a function of halo mass
which increases to the power 5/3. While we do not know the stellar mass to halo mass
ratio of galaxies with stellar mass of 107 M� at z ∼ 6, it is likely to be of order 0.01 (e.g.
Behroozi et al., 2013). If the stellar to halo mass ratio declines less rapidly than M2/3

vir ,
then the ratio of the wind energy to the binding energy will also increase more rapidly
as the halo mass decreases. In the event of either constant or slowly declining M?/Mvir
with decreasing halo masses, galaxy formation will become increasingly inefficient with
decreasing stellar mass below halo masses of about a few 109 M� (depending of course
on the thermalization efficiency, which has been estimated to be ∼ 0.5; Strickland &
Heckman, 2009). We emphasize that the parameter choices we made for this estimate
are somewhat tuned for low halo masses and given the complex physics of outflows,
this estimate cannot be simply extrapolated to other galaxy stellar and halo masses.
Although crude, the estimate is consistent with the simulations of Ocvirk et al. (2020)
in that galaxies residing in halos of masses ∼few 109 M� or less will form inefficiently.
The results of some simulations and our crude analysis suggest that feedback provided
by stellar winds and SNe may provide sufficient energy to keep the formation of galaxies
in low mass halos inefficient if the thermalization efficiency is relatively high (Strickland
& Heckman, 2009). Observations with JWST will provide a deeper understanding as to
whether or not feedback is in fact the culprit in keeping galaxy formation inefficient at
high redshift and, in particular, for low-mass galaxies near this mass-turnover.

3.6 Summary and Conclusion

We presented the derivation of high-redshift z ∼ 6−7 galaxy stellar mass functions under
various spectral energy distribution fitting assumptions using a sample of gravitationally
lensed galaxies lying behind the six HFF clusters. For the sample of 303 z ∼ 6 − 7
galaxies selected via the drop-out technique from deep HST imaging data, we measured
the Ks and Spitzer/IRAC photometry and computed median gravitational magnification
factors from the SL models available for the HFF clusters. We derived stellar masses
by fitting 10 broad-band photometry filters with the BEAGLE SED-fitting tool. In order
to test the impact of various SED-fitting assumptions on the resulting GSMF, we first
constructed a minimum-parameter model which assumed a constant SFH and a fixed
metallicity, Z = 0.1Z�, as a reference model. To test how robust the GSMF to changing
assumptions in the SFH, metallicity, and range over which the amount of dust attenuation
is allowed to roam, we ran SED fitting models with different assumptions for metallicity,
the functional forms of the star formation histories, and both the type and range in the
amount of dust attenuation allowed. The derived stellar masses were then used to derive
M? −MUV-scaling relations which allowed us to convert the rest-frame UV luminosity
function of our galaxy sample, derived by Atek et al. (2018), to GSMFs. Finally, we
determined best-fitting GSMFs and their uncertainty ranges by exploring the parameter
space with an MCMC analysis.
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The summary and main conclusions of our analysis are:

• We extend the high-redshift GSMF to low masses, M? > 106 M�. The best
fit parameters for the z ∼ 6 − 7 GSMF are a high-mass exponential cutoff at
log(M0/M�) ' 10.22+0.45

−0.27, a relatively steep low-mass end slope, α ' −1.96+0.09
−0.08,

and a normalization log(φ0/Mpc−3) ' −4.49+0.64
−0.32 for our reference model (cf.

Tab. 3.3). These results are in good agreement with recent results from the lit-
erature within the respective error bars.

• The z ∼ 6−7 GSMF departs from the Schechter form at the very low-mass end with
a downward turnover at log(MT /M�) ' 7.10+0.17

−0.56 and a curvature β ' 1.00+0.87
−0.73

in the reference model. While the uncertainties on the lowest-mass bins also allow
for an upward turnover of the GSMF, most models do not have an upturn and this
scenario is ruled out at the greater than 1σ-level by our MCMC analysis for the
reference model and most SED-fitting configurations.

• Due to large systematic differences between the various SL models available for
the HFF clusters, the gravitational magnification factors are uncertain but are
especially high for galaxies with high median magnification factors. While gravita-
tional lensing is very useful for detecting faint high-redshift objects, one needs to
fully account for lensing uncertainties. Therefore, unless lensing models are better
constrained, especially the caustics close to the center of the cluster potential and
the BCGs, the utility of using strongly lensed galaxies to probe the low mass end
of the GSMF is limited.

• Obtaining accurate rest-frame optical IRAC photometry, vital for constraining stel-
lar masses of individual galaxies in this type of study (cf. section 2.4.2), proves very
challenging when observing very crowded fields such as the HFF. Using a subset
of galaxies with reliable IRAC photometry, we empirically estimate a correction
factor for stellar masses based on using only HST photometry which probes only
the rest-frame UV.

• While not strongly affected by metallicity, the determination of high-redshift GSMFs
depends significantly on assumptions about the SFH and dust attenuation. For ex-
ample, a significantly shallower low-mass end slope, α ' −1.82+0.08

−0.07, is the best
fit for an exponentially rising SFH, ψ(t) ∝ exp (t/τ). When allowing for a wider
range and higher limit on the amount of dust attenuation, τ̂V ∈ [0, 3], we find a
significantly steeper low-mass end slope, α ' −2.34+0.11

−0.10.

• Our results show that variations in the slope of theM?−MUV-relation and inM? of
the order of& 0.1 dex can significantly impact the resulting GSMFs. Fluctuations of
this magnitude arise both from SED-fitting assumptions and the lack of rest-frame
optical detections or sensitive upper-limits in the IRAC bands for all galaxies.

• The Schechter parameters of the GSMF are not generally independent. In par-
ticular, there is a degeneracy between the high-mass exponential cutoff, M0, and
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the low-mass end slope, α. In order to break these degeneracies and to robustly
constrain the overall shape and parameters of the GSMF, detections of galaxies at
both high and low stellar masses are required.

The derivation and study of high-redshift GSMFs remain susceptible to large uncertain-
ties, parameter degeneracies, and on the specific assumptions made when fitting their
SEDs. Our approach of converting rest-frame UV luminosity functions to high-redshift
GSMFs does not take into account the non-trivial problem of stellar mass incomplete-
ness, which is not necessarily the same as UV luminosity incompleteness. Future studies
will need to address this issue in order to derive robust z ∼ 6− 7 GSMFs, in particular
considering how sensitive the GSMF is to fluctuations in the M? −MUV-relation used
to convert the UV luminosity function to the stellar mass function. Considerable ad-
vances in SL modelling techniques, deeper images at more wavelengths which probe the
rest-frame optical in distant galaxies, and finding and determining redshifts of multiply
lensed galaxies in the cores of the HFF clusters to improve the lensing models are also
all required to better constrain the very low-mass end of the GSMF. Deep observations
of high-redshift galaxies with ALMA will yield new insights and constraints on the dust
properties of these objects and thus help to break one of the major degeneracies in SED
fitting. The greatest advancements in the study of very high-redshift galaxies will how-
ever come with the launch of the JWST. JWST will provide the first rest-frame optical
and NIR spectra of galaxies at z & 6 and thus the first robust constraints on stellar
masses of low mass galaxies. The very faint and low-mass z ∼ 6− 7 galaxies studied in
this work are prime targets for follow-up with the JWST.
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Chapter 4

High-redshift galaxies in the
BUFFALO survey

“But if it is true that the act of
observing changes the thing
which is observed (because of
Quantum), it’s even more true
that it changes the observer.”

Sir Terry Pratchett,
Soul Music, 1994

Building on the success of the HFF program (cf. section 2.3), we have carried out a
new HST survey targeting the six HFF clusters — the BUFFALO survey (cf. section 4.1).
The goal of this program is to expand the existing data sets of the HFF by covering a
wider area around the clusters. As a member of the BUFFALO collaboration, I lead
the effort to identify and assemble a catalog of high-redshift galaxy candidates in the
BUFFALO field-of-view. This represents the second project of my thesis and is related in
this chapter. Note that the catalogs produced over the course of this work will eventually
be publicly released on the MAST archive alongside the full BUFFALO data sets and data
products. The galaxies detected in this work will be used to derive high-redshift GSMFs
with new methods to compute sample completeness that will be described in detail in
chapter 5. A summary of the detailed description of our pipeline given in this chapter
will therefore be published in Furtak et al. (in prep.).

This chapter is structured as follows: I start off by introducing the BUFFALO survey
in section 4.1 and then go into the details of our detection and selection process in
section 4.2. Finally, I will talk about proposed spectroscopic follow-up observations of
high-redshift galaxy candidates and one candidate detected over the course of this project
in particular, in section 4.3.

81
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4.1 The BUFFALO survey

The Beyond Ultra-deep Frontier Fields And Legacy Observations (BUFFALO; PIs: C.
Steinhardt and M. Jauzac; Steinhardt et al., 2020) survey is a Hubble legacy program
designed to expand the HST coverage of the HFF clusters (cf. section 2.3) to adjacent
areas already covered by the Spitzer observations of the HFF program (cf. section 3.1
and Lotz et al., 2017). In the scope of the BUFFALO program, HST observed an area ×4
greater than the HFF coverage. Observing a wider area around the SL clusters mainly
serves two purposes: to better model the clusters’ underlying DM distributions and hence
constrain the properties of DM and to increase the probability to detect rare bright and
massive high-redshift galaxies, which can be observed with weaker magnification factors,
taking full advantage of the existing deep wide-area Spitzer coverage of the HFF (Lotz
et al., 2017).
The former is well motivated by recent findings that massive DM substructures far out
from the cluster core significantly impact the SL models (e.g. Acebron et al., 2017; Mahler
et al., 2018; Lagattuta et al., 2019) and that WL constraints observed in the cluster out-
skirts also significantly improve the overall lensing models (e.g. Jauzac et al., 2016; Mahler
et al., 2018). Following the approach of the HFF program, the BUFFALO collaboration
therefore has several teams which independently work on combining SL modeling meth-
ods in the cluster cores with WL modeling methods in the cluster outskirts imaged by
the new extended HST observations (e.g. Niemiec et al., 2020). A detailed description of
the various lensing analysis methods applied to BUFFALO can be found in Steinhardt
et al. (2020).
For the second, the detection of z & 6 galaxies, the extension in area is equally crucial:
Not only will the improved lensing models potentially improve the uncertainties of the
magnification factors (cf. sections 3.2.2 and 3.5.2), but observing a larger area will
also increase the numbers of detected high-redshift galaxies. Indeed, while BUFFALO
increases the observed area in the lens plane by a factor 4 compared to the HFF, the
actual gain in total area observed in the source plane is of the order of 15× that of
the HFF (cf. Fig. 5.5) due to the distortions induced by gravitational lensing. I will
discuss the gains in effective source plane area and their impact in detail in section 5.2.2.
While this is mostly limited to moderate magnification factors µ . 4 (cf. Fig. 5.5 and
section 5.2.2), we expect to increase the numbers of newly detected high-redshift galaxies
by a factor 2 with the new BUFFALO observations, in particular towards the massive end
and the z ∼ 8 − 10 range (Steinhardt et al., 2020). In addition to that, the BUFFALO
WFC3 coverage of the clusters is designed to match the JWST/NIRSpec (cf. section 6.2)
field-of-view which makes the BUFFALO survey ideally suited to provide high-redshift
targets for NIRSpec follow-up observations.
Of course there are also other science goals to BUFFALO such as e.g. the study of ICL
and detections of SNe and other transients. I refer the reader to Steinhardt et al. (2020)
for a detailed description of the various science projects conducted by the BUFFALO
collaboration. The observations of the BUFFALO program were completed in the first
half of 2020 and all the data are currently internally available to the collaboration. The
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Figure 4.1: Color-composite image of the first BUFFALO cluster, A370. The field-of-view of
BUFFALO covers 4× the area of the HFF field-of-view shown in the lower right panel of Fig. 2.9.
Figure credit: NASA, ESA, A. Koekemoer, M. Jauzac, C. Steinhardt, and the BUFFALO team.
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Figure 4.2: Filter transmission profiles for all filters used in this work on A370. The upper panel
shows the filters that are available for all six BUFFALO clusters and cover the whole BUFFALO
area. Ancillary filters available only for some clusters or not covering the whole BUFFALO area
such as e.g. the HFF date in the F435W, F140W and Ks bands (cf. section 3.1) are shown in
the lower panel.

full BUFFALO view of the first cluster, A370, can be seen in Fig. 4.1 (in comparison
to the HFF view in the lower right panel of Fig. 2.9). All data and data products such
as catalogs and SL models of BUFFALO will be released to the public once all the SL
analyses are complete.

4.2 Photometric high-redshift galaxy catalog

General galaxy catalogs and associated data products (PSFs, ICL maps, etc.) in BUF-
FALO are produced by Pagul et al. (in prep.) based on the methods and pipelines
developed for the HFF (Pagul et al., 2021). Complementary to that work, we here build
a photometric catalog of z ∼ 6−10 candidates in BUFFALO using detection and selection
methods optimized for high-redshift galaxies. We use and test the pipelines developed for
this work on the first BUFFALO cluster, A370 in this section. Once the final z ∼ 6− 10
catalog of A370 is ready for release, we will run the same pipelines on the other five
clusters.
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4.2.1 Data

For BUFFALO, each of the six HFF clusters was observed for a total of 16 orbits, covering
both the main cluster and the parallel field with both ACS and WFC3 (cf. Fig. B.1). The
clusters were imaged in five broad-band filters (cf. top panel of Fig. 4.2): F606W and
F814W on ACS, and F105W, F125W and F160W on WFC3/IR. For this work, we use
the full-depth mosaics of the BUFFALO survey which include all existing HST data of
A370 and were produced using updated versions of the pipelines described in Koekemoer
et al. (2011). In addition to the new BUFFALO data, existing HST observations of A370
also include the HFF mosaics in the F435W and the F140W bands as well as ancillary
data sets in the F475W, F625W and F110W bands. While we use all of these data
in our analysis, only the five BUFFALO filters cover the full extended area around the
cluster core and the HFF parallel field. Since these final BUFFALO mosaics include
all HST data ever taken of A370, they represent the deepest HST images ever made of
this cluster. The final BUFFALO mosaics for this cluster were released internally to the
BUFFALO team in 2019 and the full set of mosaics of all six BUFFALO clusters was
released in 2020. Note that due to the design of the BUFFALO survey, the areas of
the mosaics already observed in the HFF, i.e. the cluster cores and the HFF parallel
fields, are deeper than the newly observed outskirt regions as can be seen in Fig. B.2 in
appendix B. Throughout this work we will therefore refer to the deeper central region of
the BUFFALO field-of-view as the inner field and to the shallower region corresponding
to the new area observed with BUFFALO as the outer field (cf. Fig. B.2).
In addition to the HST data, we of course have the Spitzer observations of the HFF in
the IRAC1 and IRAC2 bands and the ground-based Ks images of the HFF that I already
introduced in section 3.1 at our disposal. While the Spitzer data easily cover the whole
BUFFALO area at uniform depth, the Ks-band images (cf. section 3.1) only cover part
of the BUFFALO main and parallel field of each cluster. The transmission curves of each
filter used for this catalog are shown Fig. 4.2.

4.2.2 Photometry

We detect objects and measure their photometry in BUFFALO by adapting the methods
used in the HFF (cf. section 3.1.1) to the new set-up. The HST mosaics are first PSF-
matched to the F160W PSF using empirical PSFs. The PSFs were measured separately
for the inner and outer fields in each band by Pagul et al. (in prep.). We therefore take
this spatial variance of the PSF into account for the convolutions. The PSF-matched
mosaics are then filtered with a 2′′ × 2′′ median filter to remove bright cluster galaxies
and ICL. A comparison between an original WFC3 mosaic (the F125W band in this case)
and the corresponding PSF-matched and ICL-corrected mosaic can be seen in Fig. 4.3.
For source detection and photometry we use SExtractor in dual mode with a stack of
foreground-subtracted WFC3 images as the detection and the original mosaics as the
photometry image in each filter. In order to account for the redshift evolution of the
Lyman break (cf. section 2.1.1) over the z ∼ 6 − 10 range, we run the SExtractor for
each band on three detection stacks, each optimized to detect sources in a specific redshift
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A370 A370

Original	mosaic Foreground-subtracted

Figure 4.3: Left : BUFFALO F125W mosaic cutout of the A370 cluster field (cf. Fig. B.2).
Right : Same image, PSF-matched to the F160W PSFs and foreground-subtracted with a 2′′×2′′

median filtered image to remove cluster galaxies and ICL.

window: F105W+F125W+F160W for z ∼ 6−7 detection, F125W+F160W for z ∼ 8−9
detection and just the (foreground-corrected) F160W image for z ∼ 10 detection. In
order to take into account the fact that the observations in the outer field are shallower
and much less crowded than in the inner field, we perform each of the above runs twice,
optimized for detection in the inner and the outer fields respectively. A detailed example
of one of our SExtractor setups and the different parameters used for the different runs
are presented in appendix B.2. The outputs are then merged according to the position
of each source in the inner or outer field, yielding a final sample of 14309 sources in A370
and its parallel field with photometry in each HST band. Note that since the BUFFALO
mosaics contain both the cluster and the parallel field, we do not need to perform an
additional run for the parallel field.

Because of the larger PSF and the lower spacial resolution of the Ks and Spitzer/IRAC
observations (hereafter referred to as IR-bands as previously) and because, as a galaxy
cluster, A370 is a naturally crowded field, blending with foreground objects in the IR-
bands is a non-negligible effect for high-redshift stellar mass measurements (cf. sec-
tions 3.1.2, 3.2.3 and 3.5.1). Following what we did for the HFF in section 3.1.2, we
therefore again use the photutils package to measure the photometry of each object in
a circular aperture of fixed diameter, subtract a local background estimated in a circu-
lar non-adjacent annulus, also of fixed diameter, around the source and finally account
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Figure 4.4: Color-color space for the BUFFALO HST bands used to select high-redshift can-
didates. Left: z ∼ 6 − 7 selection (4.1), middle: z ∼ 8 − 9 selection (4.2), right : z ∼ 9 − 10
selection (4.3). The blue solid lines represent the redshift evolution of a star-forming galaxy tem-
plate generated with BEAGLE (cf. section 3.2) and the red/orange dashed lines a quiescent galaxy
template generated with GRASIL (Silva et al., 1998). Both templates were processed through IGM
attenuation curves by Inoue et al. (2014). The declinations blue to turquoise and red to yellow
respectively represent the application of SMC-like dust extinction with AV = [0.0, 0.25, 0.5]. The
purple dots represent cold M-class star and brown dwarf templates by Chabrier et al. (2000);
Allard et al. (2001).

for the PSF by applying an aperture correction factor. The aperture diameters and
correction factors can be found in Tab. 3.2.

4.2.3 High-redshift candidate selection

With the photometry in hand, we color-select samples of z ∼ 6 − 10 galaxies using the
isophotal magnitudes (MAG_ISO) estimated by SExtractor and Lyman-break criteria (cf.
section 2.1) similar to previous studies in the HFF (cf. e.g. section 3.1.1 and e.g. Atek
et al., 2015a, 2018; Ishigaki et al., 2018; Kawamata et al., 2018). These criteria are

(I814 − Y105) > 0.5

(I814 − Y105) > 0.9 + 2.0(Y105 − J125)

(Y105 − J125) < 0.8

(4.1)

for z ∼ 6− 7 candidates,

(Y105 − J125) > 0.5

(Y105 − J125) > 0.7 + 0.8(J125 −H160)

(J125 −H160) < 1.6

(4.2)
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for z ∼ 8− 9 candidates and

(J125 −H160) > 0.6

(J125 −H160) > 1.2 + 0.3(H160 − IRAC1)

(H160 − IRAC1) < 0.8

(4.3)

for z ∼ 10 candidates. We derived these criteria using the redshift evolution of mock
low-metallicity star-forming galaxies generated with BEAGLE (cf. section 3.2) which can
be seen in Fig. 4.4. In case of a 2σ non-detection in the F814W band for (4.1), the F105W
band for (4.2) and the F125W and IRAC1 bands for (4.3), we respectively assume a 2σ
flux for the color-selection. Our z ∼ 10 color-selection (4.3) is similar to what has been
done in blank-field analyses conducted by e.g. Oesch et al. (2014) and Bouwens et al.
(2015) though we allow for a less pronounced Lyman break, down to (J125−H160) > 0.6,
in order to be sensitive to z ∼ 9 objects that could have been missed by the z ∼ 8 − 9
selection (4.2). Indeed, since we are missing the F140W band over most of the outer field,
we are not able to cleanly differentiate between the z ∼ 8 and z ∼ 9 dropouts as was done
in e.g. Atek et al. (2015a) or Kawamata et al. (2018). Instead we perform a joint z ∼ 8−9
selection (4.2) that becomes less efficient for 9.1 ≤ z < 9.5 objects whose Lyman break
moves towards the (upper) edge of the F125W band. We therefore rely on the z ∼ 9−10
color-criteria (4.3) to cover the high-redshift end of the z ∼ 9 sample. Note that since
our IRAC photometry was measured in circular apertures (cf. section 4.2.2), we do not
use isophotal F160W magnitudes to compute the (H160 − IRAC1) colors in (4.3) but
rather total magnitudes, i.e. MAG_AUTO, in F160W and aperture corrected magnitudes in
IRAC1 (cf. sections 3.1.2 and 4.2.2 and Tab. 3.2).
In addition to the color-selection criteria (4.1)-(4.3), the dropout objects must satisfy a
number of detection and non-detection criteria to be selected as high-redshift candidates
following previous studies (e.g. Atek et al., 2015a; Kawamata et al., 2018): a 5σ detection
criterion in each of the F125W and the F160W bands for the z ∼ 6−7 candidates, 3σ each
in F125W and F160W for z ∼ 8− 9 candidates and 3.σ each in the F160W and IRAC2
bands for z ∼ 9 − 10 candidates. The latter is important because the Balmer/4000Å
break (cf. section 2.4.2) falls between the two IRAC bands at z & 9. Since at these
redshifts the Lyman break falls close to the upper edge of the F125W bandpass or even
into the F160W band, there is no further HST filter red-ward of the break to probe the
UV continuum slope. We therefore need the constraint on the Balmer break provided
by the IRAC1-IRAC2 color in order to be able to fit photometric redshifts. Finally, to
help rule out low-redshift interlopers we apply a non-detection criterium to all bands
blue-ward of the Lyman break, i.e. 2σ in the F606W band for z ∼ 6 − 7 candidates,
1.41σ in a stack of F606W+F814W for z ∼ 8 − 9 candidates and 1.15σ in a stack of
F606W+F814W+F105W for z ∼ 9 − 10. Note that we will test all of these color and
detection/non-detection criteria and our overall selection function with the simulations
described in section 5.2.
It has nevertheless been found that color-selection and detection/non-detection criteria
alone still leave high-redshift samples prone to significant contamination by red low-
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redshift galaxies (Bouwens et al., 2011). We therefore refine our selection in a last step
by fitting photometric redshifts with the SED-fitting code LePhare (Arnouts et al., 2002;
Ilbert et al., 2006) using the same configuration and galaxy templates as were used for
the COSMOS catalogs (Ilbert et al., 2013; Laigle et al., 2016; Weaver et al., 2021). We
then select all galaxies with

zphot ≥ 5.5

χ2
min

Nbands − 1
< 10

(4.4)

where zphot corresponds to LePhare’s z_ML output parameter, i.e. the median redshift of
the probability distribution, Nbands to the number of bands used in the fit and χ2

min to the
best-fitting residual. The second criterium in particular ensures that LePhare provides
a reasonable fit. Note that we use isophotal fluxes to fit the photometric redshifts and
only use the HST fluxes for the photometric redshifts.
Before computing the photometric redshifts however, we visually inspect our selected
objects in order to clean the catalog from any spurious detections and to determine if
they are blended in the IR-bands. To that end we assign each object a flag (‘golden’,
‘silver’ or ‘blended’) in each IR-band following the procedure employed in Furtak et al.
(2021) (discussed in section 3.1.2). Again, we do not use the IR-band photometry of
blended objects in any analysis from here on even though it is included in the final
catalog (cf. section 4.2.4).

4.2.4 Catalog release versions

The BUFFALO high-redshift galaxy pipeline described in the previous sections went
through several stages of development and improvement and is still an ongoing project.
We released a first version of the A370 BUFFALO z ∼ 6 − 10 galaxy catalog internally
to the BUFFALO team in February 2021 which did however not yet contain the results
of the final pipeline. The changes made since then are mostly due to the technical
constraints and requirements of the completeness simulations developed in chapter 5. I
will describe the current version and ongoing improvements in the following.

Current version — v1.0 release

The first version of the A370 BUFFALO z ∼ 6− 10 galaxy catalog differs from the final
pipeline presented in sections 4.2.1, 4.2.2 and 4.2.3 in two main points: The foreground
subtraction and the computation of photometric redshifts. Instead of the median fil-
ter foreground subtraction, we used BCG and ICL models provided by A. Pagul and
computed with the same methods as used in Pagul et al. (2021) to subtract the cluster
foreground. We however found these to slightly over-subtract the foreground in some
areas and thus suppress some of the faintest high-redshift sources in addition to being in-
efficient to reproduce in each iteration of the completeness simulations (cf. section 5.2.3).
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Figure 4.5: Distribution of photometric redshifts (zMAP, computed with BEAGLE) of the v1.0
release of our BUFFALO z ∼ 6− 10 candidate catalog in A370 and its parallel field.

The photometric redshifts were computed with BEAGLE in this version. Since BEAGLE pro-
vides a full posterior probability density function (PDF), we refined our color-selection
with the following criteria

zMAP ≥ 5.5
∫ zMAP+1

zMAP−1
p(z)dz ≥ 0.6

(4.5)

in which zMAP is the maximum-a-posteriori photometric redshift (i.e. the peak redshift)
and p(z) the (normalized) redshift PDF. The first criterion in (4.5) ensures that the peak
of the redshift distribution lies in our target z & 6 range and the second criterion makes
sure the primary peak is the dominant solution. Unfortunately, BEAGLE has relatively
long computation times compared to e.g. LePhare which proved impractical for the very
large numbers of objects in the completeness simulations (cf. section 5.2.3). We therefore
switched to the faster code for the final pipeline.
This release of the catalog contains a total of 127 high-redshift candidates: 113 z ∼ 6−7
candidates and 14 z ∼ 8 − 9 candidates (cf. Fig. 4.5). In addition to the isophotal and
total photometry in 13 bands (cf. Fig. 4.2), the catalog contains the photometric redshifts
computed with BEAGLE, the probabilities used in (4.5), gravitational magnifications µ and
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Figure 4.6: Rest-frame UV luminosity distribution of the v1.0 release of our BUFFALO z ∼
6 − 10 candidate catalog in A370 and its parallel field as a function of observed F125W-band
magnitude. The red dashed line marks mF125W = 26.5 which roughly corresponds to the ‘limit of
observability’ with the most sensitive ground-based NIR spectrographs such as e.g. X-SHOOTER
on VLT (cf. section 4.3.1). The limit of 26.5 magnitudes is estimated for a 5σ detection of Lyα
using the ESO VLT/X-SHOOTER exposure time calculator in the same manner as for our
spectroscopic follow-up proposal (cf. section 4.3.1). The details can be found in the attached
proposal in appendix B.3.

their uncertainties ∆µ computed with the CATS model of A3701 (cf. section 5.2.2) and
rest-frame UV luminosities (cf. Fig. 4.6) computed with equation (1.22). Note that this
version does not contain the blending flags for the IR-photometry yet.

Improved version — planned v2.0 release

The planned second release of our high-redshift candidate catalog will then contain the
results of the finalized pipeline, including the IR-photometry flags, more accurate uncer-
tainties on the HST fluxes (cf. appendix B.2 for details) and physical parameters such
asM? obtained through SED-fitting with BEAGLE in configurations similar to the delayed
SFH case presented in Tab. 3.3 and section 3.2. We also plan to include more information
regarding the gravitational magnification factors in this release: individual magnifications
computed from the new BUFFALO SL models of the cluster (cf. section 5.2.2) for each

1The v4.0 CATS model of A370 by Lagattuta et al. (2017) is available on the MAST archive at https:
//archive.stsci.edu/pub/hlsp/frontier/abell370/models/cats/v4/

https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/cats/v4/
https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/cats/v4/
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galaxy, their uncertainties a weighted average magnification µ over all available models
and its uncertainty ∆µ. The latter will consist of the statistical uncertainties (one for
each model) and the scatter between the models summed in quadrature. We thus assure
that µ and ∆µ take into account both the systematic and statistical SL uncertainties in
a concise way and accurately represent all the SL information available for each source.
Finally, we will also include average magnification factors for objects in the parallel field
computed from the Merten SL maps2 which are large enough to cover the A370 parallel
field.

4.3 Spectroscopic follow-up observations

As was mentioned in chapter 2, once detected in deep space-based imaging, it is possible
to observe high-redshift galaxies with ground-based spectrographs. Part of our work on
HFF and BUFFALO high-redshift galaxy catalogs is therefore also to identify promising
candidates for spectroscopic follow-up observations and to prepare the corresponding pro-
posals. A particularly promising candidate and our proposed observations are described
in section 4.3.1.
We have furthermore submitted a proposal for a VLT large program called BUFFALO
Wide-area INtegral-field Galaxy Survey (BUFFALO-WINGS; PI: D. Lagattuta) with the
goal to cover the whole BUFFALO area of five out of the six clusters (the ones observable
from the southern hemisphere) with theMulti Unit Spectroscopic Explorer (MUSE; Bacon
et al., 2010). MUSE is able to detect Lyα out to z = 6.7. This means that it is possible
that this program can confirm some of the brighter candidates in our z ∼ 6− 7 sample.
We will therefore also crossmatch our high-redshift catalogs (cf. section 4.2) with the
MUSE results if and when they are available.

4.3.1 A primeval galaxy under the microscope

Over the course of our work on the HFF and BUFFALO, we have identified a particu-
larly interesting intrinsically faint z ∼ 8 galaxy candidate in A370 which benefits from
a particularly high gravitational magnification. The source presents a Lyman break of
(F105W − F125W )AB = 0.85 and a slight excess in the IRAC2 band, typical indi-
cators for a z ∼ 8 galaxy whose optical [O iii]λ5007Å and Hβ emission features are
redshifted to IRAC2 wavelengths (cf. section 2.4.2; Smit et al., 2014, 2015; De Barros
et al., 2019; Endsley et al., 2021). This source is observed at an F160W band magnitude
of mF160W,AB = 25.24 and most recent SL models of A370 (e.g. Strait et al., 2018; La-
gattuta et al., 2019) yield gravitational magnification factors of order µ & 8 for zs = 8
at the source’s coordinates. This means this source is intrinsically faint with a de-lensed
relative F160W band magnitude of mF160W,AB = 27.50 and an absolute rest-frame UV
magnitude of MUV,AB = −19.5. An SED fit with BEAGLE yields very tight constraints on

2A hybrid very low resolution SL+WL model computed with SaWLens (Merten et al., 2009, 2011)
available on the MAST archive at https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/
merten/v1/

https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/merten/v1/
https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/merten/v1/
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the photometric redshift, with an estimate of z ' 7.78± 0.05 and a stellar mass estimate
of log

(
M?
M�

)
' 8.60+0.12

−0.24 (cf. Fig. 4.7).
To date there are only five galaxies confirmed at z ∼ 8 (Finkelstein et al., 2013; Oesch
et al., 2015; Song et al., 2016b; Laporte et al., 2017; Tamura et al., 2019). All of them
were either observed in blank fields or have relatively low gravitational magnification
factors µ . 2. They are therefore intrinsically bright (MUV . −20) and relatively
massive (M? & 109 M�) and thus constitute an unrepresentative sample of galaxies at
high redshift (cf. section 1.3.2). This object on the other hand is intrinsically too faint
to be spectroscopically observed in a blank field and therefore constitutes a unique probe
of low-mass galaxies at high redshift. Its study across observable wavelengths has the
potential to yield invaluable insight into the physics of typical galaxies in the EoR.
We have therefore prepared proposals for the following observations:

Redshift confirmation — Accepted X-SHOOTER program

In this first program, we proposed to use the X-SHOOTER spectrograph on ESO’s VLT
(Vernet et al., 2011) to detect the Lyα emission line and possibly the [C iii]λ1909Å and
[C iii]λ1907Å emission line doublet of our z ∼ 8 candidate, A370-20021. The main
science objectives of this program are the following:

• To accurately determine the redshift of this z ∼ 8 galaxy candidate and thus to
confirm its high-redshift nature. If confirmed, this galaxy will add to the scarce
numbers of known z ∼ 8 galaxies and present a valuable target for future gener-
ations of telescopes, especially given its uniquely high magnification factor. Note
that a precise measurement of the redshift will greatly improve the chances of
success of our ALMA follow-up proposal detailed below.

• To investigate properties such as metallicity, stellar age and ionization parame-
ter. As shown in Hutchison et al. (2019), the combination of [C iii] equivalent
widths with IRAC1-IRAC2 colors provides constraints on the physical parameters
of galaxies at z ∼ 8. These can be used to provide constraints and priors for
SED-fitting methods of statistically significant photometric high-redshift catalogs
in order to treat some of the degeneracies inherent to estimating these parameters
from broad-band photometry alone (cf. section 3.5.3).

• To measure this galaxy’s Lyα velocity offset (∆vLyα) from its systemic redshift,
inferred with the [C iii] lines, which can provide valuable insight into the kinematics
and the Lyα escape fraction (e.g. Hutchison et al., 2019). Constraints on the
Lyα escape fraction have important implications on the ionizing power of low-mass
high-redshift galaxies and their ability to reionize the Universe.

This program has been accepted in ESO Period 108 and the observations were carried
out from November 13 to 15, 2021. For more details, we refer the reader to the original
proposal document attached in appendix B.3.
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Figure 4.7: Top panel : Image cutouts of the z ∼ 8 dropout candidate A370-20021. From left
to right: F435W, F606W, F814W, F105W, F125W, F140W, F160W, IRAC1 and IRAC2. The
source is clearly detected in the WFC3/IR bands but shows no detection at the 2σ-level in bands
blueward of the break (i.e. the ACS bands). It also shows a slight excess in the IRAC band, a
typical feature of galaxies at z ∼ 8 (e.g. De Barros et al., 2019). The black circle has a diameter
of 1”. Lower left panel : Posterior distributions of the four fit-parameters (photometric redshift
z, stellar mass M , maximum stellar age and star-formation e-folding time τ) in our SED-fit
of A370-20021 with BEAGLE. Lower right panel : Observed spectral energy distribution of the
z ∼ 8 dropout candidate A370-20021 (blue diamonds); maximum-a-posteriori SED predicted by
BEAGLE (black curve); marginal posterior distribution of fluxes in each band predicted by BEAGLE
(salmon ‘violins’, with the black circle in each violin representing the posterior median of the
predicted flux).
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Planned ALMA proposals

Our z ∼ 8 candidate A370-20021 is bright enough for ALMA follow-up targeted at
its rest-frame far infrared (FIR) emission. Since high-redshift galaxies are usually only
observed in the rest-frame UV range which is heavily affected by dust extinction (cf.
section 2.4.1), rest-frame FIR observations with ALMA provide a complementary window
to probe galaxy gas and dust physics. For example, the [C ii]λ158µm emission line in
particular represents a major coolant-line in high-redshift galaxies and thus encodes
valuable physical information about molecular cloud physics in the transition from warm
to cold ISM. I will come back to a brief review of high-redshift FIR observations in
section 6.3.
We therefore plan to prepare and submit proposals for low-resolution detection ex-
periments of rest-frame FIR emission lines such as e.g. [C ii]λ158µm, [O iii]λ88µm,
[O iii]λ52µm and [O i]λ63µm, but also dust continuum in our z ∼ 8 candidate with
ALMA. These will allow to further constrain star-formation and dust physics at z ∼ 8
(e.g. Laporte et al., 2017; Tamura et al., 2019; Bakx et al., 2020). In addition, since
A370-20021 is almost resolved on HST imaging (cf. Fig. 4.7) due to its high magnifi-
cation factor, the extended nature of FIR gas emission (Bakx et al., 2020) compared to
compact UV emission might enable us to spatially resolve this source with very high-
resolution ALMA observations after we have determined its redshift as has recently been
achieved for two sources at z ∼ 7 (Smit et al., 2018). Such a program could potentially
deliver the first resolved image of a z ∼ 8 galaxy and enable the study of its internal
structure.
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Chapter 5

Stellar mass completeness
simulations

“His job was to make sense of
the world, and there were times
when he wished that the world
would meet him halfway.”

Sir Terry Pratchett, Snuff, 2011

To date, all high-redshift GSMF measurements heavily rely on a relation between
rest-frame ultra-violet (UV) luminosity MUV and stellar mass M?, either by using the
mass-luminosity relation to convert UV luminosity functions to GSMFs (Song et al.,
2016a; Kikuchihara et al., 2020; Furtak et al., 2021) or by using UV-magnitude inferred
completeness and survey volumes to compute the GSMF (Duncan et al., 2014; Grazian
et al., 2015; Bhatawdekar et al., 2019; Stefanon et al., 2021b). This is the common
approach because completeness and selection effects are well known and can easily be
quantified for UV luminosity (cf. discussion in Song et al. (2016a)) whereas the stellar
mass is model-dependent (cf. sections 2.4.2 and chapter 3). As was shown in Furtak
et al. (2021), in chapter 3 of this work though, high-redshift MUV −M?-relations are
prone to significant biases and uncertainties due to modeling assumptions and parameter
degeneracies. Completeness in M? is therefore not necessarily the same as completeness
in MUV. Robust estimates of the high-redshift GSMF and in particular its uncertainties
need to take this model dependence of M? into account in order to well constrain the
z > 6 GSMF. These methods will be particularly valuable for future surveys with the
upcoming JWST and their unprecedented high-redshift galaxy observing capabilities.
In an attempt to address this last fundamental assumption of high-redshift GSMF mea-
surements, that UV luminosity completeness and stellar mass completeness are equiva-
lent, the final project of my thesis, related in this chapter, consists in developing meth-
ods to directly compute the high-redshift GSMF in a robust way without relying on the
UV luminosity function and thus without the uncertainties and biases inherent to the
MUV−M?-conversion. To that end, we developed new completeness simulation methods

97
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that allow us to directly estimate the stellar mass completeness of lensed z & 6 galaxy
samples. These simulations will for the first time combine the effects of SL systematics
due to different SL modeling techniques, selection effects and the model dependence of
stellar mass in order to produce the most complete and robust estimate of the uncertain-
ties. We plan to test these methods by applying them to the sample of z ∼ 6−7 galaxies
detected in the BUFFALO A370 cluster field described in chapter 4. Note that this is
an ongoing project that will be published in Furtak et al. (in prep.).
This chapter is structured as follows: I briefly review the theory of estimating com-
pleteness and survey volumina in section 5.1 before describing our galaxy modeling and
completeness simulation techniques in section 5.2. Finally, I present the current state of
the project and the preliminary results in section 5.3.

5.1 A brief review of survey volumes and completeness

As defined in equation (1.19), the GSMF measures the co-moving volume density of
galaxies as a function of M?. In order to compute the GSMF from the number N of
galaxies in a statistical sample, e.g. our A370 z ∼ 6 − 7 galaxy catalog (cf. chapter 4),
we therefore need the volume of space observed by the survey and a measure of the
completeness, i.e. the fraction of objects missed by the survey. There are many methods
to construct survey volumina and GSMFs (for an overview cf. e.g. Johnston, 2011; Weigel
et al., 2016). I will here focus on the approach that is most popular for high-redshift
GSMFs and that we use in our analysis, the 1/Vmax method presented below.

5.1.1 The 1/Vmax method

With the 1/Vmax method (Schmidt, 1968), the GSMF is constructed by weighting each
galaxy by the maximum volume Vmax that it can be observed in given its redshift and
the depth of the survey. This naturally corrects for the fact that faint low-mass galaxies
can only be detected in a small volume whereas more massive and brighter galaxies can
be detected in a larger volume, the so-called Malmquist bias (Malmquist, 1920, 1922).
In the M?-bin i that contains Ni galaxies, the GSMF (1.19) is then given as

φidM? =

Ni∑

j

1

f(M?,j)Vmax,j
(5.1)

where f(M?,j) is the probability to observe the jeff galaxy in the bin, i.e. the selection
function. The maximum volume is computed by integrating equation (1.20) from zmin,
the lower boundary of the redshift bin, to min(zmax, z

M?,j
max ) where zmax is the upper

bound of the redshift bin and zM?,j
max is the maximum redshift at which object j can be

observed based on its stellar mass and the mass completeness of the sample. Note that
the denominator in equation 5.1 can be seen as the geometrical survey volume (1.20)
distorted by the survey depth and selection effects. With this so-called effective survey
volume Veff , the GSMF in equation (5.1) reads



5.2. BUFFALO M? COMPLETENESS 99

φidM? =

Ni∑

j

1

Veff,j
(5.2)

for the ith stellar mass bin. The difficulty here of course lies in computing the stellar mass
completeness and sample selection function for which completeness simulation such as
presented in section 5.2 are required. In addition, since we are observing our high-redshift
galaxies through SL clusters, we also need to take the effects of gravitational lensing into
account in the completeness estimate. In order to achieve that in a robust way, we use a
slightly modified version of the 1/Vmax method as presented in the following section.

5.1.2 The lensed effective survey volume

Instead of just integrating the comoving volume element (1.20) as could be done for a
blank field survey, we follow the approach used in e.g. Bouwens et al. (2017b) and Atek
et al. (2018) to fold the SL effects into the survey volume. The lensed effective survey
volume Veff can be pictured as the geometrical co-moving maximal volume Vmax which
is now distorted by both selection effects and gravitational lensing. This results in an
effective survey volume for each galaxy as

Veff,j =

∫ ∞

0

∫ ∞

µmin,j

(
dV

dz

)
f(M?,j , z, µ)dΩ(µ, z)dz (5.3)

where V is the co-moving volume defined in equation (1.20), f(M?, z, µ) is the selection
function which depends on stellar mass, redshift and SL magnification and dΩ(µ, z)
represents the surface element as a function of magnification and redshift. Note that
in equation (5.3) the redshift integration limits now go from zero to infinity because
we integrate over the sample selection function which means that the effective survey
volume naturally accounts for boundaries of the observed redshift bin. The magnification
is integrated from µmin,j , the minimum magnification required to push the jth galaxy
over the detection threshold given the depth of the survey.

5.2 BUFFALO high-redshift completeness simulations

In order to compute high-redshift GSMFs in BUFFALO, we basically adapt the approach
used for UV luminosity functions introduced in Atek et al. (2018) to GSMFs: We inject
simulated galaxies directly into the source plane, map them into the lens plane using the
SL models and then use the same detection and selection procedures as for the real data
(cf. sections 4.2.2 and 4.2.3) to measure the completeness of our sample. This approach
already takes into account the effects of SL systematics, source size distribution and depth
of the observations (Atek et al., 2018). Our goal in this work is to include the treatment of
the model dependence of M? into the procedure such as to enable us to directly measure
the survey volume as a function of stellar mass rather than UV luminosity. To achieve
that, we first carefully construct a toy-model of galaxy parameters in section 5.2.1 which
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Figure 5.1: Flow-chart illustrating the work-flow of our M? completeness simulations and
high-redshift GSMF measurements.
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is then processed through the simulations in sections 5.2.2 and 5.2.3 which in turn yield
our selection function needed for equation (5.3). The complete work-flow of our M?

completeness simulation code and the GSMF measurements is illustrated in Fig. 5.1.

5.2.1 Simulated galaxy template parameters

For each simulated galaxy, we first draw a random stellar mass in theM? interval that we
probe log(M?/M�) ∈ [6, 11] and then assign a random redshift z ∈ [4, 11]. We include
redshifts both lower and higher than in our observed sample in order to account for
photometric redshift uncertainties and so that the simulation can be run for different
redshift bins. The goal is now for M? and z to remain the only truly random parameters
in the galaxy simulation. To that end, the following physical parameters are linked to
M? and z:

• Stellar age: The most severe impact on stellar mass measurements at z ∼ 6 − 7
comes from stellar age due to degeneracies with nebular emission lines in the rest-
frame optical bands (Furtak et al., 2021, cf. sections 2.4.2 and A.1). We therefore
again use dynamical considerations based on the galaxy’s dynamical time scale tdyn

(3.2) to link it’s stellar age to it’s stellar mass: Following considerations in Verma
et al. (2007) that high-redshift star-forming galaxies tend towards ages roughly
∼ 5tdyn, we draw the galaxy’s stellar age from a truncated log-normal distribution
with µ = log 5tdyn and upper and lower limits tage ∈ [tdyn, tU(z)] where tU(z) is
the age of the Universe at the galaxy’s redshift. The width of the distribution
en-follows from how we compute the dynamical time. The details on how we link
the stellar age to M? can be found in appendix C.1.

• Dust extinction: Observed stellar masses and in particular mass-to-light ratios at
z ∼ 6 − 7 are also highly sensitive to the dust extinction (Furtak et al., 2021,
cf. section 3.5.3). We therefore use stellar mass-reddening relations observed in
low-redshift analogs of high-redshift galaxies by Shivaei et al. (2020) to link the
effective stellar dust extinction τ̂V to the stellar mass since no such relation has
been measured at high redshifts yet. We truncate this relation such that τ̂V ∈
[0, 1] to avoid unrealistic values. Note that this relation was measured from a
sample of galaxies of relatively high stellar mass M? ∼ 1010 M�. Extrapolating
this relation down to the lowest stellar masses therefore quickly results in extremely
low dust extinctions as can be seen in Fig. 5.2. This is however consistent with the
expectation that high-redshift galaxies do not have significant dust extinction (e.g.
Bouwens et al., 2016; Bhatawdekar & Conselice, 2021).

• Gas-phase metallicity : We link the gas-phase metallicity to the redshift and the
stellar mass using observed redshift evolution and mass-metallicity relations from
Sanders et al. (2020).

More details on the last two parameter distributions can be found in appendix C.2. In
addition, we choose to fix the following parameters:
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• SFH : We assume a delayed exponential SFH ψ(t) ∝ t exp (−t/τ) which has a
maximum SFR at t = τ and thus allows for some flexibility in the current SFR
depending on the galaxy’s age. In order to avoid unrealistic combinations where an
old and massive galaxy is close to its SFR-peak, which would result in extremely
high emission line EWs, we choose to fix τ = 107 yr. This roughly corresponds to
the dynamical time scale of galaxies on the low-mass end (cf. appendix C.1) and
therefore ensures that younger galaxies tend to be closer to their SFR-peak.

• Stellar metallicity : The stellar metallicity is fixed to Z = 0.01 Z�, which is consis-
tent with recent observations of z ∼ 6 − 7 galaxies (Jeon et al., 2020). Note that
metallicity has however been found to not greatly impact stellar mass measurements
at z ∼ 6− 7 (Furtak et al., 2021, cf. section 3.4).

• Dust extinction law : We apply an SMC-like dust extinction law (Pei, 1992) which
has been observed to match high-redshift galaxies best (Capak et al., 2015; Reddy
et al., 2015, 2018a), in particular in the very low metallicity regime that we probe
(Shivaei et al., 2020).

The physical galaxy model parameters drawn above are then passed through BEAGLE in
‘mock-mode’ (cf. Chevallard & Charlot, 2016) to generate an SED including stellar and
nebular continuum and emission lines and apply the appropriate Inoue et al. (2014) IGM
attenuation. We assume our simulated galaxies to have Lyα EW = 0 since less than
10% of high-redshift galaxies have been found to have even moderate Lyα emission (cf.
section 2.4.1; Schenker et al., 2014; Pentericci et al., 2018). All other nebular emission
lines are included though. We integrate the resulting galaxy SED in the BUFFALO band-
pass (cf. section 4.2.1 and Fig. 4.2) that contains 1500Å in order to compute the UV
luminosity MUV. We then determine the half-light-radius of the galaxy using observed
size-luminosity distributions by Kawamata et al. (2018) for z & 6 galaxies and by Huang
et al. (2013) for z ∼ 4−5 galaxies to complete our simulated galaxy toy model. Note that
we would ideally use anM?−re distribution here but to date all available measured high-
redshift M?− re-relations assume a model-dependent mass-luminosity relation (Bouwens
et al., 2017a; Kikuchihara et al., 2020) which would introduce exactly the kind a bias that
we aim to avoid in our simulations. Our method of integrating the SED to obtain a UV
luminosity and using it to draw a half-light radius instead ensures that M? and z remain
the only random parameters in this analysis and the galaxy model remains consistent in
every step of the simulation.
The histograms of the parameters of 50000 realizations of this galaxy model are shown
in Fig. 5.2. While the mass-to-light and stellar age distributions (upper panels) are
relatively broad, the main goals of preventing extremely young massive and low-mass
dusty galaxies are achieved and the model at the same time allows for a broader range of
dust extinction on the high-mass end. The size-luminosity distribution (lower left panel)
presents a secondary ‘tail’ of slightly larger radii on the faint end. This is due to the fact
that the Huang et al. (2013) size-luminosity relations at z ∼ 4 − 5 are much shallower
than the Kawamata et al. (2018) results at z & 6. Atek et al. (2018) found the source size
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Figure 5.2: 2D galaxy parameter distributions drawn from 50000 realizations of the simulated
galaxy model. Upper left : M?−MUV-relation from integrating the resulting galaxy SEDs in the
band-pass containing 1500Å. Upper right : tage−M?-relation based on dynamical considerations
detailed in appendix C.1. Lower-left : re −MUV-relations based on observations by Kawamata
et al. (2018) and Huang et al. (2013). Lower right : τ̂V − M?-relation based on low-redshift
analogs of high-redshift galaxies observations by Shivaei et al. (2020).

distribution to greatly impact high-redshift sample completeness estimates, in particular
on the extreme faint end of the UV luminosity function. Prompted by findings that faint
high-redshift galaxies tend to have sizes far below the sizes predicted by typical size-
luminosity relations (Bouwens et al., 2017a) we therefore follow the approach of Atek
et al. (2018) and run two simulations: one with just the Kawamata et al. (2018) relation
and one with fixed re = 0.003′′ for galaxies with MUV ≥ −16. Note that we can forego
the fixed re = 0.02′′ and re = 0.05′′ configurations also probed in Atek et al. (2018)
because the Kawamata et al. (2018) relation is steep enough to be below those values on
the extreme faint end.

5.2.2 The BUFFALO source planes

In the completeness simulations, the simulated galaxies will be injected into the source
plane in order to take the effects of SL into account. For that, we first need to construct
the source plane of the BUFFALO view of A370. This is done by mapping each point
of the observed BUFFALO image of A370 into the source plane with the SL model-
ing code lenstool (Kneib et al., 1996; Jullo et al., 2007; Jullo & Kneib, 2009) using
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Figure 5.3: Source plane at z = 6.5 of the BUFFALO field-of-view of A370 for the CATS
model in units 1/µ, constructed with lenstool. The red contour shows the footprint of the
original HFF source plane of the CATS model. This plot therefore nicely illustrates that while
the BUFFALO survey covers ∼ 4× the area of the HFF in the lens plane, the effectively observed
source plane is actually ∼ 15× larger (cf. also Fig. 5.5).
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Figure 5.4: Source planes at z = 6.5 of the BUFFALO field-of-view of A370 for the Williams
and Diego models in units 1/µ, constructed with lenstool. As in Fig 5.3, the red contours show
the footprints of the corresponding HFF model source planes respectively.

equation (2.7). For this work we use three SL models of A370 produced by three mod-
eling teams: The Clusters As Telescopes (CATS) model (Lagattuta et al., 2017) is a
parametric SL model obtained with lenstool and is based on the HFF data set. The
Williams model (Ghosh et al., 2021) and the Diego model (cf. e.g. Diego et al., 2018)
are both non-parametric free-form models obtained with GRALE (Liesenborgs et al., 2006,
2007; Mohammed et al., 2014; Meneghetti et al., 2017) and WSLAP+ (Diego et al., 2005,
2007; Sendra et al., 2014) respectively and represent the first generation of SL models
based on the new BUFFALO observations (cf. section 4.1). Both of the free-form models
are based on the latest MUSE spectroscopy of A370 (Lagattuta et al., 2017, 2019).
The z ∼ 6− 7 CATS source plane of A370 corresponding to the BUFFALO field-of-view
is shown in Fig. 5.3 and the corresponding source planes for the Diego and the Williams
model can be found in Fig. 5.4. The red contours show the corresponding source planes
computed with the latest HFF versions of models derived with the same SL modeling
techniques1. While the CATS model is based on the HFF data, it is so-far the only
available SL model that is able to cover the full increased area of BUFFALO. This is
due to the fact that the two free-form models, while based on the BUFFALO data,
cannot be extrapolated beyond the region where there are SL constraints as opposed
to the parametric model whose fully analytical form allows this kind of extrapolation
even though these outer regions will be poorly constrained. For that reason the new
Williams and Diego models used in this analysis do not cover the full BUFFALO field-
of-view. As can be seen from the red contours in in Fig. 5.4, the BUFFALO source
planes of these two models are indeed larger than their HFF counter parts but lack the
‘tips’ of the diamond-shaped BUFFALO source plane visible in Fig. 5.3 for the CATS
model. More quantitatively, the new BUFFALO observations increase the total area of

1These models are publicly available on the MAST archive at https://archive.stsci.edu/pub/hlsp/
frontier/abell370/models/

https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/
https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/
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Figure 5.5: Cumulative source plane area at z = 6.5 as a function of gravitational magnification
µ. We compute the cumulative area for each SL model used in this analysis both for BUFFALO
(solid lines) and for the corresponding HFF models (dashed lines).

the observed source plane by a factor 15.4 in the CATS model and by factors of 7.2 and
12.3 in the Williams and Diego models respectively due to the lacking coverage of the
complete BUFFALO lens plane. A look at the cumulative source plane area as a function
of magnification in Fig. 5.5 reveals that this gain in area mostly concerns regions with
µ . 3 as expected when probing the outer regions of the cluster. Beyond µ ∼ 3 there
is no significant difference in the cumulative magnification area between the HFF and
the BUFFALO models because the high-magnification regimes only occur in the cluster
core. An exception to this is the BUFFALO Williams model (solid green line in Fig. 5.5)
which presents the largest cumulative magnification area at µ & 4 between the models.
As can be seen in the upper panel of Fig. 5.4, this is in great part due to the prominent
SL substructure at 250 kpc east of the cluster center which was not covered by the HFF
model. We refer the reader to Ghosh et al. (2021) for an in-depth discussion of this
feature.

5.2.3 Forward modelling

For our completeness simulations we draw 50000 realizations of the galaxy model SED
detailed in section 5.2.1. The galaxies are modeled as elliptical Sérsic profiles (Sérsic,
1963). Following e.g. Bhatawdekar et al. (2019), we assign each simulated galaxy a
random Sérsic index n drawn from a log-normal distribution roughly corresponding to
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Figure 5.6: Morphological parameter distributions of the 50000 simulated galaxies used in our
completeness simulations. Left-hand panel : Sérsic index n. Right-hand panel : Axis ratio b/a.
Both parameters are drawn from log-normal distributions.

observations by Ravindranath et al. (2006). We optimize the Sérsic parameter distri-
bution such that 30% have n ≤ 0.8, 40% have 0.8 < n < 2.5 and another 30% have
n ≥ 2.5 to reflect the Ravindranath et al. (2006) findings and place upper and lower
limits n ∈ [0.5, 4] on the distribution. These distributions are shown in Fig. 5.6. In
addition, each galaxy is assigned a random axis ratio b/a from a log-normal distribution
peaked around 0.8 (cf. e.g. Bhatawdekar et al., 2019; Livet et al., 2021) and a random
position angle. We then use the publicly available galsim (v2.2.5; Rowe et al., 2015)
package to draw images of each simulated galaxy in each of the HST bands used in this
analysis (cf. section 4.2.1 and Fig. 4.2).
The simulated galsim images are each assigned random coordinates in the BUFFALO
source planes (cf. section 5.2.2) and then mapped into the lens plane with lenstool.
Finally, we convolve the simulated galaxy light profiles to the inner or outer field F160W
PSF, depending on their positions (cf. section 4.2.2), and add them to the observed
images in each band before running SExtractor and LePhare and processing the results
through the dropout (4.1) and photometric redshift (4.4) selection criteria to simulate
our selection process as detailed in section 4.2.3. In order to avoid clustering and source
confusion, we run the simulation in iterations of 100 galaxies at a time. We run three
simulations in the cluster field (cf. Fig. B.2), one for each SL model, and one in the
parallel field. Note that we do not map sources through the SL models for the parallel
field but directly inject the un-lensed light profiles into the observed images. The resulting
survey volume for the parallel field will be corrected by a constant average magnification
factor inferred from the Merten lensing maps of A370 (cf. section 4.2.4).

5.3 Current state of the project and outlook

Just like the BUFFALO high-redshift galaxy catalogs presented in chapter 4, our com-
pleteness simulations are an ongoing work in progress and developed in parallel to our
BUFFALO high-redshift galaxy pipeline. In its current state, the simulation code is
completed from start, i.e. the galaxy model (cf. section 5.2.1), to finish, i.e. the selection
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function (cf. section 5.3.1) and in the process of being tested on full-length simulations.
We are now entering the process of testing and choosing different galaxy parameters
and their relations. Note that we especially built the simulation code in a modular way
in order to be able to easily change the underlying assumptions, recipes and methods
involved in each step of the completeness simulation process. I will present the latest
results of our completeness simulations in section 5.3.1 and then proceed to listing the
remaining issues of the code and the planned solutions in section 5.3.2

5.3.1 Preliminary results: The selection function

The first tests of the simulation were run on the cluster field using the CATS model and
the Kawamata et al. (2018) relation for the source-size distribution. With the preliminary
results of these first tests of the simulation we can compute the selection function f(z,M?)
as a function of redshift z and M? by comparing the number of recovered galaxies to the
number of injected galaxies in each (z,M?) bin.
The resulting preliminary selection function is shown in Fig. 5.7. It shows the expected
shape: a high recovery fraction on the high-mass end with a declining tail towards
the lowest stellar masses and a symmetrical shape in redshift space. We are currently
conducting tests with our simulation code to make sure our completeness estimates are as
robust as possible. Note that our preliminary simulations show that using the Kawamata
et al. (2018) relation for the source sizes and fixing the extreme faint-end half-light radii to
0.003′′ (cf. section 5.2.1) only marginally affects the selection function (cf. appendix C.3).
This means that the Kawamata et al. (2018) size-luminosity relation is steep enough to
reproduce the extreme small source sizes observed on the faint end by Bouwens et al.
(2017a) for the purposes of these simulations.
We also use the simulation output to assess the efficiency of LePhare in recovering the
injected galaxies’ redshifts. As can be seen in Fig. 5.8, we loose a fraction of z ∼ 6 − 7
galaxies which LePhare instead believes to be at zphot ∼ 1− 2. This is accounted for in
the selection function. Our photometric redshift selection also includes some contami-
nation by poorly fit z & 8 galaxies and by lower redshift sources. As can be seen from
the selection function in Fig. 5.7 though, we do not select any significant amount of
galaxies outside of the targeted z ∼ 6− 7 range. We therefore conclude that our overall
high-redshift selection process is efficient at ruling out both lower- and higher-redshift
interlopers.

5.3.2 Open issues and future development

As mentioned above, we are currently investigating the remaining issues with the simula-
tion code and choosing galaxy parameter relations and distributions that best represent
the samples of z ∼ 6−7 galaxies that we are observing. The next steps in the development
of our completeness simulations are the following:

• Size-luminosity relations: We take possible differences from the chosen size-luminosity
relations on the low-mass end into account in our simulated galaxy model (cf. sec-
tion 5.2.1). However, the Kawamata et al. (2018) relation is very steep because it
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Figure 5.8: Comparison of the input and recovered redshifts in the preliminary completeness
simulation. The zphot-selection window 5.5 ≤ z < 7.5 is shaded in red and the input z ∼ 6 − 7
range in blue.

was observed with a sample of intrinsically faint lensed galaxies in the HFF. While
this steep relation is well suited for 106 M� .M? . 109 M� galaxies, observations
in blank fields suggest a significantly shallower size luminosity relation for bright
and massive galaxies M? & 109 M� (Huang et al., 2013; Shibuya et al., 2015). In
the next step we will therefore implement a transition from the Kawamata et al.
(2018) to the Shibuya et al. (2015) relation around ∼ 109 M�. This might also
result in a higher recovery rate on the massive end since the high-mass sources will
be more compact and thus easier to detect.

• Mass-age relations: As explained in detail in appendix C.1, the dynamical time
constraints that we put on the stellar age of our simulated galaxies requires an
estimate of the galaxy’s size as is apparent from equation (3.2). While we currently
use the Kawamata et al. (2018) size-luminosity relations for a rough estimate of
the dynamical time scale (cf. appendix C.1), this is not necessarily a very accurate
estimate since it is based on a rest-frame UV inferred radius. The UV half-light radii
do indeed correspond to what we can typically observe with the HST, but recent
observations of high-redshift galaxies with e.g. ALMA suggest that the galaxies
extend up to ∼ 3 times their UV-emitting size (e.g. Fujimoto et al., 2020). We
therefore intend to explore ways to more accurately estimate the dynamical time
scale, possibly by adapting relations for rest-frame optical or IR sizes measured for
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lower redshift galaxies like we have done for the dust extinction and metallicity
such as e.g. Emami et al. (2021).

• Stellar metallicity : Recent observations of low-redshift analogs of high-redshift
galaxies in the COSMOS fields (cf. section 2.1.2) have yielded new results on
the evolution of stellar metallicity with stellar mass (Kashino et al., 2021). While
we have previously found that high-redshift GSMFs do not strongly depend on
metallicity (cf. section 3.4), observations of high-redshift galaxies do suggest an
evolution of metallicity between the low- and the high-mass ends (Harikane et al.,
2020; Jeon et al., 2020). We will therefore nonetheless test the impact of using such
a mass-dependent relation in a similar manner as we do for the dust extinction
and the nebular metallicity (as opposed to fixing the stellar metallicity) on our
completeness simulations in order to make sure our galaxy model is as realistic as
possible.

• Photometry : The simulation code in its current state does not yet include the me-
dian filtering foreground-subtraction on the detection stacks and the latest variance
extraction procedures detailed in sections 4.2.2 and B.2. These will be added in
future versions of the code.



112 CHAPTER 5. STELLAR MASS COMPLETENESS SIMULATIONS



Chapter 6

Overall discussion and prospectives

“ ‘. . . you know how it is with
boundaries,’ Ridcully mumbled.
‘You look at what’s on the other
side and you realize why there
was a boundary in the first
place.’ ”

Sir Terry Pratchett,
Unseen Academicals, 2009

In chapters 3 to 5 I have presented our recent efforts towards robust measurements
of the high-redshift (z & 6) GSMF and in particular a complete treatment of all of its
sources of uncertainty. In this final chapter, I will place these results in the context of
the current state of high-redshift GSMF studies in section 6.1, in particular with regard
to redshifts higher than the z ∼ 6 − 7 range mostly probed in this work, and discuss
some remaining issues. I will then outline the future of high-redshift galaxy and GSMF
observations in sections 6.2, 6.3 and 6.4.

6.1 Discussion — The high-redshift GSMF and its open is-
sues

We have already extensively discussed our high-redshift GSMF results with regard to
sources of uncertainty, systematics and the literature in section 3.5. In this section, I
will therefore only relate some final remarks and outline some open issues that future
high-redshift GSMF studies will need to address. As can be seen in e.g. Fig. 3.12, to date
the z ∼ 6 − 7 GSMF is in general relatively well constrained in the range 107.5 M� .
M? . 1010 M�. At both higher and lower stellar masses, the uncertainties become
larger and different models and studies start to disagree. While the larger sample sizes
that we can expect to observe in the remaining five BUFFALO clusters (cf. chapter 4)
will eventually enable us to probe the evolution of the GSMF towards higher redshifts

113
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z ∼ 8− 10, these two ‘open’ ends of the high-redshift GSMF will remain an outstanding
issue for future observations. I will reflect upon these in sections 6.1.1 and 6.1.2 before
some closing remarks on completely decoupling high-redshift GSMF measurements from
the UV luminosity function in section 6.1.3.

6.1.1 The low-mass end turnover and its significance

In Furtak et al. (2021) (cf. chapter 3), we report the first tentative detection of a
down-ward turnover on the low-mass end of the z ∼ 6 − 7 GSMF at MT ∼ 107 M� at
greater than 1σ-level and discuss the implications of this feature in section 3.5.5. The
main reason we detect this turnover is because our HFF z ∼ 6 − 7 GSMF is computed
by converting the Atek et al. (2018) UV luminosity function, which presents a faint
end turnover, to stellar mass (cf. section 3.4) even though the assumed galaxy model
does have some influence on the significance of the GSMF turnover (cf. sections 3.4
and appendix A.3). To date, the UV luminosity function faint end turnover has only
been detected in two measurements by Bouwens et al. (2017b) and Atek et al. (2018).
Both have in common that they are the only studies to date that use high-redshift galaxy
samples detected in all six HFF clusters and that include full treatment of SL systematics
in their completeness estimates. Does this mean the detected tentative turnover is an
artifact of SL systematics or that it is a true physical feature of the high-redshift GSMF
revealed by the full treatment of these systematics and the observations across several
fields to overcome cosmic variance? We have good theoretical and observational reasons
to expect this turnover: Simulations predict a low-mass end cut-off or turnover (e.g. Yue
et al., 2016; Ocvirk et al., 2020) since there are limits to the ability of DM halos to
retain their baryons as already discussed in sections 1.3.1 and 3.5.5. Moreover, infrared
background observations imply the luminosity function to never diverge, i.e. there must
be a turnover on the faint end. Another open question would be: How does the low-
mass end turnover, if it is real, evolve with redshift? If star-formation becomes more
efficient at higher redshifts (as suggested by e.g. Finkelstein et al., 2021), one would
expect the turnover mass MT to increase with redshift. Future studies will need to
address these questions with further observations and complete treatment of uncertainties
as we attempt in chapter 5.
In a first step, we should therefore see if the low-mass end turnover is robust under
our M? completeness simulation methods presented in chapter 5, i.e. without passing
through the UV luminosity function, in order to determine if it is a ‘true’ feature of the
GSMF or a particularity of the rest-frame UV luminosity function. Note however that the
latter is rather unlikely since it would imply radically different mass-to-light ratios than
observed so-far. It will then also be interesting to see if and how robustly the turnover
is detected with data from ongoing and future surveys of SL clusters, e.g. BUFFALO
(cf. chapter 4) or the REionization Lensing Cluster Survey (RELICS; Coe et al., 2019)
which observed 41 SL clusters and detected samples of ∼ 300 lensed high-redshift galaxy
candidates that rival the HFF sample (Salmon et al., 2018, 2020; Strait et al., 2020,
2021). While these surveys do not probe as low a stellar mass regime as the HFF, they
might nevertheless be able to determine if MT really does increase with redshift. Major
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advancement will however come with the JWST (cf. section 6.2) and ultra-deep NIRCam
imaging campaigns of SL clusters to fully and robustly probeM? . 107 M� regime where
we detect the turnover.

6.1.2 What about the high-mass end?

The focus of this work lies on the low-mass (M? . 109 M�) end of the high-redshift
GSMF but, as we have shown in section 3.4, the high- and low-mass ends of the GSMF
cannot be treated completely independently from each other. The extreme high-mass
end of the high-redshift GSMF is also prone to uncertainties since very bright high-mass
(M? & 1010 M�) galaxies are rare at high redshifts and require very large survey areas
to be observed.

A census of the bright end of z & 6 UV luminosity functions from current blank field
samples revealed a possible departure from the Schechter form (1.21) on the extreme
bright end and suggests a smooth power-law evolution instead of the exponential cut-off,
i.e. an overdensity of the brightest MUV ∼ −23 galaxies (Bowler et al., 2020; Finkelstein
et al., 2021). This could be explained either by star-formation being more efficient or
dust extinction being less efficient than expected at high redshifts (Finkelstein et al.,
2021). The most recent blank field high-redshift GSMF measurements however do not
find such a behavior on the extreme high-mass end (Song et al., 2016a; Stefanon et al.,
2021b) which favors the second option since more efficient star-formation would result in
higher stellar masses whereas dust extinction only affects the fraction of UV radiation
that escapes the galaxy independently from its stellar mass. In addition, these samples
of extremely UV-bright galaxies might also be contaminated by significant fractions of
AGN which are impossible to tell apart from galaxies without spectroscopy and would
result in extreme UV luminosities for relatively moderate stellar masses.

Samples of these very bright and massive galaxies are however scarce at high redshifts. We
will require larger area blank field observations, such es e.g. COSMOS (cf. section 2.1.2;
Weaver et al., 2021) to increase these samples and prepare follow-up spectroscopy. The
next great deep blank field survey will be carried out with the Euclid spacecraft, scheduled
to launch in late 2022. The Euclid Deep Fields (EDF; Scaramella et al., 2021) will cover
up to ∼ 40 square degrees in the sky to NIR depths ∼ 26 magnitudes, deep enough
to observe massive and bright z & 6 galaxies, and will be ideally complemented with
multiwavelength imaging from the Cosmic Dawn Survey (Toft et al. in prep.) with
Spitzer (Moneti et al., 2021) and ground-based facilities (e.g. Zalesky, 2021; Weaver
et al., 2021). Major progress on the bright and massive end of the high-redshift GSMF
will also come with further generations of extremely wide area surveys such as e.g. the
Legacy Survey of Space and Time (LSST; Ivezić et al., 2019) in the optical, which might
enable us to rigorously constrain AGN populations up to z ∼ 5− 6, and large area NIR
surveys conducted with the Nancy Grace Roman Space Telescope (cf. section 6.4 for
more details).
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6.1.3 Beyond the UV — Advanced high-redshift galaxy completeness
estimates

While theM? completeness simulation methods presented in chapter 5 will enable GSMF
measurements that do not rely on measured M? −MUV-relations anymore, even these
high-redshift GSMF measurements will still have one remaining bias: All high-redshift
galaxy samples to date are detected by their rest-frame UV emission. While high-redshift
galaxies are indeed all expected to be star-forming systems that significantly emit in the
UV (cf. section 1.3.2), we still need to consider the possibility of UV-dark galaxy popula-
tions at high redshifts in order to derive a realistic GSMF. This is of course not necessary
for UV luminosity functions but, as already explained in section 2.4, UV-emission does
not necessarily account for all of the stellar mass. Accurate GSMF measurements there-
fore also need to take UV-dark galaxies into account.
One possibility for such UV-dark galaxies are massive, strongly star-forming, dust-
obscured galaxies. Recent observations of 39 galaxies at z ∼ 3− 7 that are not detected
in the rest-frame UV with Spitzer and ALMA have found SFRs of ∼ 200 M� yr−1 and
stellar masses ∼ 1010.5 M� and suggest that these galaxies could dominate the SFR den-
sity on the high-mass end at z & 3 (Wang et al., 2019). If that is also the case at z & 6, it
would mean that we are missing a certain fraction of galaxies on the very high-mass end
of the high-redshift GSMF. The significance of this fraction of course still needs to be
determined. Recent ALMA observations have for the first time serendipitously detected
and confirmed two dust-obscured star-forming galaxies at z ' 6.7 and z ' 7.4 (Fudamoto
et al., 2021). It however remains unclear if these are detections of a relatively rare type
of galaxy or if they make up a significant fraction of galaxies at z & 6. The former case
would further be supported by the findings of Bowler et al. (2020) and Finkelstein et al.
(2021) (cf. section 6.1.2) that suggest a stronger decrease in dust extinction with redshift
than expected. Note also that with current samples, the UV-inferred SFR density func-
tion at the highest redshifts (i.e. z ∼ 10) roughly agrees with the evolution of the DM
halo mass functions (Oesch et al., 2018) which does not leave a lot of room for hitherto
undetected UV-dark populations of galaxies.
Another possible galaxy population that surveys with HST, and for that matter also
with the JWST (cf. section 6.2), are not sensitive to is low-surface-brightness galaxies
(LSBGs). At low redshifts, cosmological simulations such as e.g. NewHorizon (Dubois
et al., 2021) find the low-mass dwarf galaxy population to be dominated by such LSBG
systems (Jackson et al., 2021). If these objects also exist at high redshifts, then we might
also be missing a fraction of galaxies on the low-mass end of the GSMF.
In order to derive a ‘true’ GSMF at high-redshifts, we nevertheless need to include these
possible UV-dark galaxy populations into the sample incompleteness estimates. Since
these galaxies cannot be detected in the rest-frame UV, it would of course be impossible
to just include them in the parameter distributions of our simulated galaxies in the
completeness simulations (cf. section 5.2.1) since they would never be detected in any
case. Instead, we will need to estimate and quantify the fractions that these galaxies
represent in the overall number density at z & 6, using observations such as e.g. the study
conducted by Wang et al. (2019) and cosmological simulations such as e.g. NewHorizon,
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CoDa II (Ocvirk et al., 2020), THESAN (Kannan et al., 2021; Garaldi et al., 2021; Smith
et al., 2021) or ASTRID (Bird et al., 2021). These fractions can then be used to include
these sources in the parameter and size distributions of our stellar mass completeness
simulations in correct amounts and thus derive the ‘true’ M? completeness of observed
samples.

6.2 Outlook — The JWST era

In the near future, the major progress in high-redshift galaxy observations will come
with the unprecedented NIR capacities of the JWST which is scheduled to launch on
December 18, 2021. With a mirror diameter of 6.5m, ∼ 3× that of HST, the JWST will
reach depths ∼ 2 magnitudes deeper than HST, right into the regime where we expect
the low-mass end turnover. The JWST will carry four instruments: NIRCam, NIRSpec
and MIRI, already introduced in sections 3.5.1 and 3.5.3, and the Near-Infrared Imager
and Slitless Spectrograph (NIRISS; Doyon et al., 2012). NIRCam, NIRSpec and NIRISS
will cover the wavelength range 0.8µm ≤ λ ≤ 5µm, i.e. those of WFC3, IRAC and
the gap between them, with imaging and spectroscopy and MIRI will be able to observe
wavelengths 5µm ≤ λ ≤ 28µm which have so-far been unavailable for high-resolution
space-based observations.
The JWST is ideally designed to initiate the next era in high-redshift galaxy observa-
tions. As already mentioned in section 3.5.3, NIRSpec will, for the first time, enable the
observation of rest-frame optical emission lines (cf. section 2.4.2) up to z ∼ 9 which will
allow us to disentangle stellar mass from SFH and stellar age and thus potentially lift
one of the major degeneracies that we have encountered in this work (cf. section 3.5.3
and appendix A.1). While simulations predict the rest-frame optical emission lines to
theoretically be detectable down to mF160W ≤ 30 with NIRSpec (e.g. Chevallard et al.,
2019; Maseda et al., 2019), this of course depends on the actually emitted line fluxes
which are not yet known (cf. e.g. discussion on EWs in appendix A.1). Currently
planned observations are mostly expected to detect these emission lines for relatively
bright and massive galaxies, meaning that we will still be mostly relying on photometry
to constrain the physics of low-mass end galaxies. This will however be of much better
quality than before since NIRCam imaging will, also for the first time, provide rest-frame
optical photometry at Spitzer wavelengths but with HST resolutions and thus not only
overcome the blending and source contamination issues that lame current studies of the
low-mass end of the z & 6 GSMF (cf. sections 3.1.2, 3.2.3 and 3.5.1 and appendix A.2),
but also allow morphological studies of high-redshift galaxies in the rest-frame optical.
Finally, some simulations also predict large numbers of serendipitous rest-frame opti-
cal emission line detections with NIRSpec (Maseda et al., 2019) in addition to targeted
spectroscopy of previously identified high-redshift galaxy candidates. However, while the
NIRSpec spectroscopy in combination with NIRCam imaging and MIRI observations will
constrain z ∼ 6− 9 GSMFs to unprecedented precision (Chevallard et al., 2019; Maseda
et al., 2019; Kemp et al., 2019), the low-mass end in particular will remain prone to both
the large uncertainties induced by lensing systematics (cf. sections 3.2.2 and 3.5.2) and
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galaxy modeling assumptions (cf. section 3.5.3). The completeness simulation methods
introduced in Atek et al. (2018) and in chapter 5 of this work will therefore still be
required for robust high-redshift galaxy studies. There are many planned programs to
observe optical emission of high-redshift galaxies with the JWST, too many to list here1.
An example, of one of the largest ones is the guaranteed time observation program CAna-
dian NIRISS Unbiased Cluster Survey (CANUCS; PI: C. J. Willott) which will target
galaxies on the low-mass end of the high-redshift GSMF using five SL clusters, among
them three of the HFF/BUFFALO clusters (MACS0416, MACS1149 and A370).

Aside from the rest-frame optical follow-up of the z ∼ 6−9 galaxy populations currently
observed in the UV with HST, the JWST and in particular its imaging instruments
NIRCam and MIRI, will open up whole new ranges of hitherto unobserved wavelengths
and redshifts for galaxies in a similar manner as WFC3 did when it was first installed.
Deep MIRI imaging will for the first time probe the rest-frame NIR range and thus allow
high-redshift galaxy observations unaffected by dust extinction. This will not only help
to better constrain the low-mass end of z & 6 GSMFs by probing the reddest stellar
populations (cf. section 2.4.2 and Fig. 2.11) and overcome the degeneracy of stellar mass
and dust extinction (cf. section 3.5.3; Kemp et al., 2019) but also enable the search and
detection of heavily dust-obscured galaxies such as mentioned in section 6.1.3. These
galaxies would present prime targets for follow-up observations with ALMA (cf. sec-
tion 6.3) and we would be able to begin to quantify the fraction of the total number
of galaxies that these objects represent at high redshifts. Arguably the most significant
progress in high-redshift galaxy observations will however come from ultra-deep imaging
with NIRCam aimed at rest-frame UV emission which will push the redshift frontier
from z ∼ 10 with HST all the way up to z & 13. In the absence of rest-frame optical
spectroscopy at these redshifts, these studies will however require methods such as e.g.
presented in chapter 5 in order to robustly probe galaxy physics since they will in turn
also be subject to lensing and galaxy modeling systematics and biases. An example for
such a program is the Ultra-deep NIRCam and NIRSpec Observations Before the Epoch
of Reionization program (UNCOVER; PI: I. Labbé) targeted at A2744 which is expected
to reach depths down to ≤ 30magnitudes (and ∼ 2 magnitudes more with the SL mag-
nification) with 70 h of observations dedicated to this cluster. Finally, NIRCam also has
the potential to detect prominent signatures of possible Pop. III stellar populations in
z ∼ 10− 13 galaxies with the aid of lensing (Woods et al., 2021).

All that being said, the JWST will, just like the HST, be relatively inefficient at de-
tecting possible populations of LSBGs (cf. section 6.1.3) which means that a potentially
significant fraction of stellar mass at high-redshifts will remain elusive. Future surveys
such as LSST in the optical and Roman in the NIR (cf. section 6.4) will be more sen-
sitive to diffuse sources and possibly bring the first constraints on high-redshift LSBG
populations.

1A complete list of observing programs that will be carried out in Cycle 1 of JWST operations is
however available at https://www.stsci.edu/jwst/science-execution/approved-programs.

https://www.stsci.edu/jwst/science-execution/approved-programs


6.3. THE ALMA ERA 119

6.3 Outlook — The ALMA era

The advent of very high sensitivity sub-millimeter interferometry with ALMA has put a
new wavelength range of z & 6 galaxy emission, the rest-frame FIR, within observational
reach. While ALMA is not a survey instrument and therefore cannot efficiently serve for
the search and detection of significant high-redshift galaxy samples (with some exceptions
as detailed below), it is however well suited for follow-up observations of high-redshift
galaxies previously identified with HST. As mentioned in section 4.3.1, the rest-frame
FIR range represents a complementary window to the UV and optical wavelengths in
which the high-redshift Universe is usually observed since it probes the otherwise elusive
physics of dust, cold neutral gas and molecular clouds in z & 6 galaxies. This is because
FIR dust-continuum emission is in fact the re-emission of stellar UV continuum previ-
ously absorbed by the dust. The dust continuum therefore traces star-formation and is
better suited for constraining the SFR of a galaxy than the rest-frame UV emission (e.g.
Khusanova et al., 2021). The bright FIR emission line [C ii]λ158µm on the other hand
originates from gas cooling at the interface between ionized H ii regions and the cooler,
neutral gas around them. It therefore represents a valuable probe of gas cooling and
ionization rate in the cold ISM and CGM of high-redshift galaxies. I refer the reader to
e.g. Osterbrock & Ferland (2006) or Cimatti et al. (2019) for more detailed reviews of
the rest-frame FIR SED.
ALMA observations targeted at single bright galaxies have detected [O iii]λ88µm and
[C ii]λ158µm emission out to redshifts z ∼ 8 − 9 (e.g. Laporte et al., 2017, 2019;
Hashimoto et al., 2018; Tamura et al., 2019; Bakx et al., 2020). More recently, ALMA has
also delivered the first detections of [N ii]λ122µm (Sugahara et al., 2021) and molecular
lines (Jarugula et al., 2021) at z ∼ 7. In slightly lower redshift ranges z ∼ 4−6 more sys-
tematic observing programs targeted at statistically significant samples of galaxies, such
as e.g. the ALMA Large Program to Investigate C+ at Early Times (ALPINE; Le Fèvre
et al., 2020; Béthermin et al., 2020; Faisst et al., 2020) and the ALMA Lensing Cluster
Survey (ALCS; PI: K. Kohno), have delivered the first constraints on the [C ii]λ158µm
luminosity function out to z ∼ 6 (Yan et al., 2020; Uzgil et al., 2021) and the physics
of early dust formation at z & 6 (e.g. Fudamoto et al., 2020; Burgarella et al., 2020;
Sommovigo et al., 2020; Khusanova et al., 2021; Bakx et al., 2020, 2021).
These observations also show that systematic rest-frame FIR observations of high-redshift
galaxies with ALMA can provide constraints on parameters relevant for high-redshift
GSMF measurements such as dust extinction, SFR and even M? (e.g. Fudamoto et al.,
2020; Khusanova et al., 2021), at least for bright galaxies, which complement the rest-
frame UV and optical studies usually conducted at high redshifts for the reasons explained
above. For our completeness simulations and galaxy models presented in sections 5.2
and 5.2.1 in particular, the findings of ALPINE (e.g. Fudamoto et al., 2020) provide
interesting constraints on dust extinction that we could test in future applications of
our code. In addition, ALMA has already proven its usefulness for spectroscopically
confirming the redshifts of photometric high-redshift candidates (e.g. Tamura et al., 2019)
since [O iii]λ88µm and [C ii]λ158µm are exceptionally bright emission lines.
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Future high-redshift galaxy studies with HST and JWST will therefore routinely need
to be accompanied by sub-millimeter follow-up observations in order to constrain star-
formation from both UV and FIR probes in a statistically significant manner. The
next large high-redshift galaxy ALMA observation program is the ongoing Reionization
Era Bright Emission Line Survey (REBELS; PI: R. Bouwens), a 70 h ALMA large pro-
gram, which will observe statistical samples of [O iii]λ88µm and [C ii]λ158µm emission of
bright galaxies at z ∼ 7− 10. This program has already delivered the two first serendip-
itous detections of heavily dust obscured and thus UV-invisible galaxies at z ∼ 6 − 7
(Fudamoto et al., 2021, cf. section 6.1.3). By constraining total dust content indepen-
dently from the UV, studies of this nature will also be able to answer the question if the
suggested over-density of extremely bright UV emitting galaxies at high redshifts men-
tioned in section 6.1.2 can be caused by less efficient dust extinction at high-redshifts (cf.
e.g. Finkelstein et al., 2021).

6.4 Closing remarks — Towards a complete census of star-
formation in the Universe

In conclusion, the advancements in high-redshift galaxy physics with JWST and ALMA
described in the previous sections will push the limits of observability towards higher
redshifts z & 13 and have the potential to reduce the uncertainties on both the high- and
the low-mass ends of the GSMF. And beyond that? In the mid-2020s, the next great
space observatory after the JWST will take up operations: The Nancy Grace Roman
Space Telescope (Roman; Spergel et al., 2015) will have a field-of-view 100× larger than
that of HST and will map up to 2000 square degrees with deep NIR imaging which
is expected to deliver samples of up to ∼ 1000 galaxies at z ∼ 10 (e.g. Drakos et al.,
2021). This will in addition be ideally complemented by the LSST (cf. section 6.1.2)
in the optical to rule out low-redshift interlopers. The combination of ultra-deep JWST
observations of SL clusters to probe the extreme faint and low-mass ends of the z & 10
luminosity function and GSMF with extreme wide-area Euclid and Roman observations
and their JWST and ALMA spectroscopic follow-up observations will have the potential
to deliver a complete census of star-formation history over the whole stellar mass range
out to z & 10 and maybe make the first detections of Pop. III stars.
In the future, we might also possibly be able to compare the spatial distributions of
high-redshift galaxies from ultra-deep Roman NIR imaging in combination with JWST
spectroscopic follow-up observations on significant areas of the sky with ground-based
H i power-spectrum mappings out to the highest redshifts (e.g. Koopmans et al., 2015)
with the Square Kilometer Array (SKA) in order to fully constrain cosmic reionization
and the build-up of stellar mass across Universe.



Summary and Conclusion

“Sometimes, if you pay real close
attention to the pebbles you find
out about the ocean.”

Sir Terry Pratchett,
Lords and Ladies, 1996

The high-redshift GSMF represents a uniquely crucial observational constraint on
cosmic reionization and the build-up of stellar mass in the Universe since these primeval
galaxies at z & 6 represent both the most likely candidates for the sources that have
driven cosmic reionization and the earliest stages of galaxy evolution. In this manuscript,
I have presented my thesis work on the observation of the low-mass (106 M� . M? .
109 M�) end of the z & 6 GSMF using the SL magnification of the six HFF clusters
(A2744, MACS0416, MACS0717, MACS1149, S1063 and A370) and a rigorous treat-
ment of all of its sources of uncertainty. To that end, we measured precision photometry
in broad-band imaging data from both HST and Spitzer, carefully disentangled the flux
of the faint high-redshift sources from foreground contamination and discarded contam-
inated bands.
Using a sample of 303 galaxies detected in the dense cores of the six HFF clusters, we
computed the z ∼ 6− 7 GSMF down to M? & 106 M� by convolving the rest-frame UV
luminosity function with an empirical M?−MUV-relation, both of which were measured
with the same galaxy sample. For this analysis, we assessed and quantified the impacts of
discarding contaminated Spitzer/IRAC photometry, SL systematics and SED-modeling
assumptions and parameter degeneracies on the resulting z ∼ 6 − 7 GSMFs. We in
particular found high-redshift GSMFs and their uncertainties measured in this manner
to be heavily affected by model assumptions due to the resulting shapes of theM?−MUV-
relation.
In order to increase high-redshift galaxy sample sizes, in particular on the high-mass end
and higher redshifts, and to rigorously include all of these sources of uncertainty into
the final GSMF errors, we then adapted our source detection and photometry methods
to new HST observations of the HFF clusters, the BUFFALO survey, and developed
new completeness simulations for this survey. These for the first time estimate the
high-redshift galaxy completeness directly in stellar mass rather than in UV luminosity
and therefore include the effects of SED-modeling into the GSMF uncertainties. In this

121



122 CONCLUSION

work, we tested these new methods on a sample of z ∼ 6−7 galaxies detected in the first
BUFFALO cluster, A370, before they will be applied to all six clusters and the entire
z ∼ 6− 10 range probed with the BUFFALO survey in an ongoing project.
The main results of my thesis can be summarized as the following:

• Our reference model (cf. Tab. 3.3) z ∼ 6−7 GSMF measurement in the HFF yields
a high-mass exponential cutoff at log(M0/M�) ' 10.22+0.45

−0.27, a relatively steep low-
mass end slope, α ' −1.96+0.09

−0.08, and a normalization log(φ0/Mpc−3) ' −4.49+0.64
−0.32

which is in good agreement with recent results from the literature considering the
respective error bars. Different SED-fitting assumptions can however yield signif-
icantly different low-mass end slopes, spanning a range from α ' −1.82+0.08

−0.07 to
α ' −2.34+0.11

−0.10. We furthermore for the first time measure a tentative down-ward
turnover on the extreme low-mass end of the z ∼ 6 − 7 GSMF. In the refer-
ence model, this turnover is detected at greater than 1σ-level at log(MT /M�) '
7.10+0.17

−0.56 and has a curvature of β ' 1.00+0.87
−0.73.

• We find the extreme low-mass end of the z ∼ 6 − 7 GSMF (M? . 107 M�) to be
dominated by large uncertainties induced by SL systematics whereas the low-mass
power-law slope (107 M� .M? . 109 M�) is most heavily affected by missing IRAC
photometry and the effects of SED-fitting assumptions and parameter degeneracies,
in particular with SFH, dust attenuation and stellar age. Our results show that
variations in the slope of the M?−MUV-relation or in M? of the order of & 0.1 dex
are sufficient to significantly impact the resulting GSMF and that fitting SEDs
without rest-frame optical IRAC photometry underestimates M? by 〈δ〉 ' 0.62 ±
0.05 dex.

• Our analysis of the A370 BUFFALO fields yielded a catalog of 128 z ∼ 6 − 10
galaxy candidates, ∼ 2× the number detected with the HFF observations of the
same cluster, which confirms predictions that BUFFALO would double the numbers
of high-redshift galaxies detected in or around the HFF clusters. We furthermore
find that the larger area observed with BUFFALO in the lens plane, 4× larger than
that of HFF, translates to an effective gain in source plane area by a factor ∼ 15.

• Our newly developed completeness simulation code for GSMF measurements in
BUFFALO successfully links physical parameters that impact the SED and fluxes
in the detection bands, including the source-size, to z, M? and SL magnification µ
and thus allows to compute the selection function f(z,M?, µ) of our sample directly
in stellar mass. This simulation code is now complete from end to end and in the
process of being tested and applied to our z ∼ 6−7 sample detected in BUFFALO.

The methods developed over the course of this work will fully fold the effects of SL
systematics, selection effects and the model dependence of stellar mass into the GSMF
derivation and thus produce the most complete and robust estimate of the high-redshift
GSMF and its uncertainties. This will be particularly valuable for future surveys of
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high-redshift galaxies through SL clusters with the upcoming JWST which will initiate
a new era in high-redshift galaxy observations.
The next generations of ultra-deep surveys, JWST imaging of SL clusters to probe the
extreme faint low-mass end of the z > 10 UV luminosity and stellar mass functions
and deep wide-area Roman surveys with supporting JWST and ALMA follow-up ob-
servations will push the limits of observability towards higher redshifts and expand our
understanding of galaxy formation and evolution. Ultimately, these will pave the way
to one day enable direct observation of the very first stars and galaxies and study the
complete build-up of stellar mass in the Universe — all the way back to the Cosmic
Dawn.
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Appendix A

Appendices of chapter 3

I here provide the appendices of Furtak et al. (2021), which corresponds to chapter 3 of
this work. They contain additional material relative to the degeneracy between M? and
stellar age in section A.1, the impact of missing IRAC photometry on M? measurements
in section A.2 and the computation of the HFF z ∼ 6− 7 GSMF in section A.3.

A.1 Stellar age constraints in SED-fitting

The estimate of stellar mass from SED-fitting is tightly correlated with stellar age (cf.
section 2.4.2). As described in section 3.2, we place dynamical constraints on the range
of allowed maximum stellar ages with a lower boundary of 20Myr. To illustrate the
impact of the allowed range of stellar age on the SED-fit, we ran a model which allows
stellar ages as low as 10Myr with the otherwise same parameter configuration as the
reference model (including a flat initial distribution of the age priors). The resulting
best-fit SEDs (i.e., those with the maximum in the posterior maximum likelihood proba-
bility distribution) tend towards extremely young, ∼ 10Myr, galaxies with masses lower
by ∼ 0.6dex on average compared to the average values of the reference model (e.g.,
log(M?/M�)(MUV=−19.5) ' 8.20 ± 0.07). The slope of the M? −MUV-relation remains
the same in the two models (cf. Fig. A.1). The consequences for the GSMF are therefore
similar to adopting an exponentially rising SFH (cf. section 3.5.3 and Fig. A.7) though
more pronounced: A shallower low-mass end slope α and a lower turnover mass MT .
These much lower stellar masses are an effect of nebular emission in the SED-fitting
analysis: As can be seen in Fig. A.2, in the case where we allow stellar ages down
to 10Myr (red) the best-fitting SEDs have a much lower rest-frame optical continuum
than the reference model (green) but nevertheless higher total flux in the IRAC1 band.
Indeed, the best-fit SEDs of golden and silver sources (i.e., sources with trusted IRAC
photometry) tend to have EWs of ∼ 7000Å for both the [O iii] 5007Å line, which is
typically redshifted to the IRAC1 band in our z ∼ 6 − 7 sample, and the Hα line,
typically redshifted to the IRAC2 band (cf. Fig. A.3). The Bayesian fit as performed
by BEAGLE therefore seems to favor rest-frame optical photometry dominated by nebular
emission rather than stellar continuum emission.
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Figure A.1: Best-fit M? −MUV-relations for a model that allows stellar ages down to 10Myr
(red) and the reference model (green). The two relations have the same slope, a ∼ −0.38, but
allowing stellar ages down to 10Myr yields considerably lower stellar masses (by ∼ 0.6 dex).

Though these extremely high nebular EWs and subsequent young stellar ages represent
maximum likelihood (’best-fit’) solutions in the Bayesian fitting procedure, a closer look
at the posterior distribution of the SED-fit parameters reveals the stellar age distribution
to be bi-modal for most of the sources with IRAC photometry: A primary (maximum
likelihood) peak close to ∼ 10Myr and a secondary peak around 100Myr. While the
likelihood of the fit as estimated by BEAGLE favors the younger solution, observations
favor the older solution since nebular EWs of ∼ 7000Å have not yet been observed.
Spectroscopic observations of low-redshift analogs of high-redshift galaxies merely found
nebular emission line EWs < 2000Å (Atek et al., 2011, 2014; Reddy et al., 2018b), which
roughly corresponds to the order of magnitude of best-fit EWs in the reference model
(cf. Fig. A.3). While it is indeed possible to find single very young galaxies of . 10Myr
at z ∼ 6 − 7 (e.g. Ono et al., 2010; McLure et al., 2011), they are unlikely to represent
our whole sample. These objects are furthermore modeled as single starbursts (McLure
et al., 2011) which is not compatible with the continuous (constant and exponential)
SFHs adopted in our SED-fitting technique. A small sample of bright and massive
z ∼ 6 − 7 galaxies has however recently been modeled with a continuous SFH and an
ongoing starburst yielding very large optical EWs (up to 6240+1540

−3450 Å for [O iii]+Hβ for
one source; Endsley et al., 2021). The median UV continuum slope over our z ∼ 6 − 7
sample βUV ∼ −2.1 further supports stellar ages & 100Myr given the metallicities and
SFHs that we probe rather than younger objects which would be expected to have bluer
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Figure A.2: Median-stacked best-fit SEDs of sources with reliable IRAC photometry at the
median redshift of the golden and silver sources zmed = 6.28. The blue squares represent the
median observed fluxes in each band. The colored circles represent the maximum a posteriori
fluxes of the stacked best-fit SEDs in each band. The green SED is for the reference model,
the red SED allows for ages down to 10Myr and the black SED is fit only to the seven HST
bands and illustrates how the stellar mass in underestimated when only fitting rest-frame UV
photometry. Note that since the majority sources are beyond the detection limit in the Ks band,
we plot the upper limiting flux for the Ks band here.
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Figure A.3: Best-fit (maximum-a-posteriori) nebular EW distribution of [O iii] 5007Å (upper
panel) and Hα (lower panel) from our SED-fit with BEAGLE for all golden and silver sources.
EWs for the reference BEAGLE configuration are shown in green and the EWs for a model that
allows stellar ages down to 10Myr are shown in red.

UV slopes (Dunlop, 2013).
For these reasons, we favor the older ∼ 100Myr solutions over the young maximum
likelihood solutions. We therefore choose to place a lower boundary of 20Myr on the
maximum stellar age in our SED-fitting procedure in order to exclude these extremely
young solutions from the overall likelihood estimates. Future observations of the rest-
frame optical emission lines with JWST/NIRSpec will be required to measure the the
EWs of the nebular emission lines and disentangle the nebular emission from the stellar
continuum in order to robustly constrain stellar age and mass at z ∼ 6 − 7 and probe
possible very young starbursts.

A.2 Biases in correcting for missing IRAC photometry

As described in section 3.2.3, we correct the stellar masses for sources without reliable
Spitzer/IRAC photometry either because they are contaminated with light from other
galaxies or because they only have upper limits, using an empirical correction factor. We
derived a constant correction factor 〈δ〉 ' 0.62±0.05 dex by comparing the stellar masses
obtained from fitting SEDs to both HST+IRAC photometry and to HST photometry
only. In order to quantitatively asses the applicability of the correction factor over the
range of rest-frame UV luminosities probed in this study, we fit a linear relation to the
mass offsets of the golden and silver sources as a function of MUV, excluding the three
very luminous outliers mentioned in section 3.2.3. The fit is performed with 106 MCMC
steps and the result can be seen in Fig. A.4. We find a best-fitting slope of 0.01+0.01

−0.04,
which is consistent with a constant offset over the whole MUV-range probed in this
analysis. Our constant correction factor is therefore applicable to our whole sample of
galaxies without reliable IRAC photometry.
There is a possibility for this correction to be slightly biased towards higher stellar masses
for any given rest-frame UV luminosity (obtained through HST photometry) because a
rest-frame optically bright, probably more massive, galaxy is more likely to be detected in
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Figure A.4: Same plot as in Fig. 3.3 with in addition a linear fit to the golden and silver
sources (excluding the three bright outliers described in section 3.2.3) shown as a magenta line
and its 1σ-range as the magenta shaded area. The fit is clearly consistent with the constant
correction factor 〈δ〉 derived in section 3.2.3 (green line) over the effective MUV-range probed in
this analysis (−20 ≤MUV ≤ −15, delimited by the blue shaded areas as in Fig. 3.4).

at least one of the IRAC bands. We show the median stacked best-fit SEDs of all IRAC
detected galaxies and all IRAC non-detected galaxies with clean photometry (upper
limits) in Fig. A.5 along with the median stacked best-fit SEDs derived including only
HST photometry. The figure shows that the galaxies detected in at least one of the IRAC
bands (red) are on average also brighter in their rest-frame UV magnitudes than galaxies
not detected in IRAC (green). The best-fitting SEDs using only the HST photometry
of the IRAC detected galaxies (black dashed curve) therefore also have higher median
flux densities than the HST-only fits to the IRAC non-detected galaxies. This shows
that while the HST photometry is not suited to constrain the stellar mass alone, it is
sensitive enough to the stellar mass to take a possible difference in average stellar mass
of the two samples into account and thus at least mitigate a possible bias towards higher
mass galaxies in the constant correction factor 〈δ〉. Fig. A.5 also shows that the stacked
best-fit SEDs to HST+IRAC upper limits and the stacked best-fit SEDs to only HST
photometry are identical. This demonstrates that the upper limits on the flux in both
IRAC bands are not sufficient to constrain stellar mass any better than HST photometry
alone (see also Fig. 3.3 and Fig. A.4).
We do not detect any flux in the stacked IRAC frames of the sources with only upper
limits in the IRAC bands. This is not surprising however since we are observing excep-
tionally crowded fields where much brighter foreground sources lying near our sources
and the ICL both contaminate the IRAC fluxes of high-redshift galaxies. We note that
in particular, sources flagged as ’silver’ are not completely isolated in the IRAC frames,
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Figure A.5: Median-stacked best-fit SEDs of sources detected in at least one IRAC band
(golden and silver sources; red line) and of sources that are not detected by the 3σ-limits in
both IRAC1 and IRAC2 (green line) at the median redshift zmed = 6.08. The colored pentagons
represent the corresponding median flux in each band. The dashed and solid black lines show
the median-stacked best-fit SEDs when only fitting HST-photometry for both galaxy samples
respectively. The SEDs were trimmed down to only show the rest-frame UV emission probed by
the HST-bands.

we merely estimate that the aperture in which we measure the IRAC photometry is
not significantly contaminated by either sources of contaminating light (cf. section ??).
However, in the stack, this extra foreground light leads to unexpectedly high noise levels
such that we do not gain a factor

√
N in signal-to-noise through stacking. Furthermore,

stacking sources at different locations over several strong lensing clusters neglects the
fact that the magnification and its uncertainties depend on the source position. The
stacked flux cannot be simply interpreted as saying much about the physical proper-
ties of a given population of galaxies. In the literature, a meticulous stacking analysis
conducted in blank fields found low signal-to-noise galaxies to be indeed biased towards
higher stellar masses (Song et al., 2016a). In a discussion on systematics, Behroozi et al.
(2019) however argue that these results could also be due to SED-fitting degeneracies
(e.g., degeneracy between stellar mass and stellar age). We therefore conclude that our
average correction factor 〈δ〉 is applicable over the range of UV luminosities probed in
our sample of galaxies without IRAC photometry, even though we cannot completely rule
out a bias towards slightly higher stellar masses with the available data.

A.3 Further GSMF material

In this section we provide additional material to the GSMFs computed in section 3.4.
Tab. A.1 shows the stellar mass values of our GSMF points for each BEAGLE configuration
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Figure A.6: The same graph as in the left-hand panel of Fig. 3.6 with in addition a ’classical’
Schechter fit to all mass bins, including those log(M?/M�) < 7.2, as the magenta curve. It shows
that including the lowest-mass bins does not significantly affect the best-fit Schechter function
in the reference model.

from Tab. 3.3, computed from the rest-frame UV luminosity bins in Atek et al. (2018).
The four wide-area blank field high-mass GSMF points that we use in our GSMF-fits
can be found in table 2 in Song et al. (2016a). The φ(M?) of our GSMFs are then shown
in Tab. A.2 along with their total errors for each BEAGLE configuration. These errors
combine gravitational lensing and rest-frame UV photometry uncertainties from Atek
et al. (2018), cosmic variance uncertainty by Robertson et al. (2014) and uncertainties
in the determination of stellar mass from our SED-fitting analysis including the uncer-
tainty in the empirical correction factor derived in section 3.2.3. Note that the errors do
not strongly differ between the different SED-fitting models which indicates them to be
dominated by the lensing uncertainties.
We show in Fig. A.6 that including the lowest-mass bins (log(M?/M�) < 7.2) in the the
’classical’ Schechter function fit does not significantly affect the best-fitting parameters
in the reference model. Fig. A.8 presents the posterior distributions for the four modified
Schechter parameters of the GSMF fits for each SED-fitting model. As mentioned in
section 3.4, the GSMF does not strongly depend on metallicity (upper left panel). The
posterior distributions of the GSMF fit parameters for the SFH and dust attenuation
tests (upper right and lower panels in Fig. A.8 respectively) further illustrate the strong
impacts of SFH and dust attenuation on the GSMF, in particular its low-mass end
slope α. They also emphasize the correlation between α and the low-mass end turnover
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Figure A.7: The same graphs as in Fig. 3.6 but for the exponentially rising SFH model (ψ(t) ∝
exp (t/τ)). This configuration allows for an upward turnover of the GSMF at the 1σ-level (blue
shaded area in the right panel).

curvature β. The upper right and lower panels of Fig. A.8 in particular illustrate that
the two models with the steepest low-mass end slopes α allow for a much wider range in
β-space, resulting in the very large uncertainties in β discussed in section 3.4.
Apart from those two cases where β is very poorly constrained, only in the exponentially
rising SFH case the MCMC fit of the GSMF allows for an upward turnover in the 1σ-range
(blue shaded area in Fig. A.7) with a well constrained curvature. This is also the model
that yields the shallowest low-mass end slope in our study with α ' −1.82+0.08

−0.07. Our
modified Schechter parametrization of the GSMF, cf. equation (3.6), and the MCMC-
fitting procedure therefore seem to disfavor β < 0 solutions for our measured GSMF
points for steeper low-mass end slopes. This enables us to place a lower boundary on
the range of low-mass end slopes that allow for an upward turnover at the 1σ level at
α & −1.82 (cf. Tab. 3.5). Since the shallower α in the exponentially rising SFH case
is a direct consequence of overall lower stellar masses, as discussed in section 3.5.3, this
implies that β ≤ 0 (i.e. the GSMF does not turn over or has an upward turnover) requires
the majority of galaxies at z ∼ 6− 7 to be very very young, very low-mass galaxies with
high exponentially increasing SFRs. Any conclusion of this sort would however require
a much more robust derivation of the extremely low-mass end of the z ∼ 6− 7 GSMF.
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Appendix B

Technical details of the BUFFALO
photometry strategy

In this appendix I relate some of the technical details of the BUFFALO data and HST
photometry performed for our BUFFALO high-redshift catalogs in chapter 4. I briefly
discuss the various fields and depths of the BUFFALO observations in section B.1 and
provide a detailed account of our SExtractor setup strategy in section B.2.

B.1 The BUFFALO coverage pattern

As mentioned in section 4.2.1, the BUFFALO coverage is not of uniform depth. Instead,
the new shorter (2/3 orbit) BUFFALO observations form a shallower region around the
cluster cores previously observed in the HFF program (cf. section 2.3 and Tab. 3.1). The
BUFFALO mosaics therefore show a pyramid-like pattern with the deep integrations of
the cluster cores in the middle and the shallower BUFFALO area around. The same
pattern applies to all six clusters and their parallel fields (cf. Fig. B.1). Throughout this
work I have referred to these two areas as the inner and outer fields respectively as is
illustrated for A370 in Fig. B.2. Note that the outer fields, the blue squares in Fig. B.2,
are specifically designed to match the field-of-view of the NIRSpec instrument aboard
the JWST (Steinhardt et al., 2020).

B.2 BUFFALO HST photometry

Our source detection and HST photometry measurements are done using SExtractor
v2.5.0 in dual mode with the detection stacks as detection images and the original
mosaics as measurement images (cf. section 4.2.2). We use 0.06′′

pix mosaics for our analysis.
The SExtractor runs are divided into two configurations in order to accommodate the
difference in depth between the inner and the outer fields as shown in sections B.2.1
and B.2.2.
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The BUFFALO HST Survey 7

Figure 2. BUFFALO coverage map for the six Frontier Field clusters, produced by running the HST Astronomer’s Proposal
Tool (APT) on the full set of observations from this program (ID 15117). Each BUFFALO pointing, chosen to overlap the
regions with deep Channel 1 and Channel 2 data from Spitzer/IRAC, is covered by 2/3 orbit depth WFC3 exposures in F105W,
F125W and F160W (blue) and by ACS observations taken in parallel, at 2/3 orbit depth in F606W and 4/3 orbit depth in
F814W (pink). The ACS imaging fully covers the WFC3-IR area and goes somewhat beyond it due to the larger field of view
of ACS. The new BUFFALO tiling is centered at the central region of each cluster field, indicated with a black ”plus” sign in
each case, with parallel observations similarly expanding the existing flanking fields.

tailed description of the mass modeling of the HFF
clusters with glafic is given in Kawamata et al.

(2016) and Kawamata et al. (2018), indicating
that positions of multiple images are reproduced
with a typical accuracy of ⇠ 0.400.

• Grale (Liesenborgs et al. 2006, 2009) is a flexible,

free-form method, based on a genetic algorithm
that uses an adaptive grid to iteratively refine the
mass model. As input it uses only the information

about the lensed images, and nothing about the
cluster’s visible mass. This last feature sets Grale
apart from most other lens mass reconstruction

techniques, and gives it the ability to test how
well mass follows light on both large and small
scales within galaxy clusters. Grale’s description,
software and installation instructions are available

online at http://research.edm.uhasselt.be/⇠jori/
grale.

• Lenstool (Jullo et al. 2007; Jullo & Kneib 2009)
utilizes a Bayesian Markov Chain Monte-Carlo

sampler to optimize the model parameters using

the positions and spectroscopic redshifts (as well
as magnitudes, shapes and multiplicity if speci-

fied) of the multiply imaged systems. The over-
all matter distribution of clusters is decomposed
into smooth large scale components and the small-

scale halos associated with the locations of cluster
galaxies.

A new version of Lenstool (Niemiec et al., in

prep.) allows the combination a parametric strong
lensing modeling of the cluster’s core, where the
multiple images appear, with a more flexible non-

parametric weak lensing modeling at larger radii,
the latter leading to the detection and character-
ization of substructures in the outskirts of galaxy
clusters (Jauzac et al. 2016a, 2018a).

• The Light-Traces-Mass (Broadhurst et al.
2005; Zitrin et al. 2009) methodology is based on

the assumption that the underlying dark matter
distribution in the cluster is traced by the distri-
bution of the luminous component, i.e., the cluster

galaxies and their luminosities. Only a small num-

Figure B.1: BUFFALO coverage map for all six HFF clusters, produced with the HST As-
tronomer’s Proposal Tool (APT). The observations with the WFC3 filters F105W, F125W and
F160W (blue) each have 2/3 orbit depths and the ACS filters F606W and F814W (pink) have 2/3
and 4/3 orbit depths respectively. The black crosses each designate the cluster centers. Figure
credit: Steinhardt et al. (2020).

Similarly to what was used in our work on the HFF, we extract isophotal (FLUX_ISO) and
total fluxes (FLUX_AUTO). We run the same SExtractor configurations with the variance
maps as the measurement images in order to accurately extract the flux errors in the
same segmentations as the fluxes. This way, the pixel-wise variances are summed over the
segmentation of each image such that the square root of this sum gives the uncertainty on
the flux. In order to achieve this we modify the following parameters in the SExtractor
configurations given in sections B.2.1 and B.2.2:

#------------------------------ Background ------------------------------------

BACK_TYPE MANUAL
BACKPHOTO_TYPE GLOBAL
BACK_VALUE 0.0

This configuration ensures that no background is subtracted from the variance maps in
the process.



B.2. HST PHOTOMETRY 155
BU

FF
AL
O
	A
37
0

Clu
ste
r	5
iel
d

Pa
ra
lle
l	5i
eld

In
ne
r	5
iel
d

In
ne
r	5
iel
d

Ou
ter
	5ie
ld

Ou
ter
	5ie
ld

F
ig

u
re

B
.2

:
Fu

ll
B
U
F
FA

LO
W

FC
3/
F
12
5W

m
os
ai
c
of

A
37
0.

T
he

de
ep

er
in
ne
r
re
gi
on

s
(r
ed

)
co
rr
es
po

nd
to

th
e
in
it
ia
l
H
F
F

co
ve
ra
ge

an
d
th
e
sh
al
lo
w
er

ou
te
r
re
gi
on

s
co
rr
es
po

nd
to

th
e
ne
w
ly

ad
de
d
ar
ea

w
it
h
B
U
F
FA

LO
.



156 APPENDIX B. BUFFALO OBSERVATIONS

B.2.1 Inner field extraction — example SExtractor configuration file

In the following, I show a SExtractor configuration file used for cluster core detection
(i.e. on the inner field) in the F105W band. This configuration is optimized for the
detection of extremely small and faint sources in a crowded and deep field such as the
cluster cores and was already used on the HFF in e.g. Atek et al. (2015a, 2018). All
other SExtractor parameters not set in the following configuration file are left at their
default values.

# BUFFALO high-redshift catalog configuration file for SExtractor 2.5.0

#-------------------------------- Catalog ------------------------------------

CATALOG_NAME A370-core_F105W_deepIR_catalog.cat
CATALOG_TYPE ASCII_HEAD

PARAMETERS_NAME SExtractor/buffalo.param

#------------------------------- Extraction ----------------------------------

DETECT_TYPE CCD
DETECT_MINAREA 2
THRESH_TYPE RELATIVE

DETECT_THRESH 3
ANALYSIS_THRESH 2.5

FILTER Y
FILTER_NAME SExtractor/gauss_2.0_3x3.conv
FILTER_THRESH

DEBLEND_NTHRESH 16
DEBLEND_MINCONT 1e-5

CLEAN Y
CLEAN_PARAM 1.0

MASK_TYPE CORRECT

#-------------------------------- WEIGHTing ----------------------------------

WEIGHT_TYPE MAP_WEIGHT, MAP_RMS

WEIGHT_IMAGE ../Data/A370_WFC3-stack_wht.fits,../Data/A370_F105W_rms.fits
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WEIGHT_GAIN N, Y
WEIGHT_THRESH

#------------------------------ Photometry -----------------------------------

PHOT_APERTURES 28.33
PHOT_AUTOPARAMS 2.5, 3.5
PHOT_PETROPARAMS 2.0, 3.5

PHOT_AUTOAPERS 0.0,0.0

PHOT_FLUXFRAC 0.5

SATUR_LEVEL 50000.0

MAG_ZEROPOINT 26.2687
MAG_GAMMA 4.0
GAIN 1.0
PIXEL_SCALE 0.06

#------------------------- Star/Galaxy Separation ----------------------------

SEEING_FWHM 0.1
STARNNW_NAME SExtractor/mynnw.nnw

#------------------------------ Background ------------------------------------

BACK_TYPE AUTO
BACK_VALUE 0.0
BACK_SIZE 32
BACK_FILTERSIZE 3

BACKPHOTO_TYPE LOCAL
BACKPHOTO_THICK 24
BACK_FILTTHRESH 0.0

#------------------------------ Check Image ----------------------------------

CHECKIMAGE_TYPE SEGMENTATION
CHECKIMAGE_NAME A370-core_F105W_deepIR_seg.fits
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B.2.2 Outer field extraction

For the detection and photometry runs on the outer field, we only modify a few pa-
rameters of the above configuration in order to account for the higher noise levels in the
shallower region and for less crowding. We therefore set the following parameters in order
to achieve less aggressive deblending than was required in the crowded cluster cores and
to avoid spurious detections in these noisier areas:

#------------------------------- Extraction ----------------------------------

DETECT_MINAREA 9

DEBLEND_NTHRESH 8
DEBLEND_MINCONT 1e-3



European Organisation for Astronomical Research in the Southern Hemisphere
Observing Programmes Office • Karl-Schwarzschild-Strasse 2 • D-85748 Garching bei München • email: opo@eso.org • Tel: +49 89 3200 6473

Cycle: P108

Type: Normal

Status: Valid

Printed: 24 Sep 2021

APPLICATION FOR OBSERVING TIME 108.22MV

IMPORTANT NOTICE
By submitting this proposal, the PI takes full responsibility for the content of the proposal, in particular with regard to the names of CoIs  and the 
agreement to act according to the ESO policy and regulations, should observing time be granted.

A Primeval Galaxy under the Microscope I - Confirming the redshift of a highly magnified z~8 galaxy

ABSTRACT
Highly star-bursting galaxies at z~8 are at the frontier of observability. Their physical properties remain widely unknown because their rest-frame 
optical emission features are redshifted far beyond reach of current observing facilities. We therefore propose to obtain a rest-frame UV spectrum of 
a Lyman break galaxy at z_phot=7.78, identified in the strong lensing Hubble Frontier Fields cluster Abell 370. As this source at m = 25.24 AB has a 
particularly high gravitational magnification of μ>8, the study of its rest-frame UV Lyman-α and [CIII] emission lines will yield rare insight into the 
physics of a typical galaxy in the epoch of reionization. The accurate determination of its spectroscopic redshift will furthermore pave the way for 
follow-up observations with the Atacama Large Millimeter/submillimeter Array and identify a premium target for the upcoming James Webb Space 
Telescope.

SCIENTIFIC CATEGORY
A6 Reionization and cosmic dawn

RUNS
Run Period Instrument Tel. 

Setup
Constraints Mode Type Propr. 

Time
Time 
Constr.

Req. 
Time

108.22MV.001 • Main 
run

108 XSHOOTER UT3 FLI: 100% • Turb.: 70% • pwv: 30.0mm • Sky: 
Clear

VM Normal 12m ✕ 10h32m

AWARDED AND FUTURE TIME REQUESTS

Time already awarded to this project

- none -

Future time requests to complete this project

- none -

Special Remarks
n/a



108.22MV • A Primeval Galaxy under the Microscope I - Confirming the redshift of a highly magnified z~8 galaxy 2

DESCRIPTION OF THE PROPOSED PROGRAMME

A- Scientific Rationale

The study of young star-bursting galaxies at the highest observable redshifts represents one of the major constraints
on galaxy formation and evolution models and is one of the key challenges in modern astrophysics. With modern
observing facilities the first generations of stars and galaxies in the epoch of cosmic reionization now lie within
observational reach down to 400 million years after the Big Bang. These high-redshift galaxies at z > 6 represent
the progenitors of present-day galaxies and are thus crucial in understanding galaxy evolution and the history
of star-formation in the Universe. Recent deep imaging campaigns with the Hubble Space Telescope (HST) and
supporting ancillary surveys with ground-based facilities have been enormously successful in detecting z > 6 galaxies
and constraining their luminosity and stellar mass functions based on photometric redshifts (e.g. Song et al. 2016a,
Atek et al. 2018, Kikuchihara et al. 2020). Detailed exploration of the end of the Dark Ages however requires
accurate spectra of high-redshift galaxies in addition to the photometry. The observation of intrinsically faint
high-redshift galaxies magnified through strong lensing (SL) clusters is therefore the method of choice to obtain
spectroscopic information of z > 6 galaxies and to identify prime targets for the next generation of telescopes such
as the James Webb Space Telescope (JWST) and the European Extremely Large Telescope (E-ELT). The Hubble
Frontier Fields program (HFF, Lotz et al. 2017) has obtained deep HST observations of some of the most massive
known strong lensing systems. Additional ancillary observing programs of the HFF clusters with Spitzer Space
Telescope and other ground-based facilities make the six HFF clusters the best studied SL fields to date and thus
the most valuable fields for high-redshift studies.

In this context, we report the identification of an intrinsically faint z ∼ 8 galaxy candidate in Abell 370 (A370)
from a complete sample, which benefits from a particularly high gravitational magnification (cf. Fig. 1). The
source presents a break of (F105WAB − F125WAB) = 0.85 which is typical for z ∼ 8 galaxies. It also presents
a slight excess in the Spitzer/IRAC channel 2 (4.5µm), a typical indicator for a z ∼ 8 galaxy whose optical
[O iii]λ5007 Å and Hβ emission features are redshifted to IRAC channel 2 wavelengths (e.g. De Barros et al.
2019). This source is observed at an F160W band magnitude of mF160W,AB = 25.24 and most recent SL
models of A370 (e.g. Strait et al. 2019) yield gravitational magnification factors of order µ & 8 for zs = 8
at the source’s coordinates. This means this source is intrinsically faint with a de-lensed relative F160W band
magnitude of mF160W,AB = 27.50 and an absolute rest-frame UV (1500 Å) magnitude of MUV,AB = −19.5. An
SED fit with the BayEsian Analysis of GaLaxy sEds tool (BEAGLE, Chevallard & Charlot 2016) yields very
tight constraints on the photometric redshift, with an estimate of z ' 7.78 ± 0.05 and a stellar mass estimate of

log
(
M?

M�

)
' 8.60+0.12

−0.24 (cf. Figs. 2 & 3).

To date there are only five galaxies confirmed at z ∼ 8 (Finkelstein et al. 2013, Oesch et al. 2015, Song et
al. 2016b, Laporte et al. 2017, Tamura et al. 2019). All of them were either observed in blank fields or have
relatively low gravitational magnification factors µ . 2. They are therefore intrinsically bright and relatively massive
(M? & 109 M�) and thus constitute an unrepresentative sample of galaxies at high redshift. We therefore hereby
propose to use X-SHOOTER to obtain rest-frame UV spectra of this highly magnified low-mass z ∼ 8
galaxy candidate in A370. As this object is intrinsically too faint to be observed in a blank field, it constitutes
a unique probe of low-mass galaxies at high redshift. Its study across observable wavelengths will therefore yield
invaluable insight into the physics of typical galaxies in the epoch of reionization.

B- Immediate Objective

We propose to use X-SHOOTER to observe a low-mass z ∼ 8 candidate galaxy to detect its Lyα emission line and
possibly its [C iii]λ1909 Å and [C iii]λ1907 Å emission line doublet. Our main science objectives are as follows:

• To accurately determine the redshift of this z ∼ 8 galaxy candidate and thus to confirm its high-redshift
nature. If confirmed, this galaxy will add to the scarce numbers of known z ∼ 8 galaxies (five to date and
only one with measured [C iii] emission lines, see Hutchison et al. 2019) and present a valuable target for
future generations of telescopes, especially given its uniquely high magnification factor.

• To investigate properties such as metallicity, stellar age and ionization parameter of this z ∼ 8 galaxy. As
shown in Hutchison et al. 2019, the combination of [C iii] equivalent widths with IRAC1-IRAC2 colors
provides constraints on the physical parameters of galaxies at z ∼ 8. These can be used to calibrate SED-
fitting methods of statistically significant photometric high-redshift catalogs in order to treat some of the
degeneracies inherent to estimating these parameters from broad-band photometry alone (see e.g. Furtak et
al. 2021).

• To measure this galaxy’s Lyα velocity offset (∆vLyα) from its systemic redshift, inferred with the [C iii] lines,
which can provide valuable insight into the kinematics and Lyα escape fraction (e.g. Hutchison et al. 2019)
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of this relatively low-mass z ∼ 8 galaxy. Constraints on the Lyα escape fraction have important implications
on the ionizing power of low-mass high-redshift galaxies and their ability to reionize the Universe.

• To prepare deep high-resolution follow-up observations of this source with the Atacama Large Millime-
ter/submillimeter Array (ALMA). Rest-frame far-infrared (FIR) observations of high-redshift galaxies deep
in the epoch of reionization have the potential to yield deep insight into early star-formation and the on-
set of chemical enrichment of the Universe at high redshifts as these wavelengths cover the [O iii]λ88µm,
[C ii]λ158µm and dust continuum emission at z ∼ 8 (e.g. Laporte et al. 2017; 2019, Tamura et al. 2019).
The few observations of this kind have so far been carried out for relatively bright and massive galaxies at
z ∼ 8. Our low-mass z ∼ 8 target would therefore enable new insight into the dust physics in a lower stellar
mass range.
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Fig.1 (top panel) Image cutouts of the z ∼ 8 dropout candidate A370-20021. From left to right: F435W, F606W,
F814W, F105W, F125W, F140W, F160W, IRAC1 and IRAC2. The source is clearly detected in the WFC3/IR
bands but shows no detection at the 2σ-level in bands blueward of the break (i.e. the ACS bands). It also shows
a slight excess in the IRAC channel 2 band, a typical feature of galaxies at z ∼ 8. The black circle has a diameter
of 1”. Fig.2 (lower left panel). Posterior distributions of the four fit-parameters (photometric redshift z, stellar
mass M , maximum stellar age and star-formation e-folding time τ) in our SED-fit of A370-20021 with BEAGLE.
Fig.3 (lower right panel) Observed spectral energy distribution of the z ∼ 8 dropout candidate A370-20021 (blue
diamonds); maximum-a-posteriori spectrum predicted by BEAGLE (black curve); marginal posterior distribution of
fluxes in each band predicted by BEAGLE (salmon “violins”, with the black circle in each violin representing the
posterior median of the predicted flux). Note the prominent [C iii] emission features predicted by the best-fit SED
at ∼ 16760 Å.
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TARGETS
Name RA Dec Coord Runs Comment

A370-20021 02:39:50.582 -01:34:26.979 J2000 1

H=25.24; J=25.28; Y=26.13

Target Notes

- none -

REMARKS & JUSTIFICATIONS

Lunar Phase and Constraints Justification
Please justify here the requested lunar phase and other observing constraints.

Our X-SHOOTER program aims at obtaining near-infrared spectroscopy of a high-redshift galaxy, which is not affected by moon illumination. We 
therefore do not request any lunar phase constraint as long as the moon is kept > 30° away from our target.

Time Justification
Please describe here a detailed computation of the necessary time to execute the observations, including time-critical aspects if any. Parameters 
used in the ETC should be mentioned so the computation can be reproduced.

A previously reported detection of a Lyman-α emission line at z = 8.38 by Laporte et al. 2017 yielded an integrated Lyα flux of (1.82 ± 0.46) × 
10^−18 erg s^−1 cm^−2 at the 4σ-level with 7.5 hours of X-SHOOTER integration time on target (Laporte et al. 2017). Other observations of 
galaxies at z~8 reported Lyα fluxes up to 10 × 10^−18 erg s^−1 cm^−2 (e.g. Hutchison et al. 2019). A detection of the [CIII]1907 A emission line at z 
= 7.5 by Hutchison et al. 2019  yielded an integrated [CIII] flux of (2.63 ± 0.52) × 10^−18 erg s^−1 cm^−2 at the 5.6σ-level resulting in a [CIII]/Lyα 
ratio of 0.30 ± 0.04. 
 
Using the latest version of the X-SHOOTER Exposure Time Calculator, we use a setup with a slit-width of 1.2′′, slightly larger than our target, and 
assume a seeing of 1′′ and an airmass of 1.4  to calculate the optimal exposure time required to achieve our science goals: Assuming a minimum 
line-flux estimated at 2 × 10^−18 erg s^−1 cm^−2 and a line FWHM of 0.5 nm, as reported by Hutchison et al. 2019 , we find a [CIII]1907 A 
emission line redshifted to 16761 A at our target’s photometric redshift to be detectable with a S/N-ratio of 5 with 10 hours integration time on X-
SHOOTER. Assuming a [CIII]/Lyα ratio of 0.30 and a slightly narrower line FWHM, this setup would yield a >7σ detection of Lyα redshifted to 10667 
A. 
Seeing as our source is slightly brighter (~1 magnitude) than the Laporte et al. 2017 source and at roughly the same F160W magnitude as the 
Hutchison et al. 2019 source, we expect its Lyα and  [CIII] emission lines to be perfectly detectable with this setup. 
 
Our target is visible for up to 7 hours per night with the requested maximum airmass of 2. To enable optimal observability of our target at its highest 
point in the sky we choose to divide the 10 hours total integration time on target into 4 integrations of 2.5 hours each. 
 
We therefore request a total of 10 hours of X-SHOOTER integration time on our target, divided into four integrations of 2.5 hours each, spreadable 
over several nights. We expect telescope and instrument overheads of 4 x ~8 minutes, combining to a total of 10h 32min in cycle 108.

Telescope Justification
Please justify why the telescope requested is the best choice for this programme.

We expect to observe fluxes of the order of 2 × 10^−18 erg s^−1 cm^−2, where only an 8-m class telescope can observe to a sufficient depth in a 
reasonable amount of time. Our science goals furthermore require high spectral resolution coverage of the rest-frame UV emission of our target, 
redshifted to NIR wavelengths λ > 10600 A. X-SHOOTER on UT3 perfectly meets all of these requirements.

Observing Mode Justification
Please justify the choice of SM, VM or dVM.

Given the relative simplicity of our observing runs, this program can be carried out in service mode. We however favor visitor mode since our target 
is very small (~1''), of the order of the chosen slit-size, and very faint. Hence real time monitoring and slight adjustments to make sure the slit is well 
on target during the observation runs might be necessary.

Calibration Request
If you need any special calibration not included in the instrument calibration plan, please specify it here.

Standard Calibration

Duplication with ESO Science Archive
If observations of the same target(s) using the same instrument(s) already exist in the ESO archive, please justify why this programme requests 
further observations.

None of the requested data are in the ESO archive.

GTO  & Survey Target Duplication Justification
If an instrument GTO or Public Survey team aims at the same target(s), please justify why this programme requests further observations.

There is no duplication with GTO/Public survey programs.
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Background and Expertise
Short description of the background, expertise and roles of the various team members in the context of the science case discussed in the proposal. 
For small teams the applicants may wish to provide a sentence for the qualifications of each member, while for larger teams (e.g. in Large 
Programmes), only the leading roles need to be specified.

PI Lukas Furtak is an expert in high-redshift galaxy physics and observations with a particular focus on faint gravitationally lensed low-mass 
galaxies. He also has expertise in data reduction, catalog assembly and ground-based slit-spectroscopy. 
 
Dr. Hakim Atek is an expert in high-redshift galaxies, starbursts and observations of lensed sources with extensive experience in data treatment and 
spectroscopy. 
 
Dr. Matthew Lehnert is an expert in galaxy physics and has extensive expertise in galaxy observations, spectroscopy and ESO instrumentation.

REPORT ON PREVIOUS USAGE OF ESO FACILITIES
- none -

RECENT PI/CoIs PUBLICATIONS MOST RELEVANT TO THE SUBJECT OF THIS PROPOSAL

Furtak, L. J., et al. (2021) "How robustly can we constrain the low-mass end of the z � 6-7 stellar mass function? The limits of lensing models and 
stellar population assumptions in the HFF," MNRAS, 501, 1568-1590 - 2021MNRAS.501.1568F

1. 

Steinhardt, C. L., Jauzac, M., Acebron, A., et al. (2020) "The BUFFALO HST Survey," ApJS, 247, 64 - 2020ApJS..247...64S2. 

Atek, H., et al. (2018) "The extreme faint end of the UV luminosity function at z � 6 through gravitational telescopes: a comprehensive 
assessment of strong lensing uncertainties," MNRAS, 479, 5184-5195 - 2018MNRAS.479.5184A

3. 

INVESTIGATORS
Lukas Furtak, Institut d'Astrophysique de Paris/CNRS and Sorbonne University, France (PI)
Hakim Atek, Institut d'Astrophysique de Paris/CNRS and Sorbonne University, France
Matthew Lehnert, Centre de Recherche Astrophysique de Lyon, France

OBSERVATIONS
In the table below, the repeat factor is applied to the complete observation on that target, including its overhead.

✔  The PI acknowledged that all the telescope times listed below include overheads.

Run 108.22MV.001 • Main run • P108 • XSHOOTER • VM
FLI: 100% • Turb.: 70%  (Seeing < 1.0 arcsec) • pwv: 30.0mm • Sky: Clear • Airmass: 2.0

Tel. Time: 10h32m

Target • A370-20021 • 02:39:50.582 • -01:34:26.979 Tel. Time: 10h32m

OS 1
Tel. Time: 9467 s
Repeat: 4 x
Total Tel. Time: 10h32m

SLT
Telescope Overheads: 360 s

SLT
UVB Slit: 1.0x11
VIS Slit: 0.9x11
NIR Slit: 1.2x11
UVB readout mode: 100k/1pt/hg
VIS readout mode: 100k/1pt/hg
Integration Time: 9000 s
Instrument Overheads: 107 s
Signal/Noise: 5.0
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Appendix C

Linking galaxy parameters to M?

and z

In the galaxy toy-model that we used for our completeness simulations, we linked sev-
eral galaxy parameters, namely stellar age, dust extinction optical depth and gas-phase
metallicity, to the uniformly distributed stellar mass and redshift (cf. section 5.2.1) of
each galaxy. We here provide some more details of the relations used and show the PDFs
from which the parameters are drawn.

C.1 Dynamical constraints on stellar age

The stellar age is drawn from a probability distribution based on the dynamical time
scale which we compute as in Furtak et al. (2021) (cf. section 3.2.1) using equation 3.2.
Since in our model, described in section 5.2.1, the UV-luminosity and thus the radius
of each galaxy are computed after the SED is generated, we here need to make a crude
estimate of the radius to compute tdyn. To that end we use the M? − MUV-relation
previously measured in section 3.3 (the delayed SFH case) to estimate the galaxy’s UV
luminosity which is then used to compute the mean half-light-radius of the corresponding
log-normal size-luminosity relation by Kawamata et al. (2018) and Huang et al. (2013)
(depending on the redshift). The width of the stellar age distribution is then computed
by propagating the width of the size-luminosity relation σr to σtdyn . While this results
in a relatively wide probability distribution, as can be seen in Fig. C.1, using tdyn as
the lower limit for stellar age results in a sharp cut-off on the lower age range in any
specific redshift bin (Fig. C.1 shows the z ∼ 6 − 7 case). This makes sure we do not
get combinations in which very massive galaxies are very young which would result in
unrealistically large nebular emission line EWs as in Furtak et al. (2021) (cf. section A.1)
which is the main goal of using these dynamical constraints on the stellar age.
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Figure C.1: Probability distribution of stellar age as a function of stellar mass in the z ∼ 6− 7
bin based on the dynamical time scale. Note the sharp lower limit on stellar age which excludes
unrealistic young and massive galaxies.

C.2 Observational constraints on τ̂V and Zgas

The effective V-band dust extinction optical depth and the gas-phase metallicity are each
drawn from observed relations measured in low-redshift analogs of star-forming galaxies
at high redshifts in the scope of the MOSFIRE Deep Evolution Field survey (MOSDEF;
Kriek et al., 2015).
For the first, τ̂V , we use the stellar-mass reddening relations computed from the MOS-
FIRE spectroscopic sample of z = 1.4−2.6 star-forming galaxies by Shivaei et al. (2020).
Note that we use the stellar extinction relation from Shivaei et al. (2020), not the nebu-
lar relation since BEAGLE only accepts stellar extinction. This relation was measured for
relatively massive galaxies 108.5 M� ≤ M? ≤ 1010.5 M�. While we extrapolate it all the
way down to 106 M�, it quickly converges to extremely low values at low stellar masses.
We therefore truncate the resulting probability distribution of τ̂V at τ̂V = 0 and τ̂V = 1
to prevent negative and unrealistically high values. This resulting probability distribu-
tion is shown in Fig. C.2. The dust extinction remains relatively low over the whole
stellar mass range which is consistent with what is expected for high-redshift galaxies
(e.g. Bouwens et al., 2016; Bhatawdekar & Conselice, 2021).
For the gas-phase metallicity, we use a z = 2.3−3.3 MOSDEF star-forming galaxy mass-
metallicity relation measured by Sanders et al. (2020). While this relation was also mea-
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Figure C.2: Probability distribution of effective V-band dust extinction optical depth as a
function of stellar mass based on low-redshift analogs of high-redshift galaxies observed by Shivaei
et al. (2020).
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Figure C.3: Probability distribution of gas-phase metallicity as a function of stellar mass and
redshift for z = 6.5 based on low-redshift analogs of high-redshift galaxies observed by Sanders
et al. (2020).
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sured in high-mass (108.5 M� ≤ M? ≤ 1010.5 M�) galaxies, it is consistent with similar
measurements at slightly lower redshifts (e.g. Henry et al., 2021) and extrapolates down
to the low metallicities expected low-mass galaxies expected for high-redshift galaxies
(cf. section 2.4.2). We extrapolate the redshift evolution of this mass-metallicity rela-
tion, also measured in Sanders et al. (2020), out to the redshift of each simulated galaxy
in order to scale down the galaxy’s mass-metallicity relation. As a result we obtain the
redshift-dependent probability distribution shown in Fig. C.3 for each simulated galaxy.

C.3 M? dependent size-luminosity relations

As explained in section 5.2.1, we use two size-luminosity relations in our completeness
simulations: A simple Kawamata et al. (2018) relation (which becomes a Huang et al.
(2013) relation for galaxies with z < 5.5) and a Kawamata et al. (2018) (or Huang et al.,
2013) relation with a fixed re = 0.003′′ for galaxies with MUV ≥ −16 following Atek
et al. (2018). The latter point was found to have significant impact on the completeness
estimate of high-redshift galaxy samples (Atek et al., 2018).
Preliminary results of our completeness simulations however indicate there to be no
significant difference between the selection functions derived from the two simulations
as can be seen in Fig. C.4 in comparison to Fig. 5.7. Both size-luminosity relations
result in total recovered galaxy fractions of order 50 % and yield identical results over
the whole (z,M?). This is due to the relative steepness of the Kawamata et al. (2018)
size-luminosity relation which results in half-light radii of order . 0.01′′ on the extreme
faint end as opposed to the shallower Shibuya et al. (2015) relation used in Atek et al.
(2018).
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Figure C.4: Same plot, preliminary selection function f(z,M?) as a function of redshift z and
stellar mass M? as computed from the CATS model simulation of A370, as in Fig. 5.7 but for a
fixed re = 0.003′′ for galaxies with MUV ≥ −16 as in Atek et al. (2018) following the findings in
Bouwens et al. (2017a).
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