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Résumé en français
L’objectif de cette thèse consiste en le développement d’une technique d’imagerie X de
phase basée sur l’utilisation d’un senseur de front d’onde de type Hartmann pour être ex-
ploité sur différentes applications et de comparer ce nouveau système avec des techniques
bien connues d’imagerie en contraste de phase. L’imagerie de phase sera principalement
réalisée en 3D par tomographie. L’application principale inclue l’étude d’altérations du sys-
tème nerveux central induites par des maladies neurodégénératives.
La première section d’introduction décrit les aspects de base de l’interaction rayons X-
matière et de la théorie de la cohérence avec des application spécifiques à la conception de
senseur de front d’onde de Hartmann. Dans le deuxième chapitre, une introduction à l’ima-
gerie par contraste de phase est donnée, avec une attention particulière sur la technique
en propagation libre. Le troisième chapitre examine les principes de la tomographie et des
logiciels de reconstruction disponibles.
Un chapitre séparé, numéroté 4, est dédié à la théorie des senseurs de front d’onde de
Hartmann. Un modèle de propagation en 3D basé sur le propagateur de Fresnel a été dé-
veloppé pour optimiser l’architecture du senseur complet incluant la plaque de Hartmann,
les distances entre les différents éléments du montage et enfin les propriétés de la source
X. Le modèle peut gérer n’importe quel degré de cohérence spatiale, permettant de réa-
liser des modélisation précises d’une grande variété de source X. Différentes simulations
de situation expérimentales sont décrites pour valider le programme. Puis, les programmes
principaux de reconstruction du front d’onde ont été analysés. Premièrement, nous avons
considéré les caractéristiques connectées avec la propagation d’un élément du montage à
un autre : énergie de la source, forme des ouvertures et espacement du masque de Hart-
mann et distances. En deuxième, différents paramètres connectés avec la détection des
barycentres des spots ont été analysés. Les capacités des algorithmes classiques ont été
étudiées pour des spots théoriques (forme gaussienne) avec une attention particulière sur
l’effet du seuillage sur les images binarisées.
Afin d’améliorer les performances de détection, des algorithmes plus avancés (gaussienne
pondérée itératif et interpolation gaussienne en 2D) ont été testés. Per la suite les résultats
de ces deux sections ont été combinés pour analyser les résultats de plusieurs algorithmes
de détection appliqués à des faisceau propagés (fonction Bessel et sinus cardinal). Finale-
ment, cette analyse a été appliquée à des spots réels.
Dans le chapitre 5, nous allons présenter des résultats expérimentaux obtenus avec le sen-
seur de font d’onde X en géométries de faisceau parallèle (synchrotron) ou conique (mesure
en laboratoire). Différentes plaques de Hartmann ont été utilisé sur le montage de labora-
toire pour visualiser une série d’échantillons tes et biologiques. De plus, sur synchrotron,
nous avons testé le senseur de Hartmann pour retrouver la composition chimique d’objets
composés de matériaux connus. La composition chimique peut être estimée à partir de me-
sures directes et indépendantes de la partie réelle (proportionnelle à la phase) et la partie
imaginaire (proportionnelle à l’absorption) de l’indice de réfraction de l’échantillon.
Dans le chapitre 6, les résultats expérimentaux obtenus en tomographie X par contraste de
phase en propagation libre seront discutés. Nous avons exploité la capacité de l’imagerie X
par contraste de phase pour étudier les effets des maladies neurodégénératives du système
nerveux central. Les résultats de deux expériences sont présentés. La première expérience
a été réalisée avec des cerveaux de souris affectées par le modèle animal de la maladie
d’Alzheimer et la deuxième a été faite sur des échantillons de moelle épinière de souris
affectées par le modèle animal de la sclérose latérale amyotrophique.
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Chapter 1

Introduction

Neurodegeneration is a process by which a progressive loss of neuronal structure
and function occurs in many central nervous system (CNS) pathologies and it is gen-
erally associated with neuroinflammation. Neurodegenerative diseases are presently
incurable and current therapies have minimal or no significant effect in reversing the
CNS damage. New efforts are necessary for the comprehension of disease mecha-
nisms and monitoring of therapeutic approaches. In particular, the research in neu-
rodegenerative diseases requires tools enabling the visualization of disease-relevant
networks, such as the vascular and neuronal networks.
The techniques currently used to investigate tissue damage at cellular level suffer
from several limitations. In particular, 2D imaging (immuno-histochemistry and
electron microscopy) present a limited spatial coverage, involves a destructive sam-
ple preparation and is only applicable at the ex vivo level. Although jumping from
2D to 3D represented an outstanding breakthrough in the general quality of imaging
and information obtained, magnetic resonance imaging (MRI), positron emission to-
mography (PET), and X-ray computed tomography fail to provide a satisfactory an-
swer to the current imaging needs. Thus, MRI and PET are limited in terms of spatial
resolution, while X-ray computed tomography is a non-destructive, high-resolution
technique that provides a tridimensional reconstruction of the object.
These severe limitations in 3D imaging can be overcome by the more advanced X-
ray phase contrast tomography (XPCT), which provides much higher resolution
and contrast at cellular level also in soft tissues. Many techniques have been im-
plemented to perform XPCT like free-space propagation set-ups, coded aperture,
Talbot and Talbot-Laue, and interferometry. The majority of phase contrast methods
provide a qualitative analysis of the sample. The principal limitation concerning
free-space phase contrast imaging is that is mainly qualitative, and it does not allow
to separate the contribution of phase and absorption of the object. Losing this in-
formation prevents the calculation of the exact density of the material or retrieving
its chemical composition. An imaging techniques that allows quantitative data anal-
ysis might be of great interest, we thus developed a new X-ray imaging system to
overcome these limitations.

In this thesis, we implement a non-classical use of X-ray Hartmann wavefront sen-
sor for phase imaging an alternative to X-ray phase-contrast imaging. This technique
can in fact be implemented to characterize biological samples, to retrieve informa-
tion about the components of the index of refraction and to infer the chemical prop-
erties and the density of a given material.
The Hartmann wavefront sensor can be used to retrieve quantitative information
about the object density, in 2D or in 3D when combined with tomography. The
system provides absorption, deflection and phase images with a single acquisition.
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Such capacity of Hartmann-based X-ray phase imaging would open new opportu-
nities in non-destructive testing.

In chapter 1, we analyzed how X-ray photons are produced and their connection
with different atomic processes. We then introduced the main types of X-rays sources,
such as X-ray tubes or synchrotron facilities.
The next section was focus on X-rays interaction with matter. We first considered a
general description of the fundamental interaction mechanisms of X-rays, then we
applied it to extract important parameters connected with X-ray propagation in the
medium using an atomic physics description. Finally, to relate this analysis with
imaging, we also consider a wave optic model.
In the last section, we reviewed the elements of the classical coherence theory since
this parameter may possibly impact the performance of the wavefront sensor. Start-
ing from the effects of spatial and temporal coherence, we considered the aspects of
the theory of partial coherence that are related to the design of optical instruments.

In chapter 2, we introduced the main principles of X-ray phase-contrast and phase
imaging. Respect to the classical absorption-based imaging, this group of techniques
retrieves the phase changes introduced by the refraction of X-rays while propagat-
ing through an object. Then, an overview of the main X-ray phase-contrast imaging
methods is provided.
A separate section is dedicated to free space propagation, where the image contrast
is due to the interference between the beam diffracted by the object and the reference
beam. Wave optic theory was used for a general description of free space propaga-
tion. In free space propagation the phase cannot be measured directly, it has to be
recovered numerically with phase retrieval algorithms. The multiple distance and
single distance (Paganin) phase retrieval algorithms are discussed.

In chapter 3, we introduced the main characteristics of X-ray tomography. In par-
ticular, from a mathematical point of view the reconstruction of tomographic data
is connected with the Radon Transform that maps a function in the real space into
the set of its linear integrals. A separate section is dedicated to the Backprojection
algorithm that is used to obtain the volumetric reconstruction, both the parallel and
cone beam geometries are described.
Finally, a brief explanation of iterative reconstruction methods for tomographic data
sets is given.

In chapter 4, we defined the concept of wavefront using the Huygens-Fresnel prin-
ciple and then the implementation of an Hartmann wavefront sensor for phase con-
trast images is described.
Basic data treatment to detect the incident wavefront are discussed, with particular
attention given to centroiding methods.
The general design of the Hartman wavefront sensor was simulated thanks to the
implementation of a 3D wave propagation model based on Fresnel propagator. The
different components of the simulation tool, implemented in Python, are described
and validated with standard experimental situations.
A separate modellization is reported to determine the Hartmann sensor accuracy.
The simulation tool previously described was used to investigate many parameters
related with the Hartmann sensor design. In the first section features connected
with the propagation process were considered: source energy, aperture shape, pitch
and set-up distances. In the second section several parameters connected with the
detection process have been analyzed : first, the capabilities of classical detection al-
gorithms (First Moment, Weighted First moment, Gaussian Three-Point Fitting) will
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be studied for a theoretical spot (gaussian shape). To improve the detection perfor-
mance, more advanced algorithms (Iterative Gaussian Weighted and 2D Gaussian
Fit) were also described.
Later, the results of these two sections were combined together to analyze the out-
come of several detection algorithms to a propagated spot (Bessel and Sinc func-
tions). Finally, the same analysis will be applied to a real experimental spot.

In chapter 5, experimental results with the X-ray Hartmann wavefront sensor are
shown both for the laboratory set-up and for the synchrotron measurements.
Three different Hartmann plates were tested: a compact X-ray Hartmann wavefront
sensor and two prototypes with larger field of view.
Results using laboratory sources on edge detection and propagation effects are pre-
sented for the compact X-ray Hartmann wavefront sensor. These experimental re-
sults were the first examples of the advantages of deflection and, consequently,
phase image to improve the quantitative separation between different materials.
Images acquired with the second Hartmann wavefront sensor prototype with a larger
field of view are then presented. The results from tomographic scans of biological
samples (mouse brain and rat spine) showed the capabilities of the Hartmann wave-
front sensor to perform biomedical imaging.

In chapter 6 the compact Hartmann sensor was used with synchrotron light to differ-
entiate the chemical composition and the density of test objects composed of known
material. A direct and independent measurements of the real part (δ proportional
to the phase) and the imaginary part (β proportional to the absorption) of the sam-
ple refractive index (n) is shown. The comparison of the trend of δ and β respect to
the incident energy with the tabulated curves can give information on the chemical
composition of unknown material. The same samples were analyzed with polychro-
matic and monochromatic beams.

In chapter 7, we focused on the capabilities of X-ray phase-contrast imaging for
the investigation of the effects of neurodegenerative diseases on the central nervous
system. The X-ray phase-contrast tomography images were obtained with the free
space propagation technique with synchrotron light .
The results from two experiments are presented: the first one was carried out on
mouse brain samples affected by an animal model of Alzheimer and the second one
was performed on mouse spinal cord samples affected by an animal model of Amy-
otrophic Lateral Sclerosis.
For the brain samples affected by Alzheimer, a quantitative analysis was performed
on brain fibers and on the volume of plaques deposits both in the brain cortex and
hippocampus.
For the study of mouse spinal cord affected by Amyotrophic Lateral sclerosis, we
quantified a specific kind of neurons, called motor neurons and also the alterations
in the vasculature architecture.
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Chapter 2

Fundamentals of X-ray imaging

X-rays have been used for imaging, especially for medical diagnostics, since their
interactions with matter are so small that internal structures can be observed in a
non-destructive way. In this chapter we will concentrate on a general description of
X-ray imaging, with particular interest on biological tissues imaging.

2.1 X-rays

X-rays have been discovered by the German physicist Wilhelm Conrad Roentgen in
1895 who received the Nobel Prize for Physics in 1901. He was experimenting with
a new apparatus composed by a partially evacuated cathode ray tube with a fluo-
rescent screen placed some distance away.
The glass tubing housed a negatively charged cathode, a heated filament, which
spewed electrons toward the anode, a positively charged metallic target.
Upon contact with the anode, electrons were rapidly decelerated, transferring a pro-
portion of their kinetic energy into an electromagnetic radiation that were called
X-rays (X for unknown).
This radiation, called Bremsstrahlung radiation, has an energy range of 0 < E < Eelectron,
where Eelectron is the kinetic energy of the electrons (Michette and Pfauntsch, 1996).
The discovery marked a milestone in scientific progress and found its first relevance
in the field of medicine.
The many applications of X-rays immediately generated enormous interest, allow-
ing the development of a multitude of different techniques, not only in medicine but
also in biology, material science, industry and cultural heritage.
The X-ray regime includes photons of higher energy than visible and ultraviolet
light, but lower than gamma rays. Their wavelengths are comparable with the
atomic radius and are thus typically measured in Angstroms, Ȧ = 10−10m (fig.2.1).
Since X-rays span a very wide range of wavelengths, it is often simpler to differen-
tiate them in terms of their energies, which range from about 100 electron volts (eV)
at the low end, to an upper limit of several hundreds of keV.
X-rays with high photon energies above 5–10 keV (below 0.2–0.1 nm wavelength)
are called hard X-rays, while those with lower energy (and longer wavelength) are
called soft X-rays.
The wavelength λ is related to the energy E, measured in eV, by the equation:

E =
hc

1.602 · 10−19λ
(2.1)

where h =6.626 x 10−34 m2 kg/s is the Planck constant, and c = 3 x 108 m/s is the
speed of light in vacuum.
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FIGURE 2.1: X-rays are part of the electromagnetic spectrum, with
wavelengths shorter than UV light. Their wavelengths are com-
parable to the atomic radius and are thus typically measured in

Angstroms (Ȧ).

2.1.1 Production of X-rays

X-ray photons are produced by high-speed electrons interacting with matter and
thus connected with different atomic processes.
The first case we will investigate is the bremsstrahlung radiation.
In general, bremsstrahlung refers to any production of electromagnetic radiation
connected with the deceleration of a charged particle. It occurs when electrons enter
the anode and start interacting with atoms. The electric field of each atom modify
the electrons trajectory and thus decelerate them.
The total intensity of the bremsstrahlung radiation, resulting from an electron of
mass m, electric charge e, incident on a target nucleus of charge Ze, is proportional
to:

I ∝
Z2e2

m2 (2.2)

It follows immediately from eq.2.2 that the production of bremsstrahlung radiation
is the more effective the higher is the atomic number Z of the target.
Also, the anode normally is a metal plate with high atomic number and high melting
point (e.g. tungsten, molybdenum, copper), and is the source of X-rays.
In addition to bremsstrahlung radiation, which describes a continuous spread of
photon energies up to the maximum electron energy, X-rays are also generated
through characteristic emission lines. In this case, an incident electron interacts with,
and causes the ejection of, one of an atom’s inner shell electrons.
The atom will be in a highly excited state, due to the lack of one of its electrons with
highly negative binding energy; an outer shell electron will tend to fill the hole in
the inner shell and a characteristic radiation is emitted.
From the nucleus moving outwards, the orbitals are labelled as K, L, M, N (etc.)
shells, with specific quantized energy levels.
Therefore, the energy of the characteristic X-ray is equal to the difference between
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the binding energies of the two shells involved. Each element in the periodic table
has its own unique binding energies for each shell, so the energies of characteristic
X-rays are different for each atom.

2.1.2 X-rays sources

In the following, we will look at some of the X-rays sources that have found wide
applications in various fields, such as X-ray tubes or Synchrotron facilities. In an
X-ray tube the target (anode) is kept very close (typically 1-3 cm) to the source of
electrons (cathode). A high electric potential between cathode and anode acceler-
ates the electrons to high velocities (Ahmed, 2015). The maximum kinetic energy in
electron volts attained by these electrons is equal to the electric potential (in volts)
applied between the two electrodes (fig.2.2).
For example, an X-ray machine working at a potential of 30 kV can accelerate elec-
trons up to a kinetic energy of 30 keV. X-ray machines are poorly efficient in the
sense that 99% of their energy is converted into heat and only 1% is used to generate
X-rays. This results in the production of two types of X-rays: Bremsstrahlung and
characteristic X-ray lines (already described in section 2.1).

FIGURE 2.2: Sketch of a typical X-ray tube. Image from (Ahmed,
2015).

X-ray tubes are not the only means of producing X-rays. In high-energy particle
physics facilities, where particles are accelerated in curved paths at relativistic ve-
locities using magnetic fields, highly intense beams of photons, called synchrotron
radiation, are produced. The production of radiation in these facilities, can be dis-
tinguished from X-ray tubes by noting that Bremsstrahlung is a product of tangen-
tial acceleration, while synchrotron radiation is produced by centripetal acceleration
of charged particles. The spectrum of synchrotron radiation is continuous and ex-
tends over a broad energy range, from infrared to hard X-rays. The X-rays produced
as synchrotron radiation are extremely intense, highly collimated, and polarized in
contrast to conventional X-rays, which have very low intensities, very difficult to
collimate and completely unpolarized.
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However, the production of synchrotron radiation needs dedicated facilities, devel-
oped around the world, where beam time is made available to researchers. A syn-
chrotron machine consists of a combination of different structures. As shown in
fig.2.3, the principal ones are storage ring, Linac (linear accelerator), booster and
beamlines. Before being injected in the storage ring, the electrons that will produce
synchrotron radiation are firstly accelerated in the Linac and then in the booster, up
to the desired energy. Only at this point they enter into the storage ring, where they
circulate for hours or days at a speed close to the one of light. The synchrotron radi-
ation produced by the insertion devices, a periodic series of magnets, is collected by
the beamlines, constructed tangentially to the storage ring.

FIGURE 2.3: The principal structures of a synchrotron: injection sys-
tem (Linac), booster ring, storage ring, beamlines. Image credit:
“Schéma de principe du synchrotron.jpg”, EPSIM 3D/JF Santarelli,

Synchrotron Soleil.

X-rays can also be produced through Laser (Light Amplification by Stimulated Emis-
sion of Radiation) (Duguay and Rentzepis, 1967,Rohringer and London, 2009). This
X-ray emission is generated by exploiting a quantum mechanical phenomenon called
stimulated emission. Stimulated emission is an optical amplification process in which
the photon population is increased by the interaction of the incident photons to in-
teract with atoms or molecules in excited states. For simplicity, we will refer just to
atoms while the physical processes are the same for ions and molecules. The initial
photon is not destroyed in the process but if its energy is resonant with an atomic
transition it forces the atom to emit a photon that is the twin of the incident photon
(same phase, polarization, energy, direction). Laser always start with spontaneous
emission that is a stochastic process. In general, amplification barely modify the
stochasticity. Several solutions have been set to produce collimated, polarized and
coherent beams, the most efficient being the used of cavity. Most X-ray mirrors have
low reflectivity preventing the use of cavity. In that case, elongated amplification
media (Benware et al., 1997) or injection of coherent external X-ray beam (Zeitoun
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et al., 2004) allows the production of high quality laser beams. Lasers can be pro-
duced either as continuous waves or in the form of pulses by a variety of materials
in different states.
Also, another kind of sources has been developed rapidly over the past 50 years,
called Free-electron lasers (FELs). The radiation results from the interaction of an
optical wave and a relativistic electron bunch, leading to an energy exchange be-
tween the light pulses and the relativistic electrons (Couprie et al., 2004, Yoneda
et al., 2015, Emma et al., 2010, Schreiber et al., 2010). Like in synchrotrons, elec-
trons are submitted to external magnetic fields that force them to oscillate and then
to emit X-rays. For FEL, the period of oscillation is resonant with the wavelength
of the emitted X-rays producing a strong monochromatic, low divergence emission
comparable to a laser. FEL produces coherent electromagnetic laser waves with con-
tinuous tunability and short-pulse duration.

2.2 X-rays interaction with matter

We will now consider in details the X-rays interaction with matter. Since in the
following we will focus on imaging techniques, it is crucial to understand the fun-
damental interaction mechanisms related with image formation. In this section we
will first consider a general description, then in section 2.2.1 we will apply it to ex-
tract important parameters connected with X-ray propagation in the medium using
an atomic physics description. . Finally, in section 2.2.2, to relate this analysis with
imaging, we will consider the beam using a wave optic model.
When an X-rays beam passes through a medium, it undergoes attenuation. This
attenuation can be connected to either absorption or scattering of photons by the
medium. In absorption, the energy of the photon is completely transferred to the
atoms, whereas in scattering, the X-ray beam undergoes a change in direction that
may be accompanied by a change in its energy.
In the energy domain related to medical physics (30-150 keV) the main three mecha-
nisms by which X-rays can interact with matter are: Coherent (or Rayleigh) Scatter-
ing, Auger effect, Photoelectric Effect and Compton Scattering. Which interaction
process will dominate for the photons in the beam, depends on the photons’ energy
(Eγ) and on the type (atomic number, Z) of the attenuating material.

Coherent scattering refers to the elastic scattering of a photon beam with atomic
electrons, in which no energy transfer to medium takes place.
The photon’s electromagnetic field let the electrons in the medium oscillate, they will
emit a photon with the same energy as the incident photon in order to come back to
their original state. After the interaction, the angle between the incident photon and
the scattered photon is small and the scattered photon has the same energy of the
incident photon. The probability of coherent scattering is higher when the photon
energy is very small and the medium atomic number Z is very large.

In the photoelectric effect, the incident photon interacts with an atom and ejects one
of the bound electrons (from K, L, M, or N shells). All the photon energy is transfer
to the atom in the medium. Some of the photon energy is used to overcome the
binding energy of the electron, and the rest is converted into kinetic energy of the
electron:

EK = hv− Eb (2.3)
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where EK is the kinetic energy of the electron, hv is the incident photon energy and
Eb is the binding energy of the electron.
For the photoelectric effect to take place, the energy of the incident photon must be
larger than the binding energy of the bound electron.
In the Compton effect a photon interacting with an electron from an outer shell will
transfer some of its initial energy to the electron. The energy loss can be calculated
by considering the conservation of both energy and momentum during the interac-
tion.
As a result, the electron is ejected, and the photon is scattered with a reduced energy.
Since only a small portion of the photon energy is absorbed, the energy absorbed is
considerably less than the photoelectric effect.
In both absorption and scattering, the net result is the transfer of energy to the
medium. Therefore, X-ray radiation is attenuated when it passes through a material.
The attenuation can be expressed by the relationship for a monochromatic incident
X-ray beam and a material of uniform density and atomic number:

I = I0e−η(σph+σC+σR) (2.4)

where I and I0 are the transmitted and the incident beam intensities, η is the thick-
ness of the material multiplied by the linear attenuation coefficients of photoelectric
effect (σph), Compton effect (σC) and Rayleigh scattering (σR) of the material.
The coherent scattering is significant for very low-energy photons (<10 keV). The
photoelectric interaction is most common at intermediate photon energies (about 25
keV) and the Compton effect dominates at higher energies (from 25 keV to 5 MeV).

2.2.1 X-ray interaction considering atomic processes

From Maxwell equations the expression for a wave that propagates in a dissipative
medium is described by the following expression:

∆2E =
ε

c2
∂2E
∂t2 +

4πσ

c2
∂E
∂t

(2.5)

Considering only one frequency ω, a solution is the following electric field (Attwood,
1999):

E = E0e(i(k·r−ωt)) (2.6)

where the propagation constant k is equal to:

k =
ω

c
(ε +

i4πσ

ω
)

1
2 (2.7)

If the propagation happens in vacuum, the expression for k is simplified:

k =
ω

c
(2.8)

and satisfies the following dispersion relation inside the medium and is used to in-
troduce the index of refraction:

k =
ω2n2

c2 (2.9)
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Each material can be described through its refraction index, for X-rays is defined as
the ratio between the speed of the light in vacuum and its speed in the medium:

n(ω) = 1− δ(ω) + iβ(ω) (2.10)

The refraction index defined in eq.2.10, can be rewritten in the X-ray region as:

n(ω) = 1− nareλ
2

2π
( f 0

1 (ω) + i f 0
2 (ω)) (2.11)

where f 0
1 and f 0

2 are the real and imaginary part of the total linear scattering factor
f 0 = ( f 0

1 (ω) + i f 0
2 (ω)). The wavelength in vacuum is defined by λ, na is the atomic

density and re is the classical electron radius. The real and imaginary parts of the
total linear scattering factor f 0 can be expressed as:

f 0
1 (ω) = ∑

s
gs

ω(ω2 −ω2
s )

(ω2 −ω2
s )

2 + γ2ω2

f 0
2 (ω) = ∑

s
gs

γω2

(ω2 −ω2
s )

2 + γ2ω2

(2.12)

where ωs is the atomic resonance frequency of the electrons, γ is a dissipative term
and gs are the oscillator strengths, such that the sum of the oscillator strengths is
equal to the atomic number Z. The two optical constants, f 0

1 (ω) and f 0
2 (ω), describe

the phase shifts and the absorption of X-rays inside a medium.
For ω >> ωs, f 0

1 and f 0
2 tend asymptotically to:

f 0
1 → Z

f 0
2 → 0

(2.13)

where Z is the atomic number.
Considering eq.2.11, δ and β can be rewritten as:

δ =
nareλ

2

2π
f 0
1 (ω)

β =
nareλ

2

2π
f 0
2 (ω)

(2.14)

From eqs.2.14, δ and β are proportional to the real and imaginary parts of of the total
scattering factor.

We can now concentrate on how δ and β are related to the propagation of X-rays
inside a medium.
To answer this question let us consider a monochromatic plane wave of the form:

E(r, t) = E0ei(ωt−k·r) (2.15)

where k and r are vectors with the same direction so that k · r = kr. And we assume
the dispersion relation:

E(r, t) = E0ei(ωt−k0r)ei(k0δr)ei(−k0βr) (2.16)

where k0 = ω
c is the wave vector in vacuum. We can distinguish three terms in

equation 2.16:
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• The first term represents the wave propagating in vacuum,

• The second term, which contains δ, describes the phase shift due to the inter-
action between the radiation and the medium.
The phase shift ∆φ(x, y) between a wave passing through an object of a given
thickness η and the same wave free-propagating in vacuum can be written as:

∆φ(x, y) = −2π

λ

∫ η

0
δ(x, y, z)dz (2.17)

where z is the propagation direction over the object.

• The third term represents the decay of the wave amplitude in the medium due
to photo-absorption and Compton effect.
The decrease in amplitude can be expressed through the parameter:

µz(x, y) =
1
2

∫
µ(x, y, z)dz =

2π

λ

∫
β(x, y, z)dz (2.18)

where µz is the attenuation coefficient, a constant that describes the fraction of at-
tenuated incident photons in a mono-energetic beam per unit thickness of a material
for an homogeneous object::

µ =
4πβ

λ
(2.19)

The interaction of an electromagnetic wave with matter affects both the wave ampli-
tude and phase. A visual representation is shown in fig.2.4, where two monochro-
matic plane waves travelling in the vacuum (upper image) and in a material with re-
fractive index n < 1 (lower image) are compared. After the interaction with matter,
the latter is longitudinally shifted (phase shift, ∆φ) and its amplitude decreases (at-
tenuation). Considering again eq.2.14, for low Z elements and high energies, f 0

1 (ω)
is constant and f 0

2 (ω) tends to 1
E2 . For this reason, in the hard X-ray region (E ≥

10 keV), δ is several orders of magnitude larger than the imaginary part of the re-
fraction index β. Thus, when considering biological samples at high energy (hard
X-rays), phase imaging will be predominant over amplitude imaging.

Since in the following sections we will image brain tissue of small animals, we study
the trend of δ and β respect to the incident energy for this particular sample. For
the chemical composition and density of the brain tissue we used here the data pub-
lished in (ICRU Report 44, Griffiths, 1989) that is available on the National Institute
of Standards and Technology (NIST) website (Hubbell and Seltzer, 2004). We used
the Center for X-ray Optics website for calculating δ and β.
In fig.2.5 we can see the plot of δ and β respect to the incident energy for brain tis-
sue. In the hard X-ray region (yellow inset) the contribution of δ is 103 − 104 times
larger than β. Phase imaging of the biological tissue in this energy range will provide
higher accuracy respect to absorption imaging.

2.2.2 The Transmission Function

This section will focus on propagation related problems using wave optics theory.
The first step to solve the interaction problem is to calculate the field emerging from
the object just downstream of the object plane.
Since finding the exact solution for this problem is not always straightforward, some
approximations will be presented in the text.
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FIGURE 2.4: Schematic representation of the interaction of a wave
with a medium: amplitude and phase are modified respect to the in-

cident wave.

The transmission function defines how the wave is modified by the interaction with
the object. Let us start from the following linear relation (Born and Wolf, 1980):

E0(x, y) = T(x, y)Eincident(x, y) (2.20)

The transmission function T(x,y) is defined as the ratio between the emerging field
after the object E0(x, y) and the incident field Eincident(x, y). In principle the trans-
mission function should depend on both the sample and the incident wavelength.
In practice, T(x,y) is often estimated a priori and considered a function depending
exclusively on the object. The dependence of T(x,y) from the incident field can be ig-
nored under the projection approximation or thin objects approximation. In this ap-
proximation the object is considered optically thin so that the beam does not signif-
icantly change along the whole thickness of the sample. Also, the scattering effects
inside the object can be neglected. We use the Born approximation ignoring multi-
ple scattering events. This second condition is satisfied when considering biological
samples imaged in the hard X-ray region. The object is assumed to be sufficiently
thin so that we can neglect any deviation from the straight line propagation through
the sample.
Since in the X-ray region the real part of the complex refraction index n (see eq.2.10)
is always smaller than 1, the shifts within the matter respect to the incident direction
of the X-rays are negligible. The equation that describes an electric field inside a
material is : (n2

c2
∂2

∂t2 − ∆2
)

E(x, y, z, t) = 0 (2.21)
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FIGURE 2.5: Plot of δ and β respect to the incident energy for brain
tissue. The chemical composition and density of the tissue were ob-
tained by the ICRU Report 44 (Griffiths, 1989). The yellow inset is in
the hard X-rays region, where the contribution of δ is is several orders

of magnitude larger than β.

The solution of eq.2.21 satisfies the Helmholtz equation :

(∆2 + k2n2)Eω(x, y, z) = 0 (2.22)

and in the paraxial approximation can be written as:

Eω(x, y, z) = E0(x, y, z)eikz (2.23)

where z represents the wave propagation direction, k = 2π/λ and E0(x, y, z) is the
electric field at z=0. Substituting eq.2.23 into the Helmholtz equation (eq.2.22) we
obtain:

∆⊥E0 + 2ik
∂E0

∂z
+ (n2 − 1)k2E0 = 0 (2.24)

where the second derivative where neglected since the amplitude is weakly variable
in the propagation direction and ∆⊥ is the Laplacian in the (x,y) plane.
Eq.2.24 can be solved applying the thin object approximation, mentioned above,
which states that every element inside the specimen interacts only with the inci-
dent wave and not with the scattered one. In this approximation the effect of the
transverse Laplacian (in x and y) will be much smaller than the axial derivative (in
z), so we can rewrite eq. 2.24 as:

2ik
∂E0

∂z
+ (n2 − 1)k2E0 = 0 (2.25)
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whose solution corresponds to the linear relation that describes the transmission
function T(x,y) (eq.2.20). The transmission function is described by (Thibault, 2007):

T(x, y) = exp(ik
∫ n2 − 1

2
dz) (2.26)

with the integral evaluated simply along the optical axis z. Concentrating on the
term n2−1

2 and using eq.2.10 for n, we can neglect the second-order terms, since δ
and β are extremely small in the hard X-rays range (fig.2.5).
We can rewrite the transmission function as:

T(x, y) = exp[−k
∫

β(x, y, z)dz− ik
∫

δ(x, y, z)dz] (2.27)

Combining eq.2.27 with the expressions given before for φ(x, y) (eq.2.17) and µz
(eq.2.18), the transmission function can be rewritten in a new form:

T(x, y) = e−µz(x,y)eiφ(x,y) (2.28)

In eq.2.28 we find again a similar expression for the transmission function, already
shown in eq.2.16. If the interactions (absorption and phase shift imparted by the
object) are assumed to be sufficiently weak, the terms µz(x, y) and φ(x, y) in eq.2.28
can be considered smaller than 1, we can use the Taylor series expansion up to the
first order for the expression of T(x,y) :

T(x, y) ≈ 1− µz(x, y) + iφ(x, y) (2.29)

In order to the verify the weak object approximation assumed in eq.2.29, the lateral
displacement of the rays inside the object has to be small compared to the spatial
resolution r: √

2δη < r (2.30)

where
√

2δ is the maximum angular deviation for total external deflection and η is
the object thickness.

2.2.3 Impact of Absorption on X-ray Imaging

In classical X-ray imaging, the image formation is usually due to the attenuation of
the beam passing through the matter, where the contrast is given by absorption and
scattering processes. The intensity of the beam, defined as the energy transported
by the radiation per unit area and per unit of time, decreases with an exponential
law known as the Bouger-Lambert-Beer attenuation law (Sólyom, 2010):

I = Iincidente−µη (2.31)

where I is the field intensity after the object and Iincident is the incident field intensi-
ties, η is the material thickness, and µ is the linear absorption coefficient.
According to equation 2.31, the intensity decreases with increasing propagation dis-
tance within homogeneous matter and proportionally to the attenuation coefficient
of the material. Thus the X-ray beam will be more attenuated as the energy decreases
and the thickness η increases. The coefficient µ (eq.2.18) is proportional to the pho-
ton energy, to the chemical composition and to material density. From eq.2.18 we
can say that if the object is homogeneous µ is constant. To better understand the
mechanisms underneath the absorption process, we consider again the expression
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given for β in eq.2.14.
The attenuation of the beam for a given energy increases with the electron density
of the material and with the atomic number of its constituting elements. The image
contrast increases when a great difference in the atomic numbers of two materials
occurs. Absorption contrast is in fact ideal for medical imaging of high-density bone
surrounded by low density tissues, such as muscle and skin.
For an inhomogeneous object, eq.2.31 will be modified considering the attenuation
coefficient µ(x, y) as a function of x and y, and the intensity has to be calculated with
a line integral along the beam direction r:

I = Iincidente−
∫

µ(x,y)dη (2.32)

To reconstruct the attenuation coefficient values, the measured intensity data (I)
have to be first linearized.
The attenuation coefficient A0 is defined by:

A0 = −ln
( I

Iincident

)
=
∫

µ(x, y)dη (2.33)

Therefore, absorption imaging provides a 2D map of µ(x, y), while the information
about the phase is lost. Figure 2.6, sums up how the incident beam attenuation
depends on the properties of the material (atomic number and the mass density),
the object thickness and the radiation wavelength. To retrieve the other parameters

FIGURE 2.6: The absorption coefficient is a function of the atomic
number Z, of the wavelength λ, density mass ρ and object thickness

∆η.

, we can write the total linear attenuation coefficient µ as:

µ =
ρ

NA A
σa (2.34)

where σa denotes the total attenuation cross section of a single atom (indexed with a),
ρ is the mass density, NA is Avogadro’s constant, and A is the atomic mass number.
Databases typically contain the mass attenuation coefficient µ/ρ.
At photon energies E where photoelectric absorption is the dominant interaction
process (up to about 25 keV), it is possible to substitute σa with the total photoelectric
cross-section, which can be approximate as:

σa ∝
Zn

E3 (2.35)
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with n ≈ 4.5 for light elements and n ≈ 4 for heavy elements.
The linear attenuation coefficient, therefore, varies approximately as:

µ ∝ ρ
Zn−1

E3 (2.36)

2.3 Propagation in Vacuum

In the previous section (section 2.2.3) to calculate the solution of the interaction prob-
lem, we calculated the field E0 emerging from the object, once the incident field Ei
and the object properties are known. After the interaction with the sample, the wave-
front undergoes further modifications during the propagation in free space. We will
describe the propagation of the field by calculating the expression of the field Ez at
any finite distance z from the object. Diffraction arises when a wave encounters an
obstacle in its path and its associated with the deviation of the wave from its previ-
ous propagation trajectory. Diffraction effects are described by the Huygens-Fresnel
principle, which states that the wave propagation can be predicted by assuming that
each point of a wavefront acts as the source of a spherical secondary wavelet with
the same frequency as the primary wave. These secondary waves will define the
new wavefront after propagation.

Let us translate Huygens-Fresnel principle in a precise mathematical form known as
Fresnel-Kirchhoff formula. Let consider a single plane wave of the following form:

E(x, y) = E0(x, y)e−i(kxx+kyy) (2.37)

at the plane z= 0 (where the object is located). Considering the propagation of the
wave from z=0 to z = D a factor e−ikzD will be added.
Thus, the expression of the field ED at a distance D will be:

ED(x, y) = E0(x, y)e−i(kxx+kyy)e−ikzD (2.38)

The plane wave E0 can be decomposed through a Fourier expansion and thanks to
the linearity of this decomposition, we can propagate independently each term of
the expansion. Following this procedure, the field at z = D can be expressed as the
convolution between the field E0 at z=0 and a propagator PD:

ED(r) =
∫∫

∞
dr̄E0(r̄)

∫∫
∞

e−2πi[ f (r−r̄)]e−kzDd f =
∫∫

∞
E0(r̄)PD(r− r̄)dr̄ (2.39)

where r = (x, y) represents the coordinates on the image plane (plane after propa-
gation) and r̄ = (x̄, ȳ) the one on the object plane, f = (p, q) with p and q spatial
frequencies:

p =
kx

2π

q =
ky

2π

(2.40)

and the propagator PD(r) is:

PD(r) =
∫∫

∞
e2πi[ f (r−r̄)]e−ikzD (2.41)
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The equation 2.39 can be rewritten in a more concise way as:

ED(r) = E0(r)⊗ PD(r) (2.42)

where the symbol ⊗ indicates the convolution operation. The field in z = D can be
calculated as the convolution between the field E0 just after the object and the propa-
gator PD. This equation can be used to determine the field at any distance D from the
object interacting with the beam. The calculation of diffracted fields, starting from
the expansion in plane waves, generally implies the resolution of integrals whose re-
sult cannot be expressed in a closed form. This means that the solution to the eq.2.39
does not give an exact result with a finite amount of data. To solve this issue, suffi-
ciently accurate results can be obtained by introducing some approximations in the
diffraction integrals. Among these, the Fresnel and Fraunhofer approximations will
be discussed.

2.3.1 Fresnel Approximation

The Fresnel approximation is valid when the field E0 is assumed to be equal to zero
outside of a small region centered in the axis origin, with linear dimensions small
with respect to z. Also ED will be calculated in a region around the position (0,0,z)
with linear dimensions small with respect to z. We use the Rayleigh-Sommerfield
expression (Gori, 1997) to define the field ED :

ED(r) =
i
λ

∫∫
∞

E0(r̄)
e−ikd

d
cos(θ)dr̄ (2.43)

where

d =
√

D2 + (r− r̄)2

cos(θ) =
D
d

(2.44)

where r = (x, y, z) are the coordinate in the image plane and r̄ = (ε, η) are the co-
ordinate in the origin plane. The wave field U(x,y) is calculated from the diffraction
of a complex aperture placed in the (ε,η) plane that is illuminated by the field U(ε,
η) in the positive z direction (fig. 5.10). Then, in this approximation it is possible to
consider:

cos(θ) ≈ 1
1
d
≈ 1

D

(2.45)

An approximated form to the term d that appears in the exponential can be given.
However, since this is an oscillating function, the approximation is needed in order
to neglect, in the kd argument, only the terms that give a small contribution com-
pared to 2π. We can write d in the form:

d = z
[
1 +

(x− ε)2 + (y− η)2

z2

]1/2
(2.46)

and we can approximate d at the first order as:

d ≈ z +
(x− ε)2 + (y− η)2

2z
(2.47)
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FIGURE 2.7: Schematic representation of the coordinates system: the
wave field is defined in the (ε,η) plane and propagated until the sec-
ond plane (x,y). The propagation direction z is orthogonal to both

planes.

neglecting the terms from the second order eq.2.43 becomes:

E(x, y, z) =
ie−ikD

λz

∫∫
∞

E0(ε, η)e−ik ((x−ε)2+(y−η)2)
2z cosθdεdη (2.48)

which represents the diffraction produced by an object in the Fresnel approximation
at z. The integral is extended to the entire plane (ε, η) and transverse limitations
are taken into account through E0. Comparing eq.2.48 and eq.2.39, we can write the
expression for the Fresnel propagator at a distance z = D in the Fresnel approxima-
tion:

PD(x, y) =
i

λz
e−(

iπ(x−ε)2+(y−η)2
λD ) (2.49)

Eq.2.49 shows that the propagator PD acts linearly on the field E0, so that the propa-
gation process has the same effect as a linear filtering.
Due to this feature, the most natural treatment of the propagation is obtained in
the Fourier space. In mathematics the convolution (eq.3.8) corresponds in reciprocal
space to a simple multiplication, thus the field ED measured at z = D can be written
in reciprocal space as:

ẼD( f ) = Ẽ0( f )P̃D( f ) (2.50)

where f is the spatial frequency conjugated to r, and the tilde indicates the Fourier
transform.
From eq.2.49 we can rewrite the transfer function in the Fresnel approximation as:

P̃D( f ) = e(iπλD f 2) (2.51)

Experimentally the intensity of the field ED is measured as the square module of the
field amplitude:

ID(r) = |ED(r)|2 (2.52)

2.3.2 Fraunhofer Approximation

We want to derive the expression of the diffracted field in the limit of far-field or
Fraunhofer approximation. Considering again the expression given before for the
propagated field E (eq.2.48), it can be observed that when z tends to infinite, the
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terms ε and η give a negligible contribution to the argument of the exponential func-
tion with respect to 2π .
Under this condition, ε and η are omitted and the diffraction integral takes the form
(Goodman, 2005):

E(x, y, z) =
ie−i[kz+ k

2z (x2+y2)]

λz

∫∫
∞

E0(ε, η)ei2π
εx+yη

λ dεdη (2.53)

which is the expression of the diffraction in the far-field limit. The analytic form is
now particularly simple because the integral in eq.2.53 is the Fourier transform of
E0 calculated in x

λz and y
λz . The condition that ensures the validity of Fraunhofer

approximation is:

z� ε2 + η2

2λ
(2.54)

From this condition the distance of transition between Fresnel and Fraunhofer diffrac-
tion regions can be estimated. Assuming that the element generating diffraction is
contained within a circle of radius a, the distance at which we are no longer in Fres-
nel but in Fraunhofer regime is equal to:

z� a2

2λ
(2.55)

In practice, already for distances not far from the second term of 2.55, the diffracted
field can be described by Fraunhofer approximation. Conventionally, the critical
distance of transition is assumed to be:

zc =
πa2

λ
(2.56)

The order of magnitude of this distance will be taken in the following to define and
distinguish the different regions of formation of the image.

2.3.3 Region of image formation

In this section we will summarize what we saw in sections 2.3.1 and 2.3.2, and define
some parameters to distinguish each propagation regime. To define the near and far
field approximations, the Fresnel number N f is used:

N f =
a2

λz
(2.57)

Different diffraction regimes can be defined as a function of the propagation distance
(z) from an aperture (a) at a given wavelength (λ). The condition for the near field
regime is satisfied for N f >> 1 , while the Fresnel approximation is valid for N f ≈ 1
and the Fraunhofer regime applies for N f << 1.

In the near-field regime, the recorded image of the sample is still close to the real
image but, at the same time, high contrast is given by sharp changes in the refraction
index, e.g. at borders.
In the Fresnel regime, due to the propagation effect, the image of the real sample
is almost lost, and the recorded image becomes an interference pattern. This is the
region in which we place the sample to perform phase contrast imaging.
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In the Fraunhofer regime, the diffracted image losses resemblance with the object.
Indeed, in the Fraunhofer region, the image field has the form of the Fourier trans-
form of the field after the object.

2.4 Elements of coherence theory

It is possible to do imaging with different kind of X-ray sources and, as it will be
shown later on section 5.6, the coherence degree of the light has a big impact on the
image formation process. In particular, the degree of coherence becomes a crucial
parameter when using a wavefront sensor.
In this section, we review the elements of the classical coherence theory. The effects
of spatial and temporal coherence will be considered separately and we will consider
the aspects of the theory of partial coherence that are related to the design of optical
instruments.
Coherence is commonly defined as the ability of a field to form interference fringes
(Reynolds et al., 1989). Real sources are neither fully coherent nor fully incoherent,
but rather are partially coherent. The development of the theory of partial coherence
is necessary to quantify the differences between the field produced by a real source
and an ideal monochromatic point source.
The theory is formulated in terms of an observable quantity, the mutual coherence
function. This function (of a field stationary in time) is defined as the mathematical
complex cross-correlation of the field in two points x1 and x2:

Γ12(r) = Γ(x1, x2, τ) =< E1(x1, t + τ)E∗2(x2, t) > (2.58)

where E1 is the field at the point x1, E2 is the field at the point x2 and τ = t2 − t1.
Also, τ = ∆l/c where ∆l is the path difference between the two beams and c is the
speed of light in vacuum.
The angular brackets denotes a time average:

< f (t) >= lim
T→+∞

1
2T

∫ T

−T
f (t)dt (2.59)

The cross-correlation function becomes an autocorrelation function when the two
field points coincide. This function is equal to the intensity calculated for the point
x1 for zero time delay : Γ11(0) = I(x1).
The complex degree of coherence γ12(τ) is defined as the normalized mutual coher-
ence function:

γ12(τ) =
Γ12(τ)√

Γ11(0)Γ22(0)
(2.60)

2.4.1 Quasi monochromatic approximation

The quasi monochromatic approximation is satisfied when the spectral width of the
radiation (∆ν) is very small compared to mean frequency (ν):

∆ν� ν (2.61)

In addition, we assume that all path differences in the considered case satisfy the
condition:

∆l � c/∆ν (2.62)
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Under these conditions the radiation behaves like a monochromatic one, with fre-
quency ν. Let us consider a two pinhole experiment (fig.2.8), where two plane, lin-
early polarized waves E1(t) and E2(t) are propagating from two apertures S1 and
S2. Since these two waves are propagated by linear differential wave equations, the
field at a generic point P can be represented as a superposition of two contributions:

EP(t) = K1E1(t− r1/c) + K2E2(t− r2/c) (2.63)

where K1 and K2 are propagators and r1 and r2 are the distances from P to S1 and S2,
respectively.

FIGURE 2.8: Schematic two pinholes experiment where P is a general
point from the observation plane. The fields from the two apertures
S1 and S2 are called V1(t) and V2(t), respectively. r1 and r2 are the

distances from P to S1 and S2.

The intensity at the point P is given by:

I(P) =< EP(t)E∗P(t) > (2.64)

that can be rewritten as:

I(P) =< |K1E1(t− r1/c) + K2E2(t− r2/c)|2 >=

I1 + I2 + 2Re[K1K∗2 < E1(t− r1/c)E∗1(t− r2/c) >]
(2.65)

where I1 and I2 are the intensities at P due to S1 and S2.
The equation 2.65 can be rewritten changing the origin of time:

I(P) = I1 + I2 + 2Re[K1K∗2 Γ12(τ)] (2.66)

Eq.2.66 can be called the generalized interference law for partially coherent light.
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Let us now define the mutual intensity function as Γ12(0). Because K1 and K2 are
purely imaginary, we can use the notation:

Γ12(τ) = |Γ12(0)|eiΦ12 = |Γ12|eiΦ12 (2.67)

where Φ12 = 2πντ + β12. The phase difference is 2πντ = (2π/λ)(|r1 − r2|) , and
β12 = arg[Γ12(τ)].
Eq.2.66 can be rewritten as:

I(P) = I1 + I2 + 2|K1K∗2 ||Γ12|cosΦ12] (2.68)

Using eq.2.58 we can rewrite eq.2.68 as:

I(P) = I1 + I2 + 2
√

I1 I2|γ12|cosΦ12] (2.69)

Eq.2.69 is the generalized interference law for partially coherent quasi-monochromatic
light. In terms of |γ12|, the following types of coherence can be differentiated:

• For |γ12| = 1 : full coherence,

• For |γ12| < 1 : partial coherence,

• For |γ12| = 0 : full incoherence,

Perfect correlation implies a ‘perfect’ interference pattern (‘perfect’ in the sense that
the interference fringes achieve their maximal visibility) and perfect coherence. Zero
correlation implies no interference pattern and complete incoherence. The function
|γ12| takes into account at the same time spatial and temporal correlations. In partic-
ular if τ = 0 it is possible to say that γ12(0) describes the spatial coherence properties
while if the path traversed by the two signal is equal, γ11(t) describes the temporal
coherence.
In a pattern of interference fringes, the intensity varies between two limits Imax and
Imin. From Eq.2.69 (with cosΦ12=1) these values correspond to:

Imax = I1 + I2 + 2
√

I1 I2|γ12(τ)| (2.70)

and
Imin = I1 + I2 − 2

√
I1 I2|γ12(τ)| (2.71)

We define the fringe visibility V as:

V =
Imax − Imin

Imax + Imin
(2.72)

it follows that:

V =
2
√

I1 I2|γ12(τ)|
I1 + I2

(2.73)

In the particular case of I1 = I2, the fringe visibility results to be:

V = |γ12(τ)| (2.74)

This means that the fringe visibility is equal to the modulus of the degree of partial
coherence. Thus, a simple measure of the visibility gives a measure of the complex
degree of coherence.
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Temporal coherence specifies the extent to which the radiation maintains a defi-
nite phase relationship at two different times. Temporal coherence is character-
ized by the coherence time τ0, defined as the time for which the field of a “quasi-
monochromatic” source keeps the same phase value and for t > τ0 changes phase
abruptly. After each coherence time the phase changes assuming values randomly
distributed between 0 and 2π.

From τ0, we can define the coherent length as:

lc = cτ0 (2.75)

Considering two beams having a certain path difference between them, the coherent
length represents the maximum value of path difference in order to obtain inter-
ference fringes. In fact, if the path difference is greater than lc, the fringe visibility
drops.

Let us demonstrate this point in the following discussion. Considering an experi-
mental situation similar to the one shown in fig.2.8, where a beam of light is divided
into two beams (with electric fields E1 and E2), that are then brought together to pro-
duce interference.
The degree of partial coherence can be evaluated assuming that:

|E| = |E1| = |E2| (2.76)

Let us rewrite the normalized mutual coherence function (eq.2.58) for this case
(Reynolds et al., 1989):

γ(τ) =
< E(t)E∗(t + τ) >

< |E|2 >
(2.77)

The time dependence of the field can be expressed as:

E(t) = E0eiωte−iφ(t) (2.78)

where φ(t) is a random step function. The equation 2.77 becomes:

γ(τ) =< eiωtei[φ(t)−φ(t+τ)] >= eiωt lim
T→+∞

1
T

∫ T

0
ei[φ(t)−φ(t+τ)]dt (2.79)

In the time interval 0 < t < τ0 − τ the term φ(t)− φ(t + τ) = 0, while for τ0 − τ <
t < τ0 this quantity assumes some random values between 0 and 2π. The same
situation is valid for each coherence time interval.

Let us calculate the integral in equation 2.79 for the first interval of coherence time:

1
τ0

∫ τ0

0
ei[φ(t)−φ(t+τ)]dt =

1
τ0
[
∫ τ0−τ

0
dt +

∫ τ0

τ0−τ
eiDtdt] =

1
τ0
[τ0 − τ + τeiD] (2.80)

Where D = φ(t)− φ(t + τ) is the random phase difference.
For each coherence time interval we found the same result, aside from the value of
D, different for each interval.
Let us calculate the terms which appears in the result of equation 2.80: the average
on eiD will be zero, since D is a random value between 0 and 2π. The therm τ0−τ

τ0
is the same for all the intervals, hence it is equal to the average value of the inte-
gral. Taking this analysis in mind, we can find the following results for the complex
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degree of coherence (eq.2.79):

• if τ < τ0 :γ(τ) = (1− τ
τ0
)eiωt

• if τ ≥ τ0 :γ(τ) = 0

and then considering the modulus of γ(τ):

• if τ < τ0 :|γ(τ)| = (1− τ
τ0
)

• if τ ≥ τ0 :|γ(τ)| = 0

As seen before, in the case of equal amplitudes in a two-beam interference arrange-
ment, fringe visibility (V) is equal to |γ(τ)| . Remembering that the coherence length
is defined as lc = cτ0, we may observe fringes only when the path difference between
two beams is not greater than lc.

We can briefly introduce the classical definitions of temporal and spatial coherence,
that will be further analyzed in the following. The coherence length can be defined
as the half of the maximum visibility value (as defined in eq.2.72). Since visibility is
proportional to (1/∆λ), where ∆λ is the width of the spectrum. Thus, the coherence
length depends on the shape of the incident spectrum.
The coherence time will be analyzed starting from the Wiener–Khinchin theorem
(section 2.4.4) and some application on real optical system will be also shown.

2.4.2 Spatial Coherence

Spatial coherence describes the correlation between waves at different lateral points
in space (Hecht, 1998). To better understand this concept, let us consider a quasi-
monochromatic point source and two distinct points P1 and P2 in the space, with
corresponding electric fields E1 and E2 (fig.2.9). The transverse coherence describes

FIGURE 2.9: Schematic representation to show lateral transverse co-
herence.

the degree to which the phase of the wave is correlated at two distinct points in the
transverse plane. If S can be considered as a point source, the time dependence of
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the two fields E1 and E2 will be the same and they will be mutually coherent. If the
source S has a spatial extension, partial coherence will occur.
To simplify the general case of a finite extended source, let us consider the case of a
source made by two points (SA and SB) and we will look at the lateral coherence from
two points P1 and P2 (fig.2.9). These two sources have the same characteristic except
that their phases vary independently and randomly, so they can be considered as
mutually incoherent. The electric fields E1 and E2 will be the result of superposition
of the contributions coming from SA and SB:

E1 = E1A + E1B

E2 = E2A + E2B
(2.81)

The degree of coherence is:

γ12(τ) =<
E1A(t)E∗2A(t + τ)√

I1 I2
> + <

E1B(t)E∗2B(t + τ)√
I1 I2

> (2.82)

where the cross terms vanished since the two point-sources are mutually incoherent.
Considering the solution given before for eq.2.80 for τ < τ0, we can write:

γ12(τ) =
1
2

γ(τA) +
1
2

γ(τB) (2.83)

with

τA =
d(SA :P2) − d(SA :P1)

c
+ τ

τB =
d(SB :P2) − d(SB :P1)

c
+ τ

(2.84)

where d are the distances between the sources (Si) and the points (Pi), and c is the
speed of light in vacuum. Substituting the expressions found for τA and τB in the
solution given before for eq.2.80 :

|Γ12(τ)|2 ≈
1 + cos[ω(τB − τA)]

2
(1− τA

τ0
)(1− τB

τ0
) (2.85)

FIGURE 2.10: Schematic drawing to explain the transverse coherence
length.

This the equation of the mutual coherence between a fixed receiving point and any
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other point being illuminated by the two mutually incoherent sources. If we define
r as the mean distance from the sources to the receiving points and s thee distance
between the two sources (fig. 2.10), the transverse coherence length is given by:

lt =
rλ

s
(2.86)

For an extended source, s corresponds to the source size. Also, the larger the distance
r the larger is the coherence length, and the smaller is the source size the lager is the
coherence length.

2.4.3 Temporal Coherence

Temporal coherence can be quantified in terms of coherence time which relays the
maximum delay in which a wave can be combined with a copy of itself and still
produce an interference pattern. The coherence time τ is calculated by dividing the
coherence length by the phase velocity of light in a medium:

τ ≈ λ2

c∆λ
(2.87)

where λ is the central wavelength of the source, ∆λ is the spectral width of the
source and c is the speed of light in vacuum. We will now focus on the mathematical
representation of temporal coherence, using the Wiener–Khintchin theorem.

2.4.4 Wiener–Khinchin theorem

The Wiener–Khinchin theorem (WKT) states that the power spectral density of a sta-
tionary stochastic process in the broad sense is analogous to the Fourier transform of
the corresponding autocorrelation function. It was proven by Wiener (Wiener, 1930)
and by Khinchin (Shiryayev, 1992) in the 1930s. The WKT is a fundamental theorem
used in many disciplines, including statistics, signal analysis, and optics. Especially
in modern optics, thanks to the Wiener–Khinchin theorem, the interferometric spec-
trometer technology has been well established. For example, it is possible to extract
the spectral information of light by making a Fourier transform on its time-domain
Mach–Zehnder interference (MZI) or Michelson interference (MI) patterns.
We can start writing the relation between one generic field E(t) dependent on time
and its Fourier transform:

E(t) =
∫ +∞

−∞
dωe−iωtE(ω) (2.88)

Let us write the first-order correlation function G(1)(τ) as:

G(1)(τ) =< E(τ)E(t + τ) >=
∫ +∞

−∞
dω

′
e−iω

′
t
∫ +∞

−∞
dωe−iω(t+τ) < E(ω

′
)E(ω) >

(2.89)
For a stationary and homogeneous light field, G(1)(τ) depends only on the relative
time and displacement. It is very convenient to describe the field by a complex
signal, so that the observed field E(t) is its real part. Because E(ω) is the Fourier-
transform of a real function, we can write the complex conjugate of the field E∗(ω)
is equal to E(−ω).
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Applying this result to eq.2.89 we obtained:

G(1)(τ) =< E(τ)E(t + τ) >=
∫ +∞

−∞
dω

′
e−i(ω

′−ω)t
∫ +∞

−∞
dωeiωt < E(ω

′
)E∗(ω) >

(2.90)
Because of stationarity, this expression should not have dependence on t. Hence, the
correlator should give a delta function:

< E(ω
′
)E∗(ω) >= δ(ω

′ −ω) < E(ω)E∗(ω) > (2.91)

Therefore, we obtained the final expression for the Wiener–Khintchin theorem:

G(1)(τ) =
∫ +∞

−∞
dωeiωt < E(ω)E∗(ω) > (2.92)

From the last expression we can notice that there is a one-to-one correspondence be-
tween the spectrum and the correlation function, which can be measured using an
interferometer. Theoretically, knowing the function that describes the emitted field
of the source we can infer its spectrum thanks to the WKT.
For example if the field can be approximated by a Gaussian function, its Fourier
Transform will still be a Gaussian function. Knowing the shape of the spectrum,
from eq.2.87, we can assume that the coherence time will be proportional to (1/∆λ).
In many experimental cases we don’t know exact shape of the emitted field. Calcu-
lating the correlation function of the field, the WKT can be used to estimate the order
of magnitude of the emitted spectra, and thus of the coherence time. In fact, since
the spectra and the field are connected by a Fourier Transform, we can calculate the
trend of coherence time.

2.4.5 Impact of coherence on Hartmann Sensor measurements

In this section we will investigate what it is the effect of the temporal and spa-
tial coherence on Hartmann sensor measurements. Different sources will be com-
pared: the Excillum liquid metal jet anode with a Gallium target (used in section
6.1), a third generation Synchrotron source (used in section 7) with different level of
beam monochromaticity and mean energy and, finally, the ID17 Biomedical beam-
line at ESRF synchrotron, France. We consider separately the ID17 beamline be-
cause it presents particular coherence properties due to its large distance from the
source. First we considered an estimated source size of 10µm for the different types
of sources (fig.2.11) and we changed the average energy corresponding to each case
of interest. In particular, for the Excillum source, we consider both the Kα energy of
Gallium and the contribution of Bremsstrahlung. We calculate the value ∆E/E, as
the ratio between the energy spread and the mean energy value. Typically a ∆E/E
of about 10−4 is obtained with a synchrotron beamline monochromator, an optical
device that transmits a narrow band of wavelengths of light chosen from a wider
range of wavelengths. The mean energies were set to 9 keV to compare with the
experimental results obtained with the Excillum source and to 20 keV to fit the ex-
periments performed at ESRF and ELETTRA synchrotrons (see section 7).

We then concentrate on an important parameter that is the transverse coherence
length. To calculate its value for each set of parameters we use eq.2.86. It is important
to compare the transverse coherence length with the Hartmann mask pitch (distance
between two holes) to predict the occurrence of cross-talk between close apertures.
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FIGURE 2.11: Table reporting the estimated source size, the mean en-
ergy and the energy variation for different types of sources: the Excil-
lum liquid metal jet anode with a Gallium target, a third generation
Synchrotron source with different level of beam monochromaticity

and the ID17 Biomedical beamline at ESRF synchrotron, France.

If the transverse coherence length is larger than the mask pitch, it is possible that
the rays reaching two adjacent apertures start to cross-talk. This phenomenon will
produce a blurred image and will reduce the accuracy on the final image (see section
5.9.3).

In fig.2.12 we compare the the transverse coherence length with the Hartmann mask
pitch for several sources. For the Kα of the Excillum source, we calculate a trans-
verse coherence length of 14 µm respect to a pitch of 20 µm, resulting in the absence
of cross-talk between apertures. When considering the effect of Bremsstrahlung on
Excillum source, the transverse coherence length decreases even more. For the syn-
chrotron sources, the third and fourth line correspond to large distances from source
to Hartmann plate, giving a transverse coherence length of about three times the
pitch. The different holes can then start to interact and to modify their shape when
projected on the detector plane.

Higher values for the transverse coherence length can be seen in the second and last
line of fig.2.12 corresponding to a lower energy synchrotron source (9 keV) and with
a large distance source-Hartmann plate (80 m) respectively. These two conditions
increase the transverse coherence length of about 7 to 9 times the pitch. Under these
conditions the image of the Hartmann plate can be distorted and a strong cross-talk
between apertures can be observed.

Another important parameter to calculate is the longitudinal coherence length or
temporal coherence. To understand if the longitudinal coherence length will have an
impact on the Hartmann sensor measurement we compared it with the length ∆ as
defined in fig.2.13. We consider a Hartmann plate with a given pitch placed at a dis-
tance d from a pixelated detector. We then calculate the distance ∆ that corresponds
to the one needed for the two apertures to shine the same pixel (bottom of fig.2.13).
The longitudinal coherence length was calculated using the expression reported in
eq.2.87. The values for the different sources are reported in fig.2.14. When the values
of the distance ∆ are smaller then the longitudinal coherence length, interferences
can occur. For the synchrotron sources this condition is verified for monochromatic
beams (lines 2, 4 and 5) while for the Excillum (both considering the Kα and the
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FIGURE 2.12: Table reporting the distance source-Hartmann plate,
the transverse coherence length for different types of sources.

FIGURE 2.13: Drawing to explain the calculation of the longitudinal
coherence length.The Hartmann plate with a given pitch is placed at

a distance d from a pixelated detector.

Bremsstrahlung energies) and for the sinchrotron with larger spectra (lines 1 and 3)
are not.

It is important to note that both spatial and temporal coherence have to be con-
sidered to understand the comprehensive response of the system. For example a
coherence length of 62 µm for a pitch of 20 µm for the synchrotron source param-
eters reported in line 3 in fig.2.12. This value was compatible with the occurrence
of cross-talk in the image, however while looking at the temporal coherence of the
same source we can see that there will be no interference effect due to temporal (line
3, fig.2.14).
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FIGURE 2.14: Table reporting the longitudinal coherence length, the
distance d from the Hartmann plate to the detector, and the distance

∆ (as reported in fig.2.13) for different types of sources.

2.5 Conclusion

In this chapter we provided a general introduction of X-ray radiation fundamental
proprieties. It is in fact crucial to understand the fundamental interaction mecha-
nisms related with image formation when dealing with imaging techniques.
The x-ray interaction with matter was first introduced using atomic physics princi-
ples to understand important parameters connected with X-ray propagation in the
medium. Then, the analysis was completed using wave optic approach.
In the last section, we introduced elements of coherence theory since coherence has
a big impact on the image formation process. In particular, the degree of coherence
becomes a crucial parameter when using a wavefront sensor.
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Chapter 3

X-ray Phase Contrast Imaging

Conventional X-ray images use the absorption properties of materials to produce an
image. Phase-contrast imaging also visualises the phase changes introduced by the
refractive properties of the object. X-ray phase-contrast imaging is a powerful tech-
nique which exploits the refraction of X-rays after their interaction with matter (see
chapter 2 ). This method is very suitable to visualize weakly absorbing details like
those of soft tissues studied in biology and medicine, and is very sensitive to small
variations of electron density (Bravin, Coan, and Suortti, 2012). Phase-contrast imag-
ing founds applications in many fields: biology, material science, industry, cultural
heritage and, overall, in the bio-medical field. Recently, many ex-vivo and in-vivo
experiments have demonstrated the diagnostic potential of phase-contrast imaging
for numerous pathologies, such as breast cancer, neurodegenerative diseases, or re-
generative medicine for bones and cartilages (Arfelli et al., 1998).

3.1 Phase-Based Techniques for X-ray Imaging

X-ray phase-contrast imaging provides high contrast visualization of complex sam-
ples at high spatial resolution. Several techniques have been developed to detect
phase-contrast. In the following sections we will give an overview of the main X-ray
phase-contrast imaging methods: Free space propagation imaging (Snigirev et al.,
1995), the interferometric technique based on the use of crystals (Bonse and Hart,
1965, Momose et al., 1996), the analyzer-based imaging (ABI) (Förster, Goetz, and
Zaumseil, 1980), the edge illumination (Olivo et al., 2001) and the grating interfero-
metric imaging (Weitkamp et al., 2005). The basics of Free space propagation imag-
ing will be described in a separate section since this technique was widely used in
this thesis.

3.1.1 Crystal Interferometric Technique

Crystal interferometry is the oldest method of X-ray phase detection (fig.3.1). We
will describe the Bonse-Hart interferometer. It requires perfect silicon crystals that
split the X-ray beam, with only one-half of the beam traversing the object. In the
simplest arrangement, the set-up consists of placing three parallel crystal blades, op-
erating in conditions of Laue, and at the same distance from each other. The beams
converge into the detector plane, forming an interference pattern where phase shifts
induced by the object can be detected (Bonse and Hart, 1965). Extremely high sen-
sibility in detecting the smallest phase shifts can be achieved with this technique.
The field of view is limited because of the nature of the crystal used; moreover, the
method is extremely sensitive to vibrations and alignment errors. These difficulties
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lead to the fact that this technique is practically no longer used in imaging. Further-
more, crystal interferometry requires a monochromatic parallel X-ray beam, making
difficult to use this technique with a laboratory source.

FIGURE 3.1: Bonse-Hart interferometer scheme.

3.1.2 Analyzer-based imaging

The analyzer-based imaging(ABI) or diffraction-enhanced imaging (DEI) makes use
of a single crystal as an “analyzer” placed between the sample and the detector in
combination with a monochromatic and collimated X-ray beam (fig. 3.2) (Davis et
al., 1995). Since the incident beam is refracted by the sample, the analyzer crystal acts
as a filter on the radiation emerging from the sample: according to its orientation,
only X-rays which meet the Bragg law for diffraction are indeed reflected:

mλ = 2dsinθ (3.1)

where m is the Bragg angle equal to half of the deviation angle, λ is the wavelength
and d is the interrecticular distance of the crystal. The filter function is given by
the rocking curve (RC), a bell-shaped function, obtained by rotating the analyzer
crystal in the proximity of the diffracted Bragg angle in the absence of the sample
and measuring at each step the value of the intensity of the X-rays. ABI enables
high phase sensitivity: information on absorption, refraction and scattering signals
can be extracted by combining images produced at different positions of the crystal
rocking curve. Analyser-based imaging yields relatively large fields of view (in one
direction), but depends on an analyser crystal for effective phase detection, which
renders the set-up very sensitive to vibrations and other disturbances, and requires
monochromatic X-ray radiation.
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FIGURE 3.2: Analyzer-Based Imaging(ABI) scheme.

3.1.3 Grating interferometry

Grating interferometry with synchrotron radiation requires two gratings placed be-
tween an object and the detector to extract X-ray phase information (fig.3.3). The
method is based on the phenomenon of Talbot self-imaging. When a grating is coher-
ently illuminated, a diffraction pattern, identical to the grating which creates them is
observed at given periodic distances behind the grating, known as Talbot distances,
defined by:

dT = m
2p2

λ
(3.2)

where p is the period of the grating and m can be an integer or fractional number.

The interferometer consists of a combination of a phase grating (i.e., a grating whose
lines show negligible absorption but substantial phase shift) and an absorption grat-
ing. The phase grating acts as a beam splitter and divides the incoming beam essen-
tially into the two first diffraction orders. A phase grating with a phase shift of π or
π/2 illuminated by a plane wave produces self-images of the grating at fractional
Talbot distances.

When an object is inserted before or after the grating, perturbations of the incident
wavefront lead to a variation of the interference pattern. A standard detector, with
micrometric resolution, will not be able to resolve the small shifts produced by the
grating. For this reason, the absorption grating is placed at one of the partial Talbot
distances immediately in front of the detector. This second grating acts as a transmis-
sion mask for the detector and transforms local fringe position into signal intensity
variation. The detected signal profile thus contains quantitative information about
the phase gradient of the object. The phase signal can be separated from the attenua-
tion by the “phase-stepping” procedure. One of the gratings is laterally shifted with
respect to the other in sub-pitch steps, in the direction orthogonal to the beam and
the trenches; for each of these positions an intensity image is then acquired. Then,
the curve of the intensity variation as a function of the grating steps is recorded for
each pixel of the area detector. Comparing the curves obtained with and without the
sample, a lateral shift and a reduction in average intensity can be observed.

Implementation of a third grating between the X-ray source and the object has al-
lowed the technique to be successfully applied to conventional clinical X-ray tubes.
Grating-based interferometry can be used with the relatively broad spectra provided
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FIGURE 3.3: Grating interferometry scheme.

by conventional X-ray sources and yields fields of view of up to several centime-
tres in diameter. For these reasons, it is currently the most efficient phase-contrast
imaging method when applied to clinical X-ray sources. Furthermore, the technique
allows for quantitative imaging.

3.1.4 Edge illumination

In its simplest implementation, the setup of the edge illumination technique consists
of two slits with the same opening (some tens of micrometers) that are slightly mis-
aligned (fig. 3.4 d). The first slit is placed before the sample and is used to collimate
the beam and a second slit is aligned with the detector so that only a single row of
pixels is left uncovered (Zamir et al., 2017). Because of this configuration, to obtain
the whole image it is necessary to scan the sample vertically, in the orthogonal di-
rection with respect to the slits and then combining together the single acquisitions.
The setup configuration is such that the beam illuminates only one edge of the detec-
tor; in the absence of the sample, the detector counts 50% of the incident radiation.
When the object is introduced, the beam is refracted and consequently shifted by
the quantity ∆y = z tan(∆θy), where z is the sample to detector distance and θy is
the component of the refraction angle in the direction orthogonal to the slits. Mul-
tiple projections are acquired at different sub-pixel positions of the object and are
later recombined to form a high-resolution projection. The deflection towards the
slits causes a reduction of the detected photons, and a negative fringe appears in the
collected image; the deflection toward the aperture results instead in an increase of
intensity detection, i.e. a positive fringe (fig.3.4). In this way, it is possible to trans-
late the refraction angles into a modulation of the intensity on the detector.
Any particular source coherence requirement is needed, thus the method can work
with conventional X-ray sources.
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FIGURE 3.4: Edge illumination scheme. The dotted lines represent
the propagation of rays without sample.

3.2 Comparison between Phase-Contrast Techniques

We will now focus on the main differences among phase and phase-contrast imag-
ing techniques. Phase imaging techniques can be divided into three groups. Before
describing the three techniques, it is important to remind that a phase has no abso-
lute physical meaning since it is defined as the module of two times the flat angle
(2π). It thus always possible and physically correct to consider zero the phase at
the entrance of the sample or on the part of the beam that did not interact with the
sample.

1. Interferometer and holography : In this case, the incoming beam is separated
into two beamlets. One will serve as reference and will propagate in air, vac-
uum or any known media and the second (probe beam) will go through the
object. Then the two beams will interfere on the detector to create fringes. In-
terferometric techniques measure how the sample modify the incident wave-
front. Holography instead measures also the wavefront of the probe beam
(Eisett et al., 2005). This allows the reconstruction of quasi-3D image: the holo-
gram (Morlens et al., 2006). Although interferometry is a very strong tech-
nique, it can fail in retrieving the wavefront if the local phase jump is larger
than 2π. Also, X-ray interferometers are technically complex, very sensitive to
vibrations, and require either high temporal or spatial coherence.

2. Deflectometry: In this kind of technique the deflection of the incident beam
passing through an object is recorded. Namely, these techniques measure the
local wave vectors. The phase map is obtained by integrating the local wave
vectors (|2π|). Normally, the phase of the beam propagating on the side of the
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object is assumed to be zero, leading to the direct measurement of the phase
acquired by the beam passing through the object.

3. Phase-contrast imaging: This technique has been invented in order to increase
the contrast of images of samples having low absorption variations. It is based
on transforming the variation of the recorded intensity into the deflection in-
duced by variations of the index of refraction. Several phase-contrast methods
have been proposed. Along them, coded-aperture or edge-illumination tech-
niques consist in placing an array of blockers near a pixelated detector to stop
straight rays. For tabletop sources, it is common to use an additional mask to
locally increase the coherence of beamlets or, in other words, to reduce the
source size (Olivo and Speller, 2007). Recently, speckle-based imaging has
emerged as a new phase-contrast technique (Berujon, Wang, and Sawhney,
2012). All these techniques do not measure the deflection and thus nor the
phase. Indeed, the intensity recorded on a pixel is a mix between the local
intensities of the straight and deflected beams, the absorption of a neighbour
beam that is deflected to the same pixel and the interference effect. Further-
more, intensity is affected by both the detector and background noise. It is not
possible to directly measure the phase with such indirect techniques.

We will end this section with a table that summarizes the advantages and limitations
of the main phase-contrast techniques (fig.3.5).

FIGURE 3.5: Summary of the main advantages and limitations of a
set of phase-contrast techniques.
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3.3 Free Space Propagation Imaging

Free space propagation imaging has the simplest design among the experimental
methods to detect the phase variations with hard X-rays. It does not require any
optical element it consists in a coherent/partially coherent X-ray source, the sample
and the detector disposed in line with each other. This technique exploits Fresnel
diffraction, discussed in the previous chapter (section 2.3.1). The contrast is in fact
due to the interference between the beam diffracted by the object and the reference
beam. Unlike the interferometric methods described above, there is no need to ac-
quire a reference image without the sample. Since the angular deviations produced
by the sample in the hard X-ray region are very small (of the order of µrad), a cer-
tain propagation distance between the sample and the detector plane is needed to
detect the interference fringes. This is the main modification with respect to the
case of standard (absorption based) X-ray imaging, where the detector is positioned
immediately behind the sample. Changing the detector-object distance defines the
transition between absorption and phase imaging regime.
In the following, we will use wave optic theory for a general description of free
space propagation. When considering sources with a low degree of coherence, it is
possible to model the system using ray optics, that contains simpler mathematical
expression.

3.3.1 Wave optic theory

Most optical phenomena can be accounted for by using the classical electromagnetic
description of light. It is the wave optics. In geometrical optics, or ray optics, light
will be treated as the form of energy that travels in straight lines known as rays.
The simple supposition made in geometrical optics, is that the rays of light propa-
gate along straight lines until they get reflected, refracted, or absorbed. On the other
hand, wave optics explains connection between waves and rays of light. This model
predicts phenomena such as interference and diffraction, which are not explained by
geometric optics. Wave optics is a more general model respect to geometrical optics.
We will now start with the explanation of phase-contrast imaging using geometrical
optics to later turn to wave optic description. Phase-contrast imaging can be ex-
plained as a pure geometrical effect, where the incident rays are deflected from their
original trajectory when an object is inserted in the beam path. In fig.3.6 a) a parallel
beam geometry is considered, while in fig.3.6 b) a cone-beam geometry is shown.
The arrows underline the change in ray’s direction when passing through the object.
The black line in fig.3.6 d) shows the jump in intensity corresponding to one of the
object edges.

In order to perform phase-contrast imaging a small source size is needed, otherwise
the refraction peak will be larger and difficult to detect. To explain this phenomena,
in fig.3.6 c) we consider the effect of two sources emitting rays displayed with black
and green lines respectively. A magnification of the rays in this case is shown in
fig.3.6 e), where a different incident angle between the rays and the object will result
in a a shift of the refraction peak (green line, fig.3.6 d). Therefore, a larger source size
will blur the intensity peak complicating the image analysis.
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FIGURE 3.6: Phase-contrast imaging; a) parallel beam geometry, b)
cone-beam geometry, c) Effect of two sources displayed with black
and green lines respectively, d) Intensity plot respect to the position
on the detector. The black line jump in intensity corresponds to one
of the object edges. The green line corresponds to a different source
leading to a shift of the refraction peak. e) Magnification of image c).

3.3.2 Theoretical basis of Free Space Propagation Imaging

The phase shift of X-ray passing through the sample, is given by:

∆Φ(x, y) = −2π

λ

∫
δ(x, y, z)dz (3.3)

where the beam propagates along the z-axis. This expression was already derived
in the previous chapter (section 2.2.1). Reminding that, the local propagation vector
will be defined in its orthogonal direction. Assuming the paraxial approximation
where the angles between the direction of each ray and the optical axis are assumed
to be small (|∆Φ| << kz ), the local propagator s can be rewritten as (Davis et al.,
1995):

s(x, y, z) = (−∂φ

∂x
,−∂φ

∂y
, k) (3.4)
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After the interaction, the angular deviation δα of the beam respect to the incident
direction of the wavefront can be expressed as:

δα ≈ |∇x,y

∫
δ(x, y, z)dz| (3.5)

and it thus depends on the variation of the projected refractive index perpendicular
to the propagation vector k. Rapid variations in refractive index lead to large devi-
ation of the beam from the propagation axis. The relationship between the angular
deviation and the phase shift can be derived by eqs.3.3 and 3.5:

δα ≈ λ

2π
|∇x,y∆φ(x, y)| (3.6)

Integrating the angular deviations lead to a phase shift ∆φ of the interacting beam
with respect to the rays freely propagating in the vacuum. The angular deviation is
proportional to the phase gradient. For objects with simple geometry, as a sphere
or a cylinder, the expression diverges when the ray is tangent to the interface, cre-
ating a sharp refraction contrast at the edge of the object. The differences in optical
paths produce interference and hence intensity modulations on the detector. The
technique transforms phase modulations of the incident beam into amplitude mod-
ulations. By recording the intensity of the beam sufficiently far from the sample,
the intensity variations due to variations of both the refractive index and sample
thickness can be detected as differential phase contrast imaging.

3.3.3 Contrast Transfer Function

Experimentally, the intensity of a propagated field (Ez) at a distance z is recorded on
the detector as the square modulus of the field amplitude:

Iz(r) = |Ez(r)|2 (3.7)

The amplitude information of the wave can be calculated, while the phase informa-
tion is lost. Thus, the main challenge in phase contrast imaging is the lack of a direct
measure of the phase and therefore several indirect methods have been developed to
transform phase modulations into intensity modulations, as previously shown with
the interferometric phase contrast techniques or free space propagation.
In this technique the (partial) coherence of the beam is a necessary condition since,
when illuminating the object with an incoherent source, the information about the
phase is lost just after the object. Therefore, due to the source incoherence, the phase
of the incident wave changes in a random way and it will not be possible to differen-
tiate the phase changes produced by the object. We will now derive how the phase
contributions are related with the measured intensity.
The coordinate in real space will be denoted as r = (x, y) and the one in the Fourier
space as f = (u, v).
The amplitude of the field calculated at the position z, after passing through the
object, can be obtained from the expression:

Ez(r) = E0(r)⊗ Pz(r) (3.8)

where ⊗ is the convolution symbol. In Fourier space the convolution between the
field E0 calculated at z = 0 and the propagator Pz becomes a simple multiplication.
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Let us consider an incident plane wave of unit amplitude for which the approxi-
mation of weak object is valid. The amplitude of the field for the position z can be
expressed by:

Ẽz( f ) = T̃( f ) · P̃z (3.9)

where f = (u, v) are the spatial frequencies and T̃ is the Fourier transform of the
transmission function (eq.2.29):

T̃(x, y) ≈ δ− µ̃z(x, y) + iφ̃(x, y) (3.10)

where δ is the Dirac delta function, µz is the absorption coefficient in the z-axis and
φ is the phase. Considering the expression for the propagator P̃z in reciprocal space:

P̃z( f ) = e−iπλz f 2
(3.11)

In 2D the expression for the field becomes:

Ẽz = eiπλzu2
e(δ−µ̃z+iφ̃) (3.12)

and in Fourier space it can be rewritten as:

Ẽz = (δ− µ̃zcos(χ)− φ̃sin(χ)) + i(φ̃cos(χ)− µ̃zsin(χ)) (3.13)

where χ = πλzu2.
By inverse transforming we obtain Ez as:

Ez = (1− µz c̃os(χ)− φs̃in(χ)) + i(φc̃os(χ)− µz s̃in(χ)) (3.14)

Taking only the first-order terms in φ and µz, the intensity of the field is:

Iz = |Ez|2 ≈ 1− 2µz c̃os(χ)− 2φs̃in(χ)) (3.15)

where Iz is the intensity on the image plane placed at a distance z from the sample,
considering the weak object approximation. In the Fourier field the final expression
of the intensity is:

Ĩz = δ− 2µ̃zcos(χ)− 2φ̃sin(χ) (3.16)

and replacing the expression for χ = πλz f 2 :

Ĩz( f ) = δ− 2φ̃sin(πλz f 2)− 2µ̃cos(πλz f 2) (3.17)

Finally, we obtained an expression where the attenuation and phase contributions
are uncoupled; the information on the phase is no longer lost, but is possible to
recover it from the recorded intensity. The first term containing Dirac’s delta func-
tion corresponds to a homogeneous background in the image, due to the direct and
non-interacting beam. The second and third terms are called amplitude and phase
contrast transfer function respectively. The term with the cosine describes the con-
tribution due to absorption, while the term with the sine represents a modulation of
intensity due to phase variation. The factors multiplying µ̃ and φ̃ are the contrast
factors for amplitude and phase modulation respectively. The free propagation of
the wave until the detector plane allow us to observe the phase modulation, due to
its interaction with the object, as detectable intensity modulation.
Fig.3.7 shows the plot of the contrast functions cos( f ′) and sin( f ′) as a function of
the reduced spatial frequency f ′ =

√
λz f . For λz| f 2| = 0, the phase contrast trans-
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FIGURE 3.7: Absorption (dashed line) and phase (solid line) parts
of the Fresnel diffraction optical transfer function as functions of re-
duced spatial frequency f ′ =

√
λz f . Figure from Pogany, et al.

(Pogany, Gao, and Wilkins, 1997)

fer function (solid line, fig.3.7) is zero, while the absorption contrast (dashed line,
fig.3.7) reaches a maximum. While for λz| f 2| = 1

2 , the situation reverses: the phase
contrast is maximum, while the absorption contrast is minimum (Pogany, Gao, and
Wilkins, 1997).
For this reason, the first value of f for which optimal phase contrast can be obtained
is:

fmax =
1√
2λz

(3.18)

For frequencies around fmax, the intensity expression of eq.3.16 can be written as:

Ĩz( f ) = δ( f )− 2φ̃( f ) (3.19)

The distance corresponding to the condition of eq.3.18 is:

z =
1

2λ f 2 ≈
d2

2λ
(3.20)

where d is the typical linear size of the object to detect. The ratio d2

λ is called the
Fresnel distance.

3.3.4 Phase Retrieval Algorithms

Phase-contrast imaging using the free space propagation technique provides infor-
mation on both absorption and refraction. However, in this technique the phase
cannot be measured directly, but it has to be recovered numerically.
Experimentally only intensity patterns are measured, therefore it is necessary to
solve the inverse problem, i.e. "recovering" the information about the phase (and the
amplitude) from the measurements of recorded intensities (Shechtman et al., 2015,
Burvall et al., 2011). There are different algorithms to recover the phase depending
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on the experimental conditions, such as the set-up, the propagation distance or the
energy range. In general, the phase retrieval algorithms require two separate in-
tensity measurements taken at two different distances from the source, because the
intensity generated by the absorption and by the phase propagates in different ways.
Therefore, to apply a phase retrieval algorithm at least two intensity measurements
are needed to separate the contributions of phase and absorption (see fig.3.7). For the
methods that require only one image at each angle is possible to identify a common
basic structure. The input parameter of the algorithm is the intensity I(r⊥) mea-
sured on the image plane as a function of the orthogonal coordinates on the detector
plane r⊥. Then a function g(I(r⊥)), depending on the method used, and often cor-
responding to a normalization, is calculated. Later, the function g(I(r⊥)) is filtered
in the frequency domain considering the multiplication of the Fourier transform of
g(I(r⊥)) and a filtering function HP(w), where w are the frequency coordinates. The
choice of the filtering function HP(w) is also dependent on the method used. The
final step is to invert the Fourier transform to obtain the function gF( f⊥). A function
f (gF) is used to obtain a 2D distribution of the phase φ(r⊥) on a plane just after the
object.

Multiple-distance method

The following method is an adaptation of a reconstruction method that was fist de-
signed for electron microscopy. The phase retrieval for multiple-distance method
that we are going to illustrate is the one described by Zabler et al. (Zabler et al.,
2005) for in-line holotomography.
Considering again the equation 3.8 of a wave propagating just downstream of the
object in the Fresnel approximation (section 2.3.1):

Ez(x, y) = E0(x, y, z = 0)⊗ Pz(x, y) (3.21)

where the electric field Ez(x, y) at a propagation distance z is obtained by the con-
volution of the electric field E0(x, y, z = 0) at z = 0 with a complex function, which
we will refer to as the propagator P(x, y). We are able to simplify this expression
by translating it in the reciprocal space where the convolution integral turns into a
simple multiplication:

Ẽz(u, v) = Ẽz=0(u, v)P̃z(u, v) (3.22)

where u and v are the spatial frequencies. Experimentally the measured observable
is the intensity. In direct space intensity is calculated by I = |E(x, y)|2.
In the Fourier space the intensity, assuming one dimension for simplicity, is:

Ĩz(u) =
(

Ẽz(u) ∗ Ẽ∗z (u)
)
= e−iπλzu2

∫ ∞

−∞
dηei2πηuT(η)T∗(η − λzu) (3.23)

We want to reduce the previous expression to a linear relation between the Fourier
transform of the phase and the Fourier transform of the recorded intensity distribu-
tion of the Fresnel diffraction images. For this purpose, the slowly varying phase
(SPV) approximation, also known as the weak-phase approximation is assumed:

|φ(η)− φ(η − λzu)| � 1
T(η)T∗(η − λzu) ≈ 1 + i(φ(η)− φ(η − λzu))

(3.24)
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Considering the absorption signal negligible compared to the phase, the expression
of the intensity in reciprocal space can be reduced to a linear relation between inten-
sity and phase in reciprocal space:

Ĩz(u) ≈ δ(u) + 2sin(πλzu2)φ̃(u) (3.25)

where δ is the Dirac distribution at u = 0. We calculate the cost function in reciprocal
space Sc. Sc is a function of the difference between the experimental intensity and
the result of the SVP approximation:

Sc =
1
N

N

∑
m=1

∫
du| Ĩexp

zm (u)− Ĩapprox
zm (u)|2 (3.26)

The index N represent the number of images taken at N different propagation dis-
tances z = z1....zN .
We now calculate the minimum of eq.3.26, computing the value of φ̃ for which
∂Sc
∂φ̃

= 0:

φ̃(u) = ∑m Ĩexp
zm (u)2sin(πλzu2)

∑m 2sin2(πλzu2)
(3.27)

We obtain an expression similar to (3.25) with an extra cosine term for the absorption:

Ĩz(u) ≈ δ(u) + 2sin(πλzu2)φ̃(u)− 2cos(πλzu2)µ̃z(u) (3.28)

with the application of least square minimization, this time with respect to φ̃(u) and
µ̃z(u), finally we find the retrieval formulas for phase and absorption separately in
reciprocal space:

µ̃z(u) =
1

2∆
(A ∑

m
Ĩexp
zm (u)sin(πλzu2)− B ∑

m
Ĩexp
zm (u)cos(πλzu2) (3.29)

φ̃(u) =
1

2∆
(C ∑

m
Ĩexp
zm (u)sin(πλzu2)− A ∑

m
Ĩexp
zm (u)cos(πλzu2) (3.30)

with:
A = ∑

m
sin(πλzu2)cos(πλzu2) (3.31)

B = ∑
m

sin2(πλzu2) (3.32)

C = ∑
m

cos2(πλzu2) (3.33)

∆ = BC− A2 (3.34)

Single distance: Paganin’s Algorithm

In the case of propagation-based imaging, Paganin’s algorithm allows the simultane-
ous extraction of phase and amplitude of the waves from a single phase-contrast im-
age (Paganin et al., 2002). The method overcomes the limitation of multiple-distance
approach which requires at least two images to obtain information on the phase.
However, what it is calculated is the ratio δ

β and we cannot extract separately the
values for these two parameters. In other words, it is not possible to decouple the
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contributions due to the phase and the absorption.
The following approximations will be made:

• The irradiated object is considered as composed of a single material (approxi-
mation of homogeneous object), that means that absorption is proportional to
phase, i.e. the ratio δ

β ratio is constant across the whole object;

• Fresnel approximation is assumed;

• The propagation happens in the Fresnel regime (Fresnel number NF � 1), i.e.
short distance of propagation.

To obtain a comprehensive discussion of the Paganin algorithm it is useful to intro-
duce the expression of intensity transport equation, that describes the intensity of a
monochromatic electromagnetic wave when propagated:

∆⊥ · (I(r⊥, z)∆⊥φ(r⊥, z)) = −2π

λ

∂

∂z
I(r⊥, z) (3.35)

where I(r⊥, z) and φ(r⊥, z) are the wave intensity and phase, respectively; λ is the
wavelength, r⊥ is the position vector in the plane perpendicular to the optical axis
z and finally ∆⊥ is the gradient applied in the same plane of r⊥. We place the X-
ray source at infinite distance, resulting in a plane wave, and the sample will be
composed of a single material. Let us consider a plane wave with a constant intensity
inside the volume occupied by the object. In sake of easy reading, I will rewrite here
the Beer-Lambert law already given in eq.2.31:

I(r⊥, z = 0) = Iine−µη(r⊥) (3.36)

where η(r⊥) is the projection of the object thickness on the image plane, µ is the
linear attenuation coefficient and Iin is the intensity of the incident radiation. Con-
sidering the thin object approximation, the phase φ(r⊥, z = 0) of the beam exiting
the object is proportional to the projection of the thickness on the image plane:

φ(r⊥, z = 0) = −2π

λ
δ η(r⊥) (3.37)

where δ is the real part of the material index of refraction. Replacing the expressions
from eq.3.37 and eq.3.36 inside the intensity transport equation (3.35) we obtain:

− δ

µ
Iin∆2

⊥e−µη(r⊥) =
∂

∂z
I(r⊥, z = 0) (3.38)

Eq.3.38 is a linear equation in e−µη(r⊥) and its right side can be estimated using two
measures of intensity acquired in two planes placed at a distance R2 between each
other:

∂

∂z
I(r⊥, z = 0) =

I(r⊥, z = R2)

e−µη(r⊥) Iin
(3.39)

Replacing the previous expression inside the eq.3.38 we obtain:

(−R2δ

µ
∆2
⊥ + 1)e−µη(r⊥) =

I(r⊥, z = R2)

Iin (3.40)



3.4. Conclusion 49

Taking the Fourier integral of the images acquired at z = 0 and in phase contrast at
z = R2 and substituting them in eq.3.40:

=[e−µη(r⊥)] = µ
=[I(r⊥, z = R2)]/Iin

r2δ|k⊥|2 + µ
(3.41)

Calculating the inverse Fourier transform (=−1) of eq.3.41 and solving with respect
to η(r⊥), the final expression can be written:

η(r⊥) = −
1
µ

loge(=
−1{µ=[I(r⊥, z = R2)]/Iin

r2δ|k⊥|2 + µ
}) (3.42)

Eq.3.42 shows how to solve the intensity transport equation (eq.3.35) from a sample
thickness projection η(r⊥) and using images acquired at a single distance. The object
thickness η(r⊥) is related to the intensity and to the phase of the radiation after the
sample. The thin object approximation is always satisfied in the hard X-ray region
and for biological samples. The Paganin algorithm allows to reconstruct images
proportional to the phase of an homogeneous object from images acquired at one
single distance.

3.4 Conclusion

In this chapter a general introduction to X-ray phase-contrast imaging was given.
Being able to resolve weakly absorbing details inside the matters, phase-contrast
imaging founds many applications in biology, material science and industry.
The main phase-based techniques were presented, with particular attention to the
free space propagation imaging. Wave optic theory was used for a general descrip-
tion of free space propagation.
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Chapter 4

Basics of X-ray Tomography

Tomography (from Greek τòµoζ, "section", and γρáψω, "to write") indicates an imag-
ing technique which represents the investigated object in layers or sections through
the use of any kind of penetrating wave (Hounsfield, 1995, Weissleder et al., 2011),
as opposed to conventional radiography which has all the thickness of the object
projected on the two-dimensional plane. The method is used in a multitude of sci-
ence areas, like radiology, biology, astrophysics, atmospheric science, geophysics,
materials science, conservation science, etc.

4.1 Radiography and X-ray Tomography

To introduce the main characteristics of X-ray tomography it is useful to start from
the main features of the classical 2D radiography. A radiography image is a pho-
tographic recording produced by the passage of radiation through a subject onto a
photosensitive detector. The final image is a 2D map of the absorption coefficient, µz,
of the analyzed object. The main limitation of this technique is that the image is the
superposition of the signal obtained passing through all the object thickness, making
impossible to retrieve the spatial distribution of its internal structures. This limita-
tion was overcome with X-ray tomography. This imaging technique allows to obtain
3D images of a thick object and enables its virtual sectioning. In this way, transverse
sections of the object are obtained, called slices, which distribution is proportional
to the attenuation properties of the object (Suetens, 2009). The sample is divided
in elementary volume units called voxel (volumetric picture element) that are the
three-dimensional counterpart of the two-dimensional pixel. In a tomographic ac-
quisition the image is formed in the following way: the sample is illuminated with
an X-ray beam and the radiation coming out from the sample is measured with a
pixelated detector. To allow the tridimensional reconstruction of the object, normally
the beam has to be larger than the object size.The field of view of each measurement
is defined by the combination of the detector and beam size. This acquisition pro-
cedure is repeated for many acquisition angles (fig. 4.1), rotating the sample respect
to the detector and the source. The values that are assigned to the pixels in a CT
image are associated with the average linear attenuation coefficient µ of the tissue
represented within that pixel. The image acquired for each direction represents a
bidimensional projection of the object, a classical radiography, that goes under the
name of projection. Every projection does not give any tridimensional information
of the specimen.
Tomographic images need in fact a reconstruction algorithm to visualize in 3D the
object starting from its projection images. For simplicity, we will consider conven-
tional absorption tomography. The expression for the beam intensity attenuation
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FIGURE 4.1: Scanning procedure of the a tomography scan for a par-
allel beam geometry.Image adapted from Flower, 2012.

after passing trough an object with thickness ∆x is the following:

I1

I0
= µ(x)∆x (4.1)

where I0 is the intensity of the incident beam, I1 is the intensity of beam after the
sample and µ(x) is the attenuation function. We call L the direction corresponding
to each angle. From eq.4.1 follows that:

I1

I0
= e−

∫
L µ(x)dx (4.2)

The scan procedure provides the linear integral of the function µ(x) (eq.4.2) along
every direction of acquisition L. From a mathematical point of view tomography is
the reconstruction of an unknown function µ(x) starting from its linear integral. The
transform that maps a function in the real space <2 into the set of its linear integrals
is called Radon Transform (Radon, 1986).
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4.2 Projections and Radon Transform

The Radon Tranform connects every point of the cartesian plane (x, y) to the set of
its linear integrals in the rotated plane of Radon (r, s) (Flower, 2012). Let us consider
a 2D parallel-beam geometry system where µ(x, y) is the distribution of the linear
attenuation coeffient in the plane (x, y) (fig.4.2). We assume that µ(x, y) equals to

FIGURE 4.2: a) Parallel-beam geometry with coordinate systems. The
X-ray beams make an angle θ with the y-axis and are at distance r
from the origin. b) An intensity profile Iθ(r) is measured for every
view (defined by an angle θ). I0 is the unattenuated intensity. c) The
attenuation profiles pθ(r), obtained by log-converting the intensity
profiles Iθ(r), are the projections of the function µ(x, y) along the an-

gle θ. Image adapted from (Flower, 2012).

zero outside a circular section of diameter equivalent to the field of view. I0 is the
intensity of the incident beam and θ is the angle between the X-ray beam direction
and the y-axis. Applying a rotation of an angle θ to the cartesian plane (x, y) we
obtain a new coordinate system (r, s). The following transformations describe how
these two coordinates systems are related :

r
s

=
cos θ sin θ
-sin θ cos θ

x
y

;
x
y

=
cos θ -sin θ
sin θ cos θ

r
s

(4.3)

For every angle θ the measured intensity as a function of the coordinate r (fig.4.2 b)
is defined by:

Iθ(r) = I0e
−
∫

Lr,θ
µ(x,y)ds

= I0e
−
∫

Lr,θ
µ(rcosθ−s sinθ,rsinθ+s cosθ)ds

(4.4)

where Lr,θ is the line that forms an angle θ respect to the y-axis at a distance r from
the axis origin. To simplify the expression, in eq.4.4 the energy dependence has
been omitted. The beam intensity for each direction is transformed in an attenuation
function :

pθ(r) = −ln
Iθ(r)

I0
=
∫

Lr,θ

µ(rcosθ − s sinθ, rsinθ + s cosθ)ds (4.5)
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where pθ(r) is the projection of the function µ(x, y) along the axis θ(fig.4.2 c). The
projection function pθ(r) can be measured for each angle θ between 0 and 2π, but the
projections corresponding to supplementary angles will create identical images. It is
thus sufficient to measure pθ(r) in a range between 0 and π (fig.4.3). Considering all

FIGURE 4.3: Illustration of mapping between the object space and
the sinogram space (left). A sinogram is formed by stacking all of
the projections of different views, so that a single projection is repre-
sented by a horizontal line in the sinogram. The projection of a single
point forms a sinusoidal curve in the sinogram space. Image from

(Hsieh, 2003).

the projection together, we obtain a set of bidimensional data p(r, θ) called sinogram
(fig.4.4). Once the direction r is fixed, the projection function p(r, θ) has a sinusoidal
shape. Mathematically the transformation of every function f (x, y) in its sinogram
p(r, θ) is called Radon Transform:

p(r, θ) = <[ f (x, y)] =
∫ +∞

−∞
f (rcosθ − s sinθ, rsinθ + s cosθ)ds (4.6)

FIGURE 4.4: A sinogram is a 2D dataset p(r, θ) obtained by stacking
the 1D projections pθ(r). Image from (Flower, 2012).
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4.3 Backprojection

In order to reconstruct the analyzed object it is necessary, given the sinogram p(r, θ),
to reconstruct the distribution µ(x, y) of the linear attenuation coefficient. One pos-
sible solution to this problem is to assign the value of p(r, θ) to all the points (x, y)
belonging to a given line (r,θ). This operation is then repeated for all the angles θ
between 0 and π. This algorithm is called Backprojection and it can be expressed
with the following mathematical expression:

b(x, y) = B[p(r, θ)] =
∫ π

0
p(x cosθ + y sinθ, θ)dθ (4.7)

To link the sinogram with the original function f (x, y), we need to apply the inverse
Radon transform :

f (x, y) = <−1[p(r, θ)] (4.8)

This mathematical problem is solved by the Projection Theorem that will be discussed
in the following (Hsieh, 2003). Let us define F(kx, ky) as the 2D Fourier transform
(FT) of the function f (x, y) and Pθ(k) as the 1D Fourier transform (FT) of pθ(r). If
we consider θ as a variable, Pθ(k) becomes a 2D function of P(k, θ). The projection
theorem states that:

P(k, θ) = F(kx, ky) (4.9)

with:
kx = kcosθ; ky = ksinθ; k =

√
k2

x + k2
y. (4.10)

In other words, the theorem affirms that P(k, θ), that is the 1D FT of the Radon trans-
form of a generic 2D function f (x, y), equals F(kx, ky), the 2D FT of the same function
f (x, y).
It is possible to calculate the function f (x, y) for each point (x,y) starting from its set
of projections pθ(r) with θ defined inside the interval (0 ,π) .
The image reconstruction problem can be easily solve by the Projection Theorem
(Francesco and Silva, 2004): starting form the projections of the desired function
f (x, y) for a series of angles θ, applying a 2D FT to pθ(r) we can calculate Pθ(k) for
a certain number of radial directions (fig.4.5 a). Theoretically, assuming an infinite
number of projections, the values of the function Pθ(k) will be known for every point
and the object function f (x, y) could be calculated with a 2D inverse Fourier trans-
form. However, in a real tomographic acquisition the number of projections is finite
and to approximate the function F(kx, ky) an interpolation between the points in the
polar plane (r,s) and in the cartesian plane (x,y) is needed (fig.4.5 b). The function
f (x, y) is finally calculated with a 2D inverse Fourier transform of F(kx, ky). There
are two problems related with this approach.

First, the data collected in the Fourier domain lie on a radial grid, while the algo-
rithms performing the inverse transformation, such as the Fast Fourier transform,
require a Cartesian grid. This means that we will have to apply interpolation in the
Fourier domain which causes strong reconstruction artefacts.
Second, the sampling distribution in the Fourier domain is much denser near the
origin respect to the outer regions. Therefore, the lowest frequencies (which lie close
to the origin) are over-sampled, meaning that they will be reconstructed fairly accu-
rately. On the other hand, the high frequencies (where most of the finer details of the
object are located) are under-sampled and cannot be accurately reconstructed after
the inverse Fourier transform: this will lead to blurry images.
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FIGURE 4.5: a) The function Pθ(k) is defines in a polar reference sys-
tem. b) The calculation of F(kx, ky) in a cartesian coordinate system is

needed to reconstruct the image represented by f (x, y).

The reconstruction method called filtered backprojection (FBP), based on the Fourier
slice theorem, overcomes these limitations: it avoids the occurrence artefacts by in-
terpolating the data in real space and introduces an additional filtering step. This
practical approach will be described in the following section.
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4.3.1 Filtered Backprojection

We are now finally ready to make an attempt at recovering the object function by
means of filtered backprojection, which involves two steps: a filtering and a back-
projection step. In the Filtered Backprojection (FBP) algorithm the interpolation step
on raw data is avoided by applying a filter on the sinogram p(r, θ) and backpro-
jecting the filtered sinogram (Flower, 2012). Let us analyze this technique more in
detail.
The function f (x, y) can be rewritten as its 2D inverse Fourier transform in polar
coordinates:

f (x, y) =
∫ π

0

∫ +∞

−∞
P(k, θ)|k|ei2πkrdkdθ (4.11)

with r = xcosθ + ysinθ. Let us define:

P∗(k, θ) = P(k, θ)|k| (4.12)

and
p∗(r, θ) =

∫ +∞

−∞
P∗(k, θ)ei2πkrdk (4.13)

Taking into account the last two equations, we can rewrite the eq.4.11 as:

f (x, y) =
∫ π

0
p∗(r, θ)dθ (4.14)

The function f (x, y) can thus be reconstructed backprojecting p∗(r, θ), that is the 1D
inverse Fourier transform respect to the variable k of P∗(k, θ). The function P∗(k, θ)
was calculated multiplying P(k, θ) with the filter |k|.
Mathematically, a multiplication in the Fourier space corresponds to a convolution
in the reciprocal space, so p∗(r, θ) can be rewritten as:

p∗(r, θ) =
∫ +∞

−∞
P(r

′
, θ)q(r− r

′
)dr

′
(4.15)

with
q(r) = F−1{|k|} =

∫ +∞

−∞
|k|ei2πkrdk (4.16)

The function q(r) is called nucleus of the convolution.
In summary, the FBP reconstruction algorithm can be described by two main steps:

• Sinogram filtering p(r, θ):
p∗(r, θ) = p(r, θ) ? q(r) or P∗(k, θ) = Pθ(k) · |k|

• Backprojection of the filtered sinogram p∗(r, θ) :
f (x, y) =

∫ π
0 p∗(xcosθ + ycosθ, θ)dθ

Backprojecting considering only a few directions θ, will reduce dramatically the ac-
curacy in the object reconstructed. A sufficient number of acquisition angles (projec-
tions) needs to be acquired to resolve the inner details of complex objects. In fig.4.6
the result of a chest tomography using successive filtered backprojections, consid-
ering different number of projections from 1 to 1024, is shown. This shows how
successive filtered backprojections under different angles can be used to achieve a
good reconstruction of the space domain.
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FIGURE 4.6: Chest tomography reconstruction using successive fil-
tered backprojections. Successive filtered backprojections using 1, 2,
4, 8,16, 32, 64, 256, and 1024 projections. Image from (Diagnostic Radi-

ology Physics 2014).
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4.3.2 Cone beam Filtered Backprojection

The reconstruction algorithm described before can be applied if the data have been
acquired in a parallel beam geometry. All the table-top sources normally used in
a laboratory set-up present a cone beam geometry, where the X-rays are divergent,
forming a cone. Both the coordinates (r, θ) used in parallel beam geometries and
the coordinates (γ, β) used in cone beam geometries are shown in fig.4.7, with the
detector placed along a circular arc. The angle between the source and the y-axis is β,
and γ is the angle between the ray through (x, y) and the center line of the associated
cone. We define the cone angle as the angle formed by the cone. For simplicity, to

FIGURE 4.7: Cone beam geometry with detector placed on a circular
arc: β is the angle between the center line of the cone and the y-axis,
γ is the angle between the center line and the ray through point (x, y).
L is the distance from the source to (x, y). Image from Suetens, 2009.

describe the reconstruction algorithm in cone beam geometry we assume to have
data corresponding to β from 0 to 2π. Two possible reconstruction approaches exist:

• Rebinning involves the reordering of the data into parallel data and requires
interpolation,

• An adapted equation for filtered backprojection can be used.

Substituting eq.4.15 in eq.4.14 and limiting r
′

in the integration to [FOV/2, FOV/2]
(with FOV = Field Of View) yields:

f (x, y) =
1
2

∫ 2π

0

∫ FOV/2

−FOV/2
p(r

′
, θ) · q(xcosθ + ysinθ − r

′
)dr

′
dθ (4.17)

The coordinate transformations from parallel to cone beam geometry are the follow-
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ing:

θ = γ + θ

r = Rsinγ
(4.18)

where R is the distance from the top of the cone, i.e. the position of the source,
to the center of the FOV. Introducing these new coordinates and after a few cal-
culations,the following cone beam reconstruction formula can be derived (Kak and
Slaney, 1988):

f (x, y) =
∫ 2π

0

1
L2

∫ (cone−angle)/2

−(cone−angle)/2
[Rcosγ′ · p(γ′, β)]

1
2

sin
( γ− γ′

sin(γ− γ′)

)
q(γ− γ′)dγ′dβ

(4.19)
where L is the distance from the image point (x, y) to the top of the cone. Note
that this expression is a modified Filtered Backprojection weighted with 1

L2 . The
inner integral is a convolution of p(γ, β), weighted with Rcosγ, with a modified
filter kernel 1

2 (
γ

sinγ )
2q(γ).

A similar equation can be derived if the detector lies on a straight line perpendicular
to the center line of the cone. In this configuration the coordinates (α, β) are used;
where α is the distance from the origin to the ray through (x, y) measured parallel to
the detector array.
It can be shown (Kak and Slaney, 1988) that the weighted Filtered Backprojection
can now be written as:

f (x, y) =
∫ 2π

0

1
(U/R)2

∫ +∞

−∞

[ R√
R2 + α′2

· p(α′, β)
]
· 1

2
q(α− α′)dα′dβ (4.20)

where U is the projection of distance between the source a generic point (x,y) onto
the central ray of the cone.

4.3.3 Iterative Algorithms

Among the reconstruction algorithms for tomography, filtered back-projection (FBP)
is the most widely used. As previously seen, in FBP algorithm images are created by
back-projecting individual attenuation measurement for each point in space.
Recently, iterative methods have been proposed (Tessa et al., 2007), such the simul-
taneous algebraic reconstruction techniques (SART) and the simultaneous iterative
reconstruction technique (SIRT).
The first iterative technique was the algebraic reconstruction technique (ART) (Ra-
paria, Alessi, and Kponou, 1997). To understand the ART reconstruction algorithm,
we can start from the following linear algebraic problem:

W ·~v = ~P (4.21)

where ~v is a vector that contains the values of all the pixels in the image, ~P is the
vector of the projections for every ray per angle and W is the weight matrix.
The most important parameter is the matrix W, that contains the weights of every
pixel for all the different rays in the projection.
The ART algorithm is based on spreading the density values in the reconstruction
space and then modify this values at each iteration. Basically, the grayness of pixels
on the intersections of the rays are changed to make the ray sum correspond to the
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measured projection. In the following we will concentrate on a brief description of
the two main iterative algorithms: SIRT and SART

SIRT

The simultaneous iterations reconstruction technique (SIRT) is one of several recon-
struction algorithms of the ART family (Gilbert, 1972,Hansen and Jørgensen, 2017).
The main issue faced by the ART algorithm is that one pixel can be crossed by many
rays during one iteration. Updating the grid after every ray will thus create artefacts
in the image. To solve this problem, SIRT updates the pixel values only at the end
of each iteration. In this way, the efficiency and precision are both improved. Also,
SIRT algorithms require several iterations to reach convergence.

SART

The simultaneous algebraic reconstruction technique (SART) was introduced in 1984
as a great improvement of ART and SIRT (Jiang and Wang, 2001). In contrast with
ART, the grid correction in the SART approach is not performed with ray-by-ray
updates. Here the pixels are updated after a computation of the whole projection
image at a certain angle. This means that the error correction terms are applied
simultaneously for all rays of a certain projection.

4.4 Conclusion

In this chapter we introduced the main aspects of X-ray tomography, starting from
a comparison with the bidimensional radiography technique and considering the
mathematical transformations that are need to reconstruct an object in 3D. The Back-
projection algorithm is described to link the 2D projection data acquired at different
angles with the volumetric reconstruction.
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Chapter 5

Phase Imaging with the Hartmann
Wavefront sensor

Here we will discuss about the use of the Hartmann wavefront sensor in a non clas-
sical way. This technique can be used to perform imaging of biological samples (see
section 6.7), to retrieve information about the components of the index of refraction
(δ and β) (see section 7 ) and to infer the chemical properties of a given material.

5.1 Introduction

In order to optimize the classical Hartmann sensor for X-ray imaging application,
there are several aspects to consider. To answer many open questions on the Hart-
mann sensor’s design a precise simulation tool is needed.
The simulation results were divided in several parts to asse different issues. In the
first section we consider the features connected with the propagation process (sec-
tion 5.9) from one set-up element to the other: source energy, aperture shape, pitch
and set-up distances.
In the second section (section 5.10) several parameters connected with the detec-
tion process have be analyzed : first, the capabilities of classical detection algo-
rithms (First Moment, Weighted First moment, Gaussian Three-Point Fitting) will
be studied for a theoretical spot (gaussian shape), with particular attention to effect
of threshold level applied to binarized images. To improve the detection perfor-
mance, more advanced algorithms (Iterative Gaussian Weighted and 2D Gaussian
Fit) will be also described.
Later, the results of these two sections will be combined together to analyze the out-
come of several detection algorithms to a propagated spot (Bessel and Sinc function).
Finally, the same analysis will be applied to a real experimental spot. In fig.5.1 a gen-
eral overview of the performed analysis is given.
Concerning the first section (fig.5.1), parameters connected with the source has to be
consider. The choice of mask material and thickness are in fact strictly related with
the source properties. The degree of coherence will not be considered in this section
since we discuss extensively the effect of coherence level on the design of an Hart-
mann sensor (section 5.6).
For the Hartmann plate array several geometries can be proposed, we will concen-
trate on a 2D repetitive pattern with square or circle apertures. The two parameters
to optimize are the aperture size and the pitch size (distance between the centers of
two apertures).
Particular attention should be given to the effect of wave propagation. Since in our
code we use free space propagation, the distances between every component will be
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related with different diffraction regimes (from near-field to Fraunhofer diffraction
regime, see chapter 5.9.1). Regarding the detection part of the analysis (fig.5.1), the

FIGURE 5.1: General overview of the analysis connected with the
Hartmann sensor design. First, aspects connected with the wave
propagation from one set-up element to the other are considered .
After, features connected with the spot detection are examined for a
theoretical spot. Finally, these two analysis are combined together
to examine the detection capabilities after propagation and on a real

experimental example.

first open question is which detection algorithm works better for different aperture
geometries. Classical and advanced centroid algorithms will be thus applied to a
theoretical spot (gaussian shape), to a simulated spot after propagation (square and
circular aperture) and finally to our experimental results.
Both classical mask geometries based on absorption and phase-contrast mask will
be considered.

5.2 Wavefront definition

As a wave propagates, its disturbance according to the Huygens-Fresnel principle is
given by the superposition of secondary spherical wavelets weighted by the ampli-
tudes at the points where they originate on the wave (Mahajan, 1998). Each element
of the surface of the wave in fact will propagate and becomes a source of a spheri-
cal wave, where the amplitude will be proportional to the surface element (fig.5.2).
The wavefront is defined as the group of points in space where the wave has the
same phase (Goodman, 2005). It is usually quantified as the deviation from a plane
or spherical wavefront measured in meter or in radians. The phase difference can
thus be quantified as the difference of optical path ∆(x, y) between two points P(x,y),
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FIGURE 5.2: Illustration of the Huygens-Fresnel principle showing
the gradual propagation of a plane wave through the excitation of

secondary waves. Image adapted from Peatross and Ware, 2010.

P’(x,y), belonging respectively to the surface of the reference plane wave and of the
wave surface under study (fig. 5.3). Taking a monochromatic radiation of wave-
length λ, the phase difference can be expressed as:

∆φ =
2π

λ
∆(x, y) (5.1)

FIGURE 5.3: The wavefront of a wave Γ’ is quantified by the differ-
ence of the optical path ∆(x, y) respect to a plane wavefront Γ and it

can be expressed as meter or fraction of the wavelength λ .
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5.3 Wavefront detection

A wavefront sensor is a device capable of measuring the phase of the incoming light
(Hartmann, 1900, Born and Wolf, 1980). Several techniques have been proposed
to measure the incident wavefront in the X-ray regime. For soft X-ray lasers Hart-
mann sensors have been proposed with array of holes (Le Pape et al., 2002,Mercère
et al., 2003), zone plate (Baker et al., 2003) or refractive lenses (Mayo and Sexton,
2004). Curvature sensors (Baker, 2003), which measure the Laplacian of the phase,
and two-dimensional interferometers (Bonse and Hart, 1965,Tejnil et al., 1997,Baker,
2009,Vogt et al., 2005,Filevich et al., 2004), based on two orthogonal phase gratings in
the same plane, can be also implement to measure the wavefront of an X-ray beam.
However, in general, Hartmann masks are simpler to fabricate, easy to scale up to
areas of several centimeters (see chapter 6.6), can be applied at higher X-ray energies,
and are tolerant to defects, imperfections, and polychromatic beams (see chapter 7).
The Hartmann sensor was invented to perform optical metrology, and its applica-
tions ranges from adaptive optics to laser wavefront characterization. We will focus
on the implementation of an Hartmann wavefront sensor for phase contrast images.
The Hartmann wavefront sensor consists of a hole array mounted at a certain dis-
tance from the detector. The incident X-ray beam will be sampled by the aperture
array where each hole will locally sample the incident wavefront generating a series
of beamlets.
The wave front sensor measures the tilt over each aperture by comparing the mea-
sured positions of the diffracted spots to the positions of the diffracted spots for a
reference input beam (fig.5.4). The deplacement of each spot is, in fact, directly pro-
portional to the local derivative of the wavefront in that point.
These tilt measurements are then converted into a local measure of the wavefront by
performing an integration called wavefront reconstruction (Fried, 1977, Southwell,
1980, Hudgin, 1977). In a Hartmann wavefront sensor the incident X-ray beam will

FIGURE 5.4: Drawing of the Hartmann wave front sensor operation.
Showing an incident wave front traveling along the z-axis illuminat-
ing an aperture array and the diffracted spots illuminating a detector
and the displacement of a single diffracted spot from the reference

location on the detector.

be sampled by the aperture array where each hole will locally sample the incident
wavefront generating a series of beamlets (see section 5.2).
The wave front sensor measures the tilt over each aperture by comparing the mea-
sured positions of the diffracted spots to the positions of the diffracted spots for a
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reference input beam. Fig 5.4 shows the schematic diagram of the sensor operation.
In order to measure the incident wavefront with the Hartmann wavefront sensor,
the first step is to determine the location of the diffracted spots. We define the z-axis
as the optical axis normal to the planes of the detection and of the aperture arrays.
The x and y axes are located in the plane of the detector.
Spots positions are determined from the reference image by calculating their cen-
troids or first moments (Spiricon, 2004) along both the x-axis and the y-axis. The
centroid in the x direction, x , of an arbitrary intensity pattern is given as:

x =

∫ +∞
−∞

∫ +∞
−∞ I(x, y)xdxdy∫ +∞

−∞

∫ +∞
−∞ I(x, y)dxdy

(5.2)

where I(x,y) is the intensity function for the point (x,y) on the detector plane. Al-
though, in reality, the detectors are composed of a discrete set of pixels that will be
described by the variable i along the x-axis and j along the y-axis.
Thus, this discretization of the Hartmann system allows us to transform continu-
ous variables into a discrete form, replacing the integral of eq.5.2 with a summation.
Furthermore, we have to change the limits of the integration to apply this formula
to measure an array of diffracted spots.
The standard strategy to calculate the positions of the diffracted spots is to sample
the grid of spots with an array of small rectangular sections that are centered on
each projection of the aperture and with sides as long as the aperture spacing. These
rectangular sections are named area-of-interest (AOI).
The centroid integration will be then performed inside these sections for each aper-
ture. Finally, the general first moment centroid equation can be rewritten as:

x =
∑i ∑j I(i, j)i s

∑i ∑j I(i, j)i
(5.3)

where the indexes i and j corresponds to the rectangular integration areas in the x
and y-axis respectively, I(i,j) is the intensity measured by the pixel in the ith row and
jth column and s is the spacing of pixels along the x or y axes.
The equivalent equation can be used to determine the position of the diffracted spot
along the y-axis. To minimize the effects of noise due to the camera and due to the
diffracted light, the intensity I(i,j) is usually thresholded. If the intensity is below the
threshold, the intensity at this pixel is set to zero. Otherwise, the intensity minus the
threshold is used in the calculation.
To perform any measurement, the Hartmann wavefront sensor is illuminated with a
beam whose wavefront, Φ(x, y) is being measured and the diffracted spot positions
are determined from the detctor image using the centroid algorithm. The slope of
the measured wave front is determined by measuring the spatial displacement of a
diffraction pattern from that due to a reference wave incident on the same aperture
array.

The wavefront slope can be calculate starting from the geometry described in fig.5.5:

R2 = r2 + (R−Φ(r))2

Φ(r) = R−
√

r2 − R2
(5.4)
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FIGURE 5.5: Showing two successive wavefronts (gray lines) with a
radius of curvature, R, and the phase as a function of radius, r, from

the optical axis.

Expanding the wavefront and assuming the paraxial approximation (R » r) we get:

Φ(r) ≈ r2

2R
(5.5)

Thus the slope of the wavefront respect to r is :

Φ(r)
dr
≈ r

R
(5.6)

In the Hartmann wavefront sensor this slope is determined by measuring the spatial
displacement of a diffraction pattern from the one of a reference wave incident on
the same aperture array.

FIGURE 5.6: Schematic representation of the diffraction spot displace-
ment on the detector due to the slope of the wavefront at the aperture

array.

The local gradient of the wavefront over the aperture diameter along the x-axis (and
in the same way for the y-axis) is calculated using the equation:

∂Φ(x, y)
∂x

=
∂x
L

∂Φ(x, y)
∂y

=
∂y
L

(5.7)
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where L is the distance between the aperture array and the detector array.

5.3.1 Centroiding Methods

The accuracy of the reconstructed wavefront is largely dependent on the determi-
nation of the spot centers, commonly referred to as “centroiding” . The most used
method is intensity-based and it is called the first moment calculation (eq. 5.3). It
allows to have a fast and robust centroid calculation, even if its performances de-
crease when noise level increases. We will investigate different existing centroiding
methods (Ferstl, 2016; Nightingale and Gordeyev, 2013) : First Moment centroid, a
Weighted First Moment centroid, Gaussian Three-Point Fitting centroid, an Iterative
Gaussian Weighted centroid and a 2D Gaussian fit centroid.

In the Weighted First Moment centroid, the weighting function W(x,y) has a Gaus-
sian shape and its initial central position is given by previous centroiding runs (for
instance with the first moment algorithm):

W(x, y) =
1

2π2 e−((x−x)2+(y−y)2)/(2σ2) (5.8)

where W(x,y) is a Gaussian centered in (x,y) and with FWHM= 2 σ
√

ln(2).
Then the position moments are calculated up to the second order:

SW = ∑
x,y

I(x, y)W(x, y), Sx = ∑
x,y

xI(x, y)W(x, y)

Sxx = ∑
x,y

x2 I(x, y)W(x, y), Syy = ∑
x,y

y2 I(x, y)W(x, y)
(5.9)

The centroid positions are then calculated in the following way:

x =
Sx

SW

y =
Sy

SW

(5.10)

The Gaussian Three-Point Fitting centroid is a simple fitting technique (Tremsin
et al., 2003) that starts from a one-dimensional Gaussian model and, applying the
logarithm on both sides, finds a quadratic function dependent on x0, the central
peak position:

lnI(x) = −
[

x2
0 − 2x0x + x2 + 2σ2ln

σ
√

2π

A

]
/2σ2 (5.11)

where A is the amplitude, x0 is the central peak position and σ is the standard de-
viation. By fitting this parabola into three equidistant points Ii−1(xi−1),Ii(xi) and
Ii+1(xi+1), the maximum x0 can be expressed as:

x0 = P
lnIi+1 − lnIi−1

2[2lnIi − lnIi−1 − lnIi+1
] + iP (5.12)

where P denotes the fixed distance between the three points. For our application,
this distance represents the size of a pixel. In order to obtain the centroid, the fit
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has to be applied in y-dimension as well. Therefore, five points are required in total,
since the central point Ii is the same for both dimensions.

The Iterative Gaussian Weighted centroid follows the same logic of the Gaussian
Weighted centroid, but the central position of the weighting function W(x,y) itera-
tively adjusts based on the previous iteration’s weighted first moment calculation:
The newly computed spot center becomes the weighting functions center for the
next iteration and this process is repeated until the computed spot positions in both
the x- and y-directions converge to within the chosen accuracy (for example 0.001
pixels of the previous iteration).

The 2D Gaussian fit centroid method is based on a weighted regression model (An-
thony, 2009). It transforms the equation of the intensity of a 2D circular Gaussian:

I(x, y) = Ae−{[(x−x0)
2+(y−y0)

2]/(2ω2)} (5.13)

to a linear equation using logarithms:

c1xi + c2yj + c3lnI(i, j) + c4 = (x2
i + y2

j ) (5.14)

where c1, c2, c3, and c4 are unknown coefficients defined as follows:

c1 = 2x; c2 = 2y

c3 = −2ω2; c4 = −2ω2ln(A)− x2 − y2 (5.15)

with the centroid coordinates estimation defined as (x,y) (eq. 5.3).
Eqs.5.15 are set of linear equations which may be solved using a linear least-squares
regression model (Akondi, Roopashree, and Prasad, 2009).

5.3.2 Basic data treatment: OpenCV python library

We will now introduce the main features of the Python library that have been used
to perform the First Moment algorithm in many analysis shown in this manuscript.
OpenCV(Bradski, 2000) is the most popular computer vision library in the world
that includes several hundreds of different algorithms. We will concentrate on a
brief explanation of the image processing modules, in particular on the contour de-
tection and centroid calculation.
Using contour detection, we can detect the borders of objects, and localize them
easily in an image. It is often the first step for many interesting applications, such
as image-foreground extraction, simple-image segmentation, detection and recogni-
tion. The contour is an outline representing or bounding the shape or form of an
object.
Typically, a specific contour refers to boundary pixels that have the same color and
intensity. OpenCV provides two main algorithms for contour detection: CHAIN-
APPROX-NONE where all the boundary line points are stored and CHAIN-APPROX-
SIMPLE that saves just two end points of that line.
We will now explain all the needed steps for detecting contours in OpenCV:

• Read the Image and convert it to Grayscale Format: Converting the image to
grayscale (fig.5.7 a) is very important as it prepares the image for the next step
(thresholding), which in turn is necessary for the contour detection algorithm
to work properly.
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• Apply Binary Thresholding: This converts the image to black and white (fig.5.7
b), highlighting the objects-of-interest and making the contour-detection step
easier. Thresholding turns the border of the object in the image completely
white, with all pixels having the same intensity.

• Find the Contours:The algorithm can now detect the borders of the objects
from these white pixels. It uses the findContours() function to detect the con-
tours (fig.5.7 c) in the image.

After finding the contours of an object, we can use this analysis to calculate some
features like the center of mass of the object or the area of the object.
Some of these properties of the image are found via image moments. For a 2D con-
tinuous function t(x,y) the moment of order (p + q) is defined as :

Mpq =
∫ +∞

−∞

∫ +∞

−∞
xpyqt(x, y)dxdy (5.16)

for p,q=0,1,2,...
After converting the image to a scalar (grey scale) image with pixel intensities I(x,y),
raw image moments Mij are calculated by :

Mij =
∑x ∑y xiyj I(x, y)

∑x ∑y I(x, y)
(5.17)

where the division by I(x,y) is done considering the image as a probability density
function.
The centroid coordinates can be easily calculated by :

{x, y} =
{M10

M00
,

M01

M00

}
(5.18)

The function cv.moments() gives a dictionary of all moment values calculated (fig.5.7
(d)).
A visual scheme of the OpenCV contour algorithm is given in fig.5.7.

However, there are some cases where the contour algorithm might fail to deliver
meaningful and useful results. In fact, the contours associated with each object can
be clearly identified when it is strongly contrasted against its background. While,
when a bright object (fig.5.8,dog) is mixed up with a background with the same
brightness as the object of interest (fig.5.8,dog), multiple unwanted contours stands
out in the background (fig.5.8,green selection).

5.4 Wavefront reconstruction

Once the local wavefront slopes have been determined, the wavefront can be re-
constructed by integrating the gradient measurements. The works of Fried (Fried,
1977), Hudgin (Hudgin, 1977) and Southwell (Southwell, 1980) set the foundation
of the classical wavefront reconstruction algorithms which influenced most of the
methods used nowadays.
The zonal reconstruction method was developed by Fried and Hudgin, while South-
well presented a phase-retrieval method known as modal reconstruction method,
depending on whether the estimate is a phase value in a local zone or a coefficient



72 Chapter 5. Phase Imaging with the Hartmann Wavefront sensor

FIGURE 5.7: (a) Convert a test image to grayscale format, (b) apply
binary thresholding (thr=150), (c) find the contours, (d) calculate the

moment of the image and the centroid coordinates (red dot).

FIGURE 5.8: Left – input image with a white dog and a lot of other
edges and background colors. Right – the contour detection results
overlaid. The contours are not complete, and the detection of multiple

or incorrect contours due to clutter in the background.

of an aperture function. In the following sections we will present the classical zonal
and modal reconstruction algorithms.

5.4.1 Zonal Reconstruction

Starting from the slope measurement (obtained, e.g., from the centroid method eq.5.2),
the zonal algorithm consists on a linear model that connects the unknown phase
value φ with the phase slopes (eq.5.7) via a finite difference approach.
The grid positions for the x- and y-slopes measurements are shown in fig.5.9.

The formulation of the problem depends on where the actual slope measurements
are taken: Southwell (fig.5.9 a)), Hudgin (fig.5.9 b)) and Fried (fig.5.9 c)). The goal of
this series of algorithms is to construct a function or a model of the phase that can
be least-squared-fitted on the slope measurement data.
Considering the data configuration given in (fig.5.9 a)) , we assume that the phase
dependence between the grid points in the x direction is represented by the polyno-
mial:

φ = c0 + c1x + c2x2 (5.19)
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FIGURE 5.9: Slope measurement sampling geometry and wavefront
mesh points. The horizontal lines indicate positions of x-slope sam-
pling. The vertical lines are the y-slope sampling positions. The dots
are the estimated phase points. Configuration (a) is from Southwell,

(b) is from Hudgin and (c) is from Fried.

And the slope is :
Sx = c1x + 2c2x (5.20)

In this configuration, since we have two slopes measurements for each phase point
it is possible to retrieve both c1 and c2 of eq.5.20. This will produce the following
relationships, for a grid of (NxN) phase points :

(Sx
i+1,j + Sx

i,j)

2
=

(φi+1,j − φi,j)

h
f or i = 1, N − 1;

j = 1, N,

(Sy
i+1,j + Sy

i,j)

2
=

(φi,j+1 − φi,j)

h
f or i = 1, N;

j = 1, N − 1,

(5.21)

where h = D/N and D is the width of the aperture.
Having a set of slopes measurements Sx and Sy, from eqs.5.21 we can apply the least-
squared technique.
The previous expressions can be written in the following matrix equation:

S = A φ (5.22)

where S is a vector containing all the slope measurements and φ is the vector con-
taining the N2 unknown phase values.
The standard solution of this problem is to calculate the transpose matrix of A (AT)
and solving a least-squared problem. However, every constant wavefront added to
the solution will satisfy the model and thus the matrix AT A is singular. For large
arrays, we can use iterative matrix methods for solving eq.5.22.
In the following, we will describe the Successive Over-Relaxation (SOR) method.
We start from the matrix describing the eqs.5.21:

DS = A φ (5.23)

where D is a matrix that performs the adjacent slope averaging.
The corresponding normal equations are:

(AT A) φ = ATDS (5.24)



74 Chapter 5. Phase Imaging with the Hartmann Wavefront sensor

Writing just the nonzero matrix element components :

φjk = φjk + bjk/gjk (5.25)

where φjk is the nearest-neighbor phase average, bjk = (Sy
j,k−1 − Sy

j,k + Sx
j−1,k − Sx

j,k)h
and g factors are the diagonal elements of ATA.
Eq.5.25 is the basis of an iterative solution, where the right side of the equation is
calculated for each current value of φ.
The result after m iterations is :

φ
(m+1)
jk = φ

(m)
jk + bjk/gjk (5.26)

By adding and subtracting φjk on the right-hand side of eq.5.26 and introducing the
relaxation parameter ω, we have:

φ
(m+1)
jk = φ

(m)
jk + ω[φ

(m)
jk + bjk/gjk − φ

(m)
jk ] (5.27)

The optimal value of ω is known for this class of matrices:

ω =
2

1 + sin[π/(N + 1)]
(5.28)

The convergence is achieved when the quantity in brackets on the right-hand side
becomes small.

5.4.2 Modal Reconstruction

In the modal reconstruction algorithm, the wavefront is expanded in a set of orthog-
onal unitary functions, where its coefficients are estimated from the slopes measure-
ments. For the decomposition of phase elements, the Zernike polynomials are often
used for circular apertures and Legendre polynomials for square apertures.

The wavefront can be expanded in a set of orthogonal functions:

φ(x, y) =
M

∑
k=0

aknkFk(x, y) (5.29)

where ak are the coefficients to be determined, nk are the normalization constants,
and Fk are the two-dimensional functions that are orthogonal over the sampled aper-
ture. We choose Fk to have zero mean. The slope model is obtained by differentiating
eq. 5.29 :

Sx =
M

∑
k=1

aknk
∂Fk

∂x

Sy =
M

∑
k=1

aknk
∂Fk

∂y

(5.30)

The numerical complexity is highly reduced by replacing the initial problem of N2

phase point with M phase expansion coefficients ak (eq. 5.30). We can reshape eq.5.30
in matrix form:

S = Aa (5.31)
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where A is a rectangular matrix with M columns and 2N2 rows.
Since all the other terms in the expansion have zero mean, the corresponging normal
equations can be solved using the standard least-squares solution:

AT Aa = ATS (5.32)

and the coefficient matrix a is :

a = (AT A)−1ATS (5.33)

where AT A is an M by M symmetric matrix, and ATS is a vector of length M whose
components are weighted sums (or moments) over the slope data.

5.5 Wavefront sensor precision and accuracy

There are different sources of uncertainty in wavefront sensor, that can be divided
into precision and accuracy of the wavefront sensor (Daniel R. Neal, 2002).

Precision is defined as the repeatability of the sensor. Therefore, it is the variation of
the measurement for an unchanged incident wavefront. It is normally quantified by
the root-mean-square (RMS) of the measurement difference.

Accuracy is the ability of a wavefront sensor to measure a known incident wave-
front.

These two factors are influenced by the camera readout noise, the finite pixelization,
the cross-talk between two close spots and several other effects.
In the following sections we will describe several sources of error that can affect the
design of a Hartmann sensor.

5.5.1 Alignment and calibration

Alignment and calibration effects are sources of systematic errors in the system. The
relative orientation between the Hartmann aperture mask and the detector may be
subject to tilt, tip or rotation. Since the reference centroids are recorded for each im-
age acquisition, the measurements are essentially differential and these systematic
errors are minimized. It is thus crucial to maintain the alignment between the aper-
ture array and the detection plane when performing a series of acquisitions.
Also, the distance between the array and the detector is an important parameter and
it has to be measured with high accuracy to avoid a calibration offset.

5.5.2 Precision: Centroid estimation error

The repeatability of a wavefront sensor is affected by the finite signal to noise ratio
of real detectors. The error on the centroid estimation can be obtained repeating the
same measurement many times and then analyzing the centroid positions. Consid-
ering an array with K apertures for N repeated measurements:

V2 =
1
N

N

∑
n=1

(
1
K

K

∑
k=1

(xk − xk)
2 + (yk − yk)

2)n (5.34)
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where V2 corresponds to the standard deviation of the centroids. In eq. 5.34 we
assume that the centroid measurements in x and y are statistically independent. In
the calculation of the wavefront sensor precision, we can suppose that the error is
mainly coming from stochastic noise. Averaging the result with N meaurements,
will improve the centroid estimation as the root-mean-square of N.

5.5.3 Accuracy: Centroid pixelization error

To evaluate this type of error, the estimated position is compared to the position of
an ideal spot. The relative position of the source respect to the Hartmann array is
varied in a known way and compared to the estimated centroid location:

σ2
px = 〈(x̃− xI)

2〉 (5.35)

where σ2
px is the pixelization error, xI is the ideal spot position and x̃ is the real

measured position.

5.6 Simulation Tool

Many experimental parameters need to be optimized to design a Hartmann wave-
front sensor dedicated to imaging applications. A precise simulation tool is thus
needed. In particular, the architecture of the Hartman hole plate, the distances be-
tween the different elements of the set-up and the source properties are some of the
crucial issues that determine the performances of the entire system. In this thesis, we
developed a 3D wave propagation model based on Fresnel propagator (Goodman,
2005). The model can manage any degree of spatial coherence of the source, enabling
the accurate simulation of a wide range of X-ray emission processes, such as tabletop
sources, synchrotron facilities or X-ray free-electron lasers (Begani Provinciali et al.,
2020). The technique used to describe beam divergence is physically consistent with
the definition of spatial coherence of an emitting source (see section 5.6.7). In the
following sections the different components of the simulation tool, implemented in
Python, will be described.

5.6.1 Fresnel Propagator

The radiation emitted from the source is propagated step-by-step to each optical
element using a Fresnel Propagator. The wave field U(x,y) is calculated from the
diffraction of a complex aperture placed in the (ε,η) plane that is illuminated by the
field U(ε,η) in the positive z direction (fig. 5.10).

The propagator was implemented following its classical derivation from the
Huygens-Fresnel principle (Goodman, 2005) :

U(x, y) =
z
jλ

∫ +∞

−∞

∫ +∞

−∞
U(ε, η)

eikr

r2 dεdη (5.36)

where λ is the wavelength, k is the wave vector, U(x,y) and U(ε,η) are the wave fields
in the (x,y) and in the (ε,η) planes, respectively, and z is the propagation distance.
Finally, the distance r is given by:

r =
√

z2 + (x− ε2) + (y− η2) (5.37)
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FIGURE 5.10: Schematic representation of the coordinates system: the
wave field is defined in the (ε,η) plane and propagated until the sec-
ond plane (x,y). The propagation direction z is orthogonal to both

planes.

To reduce the Huygens-Fresnel to a simpler expression, we introduced a binomial
expansion for the distance r and keep only the constant and quadratic terms of the
expansion:

r ≈ z
[
1 +

1
2
(

x− ε

z
)2 +

1
2
(

y− η

z
)2
]

(5.38)

Inserting eq.5.38 inside eq.5.36 we can rewrite the field at (x,y) as a convolution in
the following form:

U(x, y) =
∫ +∞

−∞

∫ +∞

−∞
U(ε, η)h(x− ε, y− η)dεdη (5.39)

where the convolution kernel h(x-ε,y-η) is defined as:

h(x, y) =
eikz

jλz
e

ik(x2+y2)
2z (5.40)

and factorizing the term e
ik(x2+y2)

2z outside the integral we found:

U(x, y) =
eikz

jλz
e

ik(x2+y2)
2z

∫ +∞

−∞

∫ +∞

−∞
U(ε, η)e

ik(ε2+η2)
2z e

−2jπ(xε+yη)
λz dεdη (5.41)

Eq.5.41 is the Fourier transform of the product of the initial complex field U(ε,η) and

a quadratic phase factor e
ik(ε2+η2)

2z . Eq.5.41 is called Fresnel diffraction integral. This
approximation is valid when the observation distance r is many wavelengths larger
than the aperture (r � λ) and is called the near-field of Fresnel diffraction region
(see section 2.3.3). The propagated field U2(x,y) after a distance z, equals the inverse
Fourier transform of the multiplication of the Fourier transform of the initial field
U1(x,y) and the propagator H( fx, fy):

U2(x, y) = FT−1
{

FT[U1(x, y)]H( fx, fy)
}

(5.42)

where the direct and inverse Fourier transform are indicated with FT and FT−1,
respectively, U1(x, y) is the initial field and the propagator H( fx, fy) can be expressed
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by:
H( fx, fy) = ejπλz f 2

ejkz (5.43)

where f=( fx, fy) ( fx = x
λz , fy = y

λz ) are the spatial frequencies.
In this way, we were able to compute the convolution integral in eq.5.41 as simple
Fourier transforms.

5.6.2 Discrete Fourier Transform

When implementing Fourier optics simulations on the computer, it is necessary to
represent the functions by discrete arrays of sampled values and apply transform
and processing methods designed for these discrete signals.
The main challenge in Fourier optics simulations is to find a balance between ac-
ceptable sampling artifacts and available computer resources (Voelz, 2011). In the
following sections we will discuss the sampling of continuous functions and the
Shannon–Nyquist sampling theorem.
Let us consider a 2D analytic function g(x,y), uniformly sampled in the x and y di-
rections with a sample interval ∆x and ∆y respectively:

g(x, y)→ g(m∆x, n∆y) (5.44)

where m and n are integer indices of the samples. The respective sample rates are
1/∆x and 1/∆y.
In practice, the sampled space is finite. Assuming it is composed of M x N samples
in the x and y directions, respectively, m and n are often defined with the following
values:

m = (−M
2

,
M
2
− 1); n = (−N

2
,

N
2
− 1) (5.45)

The sampled space is shown in fig. 5.11, where Lx is the length along the x side of
the sampled space and Ly is the length along the y side; they are called side lengths.
They represent physical distances and are related to the sampling parameters by:

Lx = M∆x; Ly = M∆y (5.46)

FIGURE 5.11: Two-dimensional function: (a) analytic and (b) sampled
versions.

One fundamental issue is whether the sample intervals of the analytic function are
small enough to preserve the features of g(x,y). For functions where the spectral con-
tent of the signal is limited to a finite range of frequencies (band-limited functions),
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a continuous function can be recovered exactly from the samples if the sample inter-
val is smaller than a specific value.
The Shannon–Nyquist sampling theorem extended to two dimensions set this pa-
rameter to:

∆x <
1

2Bx
; ∆y <

1
2By

(5.47)

where Bx is the bandwidth of the spectrum of the continuous function along the x
direction and By is the bandwidth along the y direction.
If we indicate with |G( fx, fy)| the magnitude Fourier transform of the function g(x,
y), the bandwidth is commonly defined as a half-width measure of |G( fx, fy)|.
Aliasing effects occur when the condition stated in eq. 5.47 is not satisfied: this re-
sults in undersampling high-frequency components in the signal that are interpreted
erroneously as low-frequency signals.

We will now discuss only the critical simulation aspects in the implementation of the
Discrete Fourier Transform (DFT), for more details see (Robert M. Gray, 1995;Op-
penheim Alan V., 2009) .
The analytic Fourier transform of a function g(x,y) of two variables x and y is defined
as:

G( fx, fy) =
∫ +∞

−∞

∫
g(x, y)e−j2π( fxx+ fyy)dxdy (5.48)

We assume that g(x,y) is sampled following eq.5.44 and eq.5.45 and to simplify the
notation we call g(m∆x, n∆y) as g̃(m, n).
Next, the integrals in 5.48 can be approximated with a Riemann sum:

∫ +∞

−∞

∫
(...) dxdy→

N/2−1

∑
n=−N/2

M/2−1

∑
m=−M/2

(...) ∆x∆y (5.49)

where the sampling parameters ∆x and ∆y are multiplied subsequently to the DFT
operation.
The frequency domain is conventionally divided into M and N evenly spaced co-
ordinate values, called fx and fy. The discrete set of frequencies are thus defined
by:

fx →
p

M∆x
, where p =

−M
2

, ...,
M
2
− 1; (5.50)

fy →
q

N∆y
, where q =

−N
2

, ...,
N
2
− 1; (5.51)

where p and q are integers indexes, and the frequency sample intervals are:

∆ fx =
1

M∆x
=

1
Lx

, and ∆ fy =
1

N∆y
=

1
Ly

(5.52)

The spatial (m,n) and frequency (p,q) arrays have the same number of elements.
Incorporating eq.5.51 and eq.5.52 into the complex exponential of eq.5.48 we have:

exp(−j2π( fxx + fyy)) = exp(−j2π(
pm
M

+
qn
N

)) (5.53)

And the final form for the DFT is:

G̃(p, q) =
N/2−1

∑
n=−N/2

M/2−1

∑
m=−M/2

g̃(m, n)exp(−j2π(
pm
M

+
qn
N

)) (5.54)
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where G̃(p, q) represents the DFT of g̃(m, n) .
The inverse discrete Fourier transform (DFT−1) is derived in a similar way and is
written as:

g̃(m, n) =
1

MN

N/2−1

∑
p=−N/2

M/2−1

∑
q=−M/2

G̃(p, q)exp(j2π(
pm
M

+
qn
N

)) (5.55)

The term 1
MN comes out when numerically evaluating a forward Fourier integral

followed by an inverse Fourier integral. This allows the DFT followed by the DFT−1

to return the original function values, which is consistent with the Fourier integral
theorem.

5.6.3 Coordinates definition and Shifting

In the simulation square grids and uniform sampling in the two axis were used:
∆x=∆y, N=M, and Lx= Ly=L.
The coordinates in the real plane and the spatial frequency coordinates are derived
by eq.5.50-5.52 and described in fig.5.12.

FIGURE 5.12: Spatial coordinates of the samples (Left) and the respec-
tive spatial frequency coordinates (Right) assuming a FT relationship

between the spatial and spectral domains

The integer index variables introduced before (m and n, as well as p and q) span from
negative to positive values. However, software applications use positive integer
values for vector or array (matrix) indexing. It is common to put the zero coordinate
at the center of the grid, corresponding to the (M/2+1) index.
Nevertheless, in the majority of the coding language, the zero coordinate is placed in
the first index position when dealing with the Fourier Transform algorithms. Thus, a
“shift” of the centered vector values is needed before a Fourier Transform operation.

5.6.4 Fresnel Two-Step Propagator

In a free-space propagation code the source size and the detector extension can be
simulated inside planes with very different side lengths. Computationally, each field
is normally defined as a 2D array of data. In order to propagate the source field of
a certain distance multiplication between matrices are performed. To perform this
operation, the number of samples for each matrix cannot change during the prop-
agation. In some cases, the field dimensions vary during the propagation due to
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magnification or demagnification processes. A possible solution is to sample differ-
ently each plane, changing the side dimensions defining each field.
It is thus convenient in many geometries to define a two-step propagation method
where the side lengths can be chosen independently. The approach was derived in
the 1980s and takes advantage of two artificial Fresnel propagations (Tyler and Fried,
1982).
The first propagation is from the source field U1(x1, y1) to a virtual plane field UV(xV ,
yV) situated after a distance z1. The second propagation is from the observation
plane field U2(x2, y2) to the virtual plane after distance z2 (fig. 5.13).

FIGURE 5.13: Fresnel two-step propagation concept

These propagations can be separately written using the definition given by Fresnel
(eq. 5.41) and then equating the virtual plane fields we found:

U2(x2, y2) =
z2

z1
exp[jk(z1 − z2)] exp

[
− j

k
2z2

(x2
2 + y2

2)
]

∗F−1

{
exp
[
− j

k
2

( 1
z1
− 1

z2

)
(x2

d + y2
d)
]

∗F
{

U1(x1, y1)exp
[

j
k

2z1
(x2

1 + y2
1)
]}}

(5.56)

The propagation distance from the source to the observation plane is given by :

z = z1 − z2 (5.57)

The virtual plane coordinates are related to the transform frequencies in the source
and observation planes by:

xv = λz1 fX1 = λz2 fX2 (5.58)

where the same equation can be written for the y-dimension parameters.
With discrete sampling, the source and observation plane side lengths are given by:

L1 = M∆x1, L2 = M∆x2 (5.59)
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where M is the number of samples and ∆x1 and ∆x2 are the respective sample inter-
vals. Applying 5.58 and considering that, in frequency space, fX1 = p/2 ∆x1 and fX2
= p/2 ∆x2, where p is the progressing index of the simulated plane, we find:

z1

z2
=

L1

L2
=

∆x1

∆x2
(5.60)

Considering eq. 5.57 we can derive:

z1 = z
( L1

L1 − L2

)
; z2 = z

( L2

L1 − L2

)
(5.61)

Performing some algebra, we can rewrite eq. 5.56 as :

U2(x2, y2) =
L2

L1
exp(jkz) exp

[
− j

k
2z

(
L1 − L2

L2
)(x2

2 + y2
2)
]

∗F−1

{
exp
[
− jπλz

L1

L2
( f 2

x1 + f 2
y1)
]

∗F
{

U1(x1, y1)exp
[

j
k

2z
(L1 − L2)

L1
(x2

1 + y2
1)
]}}

(5.62)

The expression 5.62 is the basis for the two-step propagator, where the source and
observation plane side lengths, L1 and L2 respectively, can be chosen independently.

5.6.5 Sampling considerations in the two-step method

The two-step propagation method described in the previous section can be affected
by sampling issues.
We will first define the oversampled regimes analyzing the terms of eq.5.62. The
source contribution is expressed as:

exp
[

j
k

2z
(L1 − L2)

L1
(x2

1 + y2
1)
]

(5.63)

and is oversampled when ∆x1 ≤ λz1/L1. Using the relation for z1 in eq.5.61 yields:

∆x1 ≤
λz

|L1 − L2|
(5.64)

In the same way for the term in the observation plane:

exp
[
− j

k
2z

(
L1 − L2

L2
)(x2

2 + y2
2)
]

(5.65)

the requirement for oversampling is ∆x2 ≤ λz2/L2. Inserting eq.5.60 the expression
for ∆x1 can be rewritten as:

∆x1 ≤
L1

L2

λz
|L1 − L2|

(5.66)

Finally, for the frequency term:

exp
[
− jπλz

L1

L2
( f 2

x1 + f 2
y1)
]

(5.67)
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This part is oversampled when:

∆x1 ≥
λz
L2

(5.68)

Equating eq.5.64 and eq.5.66, results in the condition L1 = L2. Thus, critical sampling
requires the side lengths to be equal. Also, under critical sampling eq.5.68 gives the
familiar critical sampling criterion ∆x1 = λz2/L1. Thus, choosing L1 and L2 to be
different forces non-critical sampling. Sampling criteria depend on the relationship
between L1 and L2. In general, the two-step method is capable of resampling the
observation plane grid within the propagation process, but does not alleviate the
sampling constraints for the Fresnel propagators.

5.6.6 Fresnel Propagator validation

To validate the implementation of our Fresnel propagator, we simulated the propa-
gation of a fully coherent beam using an object that leads to a well-known diffraction
pattern.
We looked at the diffraction pattern of a coherent source from a rectangular aperture
for various normalized distances from the aperture, as represented by different Fres-
nel numbers. We remind that the Fresnel number N f = (a2/zλ) is the ratio between
the aperture size (a) and the product of the distance of the screen from the aperture
(z) and the incident wavelength (λ).
The simulation was performed with λ = 1.38 × 10−10 m, M x M samples with M=1000,
the distance z and the aperture size were adjusted for each value of N f .
The diffraction patterns generated with our code are reported in fig.5.14 a) ,while
results tabulated in Goodman, 2005 (p. 86) are given in fig.5.14 b) for N f = 1, 4, 10.
For each plot the size of the aperture is given. The results coming from the sim-

FIGURE 5.14: Diffraction patterns from a rectangular aperture chang-
ing the Fresnel number (N f ). (a) Simulation results for N f = 1, 4, 10;
aperture size is shown in dark grey. (b) Theoretical results for N f = 1,

4, 10; aperture size is shown in dark grey.
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ulation are well represented by the theoretical diffraction pattern of a rectangular
aperture. This test validates the reliability of the Fresnel propagator implemented in
the simulation code.

5.6.7 Definition of source coherence

Many techniques are currently available to describe partially coherent beams by a
superposition of coherent but mutually uncorrelated light beams (Vahimaa and Tu-
runen, 2006, Gbur and Visser, 2010, Shi et al., 2014). In the Gaussian Schell model
(GSM) (Starikov and Wolf, 1982) the beam represents a broad class of partially co-
herent beams, whose intensity and degree of coherence both satisfy Gaussian distri-
butions. In the twisted Gaussian Schell model (TGSM) (Simon and Mukunda, 1993)
partially coherent beams can carry two special kinds of phase (i.e., twist phase and
vortex phase) besides the usual quadratic phase.
Recently, great attention has been paid to partially coherent beams whose degree
of coherence does not satisfy a Gaussian distribution, so-called partially coherent
beams with nonconventional correlation functions (Cai, Chen, and Wang, 2014). An
alternative approach consists in propagating the wavefront by a linear superposition
of Gaussian beam wavefronts (Idir et al., 2011). Each beam is propagated indepen-
dently throughout the optical system and then superimposed to calculate the prop-
agated field. Here we describe a modified version of the superposition of Gaussians

FIGURE 5.15: Description of source architecture: each Gaussian beam
is first shifted to a random position chosen inside a larger Gaussian
distribution (with standard deviation σB ) that defines the final source

size.

approach. The model described here is based on a modified version of the Huygens-
Fresnel principle, replacing the spherical waves with Gaussian beams. Before the
propagation, each Gaussian beam is first shifted to a random position chosen inside
a larger Gaussian distribution (with standard deviation σB ) (fig. 5.15) , that defines
the source size, and then multiplied by a random phase factor e(iφ(x,y)).
Afterwards, the propagation is applied and the electric fields are added together at
the end of each cycle to generate the final field. The logic of the loop that generates
this superposition of Gaussians is described in fig. 5.16.

The final expression for the electric field for N Gaussian beams inside the source is:

Etot =
N

∑
i=1

E(xri
i , yri

i )exp(iφi(xri
i , yri

i )) (5.69)
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FIGURE 5.16: The beams are propagated independently up to the
detector plane, where the electric field of every beam is summed
together. Prior to propagation, each beam is multiplied by a ran-
dom phase factor and is shifted in a random position chosen inside a
larger Gaussian distribution with standard deviation σB that defines

the source size.

where Etot is the total electric field, E(xri
i , yri

i ) is the electric field calculated in each
position (xri

i , yri
i ) randomly distributed inside the source and exp(iφi(xri

i , yri
i )) is a

random phase factor.
All the simulation results showed here have been performed with a monochromatic
beam.
A typical image of a simulated incoherent beam is shown in fig. 5.17. The outcome
of this process is a partially coherent source obtained using Fresnel propagators, that
can reproduce any type of sources from fully coherent to incoherent.
In order to prove the reliability of our numerical model to treat the Fresnel propa-
gator in the case of a fully coherent or partially coherent illumination, we first sim-
ulated a fully coherent source (N = 1) and we observed its capability of creating a
diffraction pattern after passing through a sharp edge (red curve, fig.5.18) looking at
its normalized intensity pattern.

The effect on the diffraction pattern shape for an incoherent illumination was stud-
ied with the simulation tool previously described. The simulation was performed
with the following parameters: incident radiation wavelength λ = 1.38 × 10−10 m, M
x M samples with M=3000, and a propagation distance z = 40 cm between the source
and the detection plane. The oscillations that can be seen on the black line of fig.5.18
a) for a low number of Gaussians inside the source (N = 5) are due to its high level
of coherence.
The measured fringe visibility is related in fact to the magnitude of the complex de-
gree of coherence within the illumination beam (Smith et al., 2003a).
Taking the same experimental condition but increasing the number of Gaussian
sources (N = 100), makes the beam partially coherent. The oscillations vanished
(blue line in fig.5.18 a)) since they are averaged between many shifted beams. The
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FIGURE 5.17: Simulation of an incoherent source (left) and a single
line plot corresponding to the white line (right). Screen size L=100
µm, λ = 1.38 × 10−10 m, M x M samples with M=1000, propagation

distance z=20 cm.

diffraction pattern created by the object in the case of a coherent illumination corre-
sponds to the one tabulated in the literature (fig.5.18 b)) (Valasek, 1950 (p. 180)).
The developed simulation tool well represents the diffraction patterns both for inco-
herent and coherent illuminations. In the next section a simple experimental set-up
will be studied.
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FIGURE 5.18: Diffraction pattern from a plane wave incident to a
sharp edge(red line) in the case of coherent and incoherent illumi-
nation. (a) Result from the simulation for N = 5 (black line) and N =

100 (blue line). (b) Theoretical result for coherent illumination.

5.6.8 Diffraction from a Test Object

In this section we will show the results from the simulation of a standard experi-
mental situation, where a simple object was taken as an example.
The interaction of the incident beam with an object is described through its transfer
function. The wave electric field E(x,y) after the interaction with the object can be
expressed as:

E(x, y) = A0(x, y) ∗ exp(
2πiδ∆L

λ
) ∗ exp(−2πβ∆L

λ
) (5.70)

where ∆L is the object thickness, A0(x,y) is the amplitude of the incident wave, λ is
the wavelength, δ and β are the real and imaginary parts of the index of refraction.
The simulated sample was a 3D cylinder composed of Polymethylmethacrylate
(PMMA). The material is described by its index of refraction n(ω) = 1 − δ(ω) +
iβ(ω), where ω is the wave pulsation.
After the design of the source, to perform the simulation we used two propagators:
one from the source to the object plane and one from the object plane to the detector
plane.
The simulation was performed with the following parameters: Energy=9 keV (λ=
1.377 10−10 m), M x M samples with M=3000, standard deviation of each Gaus-
sian source σ = 0.03 µm, source-object distance (z1)=30 cm, object-detector distance
(z2)=142 cm, detector pixel size= 0.2 µm. The number of initial Gaussians in the
source (N) was set at N=50 to simulate a coherent source while for an incoherent
illumination N=150.
The detector was placed far from the object (z2 » z1) to better observe the diffraction
from the edges of the cylinder.
The design of the 3D cylinder (1 mm diameter) is shown in fig.5.19 a).
The thickness of the object is evaluated at each (x,y) point. The propagation inside
the sample is not yet considered. Since the deflection angles are very small, in the
100 nrad to µrad range, the rays might be considered as being shifted laterally by a
negligible amount inside the sample.
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FIGURE 5.19: Effect of the degree of coherence of the source on a test
object (PMMA cylinder). (a) Design of the 3D cylinder (1 mm diame-
ter). (b) Image of the object after the propagation at the detector plane.
In the 2D image we can see the interaction between the incident gaus-
sian beam and the test object. Graph : single line plot of the reference
beam (blue line) and of the detector image (orange line). (c) Case of
highly coherent source (N=50): we can observe many oscillations at
the edge and a broad peak. (d) case of lower coherence with higher

number of sources (N=150) :the amplitude of the peak decreases.

The image acquired at the detector plane is shown in fig.5.19 b). In the 2D image,
we can see the result of the interaction between the incident Gaussian beam and the
test object. In the graph below we find a single line plot of the reference beam (blue
line) and of the detector image (orange line).
To study the effect of the degree of coherence of the source, we run the simulation
with the same parameters varying the number of initial Gaussians (N) inside the
source. For a highly coherent source (N=50) we can observe many oscillations near
the edge and a broad peak at the edge (fig.5.19 c). While decreasing the level of
source coherence, so increasing the number of sources (N=150), the amplitude of the
peak decreases (fig.5.19 d). In fact the resulting signal will be the average of many
different small sources and this will blur the final image.
From this last example we can see how the design of the source coherence level plays
a crucial role on the detected diffraction pattern.
A similar test was performed increasing the spatial resolution of the detector ( pixel
size of the detector= 0.13 µm) and varing the distance source-object to z1 = 5 cm and
the distance object-detector to z2= 5 cm. The other parameters remained unchanged
from the previous simulation.
The diffraction pattern from a PMMA cylinder was studied for N = 1, 10, 100 and
1000 Gaussian sources.
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FIGURE 5.20: Single line plot at the edge of a PMMA cylinder varying
the level of coherence of the source. Green line (N = 1) represents the
case of fully coherent illumination, while the red line is for N = 10, the
blue for N = 100 and the black for N = 1000. The inset shows the full

line plot.

Horizontal plots (fig. 5.20) are shown to appreciate the evolution of the diffraction
patterns between the different cases. The shape of the incident Gaussian beam can be
seen at the centre of the intensity plot (fig. 5.20) since the low absorption properties
of PMMA are not completely attenuating the incident beam.
Many contrasted oscillations can be seen in the case of fully coherent illumination
(green line, N = 1), while with a small number of sources (red line, N = 10) the signal
appears noisy due to the multiple interferences.
The incoherent illumination can be simulated using a high number of sources (black
line, N = 1000). In this case, the diffraction pattern is completely smoothed out due
to the random superposition of the electric fields coming from the very large number
of sources.
The case N = 100 represents an intermediate coherence level and still exhibits very
weak oscillations.
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5.6.9 Modelling of image formation with compact Hartmann Sensor

The previous part validates the relationship between the coherence of the source and
its effect on the imaging procedure. This is an important step in the understanding
of the behavior of optical systems with respect to the characteristics of the illuminat-
ing source.

FIGURE 5.21: Schematic representation of the simulated set-up: the
Hartmann mask is placed in the beam path between the source and
the detector. z1 is the source to mask distance and z2 is the mask to
detector distance.The small circles in the source plane represents each

Gaussian propagated independently.

The design of a highly sensitive wavefront sensor, such as the X-ray Hartmann sen-
sor, requires the optimization of many parameters. We simulate the beam after the
Hartmann mask, that was designed as an absorbing plate with regularly spaced
holes having 100% transmission (fig.5.21). The reported images display the beam
after the propagation through a Hartmann mask with 3 µm square holes and 5 µm
pitches (distance between the centers of two adjacent holes). The simulated plane is
composed of M x M samples with M=5000 and standard deviation of each Gaussian
source σ = 0.03 µm. The incident energy is set at 9 keV. The distance source-mask is
z1 = 5 cm and the distance mask-detector is z2 = 1 cm.The pixel size of the detector
is 0.066 µm.

Since the reconstruction of the wavefront is based on the integration of the signal
of each beam to calculate their displacement (Mercère et al., 2003,Southwell, 1980),
we are going to investigate the occurrence of diffraction and the cross-talk between
adjacent holes when changing the coherence of the illuminating beam. In fig.5.22,
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FIGURE 5.22: 2D intensity maps of the simulated Hartmann mask
imaged at the detector plane for different values of N. (a) N = 1, (b)
N = 10, (c) N = 100 and (d) N = 1000. The diffraction pattern created
with coherent illumination (a) will become more noisy increasing N,
reaching a Gaussian shape in the incoherent case (d). Insets show a

magnification of the central part of the mask. Scale bars are 16 µm.

images of the Hartmann patterns in the case of N = 1, 10, 100 and 1000 are reported.
Single line plots of each case shown in fig.5.22 are reported in fig. 5.23. Diffraction
effect from the hole edges is clear in the case of coherent illumination (N = 1, fig.5.22
a)), while the displacement of the sub-sources associated with the interference of the
propagated beams induces a strong change on the pattern N = 10 (fig.5.22 b)).
Decreasing the degree of coherence of the incident beam decreases the visibility of
the diffraction pattern (N = 100, fig.5.22 c)), and in the case of strongly incoherent
illumination (N = 1000, fig.5.22 d)) a Gaussian shape for the diffraction pattern of
each hole can be seen. In this case the image of the source is convolved with the
diffraction pattern.
The Hartmann patterns shown in fig.5.22 are characteristic of compact wavefront
sensors. They have been observed on the high numerical aperture EUV sensor (Ruiz-
Lopez et al., 2017,Li et al., 2020). The mask parameters, like the spacing between two
holes or their dimension, can be optimized with respect to the degree of coherence
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FIGURE 5.23: Single line plot of the 2D images shown in fig.5.22 vary-
ing N. N = 1 (blue line), N = 10 (red line), N = 100 (black line) and

N = 1000 (purple line).

of the source (see section 5.9.3).

In the Hartmann mask studied in Section 5.6.9 the pitch is comparable with the aper-
ture size and the detector was placed at 1 cm from the mask.
Standard experimental conditions for Hartmann imaging usually requires a larger
pitch and to move the detector plane further (Smith et al., 2003b).
To meet these criteria, a second Hartmann mask was modelled with 3 µm square
holes and 25 µm pitches. The simulated plane is composed of of M x M samples
with M=5000 and each Gaussian source has standard deviation σ= 0.03 µm. The in-
cident energy is set at 9 keV. The distance source-mask is z1 = 20 cm and the distance
mask-detector is z2= 20 cm. The detector pixel size is 0.13 µm. The results are dis-
played in fig.5.24 . This configuration differs from the previous one in the sense that

FIGURE 5.24: 2D Intensity map of Hartmann mask with 3 µm square
apertures and 25 µm pitches for different illuminating sources. The
number of Gaussians N inside the source are N = 1 (a), N = 10 (b), N =
50 (c) and N = 1000 (d). Oscillations can be seen in the detected spots
with coherent illumination (a) while they become quite smooth in the

incoherent case (d). White scale bars are 38 µm.
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the detector is placed after the Fraunhofer distance, given by L = 2d2/λ, where d is
the aperture size.
Within the modeling conditions, L = 0.13 m that is about half the distance mask-
detector.
As a consequence, the diffraction patterns for all the cases are exhibiting the well-
known Airy pattern. It is also important to remember that for partially coherent
sources, the pattern is convolved with the image of the source formed by each hole.
For totally incoherent beam, the pattern is (like in fig.5.23) the image of the source.
When we look at the image obtained with the highest degree of coherence, the
diffraction of one hole extends far up to the neighboring hole, inducing undesir-
able cross-talk.
In the full coherent case (fig.5.24 a) small oscillations can be seen for each spot, while
they tend to disappear with incoherent illumination (fig.5.24 d). Such oscillations
are not detectable on a standard Hartman sensor since the pixel size is about 1 µm,
compared to 0.13 µm in the current modeling.

5.6.10 Talbot effect with a coherent source

In this section we want to validate the design of the degree of coherence of the sim-
ulated source.
One of the well-known phenomena connected with coherent illumination of regu-
larly spaced diffractive objects is the Talbot effect (Valasek, 1950).
From the given definition for source coherence, the parameters of the simulation
were optimize to analyse the occurrence of this phenomenon.
In 1881, Lord Rayleigh was the first to prove that this phenomenon is a consequence
of the diffraction interference of highly spatially coherent (plane) waves after the in-
teraction with a periodic structure, such as a grating.
When a plane coherent wave interacts with a periodic structure, it reproduces the
exact pattern of the grating after a certain distance, called Talbot distance.
At the Talbot distance zT, all the diffraction orders are reinforced:

zT = 2m
d2

λ
(5.71)

where d is the period of the grating and m can be a positive fractional or integer
value. Each value of m goes to a plane where the image of the periodic structure is
reproduced.
We perform a simulation of the Hartmann mask at the first Talbot plane with dif-
ferent degree of coherence (fig.5.25). Illuminating the Hartmann mask with a fully
coherent beam (fig.5.25 a) reproduces the periodic square apertures of the mask, as
expected.
Decreasing the level of coherence of the source induces a blurring effect (fig.5.25 b),c)
as well as a superposition of the signal coming from different holes. At the highest
number of individual sources (N = 1000, fig.5.25 d) ) the image of the periodic struc-
ture is completely lost.
This last example shows the consistency of our simulation given a certain degree of
coherence of the source: the system is reproducing the exact period structure at the
Talbot distance as a consequence of the diffraction interference phenomena, while
this effect cannot be seen in the case of an incoherent illumination.
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FIGURE 5.25: 2D intensity map of the Hartmann mask at the Talbot
plane increasing N. For N = 1 (a) the square pattern of the mask is
exactly reproduced, while for N = 10 (b) and for N = 100 (c) the image
is blurred. In the incoherent case N = 1000 (d) the square shape is
completely lost. Insets show a magnification of the central part of the

mask. Scale bars are 15 µm.

5.7 Modelling to estimate sensor accuracy

In order to determine the Hartmann sensor accuracy, it is necessary to vary some
parameters in a known way. Using the apparatus of fig. 5.26 it is possible to vary the
tilt in a systematic and rigorous manner. It is thus possible to perform experiments
or modelling. We have chosen this last solution since our access to X-ray sources is
very low.

The simulated set-up is composed of a Gaussian fully coherent source, the Hartmann
plate and a detector. The parameter of the simulation are the following: MxM sam-
ples with M=500, E=20keV, source diameter=2 µm, detector pixel size=0.2 µm,z1=50
cm,z2=11 cm. The source was shifted in the direction parallel to the y-axis and the

FIGURE 5.26: Description of the set-up used to test the Hartmann
sensor accuracy. The source position was shifted several times in y-
axis direction (yellow spots on the left). An Hartmann plate and a
detector were placed after. The position of the same aperture at the

detector plane was recorded while shifting the source.

image of the same aperture at the detector plane was recorded while shifting the
source. The total shift of the source was of 2 µm.
Fig.5.27 shows images of one aperture on the detector plane for different source
shifts. On the bottom a magnification of each image is reported. The Gaussian
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FIGURE 5.27: Images of one aperture on the detector plane are re-
ported for different source shifts. Magnification of the same im-
ages are reported just below. The Gaussian source was centered in
a known point (blue dot) and the centroid was calculated with the
classical first moment algorithm (red dot) while shifting the source.

source was centered in a known point (blue dot) and the centroid was calculated
with the classical first moment algorithm (red dot) while shifting the source.

FIGURE 5.28: Plots of data shown in fig.5.27. Difference between the
real center and the centroid calculation as a function of the source
shift for both axis. For the shift along the y-axis, we calculate the
values for a linear regression model. The value of the regression pa-

rameter is R2 = 0.9907.

In fig.5.28 we report the difference between the real center and the centroid calcu-
lation as a function of the source shift. Since the source was moved only parallel to
the y-axis, the centroid calculation in the x direction was not affected. Only small
oscillations do to the algorithm accuracy can be observed (for the x-axis, the root
mean square (RMS) of the values is 0.09).
For the shift along the y-axis, we calculate the values for a linear regression model.
The value calculated for the slope using the best-fit curve is 0.9471, while the theo-
retical slope value should be one. The value found for the regression parameter is
R2 = 0.9907. This procedure is used in reality to calibrate the Hartmann wavefront
sensor, where both the mask or the source can be moved to create a known tilt.
To quantify the level of calibration of the Hartmann sensor with this simulation pa-
rameters, we measure the tilt as a function of the input tilt with a larger shift of the
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source (total shift 24 µm). We performed a linear best fit procedure on the resulting
curve (fig.5.29), with a R2 = 0.9898. This sensor is accurately calibrated with a slope
close to 1, with a slope error of less than 3%.

FIGURE 5.29: Measured average tilt as a function of input tilt. At
the top images of the aperture corresponding to each source shift.
The source for shifted, in both the positive and negative direction of
the x-axis, for a total shift of 24 µm. We performed a linear best fit
procedure on the resulting curve. The slope error is 0.3% and the

R2 = 0.9898.
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5.8 Hartmann sensor design: simulation results

The need of simulating many parameters related with the Hartmann sensor design
was already stated at the beginning of this chapter(5.1). In fig.5.1 a general overview
of the performed analysis is given.
The simulation results were divided in several parts to asses different issues. In the
first section we consider the features connected with the propagation process from
one set-up element to the other: source energy, aperture shape, pitch and set-up dis-
tances.
In the second section several parameters connected with the detection process have
been analyzed : first, the capabilities of classical detection algorithms (First Moment,
Weighted First moment, Gaussian Three-Point Fitting) will be studied for a theoret-
ical spot (gaussian shape), with particular attention to effect of threshold level ap-
plied to binarized images. To improve the detection performance, more advanced
algorithms (Iterative Gaussian Weighted and 2D Gaussian Fit) will be also described.
Later, the results of these two sections will be combined together to analyze the out-
come of several detection algorithm to a propagated spot (Bessel and Sinc function).
Finally, the same analysis will be applied to a real experimental spot.

5.9 Analysis of propagation related parameters

In this section, we will explain in details the analysis performed on the propagation
parameters. First, we will study the correlation between the incident X-ray energy
and the propagation distance from the Hartmann mask to the detection plane.

5.9.1 Diffraction regimes

Before simulating the entire Hartmann mask, we will concentrate on the effect of
propagation on a single aperture. As previously seen, the Fresnel number N f =

a2/(zλ) is used to define the near and far field regimes (see section 5.9.1). We re-
mind here that the condition for the near field regime is satisfied for N f >> 1 ,
while the Fresnel approximation is valid for N f ≈ 1 and the Fraunhofer regime ap-
plies for N f << 1.
We investigates numerically the diffraction patterns of single circular and square
apertures as a function of the propagation distance from the aperture plane at a
given illumination wavelength. The aperture size (a) was set at 3µm, the pixel size
at 0.1 µm and the wavelength (λ) was chosen equal to 6.2x10−11 m. Three different
diffraction regimes were identified by the following propagation distances (z): for
the near field regime z=0.05m (corresponding to N f = 8.064),for the Fresnel diffrac-
tion regime z=0.4m (corresponding to N f = 1.008) and for the Fraunhofer regime
z=10m (corresponding to N f = 0.0403). The results of the simulation for a square
aperture are shown in fig.5.30. The diffraction patterns change accordingly to the
three diffraction regimes. In the near field, the signal is quite oscillating and the
square shape can be clearly seen; while in the Fresnel regime the oscillations around
the peak get smoother. At a larger distance, in the Fraunhofer regime, the signal
becomes smoother and the oscillations are weak.

The same simulation was repeated for a circular aperture with the same size and
wavelength. The results are shown in fig.5.31. The oscillations are reduced respect
to the square aperture (fig.5.30) at the same propagation distance. In particular, the
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FIGURE 5.30: Diffraction patterns from a square aperture a= 3µm,
considering a wavelength λ = 6.2x10−11 and different propagation
distances z=0.05, 0.4, 10 m. The 2D images and the corresponding
line plots are reported for three diffraction regimes: for the near field
regime ( N f = 8.064), the Fresnel diffraction regime (N f = 1.008) and

the Fraunhofer regime (N f = 0.0403).

oscillations near the central peak are smaller in both the Fresnel and the Fraunhofer
regimes.
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FIGURE 5.31: Diffraction patterns from a circular aperture a= 3µm,
considering a wavelength λ = 6.2x10−11 and different propagation
distances z=0.05, 0.4, 10 m. The 2D images and the corresponding
line plots are reported for three diffraction regimes: for the near field
regime ( N f = 8.064), the Fresnel diffraction regime (N f = 1.008) and

the Fraunhofer regime (N f = 0.0403).

5.9.2 Incident X-ray energy

In this section, the set-up consists of an Hartmann mask and a pixelated detector.
The simulation is performed at two different incident monochromatic energies ( 10
and 20 keV) and three propagation distances from the Hartmann mask to the detec-
tor (z= 0.1, 1 and 5 cm). The source is fully coherent and MxM samples with M=1000
are used. The apertures have a circular shape with diameter=3 µm and pitch=8 µm,
detector pixel size = 0.1 µm. The mask is an ideal absorption mask, where the X-ray
transmission inside the aperture is one and zero outside.

For an incident energy of 10 keV, when the propagation distance is very small, only
the edge effect coming from each aperture can be seen (fig. 5.32 a) ). A series of
spikes can be observed both in the inner and outer parts of each aperture.
At z=1 cm (fig. 5.32 b) ) the diffraction becomes stronger and close holes start to
interfere creating small oscillations between the bigger peaks.
Propagating even further from the Hartmann mask, z=5 cm (fig. 5.32 c) ), the spot
image becomes very noisy and the peaks interfere strongly. Although there is a col-
lective effect, the image of the mask is not sharpened by talbot effect. Indeed, the
first Talbot plane with an incident energy of 10 keV and 8 µm pitch it is at around 80
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FIGURE 5.32: Top: A scheme of the designed Hartmann plate and the
values for the circular aperture (diameter=3 µm) and the pitch (8 µm).
The incident monochromatic energy is 10 keV. Images corresponding
to three propagation distances from the Hartmann mask to the de-
tector (a) z= 0.1 cm, (b) 1 cm, (c) 5 cm) are reported. Single line plot

corresponding to the center of the plate are shown for each z.

cm.
Since the simulated source is fully coherent, small propagation distances were cho-
sen. Placing the detection plane further, the high coherence level will create strong
diffraction fringes and the strong cross-talk between close apertures will make im-
possible to distinguish the signal coming from different holes in the image .
The same simulation code was run a second time with the same parameters given
before, except for the energy value that was increased to E= 20 keV.
In fig. 5.33 a), the diffraction pattern at z=0.1cm is reported. A similar trend can be
observed respect to the lower energy case (fig. 5.32 a) ), even if the oscillations at the
edge are less pronounced.
For z=1 cm ( 5.33 b) ) the diffraction pattern is quite spiky and a small cross-talk
contribution can be detected. Remarkably, moving the detector plane further (z=5
cm, 5.33 c) ), each aperture creates a peaked diffraction pattern even if the interaction
between apertures increases respect to the previous case.
Let us compare the plot shown in fig.5.33 c) with the one from a single hole (fig.5.31
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FIGURE 5.33: Top: A scheme of the designed Hartmann plate and the
values for the circular aperture (diameter=3 µm) and the pitch (8 µm).
The incident monochromatic energy is 20 keV and the images corre-
sponding to three propagation distances from the Hartmann mask to
the detector ((a) z= 0.1 cm, (b) 1 cm, (c) 5 cm) are reported. Single line

plot corresponding to the center of the plate are shown for each z.

Near Field) obtained with the same simulation parameters. It is clear that the os-
cillations present in fig.5.33 c) are related with the cross-talk between the apertures,
since they are not present in the plot of the single hole.
The main goal of this study was to understand the effect of the incident energy on the
diffraction pattern. In this sense, here we underlined a strong correlation between
the energy of the incident beam and the propagation distance.
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5.9.3 Pitch and Aperture shape

Designing the aperture plate is a crucial step for the Hartmann sensor system. The
principal parameters that need to be optimized are the aperture geometry and the
pitch. For each chosen geometry of the aperture, a corresponding diffraction pattern
will be formed.
In this section we will consider an ideal absorption mask. Simple geometry were
chosen in the mask design: square and circle apertures. The pitch of two adja-
cent holes was progressively decreased to study the occurrence of cross-talk, since
this parameter can limit the resolution of the system. The simulation parameters
were the following: fully coherent incident beam, square side/circle diameter=3 µm,
MxM samples with M=1000, detector pixel-size= 0.1 µm, energy=20 keV, propaga-
tion length z=5 cm.

FIGURE 5.34: Top: Design of two square apertures with side=3 µm.
a) Images obtained varying the pitch, putting the apertures progres-
sively closer. Pitch from 33 µm to 10 µm. b) Single line plot corre-
sponding to the images shown in a). c) Images obtained varying the
pitch: pitch from 8 µm to 4 µm. d) Single line plot corresponding to
the images shown in c). The scale is different for plots in b) and d),
since varying the pitch will change the relative distance of the peaks.

Cross-talk can be clearly seen in fig.5.34 where the pitch is progressively decreased.
For pitches from 33µm to 23µm (fig.5.34), the diffraction is equal to the one of a sin-
gle aperture. While for a pitch equal to 13µm a small interaction between the holes
can be observed. Decreasing even more the pitch size (from 8 to 4 µm, fig.5.34 )
the diffraction pattern appears very oscillating and the square aperture shape can
be seen. This can be explained thinking that we are close to a Talbot plane, with a
Talbot distance zT = 2m d2

λ with m=16.
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The same simulation code was run a second time with the same parameters given
before, but changing the aperture geometry with a circle. Considering the mask with

FIGURE 5.35: Top: Design of the two circular apertures with diame-
ter=3 µm. a) Images obtained varying the pitch, putting the apertures
progressively closer. Pitch from 33 µm to 10 µm. b) Single line plot
corresponding to the images shown in a). c) Images obtained varying
the pitch: pitch from 8 µm to 4 µm. d) Single line plot corresponding
to the images shown in c). The scale is different for plots in b) and d),
since varying the pitch will change the relative distance of the peaks.

circular apertures fig.5.35, the width of all the peaks appears broadened respect to
the square mask. We can see how, even when the pitch is quite large (fig.5.35), many
small oscillations are already present. The typical diffraction figure from a circular
aperture is completely lost from pitch=6 µm (fig.5.35). The mutual interaction of the
apertures creates very large and noisy peaks (fig.5.35), making harder the spot de-
tection.
In general, we can conclude that circular holes start to interact at larger pitch size
than square holes; making possible to put the square holes closer in the Hartmann
plate. In this way the sampling rate of the incident wavefront will be higher, bring-
ing to higher spatial resolution in the final image.
It is important to note that in the last two simulations the illumination was fully co-
herent and pixel-size was very small. In a real experiment it would be very hard to
reach this spatial resolution, making difficult to resolve all the small oscillations that
we can see in the simulation.
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5.9.4 Phase Hartmann Mask

In this section, we will analyze the capabilities of a different type of masks. In the
previous analysis, classical absorption masks were simulated, where the substrate is
completely absorbing the incident X-ray beam while the transmission in each aper-
ture is set to one.

FIGURE 5.36: Images of a phase mask with phase shift of π, vary-
ing the propagation distance z from the mask to the detector plane.
Single line plot of one aperture are shown for each z. Edge diffrac-
tion is visible for small propagation lengths (z=1mm and z=1cm).The
diffraction pattern is sharper and the corresponding peak are clearly
visible for z=5cm and z=10cm. At z=20 cm, close apertures start to

interfere producing a noisy signal.

For the Hartmann mask another design is possible: the whole surface of the mask is
completely transparent to the X-rays and only inside each aperture a phase shift is
produced. In practice, this type of masks can be fabricated with the periodic deposi-
tion of metallic (gold...) structures on a substrate (silicone...). The phase shift in this
configuration will be proportional to the thickness and to the element used.
In the simulated set-up a series of circular apertures and two different phase shifts
(π and π/2) were used. Each aperture was defined with a function : ei∆φ with ∆φ



5.9. Analysis of propagation related parameters 105

equal to the phase shift. The simulation parameters were the following: fully coher-
ent incident beam, circular apertures diameter=5 µm, pitch=20µm, MxM samples
with M=3000, detector pixel-size= 1.48 µm, energy=20keV. The pixel size was cho-
sen to simulate the performances of the HASO HXR prototype (see section 6.2).
Images obtained with a phase shift of π and different propagation distances can be
seen in fig.5.36. Many oscillations can be seen as a result of edge diffraction for small
propagation lengths (fig.5.36, z= 1mm and z=1cm). While, putting the detection
plane further, the diffraction pattern becomes sharper and the peaks corresponding
to each aperture are clearly visible (fig.5.36, z= 5cm and z=10cm). However, at z=20
cm, close apertures start to interfere producing a noisy signal. Here, the signal to
noise ratio is highly compromised and the detection accuracy will also drop.
The same parameters were use to run again the same code with a phase shift of
π/2. The diffraction pattern are similar to the one described before (∆φ=π fig.5.36)
for short propagation distances (fig.5.37 z= 1mm and z=1cm). When increasing z,
strong oscillations are still present for z=5cm, while the cross-talk between close
aperture is weaker (fig.5.37 z=20cm) than for the same distance at ∆φ=π. The results
shown for the phase mask are very promising since, in certain experimental condi-
tions, it is possible to generate sharp diffraction peaks. Nevertheless, the system is
very sensible to the set-up parameters, especially for different diffraction regimes
corresponding to different propagation distances.
Other aperture shapes and pitch distances can be investigated in the future to im-
prove the system performances.
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FIGURE 5.37: Images of a phase mask with phase shift of π/2, vary-
ing the propagation distance z from the mask to the detector plane.
Single line plot of one aperture are shown for each z. Edge diffrac-
tion is visible for small propagation lengths (z=1mm and z=1cm).The
diffraction pattern is sharper and the corresponding peak are clearly

visible in the other cases.(z=5cm, z=10cm and z=20 cm).

5.10 Analysis of detection related parameters

In this section, we will explain in details the analysis performed on the detection
parameters (fig.5.1). In particular, several centroiding methods are presented and
their characteristics are discussed based on comprehensive data simulation carried
out in Python. All the algorithms used in this section were previously described
in Section 5.3.1 and were developed in-house: First Moment, Weighted First mo-
ment, Gaussian Three-Point Fitting, Iterative Gaussian Weighted, Iterative Gaussian
Three-Point Fitting and 2D Gaussian Fit.

5.10.1 Performance of detection algorithms on a theoretical spot

The analysis of the detection algorithm performances was first done on a simulated
theoretical spot. A Gaussian distribution with different full width half maximum
(FWHM) was chosen. We concentrated on this parameter since we wanted to un-
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FIGURE 5.38: Performance of the Weighted First Moment algorithm
respect to the First Moment: the plots shows DX (difference from the
value of the real center) as a function of FWHM of the Gaussian test
spot. The weighting function it is a 2D Gaussian with FWHM=4. Two
different threshold values (t) were applied : a) t=100, b) t=60. The
corresponding single line plot of one spot and the applied threshold

can be seen on the right side of the image.

derstand if and how the centroid algorithms are influenced by the number of shined
pixels corresponding to a single aperture.
The first algorithm we tested is the Weighted First Moment in comparison with the
standard First Moment. Different weighting functions can be used (Gaussian distri-
bution, Bessel function, Sinc function etc.). As it is better if the weighting function
resembles the shape of the target spot, a two-dimensional Gaussian function was
applied to generate the discrete weighting function. Also, the initial central position
of the weighting function is normally given by a previous centroid estimation (first
moment centroid was used in this case).
Since thresholding the initial spot image is a standard procedure before running the
centroid detection algorithms, two different levels of threshold were considered.
In fig.5.38 the performance of the Weighted First Moment algorithm respect to the
First Moment are reported in therms of DX (difference from the value of the real cen-
ter) as a function of FWHM of the Gaussian test spot. The weighting function is a 2D
Gaussian with FWHM=4 pixels and maximum intensity of 155 a.u. A high threshold
level (t=100, MAX/1.55) was used in fig.5.38 a) while a lower value (t=60,MAX/2.58)
was considered in fig.5.38 b). Both algorithm performances improved by increasing
the FWHM of the test spot.
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It is also important to note that, while the outcome of the First Moment is not ex-
tremely sensible to the threshold level, the Weighted first moment decreases its error
with a lower threshold value (fig.5.38 b).
For a threshold value correspondent to 66% of the maximum (fig.5.38 a) and a FWHM
of 12, the Weighted first moment algorithm returns a DX = 0.39; while the same
point for a threshold value correspondent to 40% of the maximum (fig.5.38 b) DX =
0.312.
For both threshold values, the algorithms reach a plateau for Gaussian test spots
with FWHM>= 8. In addition to that, a second analysis was performed on the def-
inition of the weighting function parameters. In particular, we estimated the accu-
racy of the algorithm on the same test spot changing the FWHM of the weighting
function. A Gaussian test spot of FWHM=5 was choosen, and the Weighted First
Moment algorithm was run several times changing the FWHM of the weighting
function. In fig.5.39 a plot of the DX (distance from the real spot center) as a func-
tion of the weight FWHM can be seen. An image of the test spot is also presented
(fig.5.39, bottom right corner).

FIGURE 5.39: Performance of the Weighted First Moment algorithm
on a gaussian test spot of FWHM=5 (bottom right corner). Plot of
DX (distance from the real spot center) as a function of the FWHM of
the gaussian weighting function. A small percentage variation can be
observed in DX ( around 6% decrease) for increasing FWHM values.

A small percentage variation can be observed in DX (around 6% decrease) for in-
creasing FWHM values. Therefore, the performances of the Weighted First Moment
algorithm are affected by the definition of the weighting parameters. Small improve-
ment in the centroid detection can be seen decreasing the value of FWHM, reaching
a minimum for FWHM=7. The accuracy in the spot detection decreases for FWHM
larger than 7. This can be explained with the relative dimensions between the test
spot and the weighting function. The test image was a Gaussian with FWHM=5,
considering a weight much larger than the spot increases the error in the spot detec-
tion.
The second algorithm that was taken in to consideration is the Gaussian Three-Point
Fitting. Notably, the initial centroid estimation is crucial for this method, as it de-
termines the pixels that are included in the fit. For this reason we performed the
same analysis on the Gaussian test spots (varying their FWHM), considering two
different guessing for the initial central position of the Gaussian fit: one calculated
with the First Moment algorithm and the second giving the exact theoretical center.
A plot of DX (distance from the real spot center) as a function of the spot FWHM
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FIGURE 5.40: Performance of the Gaussian Three-Point Fitting algo-
rithm on a Gaussian test spots (varying FWHM). Plot of DX (distance
from the real spot center) as a function of the spot FWHM for two
initial central position of the gaussian fit: one from the First Moment
algorithm and the second giving the exact theoretical center. The plot-

ted values are reported on the table on the right.

is shown in fig.5.40. The algorithm accuracy is dramatically influenced by the ini-
tial central position passed to the Gaussian fit. Its performance is comparable with
the one obtained with the Weighted First Moment algorithm (green line, fig.5.38)
when the outcome of the first moment is given as an initial central position. While,
the DX estimation become extremely accurate (around 0.1%) when the real center is
considered. When the real center is considered, the minimum value for DX is found
for FWHM=5 and 6; while the values increases of about 10 times when FWHM=3,4
and 7. Even small oscillations in the initial fitting parameters could generate the
divergence of the Gaussian Three-Point Fitting (Ferstl, 2016).

Since this algorithm is deeply influenced by the first centroid guessing, it is not con-
venient to use it when we want to reach sub-pixel accuracy in the centroid estima-
tion.
These first three algorithms (First Moment, Weighted First moment, Gaussian Three-
Point Fitting) are an example of the basic centroid techniques that can be used. On
average these centroid estimations, when the initial centroid position is unknown,
can reach an accuracy up to 0.3 times better that the pixel size. Thus, two more
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advanced calculations can be performed to improve the centroid estimation: an it-
erative approach (Iterative Gaussian Weighted and Iterative Gaussian Three-Point
Fitting) can be considered to let the calculation converge or a full 2D gaussian fitting
procedure (2D Gaussian Fit). In the Iterative Gaussian Weighted, after calculating an
initial guessing for the centroid, the result of each iteration is used for centroid es-
timation in the subsequent computation. In fact, by performing multiple iterations,
the weighting function W is shifted towards the target position.
We looked at the number of iterations needed in order to converge to the real cen-
troid value. The results obtained for a gaussian test spot of FWHM=4 are reported in
fig.5.41. The convergence is quite fast since after 20 iterations (fig.5.41 a)) the result
it is already 10 times better than the non-iterated version of the algorithm. Almost
1/100 of pixel accuracy can be achieved in 30 iterations. Finally, the algorithm is
close to high accuracy after 40 iterations. In fig.5.41 b) the set of centroid coordinates
for each iterative step are overlaid on the spot image. The black arrow direction in
the magnified image shows the results for an increasing number of iterations.

FIGURE 5.41: Results from Iterative Gaussian Weighted algorithm.
(a) Plot of the DX (distance from the real spot center) respect to the
number of iterations for a gaussian test spot of FWHM=4 . The plot-
ted data and the computational time in ms are reported on the table.
(b) Set of centroid coordinates(red triangles) for each iterative step are
overlaid on the spot image. The black arrow shows the evolution of

the results for an increasing number of iterations.

The same iterative approach was used to improve the results from the standard
Gaussian Three-Point Fitting. This algorithm after only 2 iterations improved the
estimation of the centroid (5.42 a)). Compared to the iterative version of the Gaus-
sian Weighted centroid, where convergence is achieved slowly and constantly, here
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the centroid value remains stable after 2 iterations. Even if the Iterative Gaussian
Three-Point Fitting algorithm can reach a good sub-pixel estimation, the obtained
value (0.01349) cannot be improved by increasing the number of iterations.

FIGURE 5.42: Results from Iterative Gaussian Three-Point Fitting. a)
Plot of the DX (distance from the real spot center) respect to the num-
ber of iterations for a gaussian test spot of FWHM=4 . The plotted
data are reported on the table. b) Set of centroid coordinates for each

iterative step are overlaid on the spot image.

We will now consider an advanced algorithm: the 2D Gaussian Fit centroid method.
It calculates the centroid by fitting a 2D Gaussian to the 2D distribution of the data
using a 2D non-linear least-squares minimisation process.
Even taking a small test spot (FWHM=3) the 2D Gaussian fit algorithm increases
the accuracy to around 1/26 th pixel (fig.5.43). When the size of the detectable spot
increases the accuracy goes up to around 1/275 th pixel. It is important to note
that from FWHM=3 to FWHM=4 pixels the accuracy is improved by a factor of 8.
The high performances and high stability of this algorithm makes it one of the more
efficient among the other considered here.

Finally, a comparison of the computational time for each centroid method is given
in fig.5.44. For the Iterative Gaussian Weighted method the time for one iteration is
reported. The Iterative Gaussian Three-Point method had the same computational
time of the Iterative Gaussian Weighted method.
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FIGURE 5.43: Results from 2D Gaussian Fit algorithm : The plot
shows DX (difference from the value of the real center) as a func-
tion of FWHM of the gaussian test spot. The plotted values and the

computational time in ms are reported in the table.

FIGURE 5.44: Computational time corresponding to each centroid al-
gorithm.For the Iterative Gaussian Weighted method the time for one

iteration is reported.
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5.10.2 Performance of detection algorithm on known diffraction patterns

To understand the interaction between the propagation process and the spot de-
tection, the three basic centroid algorithms (First Moment, Weighted First moment,
Gaussian Three-Point Fitting), already described in section 5.10.1, will be tested on
known diffraction distributions.
In the Fraunhofer approximation, the diffraction pattern of an aperture is obtained
mathematically via the Fourier Transform of the aperture function: the diffraction
pattern produced by a circular aperture is described by the Bessel function, while
for a square aperture is proportional to the sine cardinal. This two distributions will
be used in the following analysis as test functions.
The Bessel functions are canonical solutions y(x) of Bessel’s differential equation:

x2 +
d2y
dx2 + x

dy
dx

+ (x2 − α2)y = 0 (5.72)

for an arbitrary complex number α, the order of the Bessel function.
Bessel functions of the first kind, denoted as Jα(x), are solutions of Bessel’s differen-
tial equation. J1(x) is known as a Bessel function of the 1st kind and 1st order. The
general definition for the n-th order is:

Jn(x) =
inf

∑
m=0

(−1)m

m!(n + m)!

( x
2

)(2m+n)
(5.73)

The angular distribution of intensity of light diffracted by a circular aperture is :

I(θ)
I(0)

=
[2J1(ρ)

ρ

]2
(5.74)

where ρ = 2πsin(θ)
λ

a
2 and a is the diameter of the aperture.

The other function that we are going to use is the sine cardinal, also called sinc
function. Denoted by sinc(x),the normalized sinc function is defined for x 6= 0 by:

sinc(x) =
sin(πx)

πx
(5.75)

A sinc function is an even function with unity area. A sinc function passes through
zero at all positive and negative integers (i.e., X=0,±1,±2...) but for x=0 it reaches its
maximum of 1.
The zero-order Bessel function and the sinc function are reported in fig.5.45.
The 2D Bessel intensity function was tested to simulate the diffraction from a circu-
lar aperture. Since this function is characterized by many oscillations, we decide to
consider only the central first ring .
The width of the first ring was set at 15 pixels. The classical three centroid algorithms
were tested (First Moment, Weighted First moment,Gaussian Three-Point Fitting).
The results are shown in fig.5.46. Considering that the real center is around (x=12,
y=11.5), both the First Moment and the Weighted First moment gave an accurate re-
sult (pixel/100). While the Gaussian Three-Point Fitting returned a wrong guessing
for the X coordinates. This could be explained by the lack of symmetry between x
and y at the very center of the spot, that let the Gaussian fit fails in one direction.
An iterative approach was also performed on the Gaussian Three-Point Fitting to
increase the accuracy of the result, but no improvement on the centroid estimation
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FIGURE 5.45: The intensity of zero-order Bessel function and of the
Sinc function. Single line plot can be seen for the two functions.

was found. Since the Gaussian Three-Point Fitting interpolates in 2D the spot image
using 5 points and not using a real fitting procedure, the algorithm cannot improve
with iterations.

After that, the diffraction from a square aperture was investigated. A 2D sinc func-
tion was simulated and, as in the previous case, only the central ring was consid-
ered.
In fig.5.47 the centroid guessing from the classical three centroid algorithms were
tested (First Moment, Weighted First moment, Gaussian Three-Point Fitting).
The estimated x and y coordinates are reported, while the real center coordinates
are around (x=14.5,y=13.5). All the three algorithms returned an accurate guessing
for the centroid coordinates: the first moment and the Gaussian Three-Point Fitting
find exact center, while the Weighted First moment performed with 1/100 th pixel
accuracy. The basic algorithm performed better for the sinc function than the Bessel
function. One possible explanation is that the peak is narrower in the sinc function
and the centroid calculation it is more accurate.
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FIGURE 5.46: Test of the centroid algorithm (First Moment, Weighted
First moment,Gaussian Three-Point Fitting) on a 2D Bessel func-
tion to simulated the diffraction from a circular aperture. Only the
first ring was considered and the real center coordinates are around
(x=12,y=11.5). The First Moment and the Weighted First moment
gave an accurate result, while the Gaussian Three-Point Fitting re-

turned a wrong guessing for the X coordinates.

FIGURE 5.47: Test of the centroid algorithm (First Moment, Weighted
First moment,Gaussian Three-Point Fitting) on a 2D sinc function
to simulated the diffraction from a square aperture. Only the first
ring was considered and the real center coordinates are around

(x=14.5,y=13.5). All the three algorithms gave an accurate result.
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5.10.3 Performance of detection algorithm on a experimental spot

We will conclude the dissertation on the accuracy of the detection algorithms, ap-
plying them to a real experimental spot.
The data was acquired at the SYRMEP beamline at the Elettra synchrotron (Italy). In
the results reported here, the incident spectrum was a filtered pink beam with peak
energy at 15.8 keV. A visible CCD detector (2056*2062) pixels with 1.48µm pixel size
combined with a LuAG crystal and image relay system was used. The pitch of the
Hartmann mask was 20µm and the apertures were tilted squares. All the details
about the experiment will be given in the following sections (section 6) of this chap-
ter.
An image of a small portion of the Hartmann pattern is reported in fig.5.48 a) to-
gether with a line plot of the first raw of apertures. The profile corresponding to
each spot is not homogeneous: small fluctuations in each peak maximum and shape
can be noted.
We run the centroid algorithms previously described in Section 5.3.1 (First Moment,
Weighted First moment, Gaussian Three-Point Fitting, Iterative Gaussian Weighted,
Iterative Gaussian Three-Point Fitting ,2D Gaussian Fit) for all the spots. Here we
only report as an example the outcome for the top-left aperture that can be seen in
the magnified red inset. The (x,y) coordinates given by each algorithm are overlaid
on the spot image and reported on the table in fig.5.48 b). The plotted (x,y) coordi-
nates are reported in the table in fig.5.49.

From a visual analysis, the spot center looks like around (x=8.0,y=7.4). In this case
we cannot give a theoretical value for the center because the data are experimental.
The two iterative algorithms gave very accurate results (Iterative Gaussian Weighted
and Iterative Gaussian Three-Point Fitting) and the 2D Gaussian Fitting reached
around 3/1000 th pixel accuracy in spot detection for the x-axis.
The error in the centroid estimation from the basic First Moment and Weighted First
Moment algorithms were quite large compared to the more advanced algorithms.
The accuracy was of 40/100 th pixel for the First Moment and 23/100 th pixel for the
Weighted First Moment.
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FIGURE 5.48: a) Experimental image of a small portion of the Hart-
mann mask acquired at the SYRMEP beamline (Elettra synchrotron,
Italy). A magnification of the studied aperture can be found in the
red inset. Single line plot corresponding to the first raw of the mask.
b) Set of centroid coordinates for each algorithm are overlaid on the

spot image.

FIGURE 5.49: Table of the (x,y) coordinates shown in fig.5.48 b) for
different algorithms.
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5.10.4 Conclusion on detection algorithms

In this last section, we have analyzed the capabilities of the principal detection algo-
rithms both on a theoretical and experimental spots. The accuracy of the detection
algorithm has a crucial impact on the final accuracy in the reconstructed absorp-
tion and phase images. To reach a high angular sensitivity (0.1 µrad) an accuracy
of about 1/100 the pixel size is needed. The first moment and the weighted first
moment methods have an accuracy of 40/100 and 30/100 the pixel size respectively.
The standard 3-point-fitting algorithm, reaches a very high accuracy (4/1000 the
pixel size), only when the exact center is given as an input, that is an hard infor-
mation to have a priori. The iterative methods are the only one that reach 1/100
th pixel accuracy. We consider a Gaussian test spot ( FWHM=4) and define dx as
the difference from the calculated to the real x coordinate of the spot. The iterative
3 points-Gaussian algorithm calculate a dx=0.01359 with only 2 iterations in 2 ms.
While, the iterative Gaussian weighted calculate a dx=0.01349 with 30 iterations in
67 ms. This discrepancy can be explained considering that 3 points-Gaussian al-
gorithm interpolates 5 points on a 2D Gaussian function, that is the same function
used for the test spot. We repeat the same test on an experimental spot acquired at
the Elettra synchrotron (Italy). The iterative Gaussian weighted gives a dx=0.021046
with 30 iterations in 37 ms; while the iterative 3 points-Gaussian gives a dx=0.27465
with 30 iterations in 4 ms. Even if the iterative 3 points-Gaussian is computation-
ally faster, the accuracy obtained with the iterative Gaussian weighted algorithm is
higher (about 2/100 of pixel size) respect to the 27/100 of pixel size in the other case.
Together with the detection algorithm optimization, it is also important to measure
the system angular precision. In future we will concentrate on the estimation of
the Hartmann sensor accuracy using synchrotron radiation. The simplest experi-
ment that can be performed in this sense is to compare the theoretical values of the
diffraction pattern from a pinhole with the experimental one. The experimental lim-
itation of this system will be that, at high energies, the diffraction angles become
very small. This problem can be overcome looking at the refraction generated by a
prism for different incident angles.

5.11 Conclusion

In this chapter we defined the concept of wavefront using the Huygens-Fresnel prin-
ciple and the different ways to detect it.
To calculate the incident wavefront, the zonal and modal wavefront reconstruction
methods were presented.
The next section was dedicated to the description of a 3D wave propagation simula-
tion tool based on Fresnel propagator. The model can manage any degree of spatial
coherence of the source. Validation analysis for the modelling of image formation
and coherence proprieties are provided.
A separate part was dedicated to the simulation results on Hartmann wavefront sen-
sor imaging. First, features connected with the propagation processes were exam-
ined. Later, parameters connected with the detection algorithms have be analyzed.
Later, the results of these two sections will be combined together to analyze the out-
come of detection algorithms to a propagated spot.
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Chapter 6

Optimization of the design of
Hartmann wavefront sensor for
phase imaging

As we have seen in the previous sections, the design and the conception of the Hart-
mann sensor is strictly related with properties of the radiation emitted by the source.
There are many differences from a parallel beam geometry (synchrotron measure-
ments) and a cone beam geometry (laboratory measurements).
It is important to note that when using a Hartmann wavefront sensor with a cone
beam geometry, the magnification of each aperture on the detection system will re-
sult in a different number of shined pixels respect to parallel beam. It is thus crucial
to calculate accurately the distances between the set-up components in order to reach
the desired magnification on the final image.
Also, in these two cases the level of coherence will generate different diffraction pat-
terns and, consequently, the aperture design and the spacing in the Hartmann plate
have to be adapted.
Finally, the acquisition time are largely different in this two cases due to the higher
brilliance of synchrotron radiation respect to laboratory sources. In fact, the greater
the brilliance, the more photons of a given wavelength and direction are concen-
trated on a spot per unit of time.
In this chapter we will show the experimental results for the laboratory set-up and
in the next chapter (see chapter 7) for the synchrotron measurements.

6.1 Hartmann wavefront sensor: Laboratory set-up

In this section, we will present the implementation and the results of X-ray phase
imaging obtained thanks to the use of the X-ray Hartmann sensor on a laboratory
set-up.
The system was designed by the company Imagine Optic, France. The X-ray source
is an Excillum liquid gallium metal jet, which has a brilliance of approximately of
5 ×1011 photons/(s mm2 mrad2 0.1 % B.W.) (Wansleben et al., 2019), one order of
magnitude higher than conventional microfocus sources. In this new kind of sources
an electron beam is focused onto the liquid-metal jet resulting in X-ray generation.
Three different Hartmann plates were tested. All the images were reconstructed
using the WAVEVIEW metrology software provided by Imagine Optic.
Results coming from every set-up will be discussed in the following sections.
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6.2 Compact X-ray Hartmann wavefront sensor: edge detec-
tion

The first system under test is the HASO HXR: Hartmann wavefront sensor for Hard
X-ray imaging (fig.6.1). The sensor is very compact since it measures about 50 cm in
length. It is compatible with both focused and unfocused beams. The system works

FIGURE 6.1: Picture of the HASO HXR Hartmann wavefront sensor
for Hard X-ray imaging from Imagine Optic. Image courtesy of Imag-

ine Optic.

with its own reconstruction program. The sensor is composed of an amplitude Hart-
mann mask, located in front of a scintillator and a visible relay imaging system. It
works for energies ranging from 5 to 25 keV. It has a field of view of 3x3 mm2, and
a deflection sensitivity of 100 nrad (La Rochefoucauld et al., 2021,La Rochefoucauld
et al., 2020).
The first measurements performed with this sensor are 2D images of test samples:
empty polycarbonate tubes (wall tickness=50µm), tube filled with oil and with nylon
fibers (diameter=500µm and 120 µm) . In this case, the main goal of the experiment
was to test the ability of a known X-ray wavefront sensor to perform phase imaging.
From the raw images of the Hartmann mask it was possible to reconstruct the ab-
sorption map integrating the signal coming from each aperture, the deflection maps
in the two directions X and Y, and finally the wavefront. The reconstructed images
are shown in fig.6.2 for different samples.
The first sample was an empty polycarbonate tube and it was possible to resolve
its 50µm wall (Signal to Noise Ratio (SNR)=5.38 ; fig.6.2 column a1-d1). Then, a
polycarbonate tube was filled with oil (fig.6.2 column a2-d2). The absorption signal
changes respect to the previous sample. A double edge is visible on the Y slope of
the empty polycarbonate tube (fig.6.2 b1) while only one edge is visible when the
tube is filled with oil (fig.6.2 b2). This effect can be explained considering that the
index of refraction is similar for oil and polycarbonate. In the third column (fig.6.2
column a3-d3) a nylon fiber of 500µm diameter was inserted inside the empty tube.
The two edges from air to polycarbonate and from polycarbonate to nylon can be
observed.
The last sample we considered are two nylon fibers of 120 µm diameter braided to-
gether placed in air. The quality of the absorption image is quite poor (SNR=4.37)
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FIGURE 6.2: Images acquired with the HASO HXR Hartmann wave-
front sensor from Imagine Optic. Four samples(columns) were im-
aged (columns): empty polycarbonate tubes (wall tickness=50µm),
tube filled with oil, tube with one nylon fiber (diameter=500µm) and
two nylon fibers braided together (diameter= 120 µm). For each sam-
ple, the absorption, the deflection in the two directions X and Y and
the wavefront were reconstructed (rows). The grey scale is the same

for all the images and it is shown in the panel a4).

for this sample (fig.6.2 a4). This can be explained considering the small absorption
of nylon fibers.
It is important to note that the samples are not detectable calculating the slope in
the x direction (fig.6.2 row c1-c4) since they were placed parallel to that axis. The ab-
sorption images appear noisier than the deflection, since the absorption is calculated
directly from the detector signal while deflection results from the centroid calcula-
tion.
From the wavefront images different information on the sample properties can be
understood. For example the phase is homogeneous for the empty tube (fig.6.2 d1)
except for the jump at the interface with the air, while for the oil (fig.6.2 d2) it is clear
that the phase value changes between inside and outside the sample. The same
properties couldn’t be seen looking at deflection Y only (fig.6.2 b2).
In fig.6.3 a single line plot of the wavefront reconstruction of the polycarbonate tube
filled with oil (fig.6.2 d2) can be seen.The sample modifies the reference beam and
acts as a diverging lens, because the refractive index is less than one.
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FIGURE 6.3: a) 2D wavefront reconstruction of the polycarbonate
tube filled with oil b) single line plot of the wavefront performed per-

pendicularly to the tube surface.

This underlines the need of reconstructing the same object with complementary sig-
nal (absorption, phase etc.) to reach a comprehensive knowledge on sample proper-
ties.
Single line plot of absorption and deflection in the Y direction are shown for the first
three samples shown in fig.6.2 (a1-a3,b1-b3) are reported in fig.6.4.
In the absorption plots the signal is noisy (SNR=4.37) and it is difficult to differenti-
ate between materials. While in the deflection plots the discontinuity, corresponding
to the presence of an edge between two materials, can be clearly appreciated.
In particular, for the sample composed of polycarbonate and one nylon fiber, in the
deflection image (fig.6.4,bottom right plot) it is possible to see the two jumps corre-
sponding to the two edges while only one can be detected in absorption (fig.6.4,upper
right plot). The double jump (positive and negative) that can be seen in the deflec-
tion image, corresponding to the sample edge, is connected with the deflection ob-
tained by the object contours that generates positive and negative peaks. This is a
first example where the advantages of deflection and, consequently, phase image
can improve the quantitative separation between different materials.

FIGURE 6.4: Single line plot of absorption and deflection in the Y di-
rection for the first three samples shown in fig.6.2 (a1-a3,b1-b3). The
edge detection between different material is improved using the de-

flection respect to the classical absorption images.
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6.3 Impact of the reference image

The Hartmann sensor measures the tilt respect to a reference position for each aper-
ture. The detection process is based on the relative shift of each aperture position
between one image taken without the sample (reference) and one acquired with the
sample (see section 5.2). Since this step is the basic mechanism for experimental
measures, we will concentrate on the impact of the reference image on the deflection
and absorption reconstruction. We will show how the visibility of details inside the
sample is related with how the reference image is taken. It is important to note that
in phase reconstruction the presence of the sample modifies the reference beam and
acts as a diverging lens. If the object is embedded in a material (like water, ethanol,
paraffin etc.) the incident wavefront will be modified by both the sample and its
surrounding material.

FIGURE 6.5: Picture of the laboratory set-up in Imagine Optic. An
X-ray source and an Hartmann mask located in front of a Flat-Panel
detector with a 50 µm pixel size. The sample is placed on a translation

and rotational stages.

Several tests were performed to understand the impact of the sample preparation on
the image reconstruction. The imaging system used for the experimental results is
composed of an X-ray source and an Hartmann mask located in front of a Flat-Panel
detector with a 50 µm pixel size. The X-ray source is a 70kV Excillum liquid gallium
metal jet. The sensor has a field of view of 10x10 cm2, and a theoretical deflection
sensitivity of few µrad. The distance from the source to the sample was set at 25 cm
and the distance from the source to the mask at 50 cm (fig.6.5). Considering the mag-
nification, the same sample was imaged in air and in a Ependorff filled with water.
One grape was used as a test sample and the following tests were performed:

• Test 1: Sample measured in air and reference taken in air,

• Test 2: Sample measured in water and reference taken in air,

• Test 3: Sample measured in water and reference taken in water.
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Absorption and deflection images were reconstructed for each of this experimental
condition. The reference in water was acquired using the same cylindrical container

FIGURE 6.6: Absorption reconstruction of one grape: (a1) Sample
measured in air and reference taken in air, (b1) Sample measured in
water and reference taken in air, (c1) Sample measured in water and
reference taken in water. The same images after the application of
median filter (size 200*200 pixels) for artefacts reduction (a2),(b2),(c2)

respectively. The arrows point at the internal seeds of the grape.

filled with water and without the sample. The results from the absorption recon-
struction are shown in fig.6.6. The image acquired with the parameters defined in
Test 1 can be seen in fig.6.6 a1, for Test 2 in fig.6.6 b1 and for Test 3 in fig.6.6 c1. The
same images after the application of a median filter (size 200*200 pixels) for artefacts
reduction are shown in fig.6.6 a2, fig. 6.6 b2, fig.6.6 c2 respectively.
For the filtering part, the plugin Fast Filter available in ImageJ software was used.
This plugin is based on unidirectional filters (mean, min, max, median), i.e. filters
that can be applied to rows or columns in an image. The median filter with a rectan-
gular n*m kernel area is obtained by replacing the initial pixel values by the median
of the pixels within the defined kernel.
When both the sample and reference images are taken in air (fig.6.6 a2), the object
contours are visible and a slowly varying signal can be seen inside the sample and
the internal structures are hard to differentiate. Inserting the sample in water and
taking the reference in air (fig.6.6 b2), the signal is more homogeneous but the inter-
nal seeds are still hard to see. In the last figure (fig.6.6 c2) both the reference and the
sample images were taken in water. The inner details of the object can be retrieved.
The red arrows point to the seeds present inside the grape that cannot be seen in the
sample measured in air.
The same absorption images shown in fig.6.6 a1 and c1 were further analyzed. In
this images, for the reference image and for the sample the same medium was used.
In fig.6.7 a, we can see the absorption reconstruction when the sample is measured
in air and reference taken in air. A magnification of the area where the seeds are
located, shows that, adjusting the image contrast, it is possible to observe them. On
the right, a single line plot of the grape shows the absorption variation inside the
sample and two small oscillations corresponding to the seeds (red arrows). On the
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other hand, when the sample is measured in water and the reference is taken in wa-
ter (fig.6.7 b), the single line plot profile appears more linear. The signal inside the
grape is more flat and the contrast of the inner details increases (red arrows).
We quantify the depth of the signal coming from the seeds as the ratio of the peak-
to-valley intensity variation (∆I) and the average intensity (< I >) outside the seed,
for the two cases for the samples measured in air and in water. For the sample in air
(fig.6.7 a) we calculated a ∆I/ < I >= 0.47 and for the sample in water (fig.6.7 b)
we calculated a ∆I/ < I >= 0.015. The ratio is increased by 31 times considering
the sample measured in water.
It is clear that the choice of the medium can affect the image quality: when the ab-
sorption difference between the sample and the surrounding medium is large (such
in the case of air), the signal of the inner details is very small.

FIGURE 6.7: Absorption reconstruction of one grape. a) Left: Image of
the sample measured in air and reference taken in air, Magnification
: Adjusting the contrast it is possible to see the seeds. Right: Single
line plot of the absorption image. The red arrows points at the small
oscillations corresponding to the seeds. b) Left: Image of the sample
measured in water and reference taken in water. Right: Single line
plot of the absorption image. The red arrows corresponds to the seeds

position.

Moiré fringes are visible on the detector plane. A moiré pattern is created by super-
imposing two patterns of regular geometry, but with different spatial frequencies,
such as two sets of evenly spaced lines or apertures (Gustafsson, 2000). In that case,
the mask is not totally flat inducing local modifications of the apparent spatial fre-
quency that no longer fit with the detector frequency.
To better understand the impact of moiré fringes, the full deflection image of the
sample acquired in air, can be seen in fig.6.8. The presence of black and white fringes
affects deeply the image quality. For the single line plot reported on the right part
of fig.6.8, the signal coming from the sample is distorted by the moiré pattern. The
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deflection of the object is thus mixed with the artefact, complicating the image anal-
ysis. The deflection coming from the grape should be symmetrical, while in the plot
we do not observe this due to the presence of fringes. Also, fringes correspond to
deflections of about 25 µrad, a value much larger than the theoretical accuracy of
few µrad.

FIGURE 6.8: Deflection reconstruction image of one grape. The moire
fringes are clearly visible on the image. Right: Single line plot of the

sample profile distorted by the moiré fringes.

Thanks to the Hartmann wavefront sensor, from the same raw data-set it was pos-
sible to reconstruct also the deflection images of the sample for the two axis X and
Y in the object plane (fig.6.9). Due to the symmetry of the chosen sample the deflec-
tion reconstruction in the two axis gave similar outcomes. For this reason only the
deflection in the horizontal X-axis is reported in fig.6.9.
Moiré fringes appear in the images taken with the reference in air (figs.6.9 a1 (zoom
of fig.6.8) and b1). The intensity of the moiré pattern decreases when the reference
is acquired in water (fig.6.9 c1). When the filter is not applied, both in absorption
(fig.6.6 c1) and in deflection (fig.6.9 c1), the sample visibility increases when the
sample is inside water and the reference is taken in the same medium. The same
images have been numerically treated with a median filter (size 200*200 pixels) in
order to reduce the artefacts. The results are shown in figs.6.9 a2, b2, c2 respectively.
The moiré fringes are now nearly invisible. To better understand how the filtering
procedure can attenuate the visibility of the moiré fringes, single line plot of deflec-
tion images with and without the filter are shown in fig.6.10. In the image without
filter (fig.6.10 a1) the signal inside the grape appears distorted because of the moiré
fringes. It is possible that the application of a median filter (fig.6.10 a2) smooths out
the deflection variations inside the grape. Sharper peaks coming from the sample
edges can be seen, respect to the non-filtered image.
In this section we show how the presence of moiré fringes can be attenuated by
changing the medium where the reference image is acquired and also by post-processing
the images with the application of a filter.



6.3. Impact of the reference image 127

FIGURE 6.9: Deflection reconstruction of one grape for the X-axis:
(a1) Sample measured in air and reference taken in air, (b1) Sample
measured in water and reference taken in air, (c1) Sample measured
in water and reference taken in water. The same images after the ap-
plication of median filter (size 200*200 pixels) for artefacts reduction
(a2),(b2),(c2) respectively. The arrows point at the internal seeds of

the grape. The contrast is the same for all the images.

FIGURE 6.10: Deflection reconstruction of one grape for the X-axis:
(a1) Sample measured in air and reference taken in air, (a2) Same im-

age after the application of median filter (size 200*200 pixels).
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6.4 Compact Hartmann wavefront sensor: propagation effect

After interacting with the sample, the refracted X-rays will superimpose with rays
traveling in straight lines outside and near the object. This effect is predominant
on the object edges, creating what it is normally called ’edge enhancement’. Since
the diffraction angles are very small in the hard X-ray region, a certain propagation
distance is needed to observe this effect. We will study here how the propagation
distance affects the sample visibility.
Changing the propagation distance, near and far field approximations can be de-
fined by the Fresnel number. As previously mentioned, the Fresnel number N f =
(a2/zλ) is the ratio between the aperture size (a) and the product of the propagation
distance from the aperture (z) and the incident wavelength (λ). For N f >> 1, the
regime is in near-field, for N for N f ≈ 1 the regime is Fresnel and for N f << 1 the
regime is Fraunhofer. Another set of measurements were performed using the Hart-
mann sensor HASO HXR, already described in the previous section 6.2.
In this experiment we changed the relative distance between the sample and the
wavefront sensor.
The distances used in this set-up were the following:
For the first experiment the distance source-sample is 39.5 cm and the distance sample-
detector is 6 cm, while for the second experiment the distance source-sample is 33.5
cm and the distance sample-detector is 27 cm.
If we assume the typical size of the Excillum X-ray source (20µm) and the energy
corresponding to the peak of the gallium anode (E= 9.2 keV); the second group of
distances (propagate field) are closer to the Fresnel approximation requirements (N f
=49) while the first one are better described by the near field regime (N f =11).

FIGURE 6.11: Images acquired with the HASO HXR Hartmann wave-
front sensor from Imagine Optic varying the relative distance be-
tween the sample and the wavefront sensor. We defined as near field
image the one acquired with distance sample-detector is 6 cm, while
for the propagate field the distance sample-detector is 27 cm. Both
the transmission and the deflection on the Y axis are presented. Mag-
nification: it was possible to see the presence of an air bubble inside
the tube in the deflection image that cannot be resolved in the corre-

sponding transmission image.

The test samples that were used are an acrylic (PMMA) rod with 2mm diameter and
an empty polycarbonate tube with 2 mm diameter filled with water.
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The edge between air and the material can be clearly seen both for the near and
the propagate fields. Notably, imaging the water sample in the near field (zoom
fig.6.11), it was possible to see the presence of an air bubble inside the tube in the
deflection image that cannot be resolved in the corresponding transmission image
reconstructed from the same raw data.
We compared the experimental results obtained of the deflection on the Y axis for
the water changing the propagation distance between the object and the detector.
A single line profile plot of the near field image is shown in fig.6.12 a) and the one
corresponding to the propagated field in fig.6.12 b).
We quantify the depth of the signal as the ratio of the peak-to-valley intensity vari-
ation (∆I) and the average intensity (< I >) outside the peak. For the image after
propagation we find a ∆I/ < I >= 0.244, while for the near field a ∆I/ < I >=
0.694. The depth of the signal corresponding to one edge is larger in the propagated
case. We also quantify the Full Width Half Maximum (FWHM) of the two plots: for
the near field the FWHM=2 pixels while for the propagated one FWHM=7 pixels.
Thus the width of the signal is larger after propagation.

FIGURE 6.12: Single line plot for the slope on the Y axis for water in
the near field a) and in the propagated field b) (see fig.6.11, water).

We will now present the results from the simulation code that was run with the same
parameters of the experimental set-up discussed in this section. To make the com-
parison with the simulation easier, we reconstructed the transmission of the samples
and their deflection in one of the two axis (Y axis). The image obtained from the
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PMMA and the water samples are reported in fig.6.11.
The simulation tool described in section 5.6 was used for the comparison. The exper-
imental parameters described before were used in the simulation. The X-ray trans-
mission T through a material of thickness d was calculated as:

T = exp(
i2πδd

λ
) ∗ exp(−2πβd

λ
) (6.1)

where δ and β are the components of the index of refraction of the material and λ is
the wavelength.
We will first show the results for the near field imaging (fig.6.13), so the detector
placed few cm after the sample, for both water and PMMA.
The simulation was performed with an incident energy of 9 keV, with a screen size
MxM=200*200 pixels and a pixel size of 1 µm.
On the left we can see the experimental image (6.13 a,d) and on the middle the result
of the simulation (6.13 b,e) . A single line plot is reported for both images (6.13 c,f) .
The image of the PMMA is well represented by the simulation, the single line plot
(6.13 c) shows a similar trend in the simulated data respect to the experimental one .
On the other hand, the transmission for the water samples appears to be slightly
lower in the experimental data (6.13 f).

FIGURE 6.13: Transmission images for the near field of the two test
samples of PMMA (a,b) and water (d,e). The experimental data is
shown on the right (a,d) while the simulated data is shown in the
middle (b,e). Single line plot for the two samples are shown (c,f)

(red=theoretical data, black=experimental data).

The data corresponding to the propagated field were simulated in the same way
for water and PMMA samples (fig.6.14). In this case, the edge enhancement effect
and its corresponding peak is well represented for the water sample (water, red line
fig.6.14). The simulated profile of the PMMA sample is smoother than the experi-
mental one. One possible explanation can be found in a different PMMA composi-
tion of the real sample (so in the given values for δ and β) respect to the tabulated
ones. In this section we analyzed what is the effect of wave propagation when the
distance between the sample and the Hartmann plane is changed. The wavefront
changes when propagates in free space.
With the propagated field we are not completely in the Fresnel regime but we can
still observe the changing of regime, for water we can see a jump at the edge (fig.6.14,
water) due to propagation that is not visible in the near field image (fig.6.13, water).
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FIGURE 6.14: Transmission images for the propagated field of the two
test samples of PMMA and water. The experimental data is shown
on the left while the simulated data is shown on the middle. Sin-
gle line plot for the two samples are shown (red=theoretical data,

black=experimental data).

The transmission profiles were compared for the experimental and the simulated
data for the near and propagated field. From the results obtained we can conclude
that the Fresnel Propagator can be used to predict the experimental outcomes.

6.5 First prototype of the large-field of view Hartmann wave-
front sensor

A new Hartmann system was designed by Imagine Optic with a larger field of view.
The system is composed of a Hartmann mask, located in front of a Flat-Panel detec-
tor. It has a field of view of 3x3 cm2 and a theoretical deflection sensitivity of 1 µrad.
The distance from the source to the sample was set at 22 cm and the distance from
source to mask to 43.8 cm.
In this experience, the first tomography measurement on a series of test samples
was performed. Cylinders of 2mm diameter were imaged: PMMA, graphite and a
polycarbonate tube filled with glass micro-spheres (diameter 1.5µm). The resulting
spatial resolution on the sample plane was 25 µm.
The tomography was acquired over 400 projections corresponding to 360°. Every
projection was treated with a reconstruction program developed by Imagine Optic
to obtain the absorption and the deflection on the Y axis. For the tomography re-
construction the open-source toolbox TIGRE (Biguri et al., 2016) was used. It allows
fast and accurate 3D tomographic reconstruction for any geometry (including the
cone-beam). It uses iterative algorithms and it has been optimized to run on GPUs
for improved speed. A filtered backprojection algorithm was applied to obtain the
tomographic volume. A 3D image of the three samples is shown in fig.6.15 a).
Thanks to the tomographic reconstruction the volume can be sliced in different sym-
metry planes. In particular, the images on the sagittal (fig.6.15 orange plane) and the
axial planes (fig.6.15 yellow plane) are the result of a maximum intensity projection
on 20 tomographic slices. In fig.6.15 b2-c2), from left to right, we find the graphite,
the PMMA and the polycarbonate tube filled with glass micro-spheres.
It is important to remark that in the absorption image (fig.6.15 b2) the tubes appear
smooth and with a well-defined shape. On the other hand, in the deflection image



132
Chapter 6. Optimization of the design of Hartmann wavefront sensor for phase

imaging

FIGURE 6.15: Tomography images of a series of cylinders of 2mm
diameter: graphite (left), PMMA (center), and a polycarbonate tube
(right) filled with glass micro-spheres (diameter 1.5µm). a) 3D im-
age of the three samples and an explanation of the symmetry planes.
b1-b2) Absorption reconstruction in the axial (yellow plane) and
the sagittal plane (orange plane). From left to right, there is the
graphite, the PMMA and the polycarbonate tube filled with glass
micro-spheres, c1-c2) Reconstruction deflection on the Y axis in the

axial (yellow plane) and the sagittal plane (orange plane).

(fig.6.15 c2) many imperfections can be seen inside the carbon and the PMMA tubes.
Once again this result underlines the importance of phase imaging as it gives com-
plementary information respect to the classical absorption imaging.
Another important point to notice it is the capability of the system to resolve the
glass micro-spheres (diameter 1.5µm) thanks to the high deflection sensitivity of the
system. They can’t be exactly resolved because of the limited spatial resolution but
their presence is clear in both absorption and deflection images.
In the images shown for the axial plane (fig.6.15 b1-c1) many star-like artifacts can be
seen. The artifact is caused by the small number of acquired projections. This results
in a loss of contrast and resolution in the reconstructed image and, if the number of
projections can be increased, the streak artifact is expected to be reduced.
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6.6 Second prototype of the large field of view Hartmann
wavefront sensor

A different Hartmann mask was designed to image larger samples , still using the
same Flat-Panel detector as the first prototype previously described (section 6.5).
It has a field of view of 10x10 cm2 and a theoretical deflection sensitivity of 1 µrad.
The spatial resolution on the sample plane was 37.5 µm. The distance from the
source to the sample was set at 30 cm and the distance from the source to the mask
at 60 cm.
The goal was to perform a tomographic experiment on a large test sample with an
interesting inner structure to visualize in 3D. We decided to image a snail, since it is
composed of a calcareous shell coiled in a spiral pattern around a central axis.
The tomography was acquired with 1000 projections covering 360°. Every projec-
tion image was treated with a reconstruction program designed by Imagine Optic to
obtain the absorption and the deflection images. For the tomography reconstruction
the open-source toolbox TIGRE (Biguri et al., 2016) was used.
The first step in the analysis was to treat the artefact on the raw projections to reduce
the quantity of noise in the reconstructed volume. The used Flat-Panel is composed
of four smaller screens joined together. This results in a slightly different gray level
between different screens. Also, many dark lines, corresponding to dead lines on
the detector, are visible (fig. 6.16 a).
A median filter (kernel area 200 pixels) was applied both on the vertical and horizon-
tal axis to reduce the number of artifacts on the projection (fig. 6.16 b). This proce-
dure was applied to all the projections. The tomographic volume was reconstructed

FIGURE 6.16: Projection images of a snail shell performed with the
second prototype of the Hartmann wavefront sensor. The resulting
spatial resolution on the sample plane is 37.5 µm. a) Projection image,
the lines corresponds to dead lines on the detector. b) Same projection

image after applying a median filter.

using a cone beam geometry and two reconstruction algorithms were tested on the
deflection images: the Filtered Back-Projection (FBP) algorithm and the Simultane-
ous Iterative Reconstruction Technique (SIRT) algorithm with 150 iterations and a
relaxation parameter of 0.2 (fig.6.17).
The details in the image appear blurred and less defined in the SIRT reconstruction.
Increasing the number of iterations will decrease the blurring effect in the image, but
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at the cost of a dramatic increase of the reconstruction time. After performing this
reconstruction test on several slices, the FBP was used to reconstruct the full volume.
The 3D reconstruction of both the absorption and the deflection maps allowed us to

FIGURE 6.17: Tomographic reconstruction images of the deflection
performed with the Filtered Back-Projection (left) and Simultaneous
Iterative Reconstruction Technique (right) algorithm. For the SIRT
algorithm 150 iterations and a relaxation parameter of 0.2 was used.
The details in the image appear blurred and less defined in the SIRT

reconstruction.

further investigate the sample.
The 3D rendering was done with the data analysis software Volume Graphics VGStu-
dio Max 2.2.6. A picture of the sample is shown fig.6.18 a), together with its 3D ren-
dered images of the absorption fig.6.18 b) and deflection fig.6.18 c).
For the 3D rendering false color based on the gray value were used. The surface
was rendered completely opaque for the absorption image while the outer part of
the shell (purple) was set transparent in the deflection image. In this way it was
possible to see the segmentation (blue) of the inner spiral structure inside the shell.
Optimizing the rendering parameters, many small details can be seen on the surface

FIGURE 6.18: a)Picture of the sample (snail shell). b) 3D rendering of
the absorption map. c) 3D rendering of the deflection map. Opaque
surface was rendered for the absorption image while it was set trans-
parent in the deflection image.In the segmented part (blue), the inner

spiral structure inside the shell.

of the shell in the deflection reconstruction (fig.6.19 b). Also, the presence of a crack
on the outside of the shell can be seen on the 3D rendering of the deflection (fig.6.19
b) while it is absent on the absorption reconstruction (fig.6.19 a). The same render-
ing parameters were used for the two images. This is the first step towards the 3D
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FIGURE 6.19: 3D rendering of the snail shell. a) Absorption recon-
struction, b) Deflection reconstruction. The presence of a crack on the
outside of the shell can be seen on the 3D rendering of the deflection

while it is absent on the absorption reconstruction.

imaging of structured large samples, thanks to the larger field of view and the high
deflection sensitivity of the prototype described here.

6.7 3D imaging of biological samples with the second proto-
type

The Hartmann mask described in section 6.6 coupled with a Flat-Panel detector was
tested for 3D imaging of biological samples. The tomography was acquired with
3000 projections covering 360°.
Every projection image was treated with a reconstruction program designed by Imag-
ine Optic to obtain the absorption and the deflection images. For the tomography
reconstruction the open-source toolbox TIGRE (Biguri et al., 2016) was used.
Results from two biological samples will be discussed: a mouse brain perfused with
microfil solution (Vasquez et al., 2011) and a rat spine together with some part of the
ribcage. The samples were imaged in one Eppendorf filled with distilled pure water.
To image the inner structures of mouse brain, casting agents can be used to increase
the contrast inside the tissue. Specifically, Microfil contrast agent, a low viscous
silicone rubber injection compound containing lead pigments, has been used to per-
fuse the vascular system for tomography measurements. In this perfusion method
the lumen of vessels are filled with contrast agent. The lead pigments in the Microfil
provide high contrast compared to the background tissue needed to acquire a 3D im-
age of the vascular structure (Walker et al., 2011). The blood in the cerebral vessels is
drained out through an incision and the Microfil is perfused right after the complete
drainage of blood. Tomographic reconstruction of a mouse brain perfused with Mi-
crofil are shown in fig.6.20. Maximum intensity projection of 100 tomographic slices
were performed. The 3D reconstruction of the absorption is visible in fig.6.20 a) and
the 3D deflection in the y axis in fig.6.20 b).

The yellow arrow is pointing at the same image detail both in absorption and deflec-
tion. Since the deflection image is calculated on one of the two axis, the structures
manly oriented in the other axis (perpendicular to one considered) cannot be seen.
The visibility of the internal structures are limited by the spatial resolution, lead-
ing to the visualization of the bigger brain arteries and not of the small capillary
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FIGURE 6.20: Tomographic reconstruction of a mouse brain perfused
with Microfil, maximum intensity projection of 100 tomographic
slices of the 3D absorption a), and of the 3D deflection in the y axis b).
The yellow arrow is pointing at the same image details that can’t be
seen in the deflection image since only one axis on the images plane

is considered.

arrangements. The contrast agent (Microfil) enhances the visibility of the brain vas-
cularization that thus appears as bright structures inside the volume. The presence
of white clusters inside each vessel can be related with the perfusion procedure. It
is possible that the contrast agent could not reach homogeneously all the desired
parts inside the tissue. The contrast appears to be more concentrated in some part
of the vascularization (white dots) and less visible in others. From the images anal-
ysis we can conclude that the perfusion procedure did not work perfectly and that
the sample preparation has to be optimized. Notably, the 3D reconstruction per-
formed with the Hartman sensor was capable of visualizing the presence of clusters
inside the vessels and can be used as a diagnostic tool to compare different sample
preparations. Also, we were able to retrieve qualitative information about the vas-
cularization.
The second sample that was imaged with the same set-up is a rat spine with a part of
the ribcage. The spatial resolution on the image plane is 32.5 µm and the theoretical
deflection sensitivity is about 1 µrad. The tomography was acquired with 3000 pro-
jections covering 360°. Thanks to the large field of view, the full spine was imaged
inside an Eppendorf filled with distilled pure water. One slice from the tomographic
reconstruction of the absorption is shown in fig.6.21 a) and for the deflection in the
y-axis in fig.6.21 b). In the absorption image (fig.6.21 a, inset) the internal tissue of
the skeletal bone called spongy bones or trabecular bones can be observed. This in-
ner part of the bones composed of a porous network divided in tiny lattice-shaped
units forming this tissue. In the deflection image (fig.6.21 b, inset) it is possible to
visualize the internal orientation of this porous tissue in the direction parallel to the
considered deflection axis. The two images of the same sample (absorption and de-
flection on the y-axis) gave complementary information on the sample structure and
tridimensional arrangement.
A maximum intensity projection of 100 tomographic slices of both signals was per-
formed (fig.6.22) to better observe the entire sample. The vertebreae are the highly
specialized bones which collectively make up the spinal column. Their tridimen-
sional arrangement can be observed in the absorption reconstruction (fig.6.22 a). The
part of the ribs attached to the spine can be also seen. From the same acquisition, the
deflection image in the y-axis was reconstructed (fig.6.22 b). Comparing the magni-
fication shown in the insets, the 3D shape of each vertebra of the bone can be seen
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FIGURE 6.21: One reconstructed slice of rat spine sample. Absorption
reconstruction a) and deflection reconstruction in the y-axis b). In the
inset a magnification of the internal spongy bones can be compared

for absorption and deflection images.

in absorption while the orientation of several structures constituting each bone can
be analyzed in deflection. Once again, since the ribs are mostly oriented in the x-
axis, they are not visible in the reconstruction of deflection on the y-axis. Finally, a
3D rendering of the sample done with the data analysis software Volume Graphics
VGStudio Max 2.2.6. is shown in fig.6.23. In this way the tomographic volume can
be inspected in 3D and the spatial organization of each element can be visualized.
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FIGURE 6.22: Maximum intensity projection of 100 tomographic
slices of the rat spine. a) absorption reconstruction and b) deflec-
tion reconstruction in the y-axis. The structure of the vertebrae can

be compared in the two insets.

FIGURE 6.23: 3D rendering of the rat spine and initial part of the ribs
connected with the spine. a) 3D of the absorption reconstruction, b)

3D of the deflection reconstruction in the y-axis.
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6.8 Optimized set-up for biological imaging

A new Hartmann mask was used to perform an experiment focus on biological
imaging. The experiment took place at the Syrmep beamline of Elettra synchrotron
(Italy) with an incident "white" beam, an electron energy of E=2 GeV and a current
I=300 mA.

FIGURE 6.24: Single tomographic slice reconstruction of a mouse
backbone obtained with the optimized prototype Hartmann wave-
front sensor. a) Absorption reconstruction of the sample, b) Deflec-
tion reconstruction of the sample. In the lower insets a magnification

in the soft tissue area where the vessels are located is given.

The samples stage was composed of an Hexapod, a compact six degrees of freedom
parallel robotic motion platform, and a rotational stage to allow tomographic mea-
surements.
The Hartmann mask was placed on a second Hexapod stage to allow the alignment
of the mask respect to the incident X-ray beam. The detector was a CMOS (3.9 µm
pixel size) from the standard beamline set-up. The spatial resolution on the sample
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was 20 µm.
The optimization of the data analysis parameters allowed the reconstruction in 3D
both the absorption and the detection signal of biological samples. Many details
of a mouse backbone can be seen in a single tomographic slice both in absorption
(fig.6.24 a) and deflection (fig.6.24 b). The porosity of the bone as well as the vascu-
lar organization can be appreciated in the two images. Complementary information
on the sample can be retrieved using 3D absorption and deflection reconstruction.
A 3D rendering of the absorption map is shown in fig.6.25 .

FIGURE 6.25: 3D rendering of the absorption reconstruction.
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6.9 Conclusion

In this chapter experimental results with the X-ray Hartmann wavefront sensor were
shown both for the laboratory set-up and for the synchrotron measurements.
Three different Hartmann plates were tested: a compact X-ray Hartmann wavefront
sensor and two prototypes with a larger field of view.
Results using laboratory sources on edge detection and propagation effects are pre-
sented for the compact X-ray Hartmann wavefront sensor. Also, the second proto-
type was tested for 3D imaging of biological samples.
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Density and Chemical
Composition Discrimination

Here the Hartmann sensor was used to retrieve the chemical composition of test
objects composed of known material. The chemical composition could be inferred
starting from a direct and independent measurements of the real part (δ proportional
to the phase) and the imaginary part (β proportional to the absorption) of the sample
refractive index (n). The comparison of the trend of δ and β respect to the incident
energy with the tabulated curves can give information on the chemical composition
of unknown material.
In order to compare the experimental results with the theoretical values, we imaged
a series of µspheres of known chemical composition and dimensions.
Finally, from the absorption and phase reconstruction the real δ and imaginary part
β of the refractive index for each of the chemical element was calculated.
We performed experiments on synchrotrons that have a sufficient flux to allow us-
ing a monochromator but also to reduce the spectral width with a set of specially
designed filters. These two experiments (polychromatic and monochromatic mea-
surements ) will be described and discussed below.

7.1 Polychromatic set-up

The HASO HXR was used to perform the experiment on the Syrmep beamline at
Elettra synchrotron (Italy) with an incident "white" beam, an electron energy of E=2
GeV and a current I=308 mA. A picture of the experimental set-up can be found in
fig.7.1.
First, a filter wheel provided by the beamline was used to mount six different fil-
ters in front of the beam. It could rotate respect to a central axis, allowing to use a
combination of different materials to shape the incident spectrum. Since a different
resulting flux was calculated for each filter, the acquisition time was adapted conse-
quentely. All the details about the filters will be described later.
The samples stage was composed of an Hexapod, a compact six degrees of freedom
parallel robotic motion platform, and a rotational stage to allow tomographic mea-
surements.
The wavefront sensor was placed on a second Hexapod stage to allow the alignment
of the Hartmann mask respect to the incident X-ray beam.
The following steps were performed during the experiment:

• Alignment of the HXR wavefront sensor with the Hexapod motion platform,

• Alignment of the filter holder respect to the beam direction,
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FIGURE 7.1: Picture of the set-up on Syrmep beamline. A filter wheel
was used to mount six different filters in front of the beam. The
samples stage was the combination of an Hexapod and a rotational
stage to allow tomographic measurements. The wavefront sensor
was placed on a second Hexapod stage to allow the alignment of the

Hartmann mask.

• Acquisition of images with six different filters, without sample and adjustment
of the integration time for each filter,

• Alignment of the center of rotation on the sample stage using a pin,

• Alignment of the sample and acquisition of 2D test images,

• Run acquisition of 2D images.

7.2 Calculation of the incident spectra

The calculation of the white beam flux was provided by the beamline. The flux was
calculated as the number of photons per second per unit of bandwidth for a 300 mA
current up to a photon energy of 45 keV. To calculate the resultant spectrum we ad-
just the white beam values for each beam filtration.
The white beam flux is first multiplied by the transmission function (Tf ilters) of each
filter. To calculate Tf ilters, the absorption coefficient µ as a function of energy was
taken from the National Institute of Standards and Technology (NIST) database
(Hubbell and Seltzer, 2004) and the thickness of each material was given from Good-
fellow company.
A list of the combination of filters and their respective acquisition time is reported
in fig.7.2.

Then, considering the distances of our set-up, the transmission of 1 m of propagation
in air (Tair) was also calculated.
Finally the absorption (Abscrystal) of the scintillator coupled with the CDD detector
inside the wavefront sensor was considered.
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FIGURE 7.2: A list of the combination of elements used as filter and
their the respective acquisition time.

The resulting spectrum was calculated in the following way:

Ngreenphotons/s = (Nx−rayphotons/s) ∗ Tair ∗ Tf ilters ∗ Abscrystal ∗ ε (7.1)

where Ngreenphotons/s is the final number of photons incident on the CCD that are
emitted in green light because of the properties of the crystal and (Nx−rayphotons/s)
is the white beam flux of the beamline.

FIGURE 7.3: The electronic band structure of an activated inorganic
crystal scintillator. When an X-ray photon interacts with the scintil-
lator material, electrons move from the valence band to the conduc-
tion band. It can fall down into one of the excited states of the ac-
tivator without emission. When it is transmitted from the activator
energy band back to the ground state, a photon is emitted. These de-
excitations are in the visible-light band. Figure adapted from (Graaf-

sma and Martin, 2008)

Finally, to understand the meaning of the therm Abscrystal ∗ ε, it is important to con-
centrate on the properties of a scintillator screen. Detectors used for tomography
often use a converter screen to convert X-ray photons to visible-light that is subse-
quently detected by a photodetector, mostly of the CCD type. This conversion is
done via a scintillation or luminescence process.
These scintillation materials have an energy-band diagram similar to the one of
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semiconductors, with a valence band separated by an energy gap from the conduc-
tion band.
When an X-ray photon is absorbed, energy is deposited in the crystal and electrons
in the valence band can be excited to the conduction band, leaving holes in the va-
lence band (fig.7.3). When an excited electron falls back to the valence band and
recombines with a hole, the excess energy is dissipated by emission of photons with
energy equal to the width of the bandgap.
For intrinsic scintillators the efficiency of the radiative de-excitation process is, how-
ever, low and the bandgaps are, in general, too large. To overcome this limitation
scintillators are doped with typical fluorescent ions such as europium (Eu), terbium
(Tb) or cerium (Ce).
The emission efficiency (light yield) of a scintillator can be evaluated by determin-
ing the X-ray to light conversion efficiency. The absolute efficiency ε is defined by
the ratio between the number of detected visible photons to the number of incident
X-ray photons.
Finally, in eq.7.1 the absorption(Abscrystal) of the crystal was calculated considering
its thickness and this therm was multiplied by the efficiency factor (ε) of the conver-
sion between X-rays and visible light given by the manufacturer.
The resulting spectrum for each of the filtration numbered in fig.7.2 and calculated
as expressed in eq.7.1 is shown in fig.7.4.

FIGURE 7.4: Resulting spectrum for each of the filtration numbered
in fig.7.2 and calculated as expressed in eq.7.1.

7.3 Sample description

In order to compare the experimental results with the theoretical values, we imaged
a series of µspheres of known chemical composition and dimensions. An image ac-
quired with an optical microscope of the sample can be seen in fig.7.5. The material,
the chemical composition, the diameter and the density of each of the µspheres are
reported in fig.7.6.
Due to the small field of view of the optical microscope, several images were ac-
quired with a pixel size of 0.38 µm and were combined together afterwards to repro-
duce the spatial arrangement of the µspheres during the experiment.
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FIGURE 7.5: Image of the samples acquired with an optical micro-
scope (pixel size of 0.38µm).The chemical composition of each of the
µspheres is the following: sphere 1 is Si, spheres 2 and 3 are Al2O3,

spheres 5,7 and 8 are SiO2 and sphere 6 is soda lime glass.

FIGURE 7.6: The material, the chemical composition, the diameter
and the density of each of the µspheres shown in fig.7.5.

7.4 Detectivity of the Hartmann wavefront sensor

To understand the detection capability of the Hartmann wavefront sensor we com-
pare the absorption and deflection signals of the same objects.
We consider two µspheres of SiO2 (number 7 and 8 shown in fig.7.5 that show an
overlap. We consider the absorption and deflection in the x axis signal for on spe-
cific incident spectrum (filter 1, fig.7.4).
The deflection profile along the x-axis given by the superposition of the two SiO2
µspheres is explained in fig.7.7. The blue line corresponds to the first sphere and the
green to the second sphere alone. The orange line is the resulting deflection consid-
ering the two spheres together.
We also analysed the absorption plot (blue line, fig.7.8), where it is impossible to
differentiate the two spheres.
However, looking at the deflection plot (red line, fig.7.8) the two spheres appear very
clearly. In particular, in the deflection along the x-axis, the deflection at the border
is modified by the presence of the other sphere. This is an important result because
it shows a high sensitivity of the system as well as an exceptional sensitivity for
occluded objects.
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FIGURE 7.7: Explanation of the deflection profile along the x-axis for
the superposition of the SiO2 µspheres 7 and 8 shown in fig.7.5. The
blue line corresponds to one sphere and the green to the other sphere
alone. The orange line is the resulting deflection considering the two

spheres.

7.5 Experimental Results with polychromatic beam: retriev-
ing δ and β.

The data analysis was focused on the reconstruction of the real part ( δ proportional
to the phase) and the imaginary part (β proportional to the absorption) of the sample
refractive index (n) as function of the incident energy.
The experimental results were compared with the tabulated index of refraction for
compound materials available online on the Center for X-Ray Optics website (Henke,
Gullikson, and Davis., 1993). The weighted theoretical values for δ and β were cal-
culated by multiplying the values at different energies with the calculated number
of photons at this energy and then dividing by the total number of photons in the
spectral window. To estimate the refractive index, the average energy for each spec-
tra was calculated. The results are reported in fig.7.4.
The same test sample (µspheres) was imaged several times changing the filtration
of the white beam, intensity and deflection maps were first reconstructed. From this
first analysis it was also possible to obtain images corresponding to the sample ab-
sorption and wavefront.
The value of β was calculated from the transmission image, obtained as the ratio be-
tween the intensity recorded with the sample and the reference intensity without the
sample. The transmission value (T) of each µsphere was calculated from the profile
plot taken at the center of the sphere.
In order to retrieve β, we start from the Beer-Lambert’s law for X-ray transmission
(T = e−µ∆X), where µ is the mass attenuation coefficient and ∆X is the object thick-
ness.
Finally, to obtain the formula written on fig.7.9 a), we rewrite the Beer-Lambert’s
law and consider that β = (µλ)/4π and that the thickness ∆X = d, the µsphere
diameter.
The wavelength λ was calculated from the mean energy corresponding to each filter.
For δ instead, the absolute phase value was used, that is calculated in µm from the
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FIGURE 7.8: Single line profile plot of deflection along the x-axis (red
line) and absorption (blue line) of the SiO2 µspheres 7 and 8 shown

in fig.7.5.

reconstruction program. To obtain the correct value of δ, the experimental phase dif-
ference (∆Φ) from the profile plot of the wavefront image was thus divided by the
diameter of each sphere (fig.7.9 b)).
It is important to note that the maximum value of the phase was not constant on
the two edges of each sphere. To overcome this experimental fluctuation, the aver-
age value between the two edges (y1 and y2) was considered. Several factors can be
analyzed from the acquired experimental data:

1. Regarding the incident spectrum reported in fig.7.4: Filter 4 (purple line) is
very broad with contributions from high energies. Also, filter 6 (red line)
presents a lower number of photons respect to the others.

2. Considering the µspheres composition in fig.7.5: the soda lime glass has a com-
plicated chemical composition (Si70O172Na30Ca10MgB2Al2). Also, the exact
chemical composition might depend on the production process of each com-
pany. For this reason the results obtained for β and δ with this sample were
not in agreement with the theoretical one.

To better understand the acquisition problem with different incident spectra, we
show an image of the same sample acquired with filter 1 and filter 6 (fig.7.10). On
fig.7.10 a) we can see the reconstructed intensity for the spectra corresponding to
filter 1, ranging from 10 to 18 keV and with high photon flux, while on fig.7.10 b) the
same intensity image was reconstructed with a broader spectra (filter 4) with photon
energies up to 40 keV and lower photon flux.
In particular, for filter 4 the visibility of each sphere is reduced and the noise level
value is increased. The white arrows point to the SiO2 µspheres, that it is almost not
detectable when imaged with filter 4.
For this reason it was not possible to perform the analysis on the index of refraction
for the spectrum corresponding to filter 4 and filter 6. Also, as mentioned before,
because of the complex chemical composition of the soda lime glass µsphere it was
not possible to reconstruct the index of refraction with high accuracy.
The images acquired for the same sample described in fig.7.5 are shown in fig.7.11 :
the transmission (fig.7.11 a), the deflections in the X and Y directions (fig.7.11 b and
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FIGURE 7.9: Example of the profile plot of the µspheres used to cal-
culate the β and δ components of the refraction index. a)The value of
β was calculated from the transmission image, obtained as the ratio
between the intensity recorded with the sample and the reference in-
tensity without the sample. The formula used is reported on the right,
where T is the transmission, λ the wavelength and d is the sphere di-
ameter. b) The value of δ was calculated from the experimental phase

difference (DΦ) divided by the sphere diameter d.

c respectively), and the reconstructed phase (fig.7.11 d). Results were obtained for
two different incident spectra: one centered around 16 keV (filter 1 of fig.7.4, upper
row in fig.7.11) and the second one at 22 keV (filter 4 of fig.7.4, lower row in fig.7.11).
As the energy increases, all the spheres start to be transparent to X-rays, and the
transmission map is noisier. At 22 keV, it is difficult to differentiate the soda lime
(red), Al2O3 (green) and Si (black) spheres from the absorption map, while, we can
easily differentiate the Al2O3 (green) from the Si (black) spheres on the phase map.
Following the procedure explained in fig.7.9, a first estimation for β of each chemical
composition as a function of the incident energy was performed. The reconstruction
of β was done for the µspheres of SiO2, Al2O3 and Si. The following peak energies
of each spectrum were considered: E=(15.8, 17.6, 20.5, 22.5) keV.
The plots of the measured values (dark gray) for β respect to the energy for each
element, and the corresponding data, are shown in fig.7.12. The theoretical values
are shown with a continuous line (light gray).
The experimental data are globally in good agreement (trends) with the theoretical
values (fig. 7.13), but with still residual errors especially for Al2O3 (orange back-
ground) and Si (green background).

Since different sources of error can arise when performing a series of measurements
on experimental data, we analyze the same data again with a new approach.
The general idea was to increase the measurements points for every element on the
transmission plot and the corresponding sphere thickness.
In order to use all the pixels describing each µsphere, several points on the sphere
diameter were considered. In fig.7.14 a profile plot corresponding to the center of
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FIGURE 7.10: Intensity images of the same sample with µspheres
changing the incident spectrum. a) Image reconstructed with filter
1. b) Image reconstructed with filter 4, the visibility of each sphere is
reduced and the noise level is increased. The white arrows point to
the SiO2 µspheres, that it is almost not detectable when imaged with

filter 4.

one sphere is shown. Each cross represents a point (i) where the transmission (Ti)
and the corresponding sphere thickness(∆Li) were measured.
In this way, for each element six different estimations of β were made (formula in
fig.7.14) and the average among them was considered as the final estimation for β.
A drawing of how the transmission calculation was done on each sphere is also
given. The measurements were repeated for each element following the procedure
described on fig.7.14, that will be called ’3D measurement’. Both β and δ were re-
constructed. The new measurements obtained for β are shown in fig.7.15 and the
corresponding data is shown in fig.7.16.
Generally speaking, the experimental data (dark gray) are in good agreement with
the theoretical value (light gray line).
The biggest variations from the theoretical trend are observed for Al2O3, especially
the β value corresponding to energy E= 22.5 keV is around 50% lower then the the-
oretical one. Also, a slight underestimation of all the calculated values can be seen
for Si. The plotted data is reported on the table in fig.7.16.

In the same way, the 3D measurement was also performed to estimate the values of
δ for each element. The measurements for δ are shown in fig.7.17. The experimental
data follows the expected theoretical trend. The analysis performed on the images
corresponding to the energy E=20.5 keV shows an underestimation of the value of
δ for both Al2O3 and Si. This effect can be connected with a problem on the phase
reconstruction. The plotted data is reported on the table in fig.7.18.

High accuracy in the estimation of δ and β can be reached using the Hartmann wave-
front sensor. This analysis opens the way to a precise density estimation of samples
of unknown composition. Also, in future it will be possible to infer the chemical
composition of a sample analysing the index of refraction’s components in compar-
ison with the theoretical trends of each material.
When applying this method to a biological sample, the main open question is re-
lated to the chemical and structural complexity of this kind of materials. Minimum
prior knowledge on the analysed structure dimension and composition will help to
decrease the error in the reconstruction of δ and β.
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FIGURE 7.11: Absorption, horizontal and vertical deflections, and
phase reconstruction from one experimental acquisition. The upper
row corresponds to a mean energy of 16 keV (filter 1, fig.7.4 ), while
the bottom row corresponds to 22 keV (filter 4, fig.7.4). The color code
is used to differentiate the 4 kinds of spheres: soda lime in red, Al2O3

in green, Si in black and SiO2 in yellow.

FIGURE 7.12: Reconstruction of β for µspheres of SiO2, Al2O3 and
Si. The peak energies of each spectrum was considered: E=15.8, 17.6,
20.5, 22.5 keV. The measured values (dark gray) for β respect to the
energy for each element and the corresponding data are shown. The

theoretical values are reported with a continuous line (light gray).
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FIGURE 7.13: Measured and theoretical values for β respect to the
energy for each element.

FIGURE 7.14: New measurement of β: several points for each sphere
on the sphere diameter were considered. A profile plot (up) corre-
sponding to the center of one sphere is shown. Each cross represents
a point(i) where the transmission (Ti) and the corresponding sphere
thickness(∆Li) were measured. Six different estimation of β were
made for each element and the average among them was considered
the final estimation for β (down,right).A drawing (down, left) of how

the transmission calculation was done on each sphere is shown.



154 Chapter 7. Density and Chemical Composition Discrimination

FIGURE 7.15: New measurement of β considering the procedure
described in fig.7.14. A series of µspheres of SiO2,Al2O3 and Si
were used. The peak energies of each spectrum was considered:
E=(15.8,17.6,20.5,22.5) keV. The measured values (dark gray) for β re-
spect to the energy for each element are shown. The theoretical values

are reported with a continuous line (light gray).

FIGURE 7.16: Measured and theoretical values calculated in 3D for β
respect to the energy for each element.
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FIGURE 7.17: New measurement of δ considering the procedure
described in fig.7.14. A series of µspheres of SiO2,Al2O3 and Si
were used. The peak energies of each spectrum was considered:
E=(15.8,17.6,20.5,22.5) keV. The measured values (dark gray) for β re-
spect to the energy for each element. The theoretical values are re-

ported with a continuous line (light gray).

FIGURE 7.18: Measured and theoretical values for δ respect to the
energy for each element.
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7.6 Experimental Results with monochromatic beam: retriev-
ing δ and β.

The monochromatic experiment has been performed on the BM05 beamline of Eu-
ropean Synchrotron Radiation Facility (ESRF, France). A picture of the set-up is re-
ported in fig. 7.19. After the monochromator, the energy spread was around 10 eV

FIGURE 7.19: Picture of the Hartmann X-ray phase imaging system
as installed in the BM05 beamline of ESRF.

while the central energy was set at 10 keV, 12 keV and 14 keV respectively. The
X-ray beam was parallel. We used the same sample used for the polychromatic
measurements, the set of 8 spheres already described in section 7.3. From the im-
ages with and without sample, the four maps (transmission, horizontal and vertical
deflections, and the phase) could be measured, as illustrated fig.7.20 at 12 keV. As
illustrated, it is difficult to differentiate Si and Al2O3 spheres from the transmission
map, but differences are noticeable on the phase map. On the contrary, Si and SiO2
look different on the transmission map while more similar on the phase. From the

FIGURE 7.20: False color maps of the transmission, horizontal and
vertical deflection, and phase measured at 12 keV for the set of 8

spheres.

transmission and phase maps, and knowing the thickness of the spheres, it is pos-
sible using the procedure explained in fig.7.9 to measure experimentally δ and β of
the different spheres and at the different energies (10, 12 and 14 keV). Results have
been reported in the graphs fig.7.21. The experimental data (red dots) fit very well
with theory (blue crosses), within less than 10% error.
It is worth noting that the values of δ with energy for Si and SiO2 are very sim-
ilar (4.11x10−6 and 4.08x10−6 respectively at 10 keV, and Si: 2.38x10−6 and SiO2:
2.17x10−6 at 14 keV) preventing to differentiate them only from the δ but the values
of their β are sufficiently different. The ability to get both δ and β information at few
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energies allows to distinguish Si from SiO2.
Another example is given by the β forSiO2 (3.91x10−8) and Al2O3 (6.2810−8 ) that are
easily differentiable at 10 keV but become much closer at 14 keV (SiO2: 1.01x10−8;
Al2O3:1.59x10−8) making the differentiation more delicate. However, δ at 14 keV
are quite different for SiO2 (2.32x10−6) and Al2O3 (4.11x10−6). Knowing only β in
this example would not have been enough. The knowledge of both δ and β at few
energies allows to confirm the initial guess based on β values.

FIGURE 7.21: Comparison of experimental values (red dot) of δ ver-
sus theoretical ones (crosses) for Si (a), SiO2 (b) and Al2O3 (c) and β
for Si (d), SiO2 (e) and Al2O3 (f). The vertical error bars have not been

displayed since they are of few percent’s and will not be visible.

These examples show that the ability to directly and independently measure δ and β
on a single acquisition with the HXPI is a key advantage for chemical differentiation.
Also, it appears clearly that the measurement of δ and β at few energies is needed to
ensure a high degree of confidence.

7.7 Conclusion

This chapter is dedicated to experimental results performed with synchrotron light
to retrieve the density and the chemical composition of test objects composed of
known material. The same samples were analyzed with a polychromatic and monochro-
matic incident beam.
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Chapter 8

Study of Neurodegenerative
Diseases with Free Space
Propagation Tomography

In this chapter we will focus on the study of neurodegenerative diseases and what
are their main consequences on the central nervous system. Neurodegenerative dis-
eases are a set of over 600 diseases, that involve the gradual loss of motor, sensory
functions, as well as cognitive and behavioral deficits due to neuronal cell death.
The most common are : Alzheimer Disease (AD) , Parkinson, Huntington and Amy-
otrophic Lateral Sclerosis (ALS). They occur sporadically in the population and the
main risk factors are advanced age, mitochondrial DNA mutation and oxidative
stress damage.
The main idea of this section was to exploit the capabilities of X-ray phase contrast
imaging for the investigation of the effects of neurodegenerative diseases on the cen-
tral nervous system.
The results from two experiments will be presented: the first one was carried out on
mouse brain samples affected by an animal model of Alzheimer and the second one
was performed on mouse spinal cord samples affected by an animal model of Amy-
otrophic Lateral Sclerosis. In this chapter, the experimental results obtained with
X-ray phase contrast tomography will be discussed. The results were obtained with
the free space propagation technique, where the sample is placed on a rotational
stage after the source and the images are recorded by a detector placed far from the
object. All the images described in the following were obtained with synchrotron
light at the beamline ID17 of ESRF (France).

8.1 Brain Imaging : Alzheimer Disease

X-ray Phase contrast tomography (XPCT) measurements obtained in free space prop-
agation were performed on (20-22) and (12-15) months old male mice brains affected
by Alzheimer’s disease. Male wild type mice of the same age were used as reference
sample. The samples were provided by the NeuroSpin laboratory (France).
Animal models are commonly used to understand the mechanisms underneath neu-
rodegenerative diseases. They use transgenic mouse that have been artificially mod-
ified at a genetic level to include a foreign sequence, or transgene. This often in-
volves the insertion of a human gene into the mouse’s genome (Colpo et al., 2017).
Animal models mimic human diseases and have enhanced the understanding of the
molecular pathogenesis of Alzheimer’s disease (AD), Parkinson’s disease (PD), fron-
totemporal dementia (FD), and amyotrophic lateral sclerosis (ALS).
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This study was focus on the APP/PS1 animal model of AD. Alzheimer’s disease
is the most prevalent neurodegenerative disorder worldwide that causes memory
loss and confusion, resulting in personality and cognitive decline over time. It is
characterized by Aβ protein deposition and the formation of intracellular neurofib-
rillary tangles (NFTs) in the brain regions involved in learning and memory (O’brien
and Wong, 2011). Extracellular Aβ proteins, that derive from the amyloid precursor
protein (APP), accumulates in senile plaques. The APP/PS1 is a transgenic mouse
model that overproduces the Aβ proteins and is often used to study the mechanisms
of neuropathology of AD (Lok et al., 2013).
The XPCT experiment was performed at beamline ID17 (ESRF synchrotron, France)
with a monochromatic incident energy of 48.5 keV. The sample was set at a distance
of 2.3 meters from the CCD camera that has a pixel size of 3.5 µm. The tomography
has been acquired with 4000 projections covering a total angle range of 360°.
Data pre-processing, phase retrieval and reconstruction were performed using the
SYRMEP Tomo Project software (Massimi et al., 2018).
Filtered back-projection algorithm was used to reconstruct the tomographic volume
and a ratio δ/β = 200 was used in Paganin’s algorithm for phase retrieval (see sec-
tion 3.3.4).

8.1.1 Artifact Removal

In this section, we will present how image artifacts were removed from the recon-
structed tomographic slices of the brain. The most recurrent artifact in tomographic
images are the so-called ring artifacts, which appear as concentric rings around the
center of rotation of the sample. Temporal variations in the beam intensity, non-
linearities in the detector response or inhomogeneities of the optical elements are
among the main causes of these artifacts. To reduce this artefact several options
are possible. We will explain how ring removal can be applied after image recon-
struction with the ImageJ image processing software (Rueden et al., 2017). First,
the reconstructed slice is transformed into polar coordinates, assuming the center of
rings as the center of the Cartesian-to-polar conversion.

The rings will thus become strips in the new coordinate system. Then a filter with
a defined size is applied on the columns to attenuate the stripes. After testing, we
assessed that the best choice for our images is given by median filter, set to replace
each pixel of the column with the median of the pixels within a certain distance.
The filter size is data-dependant, and it has been adapted to the specific need of the
data-set. Polar-to-Cartesian coordinate transformation is performed to conclude the
de-ringing process. The original image showing the artifact can be seen in fig.8.1 a)
and the result of the ring removal procedure is shown in fig.8.1 b). From the image
insets the artefact suppression can be appreciated (yellow arrows).
Another common artefact that occurs in tomography is the oscillations of the gray
values on tomographic projections acquired at different time. This artefact is nor-
mally connected with the fluctuation of the maximum intensity of the incident X-
ray beam. To correct from the gray-value oscillations an histogram equalization is
needed. A standard histogram equalization algorithm, present inside ImageJ soft-
ware, was used on all the tomographic slices. The algorithm takes the square root
of the histogram values and divide each slice with this value, resulting in a series of
normalized histogram. This procedure suppresses the gray value oscillations among
the tomographic slices.
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FIGURE 8.1: Effect of ring removal process on a XPCT of a mouse
brain. a) Original tomographic slice of the brain, b) The same slice
after the ring removal procedure. The ring shaped artefacts are sup-

pressed.

In fig.8.2 a) one tomographic slice presenting stripes artefact can be seen. The effect
of the histogram equalization filter is visible in fig.8.2 b).
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FIGURE 8.2: XPCT of a mouse brain. a) Raw tomographic slice
presenting stripe artifact (yellow arrows) connected with the gray
values oscillations, b) Tomographic slice after the application of the
histogram equalization filter. The artefacts are suppressed after the

equalization filter.

8.1.2 3D visualization of the brain

To better understand the results of this chapter, we will start with a concise descrip-
tion of the morphology of mouse brain. In fig.8.3 the main areas of mouse brain are
described by different colours. For the study of Alzheimer, we will mainly concen-
trate on the two areas that are mostly involved by the disease: the cerebral cortex
(light blue) and the hippocampus (green).

FIGURE 8.3: Drawing of the mouse brain highliting the different brain
regions with different colours. Image from: GENSAT Project at Rock-

efeller University, Mouse Brain Atlas.

The first step on the data analysis was to observe the tomographic volume and its
internal structures. To enhance the visualization of inner details inside the sample
we performed maximum intensity projections every 150 µm slices. A sketch of the
projection direction (green arrow) inside the brain volume is given in fig.8.4 a).
A region of interest was chosen inside each projection image to visualize the struc-
tures of interest (white inset, fig.8.4 b). Different parts of the brain tissue can be
visualized, such as nerve fibers (white tubular structures in the images) and plaques
(white spots). The images were acquired with a pixel size of 3.5µm. Maximum inten-
sity projections of the chosen inset, following the green arrow direction are shown
in fig.8.5. Thanks to the high spatial resolution (about 9 µm) obtained with XPCT,
many morphological details inside the tissue can be seen. To understand the effect
of Alzheimer disease on the brain we will concentrate on the spatial characteriza-
tion and quantitative analysis of Aβ plaques (yellow star, fig.8.5) and on brain fibers
( yellow cross, fig.8.5).
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FIGURE 8.4: Maximum intensity projections of the XPCT data of a
mouse brain affected by AD. a) A sketch of the projection direction
(green arrow) inside the brain volume, b) Definition of a region of

interest (white inset) inside the projection images.

As previously said, plaques agglomerates are normally observed in AD affected
brain therefore understand their size and position in the brain is a crucial issue.
Also, it has been proposed recently that alterations in myelination are an important
factor that can be connected with the occurrence of AD. Myelin is an electrical insu-
lator that wraps around nerve fibers and is essential for action potential conduction
to the neuronal axons of the central nervous system (Nave, 2010).
Therefore, demyelination may serve as a trigger process leading to pathological
events that can affect the regional nervous system connectivity.
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FIGURE 8.5: Maximum intensity projections of the chosen inset. The
analysis will be concentrated on the Aβ plaques (yellow *) and on
brain fibers ( yellow +). The projections direction inside the brain

volume is given by the green arrow.

8.1.3 Qualitative analysis of AD progression in mouse brain

A series of maximum and minimum intensity projections of the acquired samples
were performed to visualize complementary structures inside the tissue. A com-
parison among the maximum intensity projections, corresponding to a thickness of
about 100 µm, of the wild type, the AD affected APP/PS1 (12-15) month old and the
AD affected APP/PS1 (20-22) month old sample are shown in fig.8.6. The appear-
ance of many bright agglomerates in the brain cortex can be seen in the AD affected
samples (fig.8.6 b,c), while they are not present in the wild type sample (fig.8.6 a).
The bright dots that appear in the images are compatible with Aβ amyloid plaques
that characterize AD. The presence of ions of zinc (Zn), copper (Cu), iron (Fe), and
calcium (Ca) has been observed in amyloid plaques on XPCT images (Rasmussen
et al., 2017). As a result, the plaques creates a strong signal making them easy to
detect. The number of Aβ amyloid agglomerates increases with the disease progres-
sion, especially in the brain cortex, an area connected with language, memory, and
thought.
Magnifications of the cortex and of the hippocampus are shown in the central and
bottom parts of fig.8.6 for the different time-points.

During the standard sample preparation for mouse organs extraction, the blood is
cleared from the vessels before the tissue fixation. The internal lumen of the vessels
should appear as a (empty) low density tissue, that corresponds to a dark gray value
in XPCT images. As a result, when performing the minimum intensity projection,
the dark structures in the images represent the brain vascular system.
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FIGURE 8.6: Maximum intensity projection of XPCT brains corre-
sponding to a thickness of about 100 µm. a) Wild type brain, b) AD
affected APP/PS1 (12-15) month old, c) AD affected APP/PS1 (20-
22) month old. Magnifications on the cortex and of the hippocampus

region are shown.

The minimum intensity projection were performed on the same areas already con-
sidered for the maximum. The projected volume corresponds to a thickness of about
100 µm. The minimum intensity projection of wild type, AD affected APP/PS1 (12-
15) month old and AD affected APP/PS1 (20-22) month old sample are shown in
fig.8.7. The yellow arrow in the magnification of the hippocampus in the wild type
sample (fig.8.7 a) points to a series of vessels (black dots) following the direction of
the dentate gyrus (spiral structure shown in the magnification).
A different vessel organization can be seen for the AD affected (12-15) month old
sample (fig.8.7 b) respect to the wild type. Increasing the age of the AD affected
sample, only few vessels are still visible. As it can been seen from this qualitative
analysis, the vascular architecture is altered in the samples affected by AD. At the
latest time-point the spatial organization of the vascularization in the AD affected
brain is not yet comparable with the wild type images.
Recent studies (Jack, 2010) focused on the vascular contribution in Alzheimer dis-
ease, involving an increased permeability of blood vessels and consequently neu-
rotoxicity. Vascular dysfunction also includes a diminished brain capillary flow
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FIGURE 8.7: Minimum intensity projection of XPCT brains corre-
sponding to a thickness of about 100 µm. a) Wild type brain, b) AD
affected APP/PS1 (12-15) month old, c) AD affected APP/PS1 (20-22)
month old. Magnification on a part of the hippocampus region are

shown.

causing neuronal alterations. Cerebrovascular lesions in white matter have been ob-
served in AD and microvascular lesions are also common pathological events (White
et al., 2002).

As a result, we perform maximum and minimum projections of the same area of
the brain in the wild type and in the AD affected APP/PS1 (12-15) month old mice.
Artery and vessels have an external tubular structure composed of three external
distinct tissue layers and an internal lumen through which blood flows (fig.8.8). The
external layers are called tunics and they are largely composed of living cells and
their products, including collagenous and elastic fibers.
In XPCT images white structures corresponds to tissues with higher density, while
what appears dark is less dense. In the minimum projection of the wild type sample
(fig.8.9 a1) no tubular dark structure compatible with vascularization can be seen.
Instead, many white vessels are visible in the maximum projection image (yellow
arrows,fig.8.9 b1). This bright signal is compatible with the external denser walls of
the vessels.
The opposite situation can be seen in the AD affected mouse sample (red arrows,
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FIGURE 8.8: Drawing of the structure of an artery wall.

fig.8.9 a2) where the vessels appear as dark filaments. These structures are thus
compatible with the inner lumen of the vessels where the blood flows.
The samples affected by AD present a strong alteration in the vascular architecture,
leading to a permeability of the blood vessels that will thus appear darker in XPCT
images.
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FIGURE 8.9: Maximum (b1-b2) and minimum (a1-a2) intensity pro-
jection of XPCT brains corresponding to a thickness of about 100 µm.
a1-b1) Wild type brain, a2-b2) AD affected APP/PS1 (12-15) month

old. The same gray value scale was used for both images.
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8.1.4 Quantitative brain fiber analysis

The 3D reconstruction of the brain allows the visualization of the brain fibers in all
the anatomical planes. There are three commonly used anatomical planes: sagittal,
coronal and transverse (or axial). The sagittal plane is a longitudinal plane, dividing
the body into right and left parts. The coronal plane is a longitudinal plane, dividing

FIGURE 8.10: Description of the three anatomical planes of the brain:
sagittal, coronal and transverse (or axial)

the body into anterior (front) and posterior (back) sections. The transverse plane
(or axial) is a horizontal plane dividing the body into superior (upper) and inferior
(lower) sections. A picture of the anatomical planes is shown in fig.8.10.
One image of the brain in the transverse plane is shown in fig.8.11 a), where the fibers
can be seen as white tubular structures in the image. The fiber spatial orientation can

FIGURE 8.11: 3D reconstruction of the brain in all the anatomical
planes. a) Brain image in the transverse plane, b) Magnification of the
brain fibers in the coronal plane, c) Magnification of the brain fibers

in the sagittal plane.

be also observed in the coronal plane (fig.8.11 b) and in the sagittal one fig.8.11 c).
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The visualization of the volumetric arrangement of the brain fiber was the first step
before performing a quantitative analysis.

FIGURE 8.12: Description of the data analysis to calculate brain
fiber’s length. Each of the two volumes corresponding to 12-15 and
20-22 months old APP/PS1 were registered. a) Selection of a region of
interest (ROI). b) Maximum intensity projection images every 15 µm.
c) Segmentation of the fibers with a gray value threshold. d) Result

from the Skeletonize 3D plug-in, available in ImageJ.

In order to characterize the degeneration process of the APP/PS1 model for AD, two
time-points of the disease where considered. Mice were sacrificed at 12-15 months
and at 20-22 months old. Two samples for each age group were considered and
the final result was calculated as their average values. In the following analysis the
distribution of fiber length for the two time points will be presented.
The following steps were performed to quantify brain fibers:

• Each of the two volumes corresponding to 12-15 and 20-22 months old APP/PS1
were registered. A volume thickness of 300 µm was considered.

• The same region of interest (ROI) (fig.8.12 a), where the fiber are anatomically
located, was chosen in the two volumes.

• Maximum intensity projection images every 15 µm were performed (fig.8.12
b), to make the segmentation more effective and to achieve a better 3D resolu-
tion.
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• The fibers were segmented with a gray value threshold procedure (fig.8.12 c).

• Finally, the Skeletonize 3D plug-in available in ImageJ was applied (fig.8.12 d),
setting 210 µm as a minimum acceptable fiber length, to avoid the analysis of
very small objects not compatible with the fiber structure.

First, registration is necessary in order to be able to compare or integrate the data
obtained from these different measurements. Essentially, image registration is used
to align two or more images of the same scene. Geometric distortions causing differ-
ences in angle, orientation, shifting, and distance need to be taken into account. In
ImageJ it is possible to estimate the transformation function between two volumes
(ie. rigid translation + rotation).
We pre-process a 3D image to extract the relevant morphological information by bi-
narizing and then extracting the skeleton of a binary image with the Skeletonize3D
plug-in available in ImageJ (Lee, Kashyap, and Chu, 1994).
The resulting skeletons were analyzed in the 3D image with AnalyzeSkeleton
(Arganda-Carreras et al., 2010). This plugin tags all pixel/voxels in a skeleton im-
age and then counts all its junctions, triple and quadruple points and branches, and
measures their average and maximum length. The voxels are classified into three
different categories depending on their 26 neighbors:

1. End-point voxels: if they have less than 2 neighbors.

2. Junction voxels: if they have more than 2 neighbors.

3. Slab voxels: if they have exactly 2 neighbors.

4. End-point voxels are displayed in blue, slab voxels in orange and junction vox-
els in purple.

The skeletonize image with the output colour map of the plug-in AnalyzeSkeleton
is shown in fig.8.12 d). An histogram of average fiber length for the AD sample
APP/PS1 12-15 months old (black bars) and for AD sample APP/PS1 20-22 months
old (gray bars) is shown in fig.(8.13). The minimum acceptable fiber length was set
at 210 µm, to minimize the contribution from very small fragments segmented in
the tissue. The relative frequencies expressed as percentage values can be seen at the
top of each column.
It is important to note that for the older time-point (20-22 months old APP/PS1),
38 % of the fibers have a length between 200 and 400 µm; while only 20 % of the
fibers is in the same range of lengths for the younger time-point (12-15 months old
APP/PS1).
This means that the APP/PS1 model for AD leads to an increase in the number
of the shortest fibers in the tissue. The fiber are surrounded by myelin boundles,
which main role is to protect the axon, insulate and accelerate the conduction of
nerve impulses. Demyelination is the myelin damage, that is characterized by the
loss of nerve sheath. Studies have shown that myelin injury may be closely related
to neurodegenerative diseases and may be an early diagnostic criteria (Wang et al.,
2018). In fact, some researches (Kotter, Stadelmann, and Hartung, 2011) supports
that myelin destruction may have a great effect in AD pathology. Decreasing in the
average fiber length with disease progression may be explained by myelin damage
connected with AD.
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FIGURE 8.13: Histogram of the fiber lenght for the AD sample
APP/PS1 12-15 months old (black bars) and for AD sample APP/PS1
20-22 months old (gray bars). For the APP/PS1 20-22 months old

sample the number of smaller fiber increases.

8.1.5 Quantitative plaques analysis

An open challenge in diagnostic is the development of methodologies to non-invasively
detect and quantify the presence of amyloid agglomerates in AD patients. Phase-
contrast X-ray computed tomography (XPCT) can detect Aβ amyloid plaques in
three-dimensions with extremely high sensitivity and also enables their quantifica-
tion and spatial arrangement. Since the amyloid plaques contains heavy metals, they
can be specifically detected with phase imaging as high-density aggregates in brain
tissue. Numerous bright white spots were observed in the AD affected brains, both
at 12-15 and 20-22 months old APP/PS1 mice. A distribution analysis of the number
of Aβ amyloid plaques also revealed a characteristic shift toward higher density of
plaques when the mouse’s age increases. Also, the biggest agglomerates of plaques
were observed predominantly in the cerebral cortex and in the hippocampus. We
concentrate on these two areas of the brain for the quantitative analysis.
We will now describe the data analysis performed to quantify the number of plaques
inside the brain at two time points (2-15 and 20-22months old APP/PS1). First a
registration between the two volumes was performed, with the same procedure al-
ready presented in section 8.1.4. A volume thickness of 300 µm was considered
for both samples, including the brain area where the plaques were more visible.
Then, a region of interest (ROI) (fig.8.14 a) was defined corresponding to the brain
cortex. Maximum intensity projection images every 15 µm were performed. The
plaques were segmented with a gray value threshold procedure on the maximum
projection images (fig.8.14 b). Finally, the 3D Object Counter plug-in (BOLTE and
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FIGURE 8.14: Description of the data analysis to quantify the brain
plaques. Each of the two volumes corresponding to 12-15 and 20-
22 months old APP/PS1 were registered. a) Selection of a region of
interest (ROI) inside the brain cortex. b) Maximum intensity projec-
tion images every 15 µm and segmentation of the plaques with a gray
value threshold. c) Overlay of the original image with the result from

the 3D Object Counter plugin, available in ImageJ.

CORDELIÈRES, 2006) available in ImageJ was applied to estimate the 3D volume
of the plaques. The outcome of the plug-in is overlaid with the original image in
fig.8.14 c, where the colors are proportional to the calculated volume of each plaque.
In the plug-in options it is possible to exclude from the analysis objects which size
is out of the defined range. We consider the following range of acceptable volumes:
(4500-27000) µm3.
The 3D Object Counter plugin starts with a connectivity analysis on a stack of thresh-
old images. First, the stack will be scanned and the first object’s pixel is found, the
plugin gives it a tag. The tag is a unique number which will be carried by all pix-
els constitutive of the same object. Each time a new object’s pixel is found, its 13
previous neighbors (9 on the upper slice and 4 on the same slice) are checked for an
existing tag. The minimum tag found in the surrounding is then attributed to the
current pixel. Then, statistic about each objects are then retrieved.
We concentrate on the volume analysis, that returns the number of each object’s
voxels. First, we will present the results obtain in the cortex region and then we will
repeat the same analysis on the hippocampus.
The result of the segmentation of the plaques in the cortex region for the 12-15 and
20-22 months old APP/PS1 mouse is presented in fig.8.15. The volumetric organiza-
tion of the plaques in the cortex can be observed for the two time-points. Thanks to
the 3D reconstruction, it is possible to know the position of each plaque and eventu-
ally correlate it with other morphological features inside the brain. Since, from a first
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qualitative analysis the number of plaques increases with the sample age, the corre-
sponding volume of each segmented plaque was also quantified. The total number
of plaques in the cortex for the APP-PS1 12/15 months old mouse is 1298, while for
the APP-PS1 20/22 months old mouse is 1761.

FIGURE 8.15: 3D visualization of the segmentation of the plaques
in the cortex region for the 12-15 (left panel) and 20-22 (right panel)

months old APP/PS1 mouse.

FIGURE 8.16: Histogram of the plaques volume in the cortex in µm3

for the AD sample APP/PS1 12-15 months old (light blue bars) and
for AD sample APP/PS1 20-22 months old (violet bars).
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The histogram of the plaque volumes, calculated in µm3, for the AD sample APP/PS1
12-15 months old (light blue bars) and for AD sample APP/PS1 20-22 months old
(violet bars) is shown in fig.8.16. At the top of each bar is reported the relative count
for each volume interval. The total number of plaques increases with the sample’s
age. Also, for APP/PS1 20-22 months old sample, the ratio of smaller plaques aug-
ments respect to the APP/PS1 12-15 months old sample, while the number of bigger
agglomerates remains quite comparable in the two cases.

FIGURE 8.17: Quantification of the plaques on the hippocampus. a)
the blue ROI indicates the hippocampus region of the brain, b) max-
imum intensity projection of the left part of the hippocampus for a
AD affected APP/PS1 (12-15) months old mouse, c) maximum inten-
sity projection of the left part of the hippocampus for a AD affected
APP/PS1 (20-22) months old mouse. Yellow arrows underlines the
spreading of plaques in several areas of the hippocampus. Bright cells
are more visible in the left part of image a) than in image b), because

it depends on the volume part chosen for the two samples.

This result can be interpreted assuming that a certain number of plaques undergo a
process of fragmentation with the disease progression. Also, it is possible that, with
aging, less space is available for the formation of new plaques, leading to an increase
of smaller agglomerates in the brain.
The same analysis was repeated on the brain hippocampus, since, together with the
cortex, is the brain area were the highest number of plaques is observed. The hip-
pocampus is part of the limbic system, and plays important roles in the consolida-
tion of information from short-term memory to long-term memory. It is composed of
several layers, where different agglomerates of the plaques are present. In fig.8.17 a)
the region of the hippocampus is indicated by the blue region of interest. A compar-
ison between the left part of the hippocampus for the two time points of AD affected
samples is shown in fig.8.17b-c) with maximum intensity projection images. For the
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APP/PS1 (12-15) months old mouse the plaques appears to be concentrated on the
inner part of the hippocampus (yellow arrow) and they are less in number than the
older time point. Instead, a general spread of the plaques is present in the APP/PS1
20-22 months old in all the hippocampus and they increase in number.
Therefore, plaques seem to present a different spatial organization respect to the
degree of progression of AD. We can thus observed that the inner part of the hip-
pocampus is the first involved with the formation of plaques, before they start to
appears in the outer part. The same data analysis for plaques quantification, already
described in fig.8.14 applied to the cortex, was performed on the hippocampus. The
final goal is to quantify the volume of each plaque in the brain hippocampus. The
result of the segmentation of the plaques in the hippocampus region for the 12-15
and 20-22 months old APP/PS1 mouse is presented in fig.8.18. From a qualitative
point of view, it is clear that the number of plaques increases with the mouse age, as
we have already observed in the cortex region. The histogram of the plaque volumes

FIGURE 8.18: 3D visualization of the segmentation of the plaques
in the hippocampus region for the 12-15 (left panel) and 20-22 (right

panel) months old APP/PS1 mouse.

for the AD sample APP/PS1 12-15 months old (light blue bars) and for AD sample
APP/PS1 20-22 months old (violet bars) is shown in fig.8.19. At the top of each bar is
reported the relative count for each volume interval. As we have already observed
in the cortex area, the total number of plaques increases with the sample’s age. In the
hippocampus we find that the calculated plaques volumes are significantly smaller
that in the cortex region. Also, the majority of the plaques have a volume smaller
than 2000 µm3, while larger plaques are not observed for both samples. The vol-
ume distribution is comparable for the APP/PS1 20-22 months old sample and the
APP/PS1 12-15 months old sample, with a larger number of plaques in the older
time-point.
These findings can help to understand the mechanisms of the plaques formation in
terms of their spatial organization and volume quantification. Being also able to
compare different stages of the disease, can lead to a comprehensive knowledge of
AD degeneration processes.
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FIGURE 8.19: Histogram of the plaques volume in the hippocampus
in µm3 for the AD sample APP/PS1 12-15 months old (light blue bars)

and for AD sample APP/PS1 20-22 months old (violet bars).
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8.2 Spinal cord imaging: Amyotrophic lateral sclerosis

We will now present the results from the second experiment performed on mouse
spinal cord samples affected by an animal model of Amyotrophic Lateral Sclerosis
(ALS). The results were obtained with the free space propagation technique.
ALS is a progressive neurodegenerative disorder affecting motor neurons (Kiernan
et al., 2011), nerve cells responsible for carrying signals from the central nervous
system towards muscles to cause muscle movement. Typical features in ALS are
the loss of upper and lower motor neurons (UMN/LMNs) and their fibers in the
primary motor cortex, brainstem and anterior horns of the spinal cord (Saberi et al.,
2015).
The development of animal models that well mimic ALS disorder enables both the
dissection of disease processes and an early assessment of therapy efficacy.
We use the SOD1G93A animal model for ALS, where the original SOD1-G93A DNA
strain, designated G1, expressed approximately 18 copies of human SOD1, ran-
domly inserted into the genome (Gurney et al., 1994). A comprehensive knowledge
of neuronal and vascular lesions in the brain and spinal cord is an essential factor to
understand the development of the disease.
We applied XPCT to the SOD1G93A ALS mouse to provide a 3D morphological de-
scription of the progressive loss of neuronal and vascular network in the spinal cord.
The mice were sacrificed at different time points: pre-symptomatic, 60 days old
and 90 days old SOD1G93A mouse. With pre-symptomatic we define all the mice
that were not presenting any symptom connected with ALS. All the samples were
measured at beamline ID17 of ESRF synchrotron, France. The experiment on ALS-
affected mice spinal cords was performed with pink beam (spectrum peaked at 44
keV) and 2000 projections were acquired covering a total angle range of 360°. Spinal
cord samples were set at 2.3 m from sCMOS detector coupled with optics systems to
obtain a final pixel size of 3.06 mm.
Our analysis was focus on the lumbar region of the spinal cord considering a volume
thickness of about 1.3 mm.
It is possible to differentiate several bright structures in the XPCT images (Fig. 8.20):
meninges and spinal roots that anatomically surround the spinal cord, as well as
neuronal cells and veins. Motor neurons (MNs) quantification was performed through

FIGURE 8.20: XPCT images of the lumbar region of the spinal cord.
Example of the motor neurons 3D segmentation process. (a) A ROI
was selected in the ventral horn of the spinal cord where the MNs are
anatomically concentrated. (b) An intensity threshold segmentation
was performed to isolate MNs. (c) Superimposed image of (a) and (b)

to show the output of the segmentation process.
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an automated counting process, using the 3D Objects Counter ImageJ plug-in (fig.
8.20) already described. We selected a region of interest (ROI) in the ventral horn
of the spinal cord where the MNs are anatomically concentrated and their size and
position were compared with the literature and histological images.
Neuron quantification was carried out in several steps:

• An intensity threshold was performed, since neurons appear as bright objects
in XPCT images;

• On the binarized images we applied the 3D object counter plug-in – this plug-
in takes as input the volume of the object of interest (in pixels) and counts the
number of 3D objects in a stack.

The vascular network was also analyzed inside a selected volume of the lumbar re-
gion of the spinal cord. The segmentation of the vascular network was performed
through a 3D image segmentation process. Starting from the 3D tomographic re-
construction image, we applied an intensity threshold segmentation to isolate the
vascular network (appearing as white tubular objects). On these binarized images,
we then applied the Skeletonize ImageJ plug-in to calculate the number of branches
per mm3. This plugin tags all pixel/voxels in a skeleton image. The plug-in was
already described in the brain fiber analysis section.
The percentage of MNs loss and vascular density in diseased animals was compared
with control samples in the pre-symptomatic and symptomatic stages.

8.2.1 Motoneurons quantification

Neuronal lesions were evaluated at different time-points of the disease through
XPCT experiments on mice lumbar spinal cords affected by ALS and were compared
with the control samples.

FIGURE 8.21: Schematic representation of the selected ROIs: quanti-
tative analysis was performed in the ventral horn (green) of the spinal

cord.

Fig.8.22 summarizes the results. An axial view of the reconstructed tomographic
images for the control (fig.8.22 a), pre-symptomatic SOD1G93A 60 days old (fig.8.22
b) and 90 days old SOD1G93A (fig.8.22 c) mice spinal cords are shown.
Images were acquired with a spatial resolution of about 9 µm.
The insets at the top of fig.8.22 represent a magnification of the neuronal cells ob-
tained through maximum intensity projection method.
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In order to better visualize the region of interest for our analysis, we provide a sketch
(fig.8.21) of the spinal cord with the two analyzed regions depicted in yellow (where
the interneurons are present) and in green (where the MNs are located).
As expected, the number of MNs in the ventral horns decreased compared with the
control at the time of symptom onset (90 days), as shown in fig.8.22 c) and summa-
rized in the bar chart fig.8.23. Furthermore, at a pre-symptomatic stage (60 days) the
loss of motor neurons appears already evident, as appreciated in the bottom inset of
fig.8.22 b), compared with the control case.

FIGURE 8.22: X-ray phase contrast tomography images of the lumbar
region of the spinal cord. Reconstructed volumes (about 1 mm thick)
of the lumbar region of the spinal cord. Axial sections of healthy (a),
pre-symptomatic (b) and 90 days ALS affected (c) samples. Cell loss
induced by ALS progression can be observed in (b) and (c). Lower
inset (green): magnification of ROIs in the ventral horn of the spinal
cord containing neuronal cells compatible with motor neurons. Up-
per insets (yellow): magnification of ROIs to show neuronal cells
compatible with sensor interneurons. In a pre-symptomatic stage, the
number of the sensory neurons remains almost unaltered compared
with the control sample, while a decrease in cell number is shown in

the 90 days SOD1 mice.

In the pre-symptomatic stage, the number of neurons in the posterior horns of SOD1G93A

mice is almost unaltered compared with wild type mice, although their size appears
reduced, as shown in the top inset of fig.8.22 b). At 90 days old a reduction in neu-
rons can be appreciated in the ROI of SOD1G93A compared with wild type mice,
while small cells compatible with inflammatory cells occupy this region, as reported
in the top inset of fig.8.22 c). In fig.8.24, 3D rendering images of 60 days old wild
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FIGURE 8.23: Percentage of the number of neurons in ALS samples
compared with the control samples in the ventral horn at different

time-points. Error bars represent standard deviation of data.

type and SOD1G93A mice are shown, offering a more visual proof of the reduction
in the distribution and density of neurons (yellow) and blood vessels (red) in the
pre-symptomatic stage of SOD1G93A mice compared with controls.

FIGURE 8.24: 3D reconstruction of the vascular network (segmented
in red) and the neuronal network (segmented in yellow) of healthy (a)
and ALS-affected (b) mice spinal cord. Samples were approximately
60 days old. Inset: Schematic representation of the anatomical orien-

tation of the spinal cord. Scale bar: 400 µm.
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8.2.2 Vascular quantification

We performed a segmentation of the same XPCT images already used for the motor
neurons quantification in order to isolate the vasculature (fig.8.25, rendered in yel-
low, blue in the insets) in the ventral (or posterior) and dorsal (or anterior) horn of
WT (fig. 8.25 a) and 60 and 90 days old SOD1G93A mice (fig.8.25 b and c respectively).
The image of the pre-symptomatic sample is not shown because no apparent vascu-
lar alteration was found. However, in the latter case, a slight alteration compared

FIGURE 8.25: Vascular segmentation (about 1 mm thick) of the lum-
bar region of the spinal cord. a) Vascular network segmentation ob-
tained by Skeletonize ImageJ plug-in. White inset: magnification of
the selected ROI in the ventral horn of the spinal cord. Red inset: ana-
lyzed area in the dorsal horn. A maximum intensity projection image

is shown for the 60 days case.

with the control case was found as a result of the quantitative analysis of vascular-
ization in the ventral horn (fig.8.25 b). The images reported in fig.8.25 display the
segmented vessels in the XPCT axial reconstructions: insets on the left show a mag-
nification of the ventral horn. We implemented a gray-level segmentation process
in order to perform a quantitative analysis that allowed us to make a comparison
between the different time-points and the control. The number of branches per mm3
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FIGURE 8.26: Quantification of vascular distribution as the percent-
age of the number of branches per mm3 in the posterior horn (data
normalized to the control sample) and in the anterior horn (data nor-

malized to the control sample).

was calculated, data were normalized with respect to the control sample and ex-
pressed as percentage values. A few percentage points of decreasing in the vascula-
ture, compared with the control, are evident in the anterior horn as the time course
of the disease progresses (fig.8.26 b). On the other hand, a considerable loss in the
vessel branches was found in the posterior horn of SOD1G93A mice compared with
wild type samples at the same time points, with a progressive reduction observed
also between pre-symptomatic and symptomatic mice (fig.8.26 a).

8.3 Conclusion

In this chapter we have shown the capabilities of the free space propagation tech-
nique to image in 3D and with high resolution biological tissues, to better under-
stand the mechanisms underneath neurodegenerative diseases.
A comprehensive analysis was performed on brain samples affected by an animal
model of Alzheimer disease. Two time points of the disease were considered, as
well as a healthy mouse used as a control. A quantitative analysis was performed
on brain fibers, that undergo a demyelination process, meaning a damage of the
myelin, a membrane layer that covers axons.
An increase in the number of shorter fibers was observed in the latest time-point of
the disease respect to the younger mouse. Also, the volume of plaques deposits both
in the brain cortex and hippocampus was quantified, showing a possible decompo-
sition of larger plaques into smaller parts for the oldest time-point.
The second part of the chapter is dedicated to the study of mouse spinal cord affected
by an animal model of Amyotrophic lateral sclerosis. Control, pre-symptomatic (60
days old) and 90 days old mice spinal cords were analyzed. We first quantified a
specific kind of neurons, called motor neurons, that are responsible for carrying sig-
nals from the central nervous system towards muscles to cause muscle movement.
The number of motor neurons start decreasing compared with the control already
at a pre-symptomatic stage and drop even more at the time of symptom onset (90
days).
We also quantified the alterations in the vasculature of the same samples, finding a
different organization of the vessels corresponding to the disease’s progression.
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Conclusion and Perspectives

In the present work the capabilities of 3D X-ray phase imaging based on X-ray wave-
front sensors were investigated.
A general introduction of X-ray radiation fundamental properties and of X-ray inter-
action with matter given to help understanding the fundamental interaction mech-
anisms related with image formation. Particular attention was given to classical
coherence theory, a crucial parameter when using a wavefront sensor. The main the-
oretical principles of X-ray phase-contrast imaging were also given, with particular
attention to the wave optic theory applied to free space propagation imaging. The
last theoretical section was dedicated to X-ray tomography, considering the mathe-
matical transformations needed to reconstruct an object in 3D.
In order to understand the image formation in a wavefront sensor, we provide a
comprehensive description of the wavefront using the Huygens-Fresnel principle,
of the wavefront detection algorithms and of the possible wavefront reconstruction
methods.
To optimize the design of Hartmann wavefront sensors applied to imaging applica-
tions, a chapter was dedicated to the description of a 3D wave propagation simula-
tion tool based on Fresnel propagator. The presented model can manage any degree
of spatial coherence of the source. Validation analysis for the modelling of image
formation and coherence proprieties are provided. The simulation tool was then
applied to understand, first, features connected with the propagation processes and
later, parameters connected with the detection algorithms.
Experimental results with the X-ray Hartmann wavefront sensor were shown both
for a laboratory set-up and for synchrotron measurements. Three different Hart-
mann sensors were tested: a compact X-ray Hartmann wavefront sensor and two
prototypes with larger fields of view. The results from tomographic scans of bio-
logical samples (mouse brain and rat spine) with a laboratory set-up showed the
capabilities of the Hartmann wavefront sensor to perform biomedical imaging. Us-
ing the Hartmann wavefront sensor, it was also possible to retrieve the density and
the chemical composition of test objects composed of known materials. The same
samples were analyzed with a polychromatic and monochromatic incident beams.
Biological imaging was also performed with free space propagation technique to
image in 3D and with high resolution biological tissues, to better understand the
mechanisms underneath neurodegenerative diseases.
The study of X-ray Hartmann wavefront sensor for X-ray phase-imaging was thor-
oughly explored from theory, modeling and experiments. The thesis demonstrated
that this system holds important original capabilities of interest for future end-users.
The reconstruction of the object density and of its refraction index components is a
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crucial feature that will open new visualisation modalities inside weakly absorbing
objects, such as biological tissue or polymeric materials.

As a future prospective for the designed system, it would be advantageous to in-
corporate a photon counting detector instead of the fluorescent screen followed by a
visible detector, as used today on two systems. This type of detector is in fact capable
of reducing the bandwidth of incident polychromatic radiation more efficiently and
with more versatility than using filters, as shown in Chapter 6, section 7.2. Since the
object index of refraction components delta and beta depend on the incident energy,
a photon counting detector will increase the accuracy of their determination, and
consequently of the object density calculation.
Another important development will be to improve the system benchmarking us-
ing an object having different known densities and chemical compositions. A good
target sample can be represented by artificial phantoms that mimic the internal struc-
tures of biological tissues, such as brain or liver. In particular, artificial structures,
doped with gold or gadolinium nanoparticles, capable of mimic real vascularization
architectures. More generally speaking, at this step of development, it is important
to test the prototypes with as many users as possible.
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10.1 Publications

• High-Sensitivity X-ray Phase Imaging System Based on a Hartmann Wavefront
Sensor, Condensed Matter, 2021-12-27 | journal-article , DOI: 10.3390/cond-
mat7010003

• Phase-Contrast Tomography with X-ray Hartmann wavefront sensor , Interna-
tional Conference on X-Ray Lasers 2020, 2021-07-08 | conference-paper, DOI:
10.1117/12.2593107, ISBN: 9781510646186ISBN: 9781510646193

• Corrigendum: X-ray Phase Contrast Tomography Serves Preclinical Investiga-
tion of Neurodegenerative Diseases, Frontiers in Neuroscience, 2021-02-17 |
journal-article,DOI: 10.3389/fnins.2021.657368, Part of ISSN: 1662-453X

• Modelling of Phase Contrast Imaging with X-ray Wavefront Sensor and Partial
Coherence Beams Sensors, 2020-11-12 | journal-article, DOI: 10.3390/s20226469,
Part of ISSN: 1424-8220

• X-ray Phase Contrast Tomography Serves Preclinical Investigation of Neu-
rodegenerative Diseases, Frontiers in Neuroscience, 2020-11-09 | journal-article,
DOI: 10.3389/fnins.2020.584161,Part of ISSN: 1662-453X

• Investigation of the human pineal gland 3D organization by X-ray phase con-
trast tomography, Journal of Structural Biology, 2020-10 | journal-article, DOI:
10.1016/j.jsb.2020.107659, Part of ISSN: 1047-8477

• Multiscale pink-beam microCT imaging at the ESRF-ID17 biomedical beam-
line, Journal of Synchrotron Radiation, 2020-09-01 | journal-article,
DOI: 10.1107/s160057752000911x, Part of ISSN: 1600-5775

• X-ray phase contrast tomography for the investigation of amyotrophic lateral
sclerosis, Journal of Synchrotron Radiation, 2020-07-01 | journal-article, DOI:
10.1107/s1600577520006785, Part of ISSN: 1600-5775

• X-ray Phase Contrast Tomography for the investigation of ALS disease, Il Nuovo
Cimento C, 2020-01-10 | journal-article, DOI: 10.1393/ncc/i2019-19233-4

• Single-shot, high sensitivity X-ray phase contrast imaging system based on a
Hartmann mask2020 | conference-paper

• Assessment of the effects of different sample perfusion procedures on phase-
contrast tomographic images of mouse spinal cord, Journal of Instrumentation,
2018, DOI:10.1088/1748-0221/13/03/c03027
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• Synchrotron Radiation X-ray Phase Contrast Microtomography: What Oppor-
tunities More For Regenerative Medicine? in book Advanced High-Resolution
Tomography in Regenerative Medicine, 2018, Springer Nature

10.2 Selection of Oral Presentations

• Conference of Condensed Matter for “High Precision X-ray Measurements
2021”

• Joint Meeting (MC+WG+WORKSHOP), COST Action CA16122, BIONECA -
Biomaterials and advanced physical techniques for regenerative cardiology
and neurology, Vienna , Austria, 2019

• ESRF User Meeting 2020, Grenoble, France

• XVII INTERNATIONAL CONFERENCE ON X-RAY LASERS, International
Conference on X-Ray Lasers 2020

• Italian Physical Society National Congress Section 5 - Biophysics and medical
physics, 2018

• International worshop on imaging , villa monastero , Varenna ( Italia), 2017

10.3 Distinctions

• Condensed Matter for “High Precision X-ray Measurements 2021”: Rome, IT,
2021-06-02 | BEST PRESENTATION AWARD

• Best Presentations 2018 at Italian Physical Society National Congress Section 5
- Biophysics and medical physics Second prize, 2018
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Titre : Imagerie X de phase basée sur le capteur de front d’onde de Hartmann pour application sur l’étude des maladies
neurodégénératives

Mots clés : Capteur de front d’onde, Contraste de phase, Tomographie, Rayon X, Imagerie biologique

Résumé : L’objectif de cette thèse consiste en le
développement d’une technique d’imagerie X de phase
basée sur l’utilisation d’un senseur de front d’onde de type
Hartmann pour être exploité sur différentes applications et
de comparer ce nouveau système avec des techniques
bien connues d’imagerie en contraste de phase. L’image-
rie de phase sera principalement réalisée en 3D par tomo-
graphie. L’application principale inclue l’étude d’altérations
du système nerveux central induites par des maladies neu-
rodégénératives. La première section d’introduction décrit les
aspects de base de l’interaction rayons X-matière et de la
théorie de la cohérence avec des application spécifiques
à la conception de senseur de front d’onde de Hartmann.
Dans le deuxième chapitre, une introduction à l’imagerie par
contraste de phase est donnée, avec une attention parti-
culière sur la technique en propagation libre. Le troisième
chapitre examine les principes de la tomographie et des lo-
giciels de reconstruction disponibles. Un chapitre séparé,
numéroté 4, est dédié à la théorie des senseurs de front
d’onde de Hartmann. Un modèle de propagation en 3D basé
sur le propagateur de Fresnel a été développé pour opti-
miser l’architecture du senseur complet incluant la plaque
de Hartmann, les distances entre les différents éléments
du montage et enfin les propriétés de la source X. Le

modèle peut gérer n’importe quel degré de cohérence spa-
tiale, permettant de réaliser des modélisation précises d’une
grande variété de source X. Différentes simulations de situa-
tion expérimentales sont décrites pour valider le programme.
Puis, les programmes principaux de reconstruction du front
d’onde ont été analysés. Dans le chapitre 5, nous allons
présenter des résultats expérimentaux obtenus avec le sen-
seur de font d’onde X en géométries de faisceau parallèle
(synchrotron) ou conique (mesure en laboratoire). Différentes
plaques de Hartmann ont été utilisé sur le montage de labo-
ratoire pour visualiser une série d’échantillons tes et biolo-
giques. De plus, sur synchrotron, nous avons testé le sen-
seur de Hartmann pour retrouver la composition chimique
d’objets composés de matériaux connus. La composition
chimique peut être estimée à partir de mesures directes
et indépendantes de la partie réelle (proportionnelle à la
phase) et la partie imaginaire (proportionnelle à l’absorp-
tion) de l’indice de réfraction de l’échantillon. Dans le cha-
pitre 6, les résultats expérimentaux obtenus en tomographie
X par contraste de phase en propagation libre seront dis-
cutés. Nous avons exploité la capacité de l’imagerie X par
contraste de phase pour étudier les effets des maladies neu-
rodégénératives du système nerveux central.

Title : X-ray phase imaging based on Hartmann Wavefront Sensor for applications on the study of neurodegenerative
diseases

Keywords : Wavefront sensor, Phase Contrast, Tomography, X-rays, Biological imaging

Abstract : The aim of this PhD thesis is to develop the tech-
nic of X-ray phase imaging with Hartmann wavefront sen-
sor for various applications and to compare this new system
against well-established phase-contrast techniques. The X-
ray phase imaging will be mainly performed in 3D using to-
mographic setup. The main application includes the study of
alterations in the central nervous system induced by neurode-
generative diseases. The first introductory section describes
the basic aspects of X-ray interaction with matter and of the
coherence theory with specific application to the Hartmann
wavefront sensor design. In the second chapter, an introduc-
tion to phase-contrast imaging is given, with particular atten-
tion to the free-space propagation technique. The third chap-
ter examines the principles of tomography acquisitions and
the available reconstruction algorithms. A separate chapter,
labeled 4, is dedicated to the theory of Hartmann wavefront
sensor. A 3D wave propagation model based on Fresnel pro-
pagator was developed to optimize the architecture of the full
wavefront sensor including the Hartmann plate, the distances
between the different elements of the set-up as well as the X-
ray source properties. The model can manage any degree of

spatial coherence, enabling the accurate simulation of a wide
range of X-ray sources. Several simulations of standard expe-
rimental situations are described to valid the program. Then,
the main wavefront reconstruction algorithms have been ana-
lyzed. In chapter 5, we will present experimental results ob-
tained with the X-ray Hartmann wavefront sensor using both
a parallel beam geometry (synchrotron measurements) and
a cone beam geometry (laboratory measurements). Different
Hartmann plates were used with the laboratory set-up to vi-
sualize a series of test and biological samples. Also, using
synchrotron, we tested the Hartmann sensor to retrieve the
chemical composition of objects composed of known ma-
terials. The chemical composition could be inferred starting
from direct and independent measurements of the real part
(proportional to the phase) and the imaginary part (proportio-
nal to the absorption) of the sample refractive index. In chap-
ter 6, the experimental results obtained with free space pro-
pagation X-ray phase contrast tomography will be discussed.
We exploited the capability of X-ray phase contrast imaging
to investigate the effects of neurodegenerative diseases on
the central nervous system.
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91120 Palaiseau, France


	Introduction
	Fundamentals of X-ray imaging
	X-rays
	Production of X-rays
	X-rays sources

	X-rays interaction with matter
	X-ray interaction considering atomic processes
	The Transmission Function
	Impact of Absorption on X-ray Imaging

	Propagation in Vacuum
	Fresnel Approximation
	Fraunhofer Approximation
	Region of image formation

	Elements of coherence theory
	Quasi monochromatic approximation
	Spatial Coherence
	Temporal Coherence
	Wiener–Khinchin theorem
	Impact of coherence on Hartmann Sensor measurements

	Conclusion

	X-ray Phase Contrast Imaging
	Phase-Based Techniques for X-ray Imaging
	Crystal Interferometric Technique
	Analyzer-based imaging
	Grating interferometry
	Edge illumination 

	Comparison between Phase-Contrast Techniques
	Free Space Propagation Imaging
	Wave optic theory
	Theoretical basis of Free Space Propagation Imaging
	Contrast Transfer Function
	Phase Retrieval Algorithms

	Conclusion

	Basics of X-ray Tomography
	Radiography and X-ray Tomography 
	 Projections and Radon Transform
	Backprojection
	Filtered Backprojection
	Cone beam Filtered Backprojection
	Iterative Algorithms

	Conclusion

	Phase Imaging with the Hartmann Wavefront sensor
	Introduction
	Wavefront definition
	Wavefront detection
	Centroiding Methods
	Basic data treatment: OpenCV python library

	Wavefront reconstruction
	Zonal Reconstruction
	Modal Reconstruction

	Wavefront sensor precision and accuracy
	Alignment and calibration
	Precision: Centroid estimation error
	Accuracy: Centroid pixelization error

	Simulation Tool
	Fresnel Propagator
	Discrete Fourier Transform
	Coordinates definition and Shifting
	Fresnel Two-Step Propagator
	Sampling considerations in the two-step method
	Fresnel Propagator validation
	Definition of source coherence
	 Diffraction from a Test Object
	Modelling of image formation with compact Hartmann Sensor
	Talbot effect with a coherent source

	 Modelling to estimate sensor accuracy
	Hartmann sensor design: simulation results
	Analysis of propagation related parameters 
	Diffraction regimes
	Incident X-ray energy
	Pitch and Aperture shape 
	Phase Hartmann Mask

	Analysis of detection related parameters 
	Performance of detection algorithms on a theoretical spot
	Performance of detection algorithm on known diffraction patterns
	Performance of detection algorithm on a experimental spot
	Conclusion on detection algorithms

	Conclusion

	Optimization of the design of Hartmann wavefront sensor for phase imaging
	Hartmann wavefront sensor: Laboratory set-up
	Compact X-ray Hartmann wavefront sensor: edge detection
	Impact of the reference image
	Compact Hartmann wavefront sensor: propagation effect
	First prototype of the large-field of view Hartmann wavefront sensor
	Second prototype of the large field of view Hartmann wavefront sensor
	3D imaging of biological samples with the second prototype
	Optimized set-up for biological imaging
	Conclusion

	Density and Chemical Composition Discrimination
	Polychromatic set-up 
	Calculation of the incident spectra
	Sample description
	Detectivity of the Hartmann wavefront sensor
	Experimental Results with polychromatic beam: retrieving  and .
	Experimental Results with monochromatic beam: retrieving  and .
	Conclusion

	Study of Neurodegenerative Diseases with Free Space Propagation Tomography
	Brain Imaging : Alzheimer Disease
	Artifact Removal
	3D visualization of the brain
	Qualitative analysis of AD progression in mouse brain 
	Quantitative brain fiber analysis
	Quantitative plaques analysis

	Spinal cord imaging: Amyotrophic lateral sclerosis 
	Motoneurons quantification
	Vascular quantification

	Conclusion

	Conclusion and Perspectives
	Appendix A
	Publications
	Selection of Oral Presentations
	Distinctions

	Bibliography

