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Université de Lille

Ecole doctorale MADIS
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Résumé

L’hydrogène vert est le vecteur d’énergie du futur le plus prometteur car il est d’une part capté
par des sources renouvelables et inépuisables qui sont les énergies éolienne et/ou solaire et d’autre
part permet de meilleurs transport et stockage de l’énergie sur le long terme en bouteilles haute
pression par un électrolyseur pour produire ensuite de l’électricité par des piles à combustible
sans émission d’aucun polluant. La nature intermittente des SER dégrade la performance et
le fonctionnement dynamique des électrolyseurs PEM et leur couplage doit être étudié afin
d’assurer la disponibilité opérationnelle et la pérennité du fonctionnement des équipements par
une détection précoce des défauts et l’estimation de leurs durées de vie mais aussi le suivi en
ligne des performances technico économiques.

L’objectif de la thèse réalisé dans le cadre du projet Européen Interreg-2 Mers E2C est de
développer un modèle dynamique multi-physique d’un électrolyseur PEM, basé sur une approche
Bond-Graph pour une utilisation générique pour d’autres types d’électrolyseur non seulement
pour l’analyse mais aussi pour la conception de systèmes de supervision en ligne pour la détection
et localisation de défauts. La modélisation des divers composants de l’électrolyseur a été réalisée
sous forme de capsules Bond-Graph. Ces capsules peuvent être connectées en tenant compte
de la structure du diagramme d’instrumentation pour obtenir un modèle dynamique global. Ce
modèle est capable de représenter différentes configurations, du pilote de laboratoire jusqu’à
l’échelle industrielle, et également de suivre l’efficacité en temps réel. Le modèle a été converti
en MATLAB® Simulink pour implémentation, puis validé expérimentalement sur une cellule
alimentée par une Plateforme Multi-Source Hybride comprenant des sources d’énergie solaire et
éolienne. Le modèle a été adapté pour représenter et étudier la performance d’un électrolyseur
à Membrane Echangeuse d’Anions, dont la configuration et l’architecture sont similaires, en
collaboration avec l’Université d’Exeter. Le modèle permet également de développer des al-
gorithmes de commande, diagnostic et pronostic ; ainsi, un diagnostic robuste des défauts est
présenté dans ce travail. Une Interface Utilisateur Graphique pour la supervision en ligne in-
corpore le modèle et les algorithmes de diagnostic.

Mots clés: Modélisation multi-physique; Diagnostic robuste des défauts; Suivi de
l’efficacité; Bond Graph; Electrolyser PEM; Hydrogène vert; Sources Intermittentes;
Modélisation dynamique à base de graphes ; Simulation en temps réel
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Abstract

Renewable Energy Sources (RES) have emerged as a sustainable alternative to carbon-based
energy sources as the world is struggling in limiting the greenhouse effect in the coming years.
The use of RES, such as solar and wind, alone is non-reliable due to their intermittent nature.
The surplus electricity generated during off-peak hours must be stored to tackle the problem
of the unavailability of energy. Green Hydrogen (GH2) generation using electrolyser running
on RES has seen an increase in recent years for the storage of this surplus energy due to
its advantages over conventional methods (such as batteries and ultra-capacitors) for long term
storage and transport. Proton Exchange Membrane (PEM) based electrolysers are better suited
for the coupling with RES as compared to the alkaline electrolysers due to their faster start-up
times and fast dynamic load changing capability. The intermittent nature of RES affects the
performance and operation dynamics of the PEM electrolyser and must be analysed and studied
in order to make these systems more reliable and safer to use. Mathematical modelling is one
of the possible solutions for studying their behavior and developing supervision algorithms.

Under the framework of the E2C project of the European Interreg 2-Seas program, a generic
dynamic multi-physics model of a PEM electrolyser has been proposed in this work based on
Bond Graph (BG) approach. Various components of the PEM electrolyser have been modelled
in the form of BG capsules. These capsules can be connected based on the piping and instru-
mentation diagram of the PEM electrolyser system to have a global model of the system. The
developed model is capable of representing different configurations of PEM electrolysers rang-
ing from laboratory scale to industrial scale. The model is also capable of facilitating efficiency
tracking in real-time. The developed model in the BG form has been converted into MATLAB®

Simulink block diagram from the implementation point of view. The model was then validated
using a single cell PEM electrolyser powered by a Hybrid Multi-source Platform (HMP) running
on solar and wind energy at the University of Lille. The proposed model was also extended for
the modelling and performance study of Anion Exchange Membrane (AEM) electrolysis cell,
in collaboration with the University of Exeter of England, which shares a similar configuration
and architecture.

The developed model for the PEM electrolysis system is also suitable for the development of
control, diagnosis, and prognosis algorithms. Therefore, a model-based robust fault diagnosis for
PEM water electrolyser has been proposed in this work. The proposed diagnosis algorithms and
model have been then utilized for developing the graphical user interface for online supervision.

Key words: Multi-physics modeling; Robust fault diagnosis; Efficiency tracking; Bond
Graph; PEM electrolyser; Green hydrogen; Intermittent sources; Graphical Dynamical model-
ing; Real time simulation.
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1.1 Thesis framework

The results presented in this Ph.D. thesis are the outcome of the research work carried out at
Centre de Recherche en Informatique, Signal et Automatique de Lille (CRIStAL), CNRS UMR
9189, under the supervision of Professor Belkacem Ould-Bouamama, Dr. Jean-Yves Dieulot
and Dr. Mathieu Bressel. This research work was funded under Interreg 2 Seas E2C project
(subsidiary contract no. 2S03-019).

1.2 General Context

The Paris Agreement, a new climate treaty adopted by 196 signatory parties of United Nations
Framework Convention on Climate Change at COP-21 set the milestone for reducing global
warming to keep the average global annual temperature increase below two degree Celsius
which is to be achieved by the year 2100 through limiting the greenhouse house emissions
using leading science and technology [1]. The world has seen the increase in the use of RES,
while reducing the dependence on the conventional fuels, as one of the solutions to achieve this
objective. Figure 1.1 shows the renewable energy generation around the world since 1965 using
hydro power, solar power, wind power and other sources like geothermal and biomass based on
the data published by bp in the 70th edition of the statistical review of world energy [2]. Hydro
power has always been a leading renewable energy source and it can be seen that the use of
wind and solar energy has seen considerable rise in last decade.

A lot of research has been carried out in order to make the harness of these RES more
efficient, eco-friendly and cost effective so that they can compete with the conventional energy
sources such as petroleum and coal to shift the balance towards green energy. France has also
been actively working towards increasing the use of RES. Under Multi-annual Energy Program,
targets have been set by the policymakers to be achieved by 2023 and 2028 (Shown in the table
1.1) for the development of the renewable energy infrastructure [3].

1



1965 1966 1967 1968 1969 1970 1971 1972 1973

Hydro power 923.2 983.8 1005.7 1059.3 1121.7 1174.6 1227.1 1284.6 1303.0

Solar Power - - - - - - - - -

Wind Power - - - - - - - - -

Others 18.0 19.8 20.0 22.1 23.3 25.7 27.9 29.9 32.1

-

500.0

1000.0

1500.0

2000.0

2500.0

3000.0

3500.0

4000.0

4500.0

1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020

E
n

e
rg

y
 G

e
n

e
ra

te
d

 (
T

W
h

) 

Year 

Hydro power

Solar Power

Wind Power

Others

Figure 1.1: Renewable energy generation around the world

Renewable Energy Source
Targets to be achieved
by 2023 by 2028

Solar Energy 24.1 GW 33.2-44 GW

Wind Energy (Onshore) 24.1 GW 33.2-34.7 GW

Wind Energy (Offshore) 3.4 GW 5.2-6.2 GW

Hydroelectricity 25.7 GW 26.4-26.7 GW

Biomass 145 TWh 157-169 TWh

Geothermal Energy 2.9 TWh 4-5.2 TWh

Table 1.1: Renewable energy targets to be achieved by France.

France is also a part of European Territorial Cooperation Programme named Interreg 2 Seas
2014-2020 along with England, Belgium/ Flanders and the southern part of the Netherlands
which also focuses on the development and implementation of low-carbon technologies in the 2
seas region in order to reduce the greenhouse gases emission and dependency on the conventional
energy sources. The program is partially funded by the European Regional Development Fund
(ERDF). Figure 1.2 shows the area covered by the Interreg 2 Seas programme. In July 2018,
a project named Electrons to high value Chemical products, most commonly known as
E2C project, was started under Interreg 2 Seas programme with the ambition of developing
technologies for the conversion of Carbon Dioxide (CO2) with the help of surplus renewable
energy available in 2 Seas region into fuels and sustainable chemicals for the industry.

1.2.1 E2C Project

E2C project was officially started as a three year project on 1st July 2018, with Project budget
of 7,184,812€ (including 4,310,887€ ERDF contribution). Due to the Covid-19 pandemic, the
deadline has been shifted to 30th June 2022. The project is a collaborative effort of seven
partners from 2 seas region, Energy Research Centre of the Netherlands (leading partner) and
Technical University Delft from the Netherlands, University of Lille from France, University
of Exeter and University of Sheffield from England and Flemish Institute for Technological
Research and University of Antwerp from Belgium. From University of Lille Itself there are two
research teams (CRIStAL and Unité de Catalyse et de Chimie du Solide de Lille (UCCS)) that
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Figure 1.2: Interreg 2 Seas region

are working on this project with different objectives. The overall objective of the project is to
develop two innovative Power-to-X technologies namely direct and indirect conversion processes
to convert the CO2 into formic acid and Dimethyl Ether (DME) respectively with the help of
green electricity obtained from RES resulting in the reduction of carbon footprint as the CO2

is used as a raw material. The key outcomes of the project are as follows

• Pilot demonstrator for each of the developed Power-to-X technologies i.e. one for direct
process for the conversion of CO2 and green electricity into formic acid and one for indirect
process to convert CO2 and green electricity into DME.

• A test bench installation for the testing and lifetime estimation for Anion Exchange Mem-
brane (AEM) electrolysis cells.

• Report on the feasibility studies for the implementation of the developed Power-to-X
technologies that include, road-mapping, calculations and planning for different scenarios
for business and industrial implementation of the technologies.

Figure 1.3 shows the process of conversion of CO2 into DME. The renewable energy in the
form of green electricity is used for generating the hydrogen using an electrolyser. Oxygen is
generated as a byproduct. The hydrogen is then utilized along with CO2, which can be sourced
from industries through CO2 trapping, in a reactor where Sorption Enhanced Dimethly Ether
Synthesis (SEDMES) process takes place. DME is the final product while water is produced as
a byproduct. This whole process is termed as indirect line as the renewable energy is indirectly
used to produce DME.

Figure 1.4 shows the process of converting CO2 into formic acid. In direct conversion process,
the green electricity is directly used to power electrochemical flow reactor in which the CO2 is
fed to the cathode side where Formic acid is formed and flows out with the unconsumed CO2.
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Figure 1.3: Indirect conversion process

Oxygen gas evolves through anode as a byproduct. The construction of the electrochemical
flow reactor is similar to that of an electrolyser.
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Figure 1.4: Direct conversion process

1.2.1.1 Contribution of CRIStAL in E2C Project

The PERennisation des Systèmes Industriels (PERSI) team of CRIStAL laboratory, specialised
in modelling,control and supervision of complex multi-physics systems, has been a part of the
project from the very beginning. The PERSI team is tasked to provide two deliverables for the
project. These deliverables are

• D1.3.1 PEM electrolyser system performance & lifetime modelling simulation tool.

• D1.3.2 Report on modelling & simulation control strategies for direct and indirect con-
version processes.

The first deliverable D1.3.1 was focused on the development of generic dynamic multi-physics
model of PEM electrolyser running on intermittent sources (solar and wind energy) and its
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and validation on the HMP available at University of Lille. The model was also extended to
AEM electrolysis cell through the collaboration with University of Exeter (see appendix A).
Diagnosis and prognosis (remaining useful life estimation) algorithms were also developed. A
GUI for performance simulation and supervision of PEM electrolyser was constructed using
MATLAB® Simulink. This deliverable was submitted in January 2021.

The second deliverable D1.3.2 is due for the end of December 2021. This deliverable focuses
on the preparation of the report on control strategies for direct and indirect conversion processes
(literature survey and possible solutions). It will also include the demonstration for Indirect
process line in the form of simulations under various operating conditions and real-time demon-
stration under different scenarios on HMP for indirect conversion under intermittent sources
(which is possible for electrolyser part only as the pilot for SEDMES is not available to be
coupled with existing HMP at University of Lille.

1.2.2 Green Hydrogen as Energy Storage

Solar and wind energy are emerging as a clean and sustainable alternatives to the conventional
energy sources, but, they lack a stable output as the availability of the energy cannot be
ensured all the time and it depends on the climate conditions. Due to their intermittent nature,
the availability of the energy is often unpredictable, makes the electricity production using
these sources alone non-reliable. The electricity consumption in itself is only very partially
controllable, hence the energy production must be able to adapt according to change in the
demand. Figure 1.5 shows the monthly average solar energy and wind speed for year 2020 for
one of the cities in north of France. It can be seen that the availability of these energy sources
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Figure 1.5: Availability of solar and wind energy in North France (59890) for 2020 [4]

vary throughout the year. Usually these energy sources are utilized with grid assistance in
order to avoid the problem of energy unavailability. However, during off peak hours, the energy
available through these RES could be surplus and must be stored in order to avoid the energy
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wastage and minimize operating cost. Conventionally, batteries are used to store this surplus
energy, but is it not a viable option in case the energy is required to be stored for a long time.
Also, with increase in the amount of energy to be stored, the cost of storage increases as more
batteries are required.

Using hydrogen as storage for surplus electricity from RES has gained popularity in recent
years due to its numerous advantages. Hydrogen can be produced from water, which is available
in abundance. It has the highest energy content while being the lightest and cleanest fuel [5].
The use of hydrogen as a fuel only results in water as the emission. Hydrogen production
through electrolysis of water is a well-established technique and can be easily integrated with
suitable electric sources [6]. GH2 is a term that is used to represent the hydrogen that is
generated using RES for water electrolysis. GH2 is a better alternative to batteries for energy
storage for long time [7]. Also, it can be transported easily over long distances in the form of
pressurized gas. Figure 1.6 shows the potential applications of the hydrogen generated using
RES. The surplus energy from RES is used to generate GH2 using suitable water electrolysis.
The produced GH2 can be stored in the hydrogen storage tanks which can then later be utilized
to regenerate electricity using fuel-cell to support electrical loads or to drive a fuel-cell equipped
electric vehicle. The GH2 can also be used in the industry for producing ammonia, oil refining
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Figure 1.6: Generation, storage and application of GH2

and methanol production. Figure 1.7 shows the increasing trend of global demand of pure
hydrogen since 1975, major part of which is utilized for refining and ammonia production. The
global demand of hydrogen is estimated to reach 212Mt by 2030 out of which 10% share is
estimated to be of GH2 [8]. In the case of the E2C project, it is used to generate DME using
SEDMES process which can be used as a fuel and is also extensively used in chemical industry.
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Figure 1.7: Global demand for pure hydrogen since 1975[9]

1.2.3 Technological Issues

Despite of numerous advantages of using hydrogen as storage, there are also some shortcomings
that are needed to be addressed in order to make this energy storage method safe, economic,
and reliable. As hydrogen is a light gas, energy density by volume at atmospheric pressure
is very low. Therefore, the hydrogen needs to be compressed to make it an efficient energy
storage method. This is achieved by producing the hydrogen at high pressure or by including
the compression stage before storage. This increases the cost of the storage process. Hydrogen
is also a highly flammable gas, therefore, its handling requires extreme care. The Hindenburg
disaster is a proof of destruction that can be caused by minuscule accident or improper handling
of hydrogen gas [10]. The electrolysers required to produce pure hydrogen at high pressure and
production rate are also expensive as they use novel metals. Research is being carried out to
make these devices less expensive by inventing new materials. Due to the intermittent nature
of the RES, the dynamics of the electrolyser is affected and it becomes necessary to study the
effect of the intermittency of the RES on the overall performance of the electrolyser even if
the effect of the intermittency is reduced when the system is grid assisted. Indeed, the use of
RES to operate the electrolyser poses various issues that need to be addressed. At very low
power output from the source, when the power is barely enough to run the electrolyser, the rate
of hydrogen production may be lower than the rate of gases crossover through the membrane
which can be dangerous for the electrolyser as well as the operator [11]. Intermittent sources
may also lead to the lower efficiency as the electrolyser might not be operating at the nominal
temperature. Thus, it becomes necessary to study the effect of the intermittent sources on the
performance of the electrolyser.

1.2.4 Why Bond Graphs for Dynamic Modelling of RES?

High cost of the electrolyser has always been a challenge for the researchers. New materials and
cell design are being developed to reduce the overall cost of the electrolyser [12, 13]. There is
also a need for developing the tools in order to test the electrolysers under different conditions to
understand various phenomena taking place inside the electrolyser to predict the performance of
the electrolyser in the cost effective way and to propose optimal sizing. Mathematical modelling
plays a very crucial role towards this objective and acts as a dynamic connection between the
electrolyser and the intermittent power source [14]. It also enables the researchers for the design
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optimization and developing control for the system and online diagnosis to insure safety and
availability of equipment [6].

Modelling and simulation are very powerful tools of modern engineering that can provide
alternate means for design investigation and operating conditions optimization by spending less
time and at relatively lower cost as compared to the physical experiments [15]. The importance
of modelling and simulation increases many folds in case of dynamic multi-physics systems.
Electrolysers are one such case in which complicated physico-chemical processes takes place.
Modelling plays a significant role in quantifying such processes [16]. Also, system dynamics
plays an important role in system performance during the operation of the electrolyser running
on RES. The model should be able to capture the dynamics in order to predict the performance
of the system over a required time window, according to the weather. It is particularly important
if a hydrogen generator is connected directly to a chemical plant to supply the hydrogen at a
steady rate based on the plant requirement. This is however partially achieved by using a
buffer tank to temporally store the hydrogen and then supply it at the required pressure and
flow-rate. While operating such systems, the main concern is to understand (diagnosis) or
foresee (prognosis) abnormal situation so as to react as fast as possible so that the device
can be either stopped in case of critical fault or to operate in degraded mode if the fault can
be accommodated. Therefore, static models are not sufficient for this purpose and there is a
requirement of a dynamical model.

Dynamical models once developed can serve multiple purposes ranging from understanding
the phenomenon, developing control for the system as well as for diagnostics. For dynamic
modelling of multi-physics system, a number of techniques have been developed over time to
deal with the challenges posed by the requirements of a model to perform various tasks ranging
from simulation to diagnosis. Different modelling techniques for dynamical systems can be
broadly classified under two categories, namely equation based and graphical based modelling
[17], as shown in figure 1.8.
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Figure 1.8: Different multidisciplinary modelling approach

In equation based modelling techniques, the system is represented in terms of ordinary
differential equations. These approaches are very expressive and can easily handle most of the
dynamical systems which include multi-physics systems. Furthermore, to use these approaches,
the dynamical equations as well as the values of the parameters of the whole system are needed
to be known by the modeller, these modelling techniques are less user friendly. In graphical
based modelling approaches, the model is decomposed into graphical components (also called
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as blocks or sub-models) that are connected with each other through ports. These blocks are
assembled to represent the structure of the model that can exhibit the behaviour of the system.
In the concept of graphical modelling, the user has the advantage of modifying and reusing
the sub-models of different components which provides a user friendly way of modelling and
flexibility in the modelling of the complex systems. Additionally, the graphical models have
also the advantage of showing the topology of the represented system [17]. In opposition to
the equation based modelling, there is no need of accurate parameters value. Although many
approaches are available under the banner of graphical based modelling, BG is well suited for
the multi-physics systems because of its many advantages.

BG is a unified multi-physics approach which involves four levels of modelling using only
one tool (technological level, physical level, mathematical level and algorithmic level) [15]. Any
system can be represented in terms of pictographic representation known as word BG that
shows the main component of the system and the nature of exchange of power among them
(Technological level). To deal with the enormous amount of equations describing the dynamic
behaviour of the different phenomena occurring in the system (mathematical level), the BG (by
its graphical nature) enables to display precisely the exchange of power in a system, including
storage and transformation (physical level).The advantage here is to deduce systematically
equations from a graphical description of the power exchange in the system (algorithmic level).

1.2.5 Prognostic and Health Management

In the safety–critical systems like electrolysis system running on intermittent sources, complete
failure of any component or subsystem can be very dangerous or unsafe for the people and
the environment. Therefore, real time health monitoring (diagnosis) of the system is essential
for early detection of the fault and to identify the current health status of the components or
system to ensure safe and reliable operation of the system. PHM is a new emerging technique
that facilitates in performing predictive maintenance based on the prediction of degradation of
the components and its trend and estimation of Remaining Useful Life (RUL) of the system
and/or components. Figure 1.9 shows the various steps of the PHM.

Data 

Acquisition 

• Collection of data from mentoring and extraction of the 
features. 

Diagnosis 

• Detection of occurrence of fault, its isolation and 
estimation of its severity. 

Prognosis 

• Calculation of the Remaining Useful Life. 

Health 

Management 

• Decision making based on the control laws for fault 
accommodation or maintenance. 

Figure 1.9: Various steps of the PHM
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During data acquisition, the data is collected from the sensors placed throughout the system
for various purposes such as feedback and control. The useful features are then extracted from
this measurement data for monitoring the system health. Diagnosis step is very crucial for
the reliable and safe operation of the system. At this step, the fault or degradation in the
components of the system is detected. the fault is then isolated in order to determine the
cause and its severity is estimated. Fault diagnosis in real-time is of critical importance for the
complex systems so that the early detection of the fault could be performed. During prognosis
step, once the degradation of the component/s of the system occurs, the estimation of the time
is done for which the system can perform desired operations. This estimated time for which the
system or component can remain functional is known as the RUL. This value of RUL is then
used on the next step for health management. Based on the governing laws for the control of the
system and RUL, appropriate action is taken by either scheduling the preventive maintenance
or by completely stopping the operations of the system for further analysis and repair.

Hence, for improving Reliability, Availability, Maintainability and Safety (RAMS) of modern
process engineering systems, prompt fault detection, robust faulty component isolation and
effective RUL prediction of degrading components have become an active research area over the
last few decades. More accurate integrated real time fault diagnosis and prognosis techniques
are to be evolved according to the present demand of critical machinery performance for the
predictive maintenance under PHM strategy.

1.2.5.1 Fault Diagnosis Tasks

There are generally four tasks for fault diagnosis, namely fault detection, fault isolation, fault
identification and fault accommodation [18].

1. Fault detection: This is the first step of fault diagnosis tasks to detect the fault (if any)
presence in the supervised system. It should be designed in such a way that it can detect
the fault as early as possible when the process dynamics of the system is deviated beyond
an acceptable limit from its nominal behaviour, which is very important before the fault
to possibly causes a critical failure in the system. If an unacceptable behaviour is detected
then an alarm state is declared.

2. Fault isolation: When any fault is detected and an alarm state is declared, then the aim
of this stage to find out the initial set of fault candidates which is responsible for abnormal
behaviour of the system. This stage further concerns the minimization of dimension of
initial fault candidates by assuming that some of the fault candidates are robust or by
using some other information.

3. Fault identification: The aim of this step is to find out the magnitude of the fault and its
type. For abrupt fault, if multiple fault sets remain after fault isolation, then identification
is required for each fault set and the fault set that matches the observations most closely
is considered to be the true fault set. For incipient fault, the fault identification task is
challenging since certain dynamic degradation behaviour for this fault must be assumed
in advance and sometimes this prior knowledge is not easy to obtain. If the severity of
the identified fault is acceptable, this severity will be used in the reconfiguration design
of the system’s control law.

4. Fault accommodation: Once the fault magnitude is estimated then the decision re-
garding whether the identified fault can be accommodated or not by suitably changing
the control law is taken in this stage. Also degree of fault severity is used in this stage
to determine whether to use system reconfiguration, Fault Tolerant Control (FTC) or
manual supervision.
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1.2.5.2 Fault Diagnosis Methodologies

Diagnosis search strategy is usually strongly dependent on the knowledge representation scheme
which in turn is largely influenced by the kind of a priori knowledge available. Hence, the
type of a priori knowledge used is the most important distinguishing feature in diagnostic
systems. Diagnosis systems are classified based on a priori knowledge used. The basic of a priori
knowledge that is needed for fault diagnosis is the set of failures and the relationship between
the observations (symptoms) with the failures. A diagnostic system may have them explicitly,
or it may be inferred from some source of domain knowledge. A priori domain knowledge may
be developed from a fundamental understanding of the process using first principles knowledge.
Such knowledge is referred to as deep, causal or model-based knowledge. On the other hand,
it may be gleaned from past experience with the process. This knowledge is referred to as
shallow, compiled, evidential or process history-based knowledge. Fault diagnosis methods can
be broadly classified into two types: model based method and data driven method [18], as
shown in figure 1.10.
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Figure 1.10: Classification of diagnosis methods

For model based methods, models serve as knowledge representation of a large amount
of structural, functional and behavioural information and their relationship. This knowledge
representation is capitalized to create complex cause-effect reasoning leading to construction of
powerful and robust automatic diagnosis and isolation systems [18, 19]. In model-based, a priori
knowledge can be broadly classified as qualitative or quantitative. The quantitative models
represent mathematical functional relationships between the inputs and outputs of a system
and they are evaluated numerically; while the qualitative models represent these relationships
in terms of qualitative functions centered on different units in the system. Qualitative model
based approach provides an alternative when a numerical model of the system is unavailable.

In contrast to the model-based approaches, where a priori knowledge about the model (ei-
ther quantitative or qualitative) of the process is assumed, in process history-based methods,
only the availability of large amount of suitably annotated historical process data are required.
There are different ways in which this data can be transformed and presented as a priori knowl-
edge to a diagnostic system. This is known as feature extraction. This can proceeds as either
quantitative or qualitative feature extraction. In quantitative feature extraction, one can per-
form either a statistical or non-statistical feature extraction. Artificial Intelligence (AI) or
statistical data-driven-based methods have some advantages, such as capturing complicated
phenomenon without a priori knowledge, and performing faster than traditional system identi-
fication techniques in multivariate diagnosis/prognosis problems. However, the linkage between
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fault degradation and changes in physical parameters is generally lost with data-driven models.
Moreover, it is a tough and high cost task to collect abundant data. Many algorithms and data
training models require a large amount of historic data, including normal state data and failure
data that need to destroy the components/systems artificially.

There is always an overlap between the various approaches. For instance, it is clear that
all models need data for estimating some of the parameters in the model and all the methods
based on process data need to extract some form of a model to perform fault diagnosis. Dif-
ferent approaches for the diagnosis procedures have been developed, depending on the kind of
knowledge used to describe the process model. Each system or process has its own complex-
ities, which need to be described by following a specific methodology. Venkatasubramaniam
et al. [20–22] have classified various fault detection and diagnosis methods into quantitative
model based methods, qualitative model and search based methods and process history based
methods. Further sub-classifications and detailed reviews on each approach are given therein.
Thus, various approaches for diagnosis methods can be grouped into two types: model–based
diagnosis and data–driven–based diagnosis. Nowadays, researchers integrate the advantages of
various approaches to improve the diagnosis schemes, named as hybrid approaches.

1.2.5.3 Failure Prognosis Tasks

The term prognosis is well used in medical domain to describe the prediction of poor health of
a patient by taking into account the actual diagnosis of a disease and its evolution compared
with other similar observed cases. In industrial domain, the same reasoning of prognosis can
be transposed to machines and components to answer the question about the remaining useful
lifetime of a machine or a component once an impending failure condition is detected, isolated,
and identified [23, 24]. Failure prognosis is used to determine how soon and likely a failure will
occur. Prognosis could significantly reduce expensive downtime and maintenance costs. The
prognosis is used to predict how much time is left before a failure occurs given the current
machine condition and past operation profile. The time left before observing a failure is usually
called RUL.

1.2.5.4 Failure Prognosis Methodologies

Failure prognosis methods can be broadly classified into three types, model-based prognosis,
data-driven-based prognosis, experience-based or probability-based prognosis [23, 24]. Model-
based prognosis consists in studying each component or subsystem in order to establish for
each one of them a mathematical model of the degradation phenomenon. The derived degra-
dation model is then used to predict the future evolution of the degradation. In this case, the
prognosis consists in evolving the degradation model till a determined future instant from the
actual deterioration state and by considering the future use conditions of the corresponding
component. Three main steps are needed in the framework of model-based prognosis. The first
step is related to the construction of an analytical dynamic model including the degradation
mechanism or phenomenon, and the determination of failure thresholds. Follows, in the second
step, a setup of a monitoring/diagnostic system is required which allows for estimating the
actual value of degradation. Finally, a development or a selection of an adequate technique to
solve the derived dynamic model (prediction step) is necessary. The main advantage of this
approach dwells in the precision of the obtained results, as the predictions are achieved based
on a mathematical model of the degradation. Data-driven-based prognosis approach consists
in collecting information and data from the system and projecting them in order to predict
the future evolution of some parameters, descriptors or features, and thus, predict the possible
probable faults. The advantage of this approach is that, for a well monitored system, it is
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possible to predict the future evolution of degradation without any need of prior mathematical
model of the degradation. However, the results obtained by this approach suffer from precision
and also very expensive due to the need of adequate information of data. Experience-based
prognosis consists in using probabilistic or stochastic models of the degradation phenomenon,
or the life cycle of the components, by taking into account the data and knowledge accumulated
by experience during the whole exploitation period of the industrial system. The advantage of
this approach is that it is not necessary to have complex mathematical models to do prognosis.
Moreover, this approach is easy to apply on the systems for which significant data are stored
in a same standard that facilitates their use. For example, a company which has conserved a
production and maintenance database during a long period of time with some minor rules and
standards for data storing, can easily get the estimation of the parameters of the probability
laws. However, the main drawback of this approach dwells in the amount of data needed to
estimate the parameters of the used laws. Indeed, huge and significant amount of exploitation
data are needed in order to determine parameters degradation phenomenon or the life cycle of
the concerned system. Consequently, this approach cannot be applied in the case of new systems
for which data from experience feedback do not exist. The other kind of problem is that in most
of cases, it is necessary to filter and pre-process the data to extract the useful ones, because the
stored data are not always directly exploitable. Thus, prognosis methods intended for RUL pre-
diction are grouped into three types: model–based prognosis, data–driven–based prognosis and
experience or probability–based prognosis. Various approaches for process supervision can be
integrated as hybrid approaches to improve the diagnosis and prognosis schemes for dynamical
systems when the adequate data for the process is known for both normal and different faulty
operating conditions. However, every method has its own advantages and drawbacks. Figure
1.11 shows the criteria for the selection of the approach for the process supervision based on
the availability of the information.
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Figure 1.11: Process supervision based on the availability of the information
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1.2.6 Online Supervision and Efficiency Tracking

Diagnosis and prognosis algorithms, once developed and validated for their effectiveness and
robustness, are implemented in real-time in order to detect the occurrence of fault (if any) and
to predict the RUL of the system or system components based on the condition of the system.
As shown in figure 1.12, the inputs measurement from the real system using sensors is sup-
plied as the input to the model of the system. The model estimates the nominal output of the
system. These estimated outputs are compared to the actual outputs of the system. The differ-
ence between estimated and actual outputs are known as residuals and the numerical relation
describing each residual is known as Analytical Redundancy Relation (ARR). For system oper-
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Figure 1.12: Online supervision of the system

ating normally, the value of the residual must be zero (ideal case). In the event of occurrence of
fault, one or more of the residuals value becomes non zero as the estimated output and actual
output does not match, which indicates the occurrence of fault in the system and the alarm
is generated. However, due to the limitation of modelling in representing the actual system,
uncertainties, disturbances etc. the value or residual is not equal to zero. In order to avoid false
detection, the residuals are bounded by the upper and lower thresholds as shown in figure 1.12.
Hence, even if the the residual value is non zero, the fault is not considered to be occurred unless
the residual shoots out of one of the bounds as shown in figure 1.12. The thresholds can be set
at a fixed value or adapt depending on the change in the operating conditions and are called as
adaptive thresholds. Not all residuals are sensitive to the fault occurred. Therefore, knowing
which residuals have crossed the thresholds it is possible to isolate and identify the fault. In
case of the implementation of FTC, the control law is changed in order to accommodate the
fault (if possible) using decision making tool based on fault signature matrix. and update the
RUL of the system. For electrolysis systems running on RES, it is also very important to know
when and how to operate the system in order to have desired performance. The instantaneous
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efficiency of the system plays a critical role in fulfilling this objective.

Efficiency is one of the key factors to define the performance of the system. For a system that
can be run in different operating modes and operating conditions, it is very important to know
which operating conditions yields maximum efficiency in order to make the system operation
efficient in terms of resources as well as the operating cost. The cost of the GH2 is very critical
point of comparison with the hydrogen obtained from other sources and conventional fuels. By
2030, the cost of GH2 needs to be reduced by more than 50% (to $2.0-$2.5/kg) in order to make
GH2 a feasible alternative to the conventional fuels [25]. Production of GH2, therefore, with the
system which is non-efficient will be a great hindrance to achieve this objective. At plant level,
the Balance of Plant (BoP) are not continuously working yet greatly affects the overall efficiency
of the plant [26]. Therefore in order to have efficient GH2 production, it is very important to
track the efficiency of BoP as well as the overall efficiency of the system. The efficiency can also
be used for making the controlling decision such as when to or when not to operate the system,
in which operating mode and what operating conditions. However, for efficiency calculation,
one needs to know the input power/ energy to the system, and output, which might not be
always known at sub-components level due to lack of sensors. The mathematical model can
be utilized for estimating the power losses and hence calculating the efficiency at various sub-
components level. The BG models are again well suited for this task as the power is the common
currency of exchange between different subsystems. Therefore, the power information can be
easily obtained at subsystem levels. Figure 1.13 shows the schematics of model based online
efficiency calculation. The power loss (Ploss) at various sub-components level is estimated using
the model based on the input power (Pin) and operating conditions. The efficiency is then
calculated as the ratio of the output power (Pout) to the input power.
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Figure 1.13: Online model-based η calculation

1.3 Problem Definition

GH2 generation using RES is evolving very quickly with the world set towards the goal of
limiting the green house gases emissions in the coming years. Efforts are being made to make
this system more safer to use, reliable, efficient and cost effective so that it can compete with the
existing alternatives. Due to the intermittent nature of the RES, and involvement of coupled
multi-physical phenomena, the complexity increases many folds, therefore, tools are required
to study and design these kind of systems. Mathematical modelling could be a great tool
to provide the solution for studying the behaviour of these systems as well as to develop the
supervision platform to monitor and control these systems in order to achieve desired objectives.
Moreover, system performance degrades at different levels (components and subsystems levels)
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due to ageing and dynamic operational behaviour. Such studies require a modular design
approach, breaking the complete model into different sub-model levels, so that variation of
different component parameters on the monitoring variables of the system can be analysed and
tested easily and effectively. From the industrial perspective, the model should be adaptable
with real monitoring of the system behaviour on suitable supervision platform. The model must
have the following properties:

• The model should accurately reproduce the dynamical behaviour of the system without
being too complex.

• The model should be easy to create and reuse.

• The model should be based on dimensional parameters.

• The model should be scalable to similar systems of different sizes.

• The model should be easily modifiable depending on the physical system configuration.

• The model should have multiple uses such as it should be suitable for developing control
algorithms, diagnosis, prognosis and real-time implementation.

A look at the literature showed that most of the existing models are focused on behavioural
studies and are system specific only and cannot be used for different configuration or size of the
system or for real-time applications such as online diagnosis and control [6, 14]. Also, the effi-
ciency of the system is a critical parameter for the performance evaluation and decision making
for optimal operation. therefore, there is also a need of real-time efficiency monitoring of such
system not only for optimal operation but also for the study of these system for economical
aspects. The current approach uses the BG as a unified modelling approach for the develop-
ment of a generic dynamical multi-physics model of the PEM electrolysis system represented
in a modular fashion. Different subsystems of electrolyser process are first identified and then
they are modelled using lumped parameters dynamics approach (showing different physical phe-
nomena such as energy storage, dissipation and transformation). Based on BG model, different
mathematical equations and ARRs are identified for the development of control, diagnosis and
prognosis algorithm. Here, model builder of Symbol-Shakti is used for developing the generic
PEM electrolyser model where the structural integrity of different components and sub-systems
for the global system modelling is checked. Once the models of different sub-systems (capsules)
are built, corresponding MATLAB® Simulink models are systematically derived from imple-
mentation point of view. The generic BG electrolyser model facilitates the formal model to
adapt and to fit the different configurations of the electrolyser ranging from laboratory scale
to industrial scale. Thus, this work is extended for the modelling and performance study of
AEM electrolyser which share the similar configuration and architecture. The model is also
capable of facilitating the efficiency tracking in real-time. The model was first validated using
the HMP available at University of Lille. The model is then utilized along with developed
diagnosis algorithms in order to develop the GUI for the real-time supervision of the HMP.

1.4 Thesis Organisation

The presented work in this PhD thesis has been segregated into six chapters in total and two
appendices have been provided for additional information.

• After the current chapter of general introduction, the chapter 2 addresses the state of art
of the modelling, diagnosis and prognosis of the PEM electrolyser. The existing models
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of PEM electrolyser from the literature have been compared and exposed. The research
gap identified from the state of art has also been defined.

• The chapter 3 focuses on the understanding of the BG based dynamic modelling of the
PEM electrolyser. The model is presented in the form of sub-models that are assembled to
achieve the global model of the PEM electrolyser. The mathematical equations governing
the behaviour of the system are also presented in this chapter.

• Model based diagnosis and prognosis for PEM electrolyser has been presented in chapter
4. The faults that can occur in PEM electrolysis system running on RES are identified
and analysed. The model presented in chapter 3 is used to develop DBG model in LFT
form to make the diagnosis robust. The ARRs generated from the DBG model are also
presented here.

• Chapter 5 focuses on the validation and online implementation of the model and algorithms
developed in chapter 3 and 4. The model is first validated offline using the HMP available
in the laboratory at University of Lille. The model and algorithms are then utilized for
real-time implementation. The results obtained are analysed and discussed in this chapter.

• The conclusions, limitations and future prospects of the current work are summarised in
chapter 6.

• The model developed in chapter 3 is adapted for AEM electrolyser (in collaboration with
University of Exeter) is presented in appendix A as it is not a key output of the work
presented in this thesis.

• BG approach for modelling, diagnosis and prognosis has been presented in appendix B

1.5 Results and Dissemination

The results obtained during the course of this PhD can be categorized as follows:

Fundamental Results

The quantifiable results of the thesis were disseminated through the following publications:

International Journal

• Sood, S., Prakash, O., Boukerdja, M., Dieulot, J. Y., Ould-Bouamama, B., Bressel, M.,
& Gehin, A. L. (2020). Generic Dynamical Model of PEM Electrolyser under Intermittent
Sources. Energies, 13(24), 6556.

• One publication is under preparation for the submission in an international journal for
the dissemination of results for robust online diagnosis.

International Conferences

• Sood, S., Bouamama, B. O., Dieulot, J. Y., Bressel, M., Li, X., Ullah, H., & Loh, A.
(2020, September). Bond graph based multiphysic modelling of anion exchange membrane
water electrolysis cell. In 2020 28th Mediterranean Conference on Control and Automation
(MED) (pp. 752-757). IEEE.
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• Sood, S., Prakash, O., Boukerdja, M., Ould-Bouamama, B., Dieulot, J. Y., Bressel,
M., & Gehin, A. L. (2021, July). Model-based diagnosis of proton exchange membrane
water electrolysis cell: Bond graph based approach. In 2021 European Control Conference
(ECC) (pp. 2139-2144).

• Prakash, O., Sood, S., Boukerdja, M., Ould-Bouamama, B., Dieulot, J. Y., Gehin, A.
L. & Bressel, M., (2021, July). A Model-based Prognosis approach to Proton Exchange
Membrane Water Electrolysis System. In 2021 European Control Conference (ECC) (pp.
2133-2138).

• Boukerdja, M., Radi, Y., Prakash, O., Sood, S., Ould-Bouamama, B., Chouder, A.,
Gehin, A. L., Dieulot, J. Y. & Bressel, M., (2021, August). LFT bond graph for online
robust fault detection and isolation of hybrid multisource system. In 2nd International
Conference on Clean and Green Energy Engineering (CGEE).

Application Results These results were obtained while working on the HMP.

• Development and implementation of a GUI for the supervision of HMP available at Uni-
versity of Lille based on the developed model and algorithms under the framework of E2C
project.

• Hands on experience in the installation of the Programmable Logic Controller (PLC) and
additional sensors into the HMP for improved monitorability and algorithms validation.

Project Management Results During the course of the PhD, I was also bestowed with the
responsibility for the E2C project management tasks for CRIStAL team. Following are the
results obtained during this time.

• Preparation and submission of the Deliverable D1.3.1 for E2C project in January 2021.

• Preparation and submission of the Deliverable D1.3.2 for E2C project (to be submitted
in December 2021).

• Preparations of video presentation for the webinar at the 2nd stake holder meeting of E2C
project. https://www.youtube.com/watch?v=syFeMBkafFc

• Organization of meetings for knowledge and information exchange between CRIStAL team
and other project partners.

• Preparation and delivery of the presentations for various project update on CRIStAL
team side and consortium meetings.
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In this chapter a brief introduction to different electrolysis techniques and their comparison
have been presented. The work that has been done in the literature for the modelling, diagnosis
and prognosis of the PEM water electrolyser was reviewed for the positioning of the proposed
work. A special attention has been given for the modelling work that has been performed for
the PEM electrolyser running on RES.

2.1 Water Electrolysis

Water electrolysis is a well established technique by which the molecules of water are split under
the influence of the electric current resulting in the production of hydrogen and oxygen gases
given by the following reaction [27].

H2O(liquid) + electricity → H2(gas) +
1

2
O2(gas) (2.1)

A water electrolysis system typically consists of two electrodes, one at which oxidation takes
place is known as anode and the other at which the reduction reaction takes place is known
as cathode, the electrolyte, a membrane to separate the produced gases and a Direct Current
(DC) power source as shown in figure 2.1.

Based on the electrolyte used, the electrolysis can be classified into four types namely alka-
line electrolysis, PEM water electrolysis, AEM water electrolysis and SOM water electrolysis.
The first three methods are also known as low temperature water electrolysis methods as the
temperature at which electrolysis takes place is below 100 ℃. SOM water electrolysis is a high
temperature water electrolysis as the operating temperature ranges from 800–1000 ℃[28]. All
four electrolysis methods are discussed briefly one by one. Figure 2.2 shows the schematics for
different electrolysis methods.

19



1

- +

M
E
M
B
R
A
N
E

Hydrogen Oxygen

C
at
ho
de

A
no
de

Electrolyte 
Solution/ water

DC Source

Electrolyte
Solution/ water

Figure 2.1: A simple water electrolysis cell

2.1.1 Alkaline Water Electrolysis

Alkaline water electrolysis is the most matured technology of hydrogen production and is com-
monly used electrolyser type in the industry [29]. Figure 2.2(a) shows the working principle of
a zero gap alkaline electrolysis which is similar to the traditional alkaline electrolysis. The key
difference is the use of porous electrodes in zero gap alkaline electrolyser that are compressed
against the gas separator. This facilitates the produced gases to be released from the backside
of the electrodes [30]. Electrodes are backed by the Gas Diffusion Layer (GDL) which acts as a
bridge for the current between distribution (bipolar) plate and the electrode and also facilitates
the movement of electrolyte solution to the electrode and the removal of produced gases from
the reaction site. The electrolyte solution consisting of water and highly basic (pH 14) elec-
trolyte (Potassium Hydroxide (KOH) and Sodium Hydroxide (NaOH) are the most commonly
used electrolyte [30]) is pumped to both anode and cathode side. When the potential is ap-
plied across the electrodes the water is reduced at the cathode into hydrogen gas and hydroxyl
radical (OH−). The hydrogen gas escapes from the outlet at the cathode side and the OH−

ions moves through the porous gas separation membrane or diaphragm towards anode under
the influence of the applied potential. Here the OH− ions forms oxygen gas and water. The
half-cell reactions for alkaline water electrolysis are as follows:

Anode : 2OH− → H2O + 1
2O2 + 2e−

Cathode : 2H2O + 2e− → H2 + 2OH− (2.2)

Alkaline water electrolysis cells are limited to operate on lower current densities due to the
fact that higher current densities cause formation of bubbles in excess that causes resistance
to the movement of electrons and ions [31]. This leads to bulkier system configuration for
same hydrogen production rate as compared to PEM water electrolysis. The efficiency of the
conventional alkaline water electrolysis cell is low, however, it ranges between 78-80% for zero
gap configuration[31]. Also, due to the use of non-noble metals and their oxides as the catalysts,
the cost of these electrolysis cells is quite less as compared to PEM water electrolysis. However,
these electrolysis cells have low operational pressures due to which a compression step is required
before storing the produced hydrogen, which acts as an additional cost for the operation of these
systems. Corrosion due to alkalinity of the electrolyte is also a major issue [28].
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Figure 2.2: Schematics of (a) Zero gap alkaline water electrolysis, (b) PEM water electrolysis,
(c) AEM water electrolysis and (d) SOM water electrolysis

2.1.2 PEM Water Electrolysis

PEM based water electrolysis has gained popularity in recent years due to its high performance
as compared to the alkaline water electrolysis. Figure 2.2(b) demonstrates the basic working
principle of the PEM electrolyser. PEM electrolyser cell consists of two half cells separated
by a thin solid electrolyte membrane. The water is fed to the anode side of the cell where
water is reduced to oxygen, positively charged hydrogen atoms (protons) and electrons. The
oxygen produced during this half-cell reaction is removed with the unconsumed water. The
protons move through the electrolyte membrane towards the cathode where they combine with
the electrons from the DC power source and form the hydrogen gas. The water feed to the
cathode side is optional as it is only there to facilitate the efficient removal of the hydrogen.
These reactions take place at the catalyst layers coated on each electrode. The diffusion layer
on each side helps in efficient current distribution and also connects the Membrane Electrode
Assembly (MEA) to the distribution plates. Distribution plates aid toward structural integrity
of the cell and facilitate water and gases transport. They also separate one cell from the other
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when cells are assembled together in the form of a stack to deliver the required hydrogen flow
rate. Half-cell reactions for each electrode (anode and cathode) are written as

Anode : H2O → 2H+ + 1
2O2 + 2e−

Cathode : 2H+ + 2e− → H2
(2.3)

PEM water electrolysis provides greater safety and reliability over alkaline water electrolysis
as there is no use of caustic electrolyte. These electrolysis cells are compact as compared to the
alkaline electrolysis cells [31]. Also, the PEM water electrolysis can operate at high differential
pressure across the membrane which helps in producing hydrogen at the required pressure for
storing, thus eliminating the need of compression stage. PEM electrolyser has superiority over
alkaline water electrolysis for load following when running on intermittent energy sources [32].
This is due to the fact that PEM water electrolysis has faster ion transportation than alkaline
water electrolysis [28]. These electrolysis cells, therefore, also provide faster startup times.
PEM water electrolysis offers very fast dynamic load change capability during its operation,
without affecting it long-term performance [31]. PEM water electrolysis can operate at higher
current densities as compared to the alkaline water electrolysis. Membrane of the PEM water
electrolysis is the key limiting factor for the lifetime of the cell as the membrane is prone to
the impurities in the water. Due to the acidic operation environment in MEA of PEM water
electrolysis noble metals such as Platinum and irridium oxide are used as catalyst, the cost of
these electrolysis cell is high as compared to the alkaline water electrolysis cells.

2.1.3 AEM Water Electrolysis

In the recent years, in order to benefit from the advantages of both alkaline and PEM electrolysis
polymer based AEM have been developed. PEM electrolyser uses noble earth metals such as Ir,
Ru, and Pt etc; which are expensive and limit its commercial applications. On the other hand,
AEM electrolyser is based on alkaline electrolytes so, a wide range of earth-abundant transition
metals and their oxides can be employed [33]. Schematic of an AEM water electrolysis cell is
shown in figure 2.2 (c). The electrolyte is fed to the cell from the cathode side where the water
is reduced into hydrogen and hydroxyl ions are formed. These negative ions transport through
the membrane towards the anode where they recombine to release oxygen. The electrolyte acts
as a reagent as well as it facilitates the removal of the hydrogen at cathode. The electrolyte or
water can also be fed to the anode side to facilitate the removal of oxygen depending on the
design of the cell. The half reactions on each electrode are given as [34]:

Anode : 4OH− → O2 + 2H2O + 4e−

Cathode : 4H2O + 4e− → 2H2 + 4OH− (2.4)

These membranes have made their way to the fuel cells but they are still under development
for electrolysis [34]. To adapt AEM as a reliable technology for water electrolysis significant
improvements are required[34]. Research is being carried out in order to achieve desirable
properties for the membrane such as better mechanical stability, ionic conductivity, longer life,
lower cost, for example by the E2C partners from University of Exeter. To finally assemble it
into a functional and efficient electrolyser is another challenge.

2.1.4 SOM Water Electrolysis

SOM water electrolysis (schematics shown in figure 2.2 (d)) is a highly efficient water electrol-
ysis method (electric efficiency of almost 100% [31]) whose working principle is complimentary
to that of the SOM fuel-cells. In this method, a thin ceramic membrane, with high ionic con-
ductivity at high temperatures, is used as electrolyte (most commonly yttria-stabilized zirconia
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[28]) that allows the movement of oxide ions (O2−). The water or steam is fed to the cathode
side where the evolution of hydrogen takes place and O2− ions are formed under the influence of
the applied electric potential. The O2− ions moves from cathode to anode side to form oxygen
gas while releasing the electrons. Air is sometimes fed to the anode side to facilitate the removal
of the produced oxygen gas. The half-cell reactions for anode and cathode side are [31]

Anode : 2O2− → O2 + 4e−

Cathode : 2H2O + 4e− → 2H2 + 2O2− (2.5)

Due to the involvement of high temperatures the voltage required to operate the cell is quite
low, in between 1.2 to 1.3V, with high current densities [31]. However, the higher operating
temperatures also cause faster material degradation due to notable mechanical and thermal
stresses. The life span of the SOM electrolysis cell is estimated to be around 2-3 years which
is fairly low as compared to PEM and Alkaline electrolysis cells that lasts for almost 10 and 20
years[35]. This technology is also not available commercially at present but has been validated
with the help of laboratory scale prototypes [28].

The comparison between these four water electrolysis techniques based on their key charac-
teristics, advantages and disadvantages is shown in table 2.1 [12, 31, 34, 36–40].

2.2 PEM Water Electrolysis System

PEM water electrolysis system consists of one or more PEM electrolysis cell assembled together
in the form of a stack. Stacking provides the best means of achieving the required quantities and
rate of production of hydrogen while keeping the system compact. The cells can be stacked in
two configurations as shown in figure 2.3. In mono-polar configuration each cell of the stack has
two electrodes that are connected electrically in parallel. In this configuration, each cell has its
own set of electrodes. This configuration is thus bulkier as compared to the latter. The overall
voltage of the stack is equal to the voltage of a single cell and the total current flowing through
the stack is the sum of current flowing through individual cell. In bi-polar configuration the
cells share the electrodes with the adjacent cells except the two cells at the ends. Each contain
one non shared electrode. The electrical power is supplied across the stack through these two
non shared electrodes only. The shared electrodes between the cells act as anode for one cell
and cathode for the other, hence the name bipolar (double polarity of single electrode). The
cells are electrically in series connection. Therefore, the current flowing through each cell is
same and the stack voltage can be calculated by adding the voltages of all the cells.

The power consumption by both configurations for similar operation is theoretically equal.
The mono-polar configuration is suitable for small electrolysers in which the current requirement
of the stack is not very high [41]. The Faradaic efficiency for this configuration is 100%. In case
of bi-polar configuration due to the presence of parasitic current (i.e. current flowing through
the bi-polar electrode that do not contributes towards actual electro-chemical reaction) Faradaic
efficiency of the stack is reduced[41]. Also, the manufacturing of bi-polar stacks is complex and
costly as compared to mono-polar stacks. Bi-polar configuration is the preferred choice for
industrial scale electrolysers due to its compactness.

In addition to the cell/stack, an electrolyser has auxiliary components to ensure the proper
functioning of the stack. These auxiliaries are essential to perform the following operations [15]:

• Electric power supply regulation to the stack depending on the requirement for hydrogen
production.

• Regulation of the temperature of the stack to achieve desired efficiency.
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Table 2.1: Comparison of Alkaline, PEM, AEM and SOM water electrolysis

Name
Alkaline
Water Electrolysis

PEM
Water Electrolysis

AEM
Water Electrolysis

SOM
Water Electrolysis

C
h
a
ra

ct
e
ri
st
ic
s

Electrolyte 30% wt. KOH
solution or 25% wt
NaOH solution

Perfluorosulfonic
acid

Quaternary ammonia
polysulfone or
optional dilute
caustic solution

ZrO2 ceramic
stabalized with
yttrium or scandium
oxides

Cathode Ni, Ni-Mo alloys Pt, Pt-Pd Ni and Ni alloys Ni-doped ceramic

Anode Ni, Ni-Co alloys RuO2, IrO2 Ni, Fe, Co oxides Transition metal
oxides (perovskites)

Half cell
separation

Diaphragm
(Zirfon Perl 500 µm)

Nafion 117
(e.g. 180 µm)

AEM (20-100 µm) Thin ceramics
(30–150 µm)

Cell area <4 m2 <3 m2 Lab testing cells <0.06 m2

Current density 0.2-0.5 Acm−2 0.6-2.0 Acm−2 0.2-1.0 Acm−2 0.3–1.0 Acm−2

Cell Voltage 1.8-2.40 V 1.75-2.20 V 1.8-2.2 V 1.2-1.3 V

Operating pressure <30 bar <76 bar <30 bar <15 bar

Temperature range 65-100 ℃ 70-90 ℃ 50-70 ℃ 700–1000 ℃

Hydrogen Purity 9.99-99.3 % 99.9999 % 99.99 % 99.5 %

Cell Voltage η 52-69% 57-69% ∼75% ∼100%

Estimated H2

production cost
800-1300 €kg−1 >1200 €kg−1 Not available Not available

Lifetime of stack <90000 h <20000 h Not available <10000 h

System response Seconds Milliseconds - seconds

Development
status

Matured technology Matured for small
scale application

Under developing/
Laboratory Scale

Under developing/
Laboratory Scale

Advantages

Well established
technology

Non-PGM catalysts

Long-term stability

Relative low cost

Stacks in the MW
range

Cost effective

High current
densities

High voltage
efficiency

Good partial load
range

Rapid system
response

Compact cell design

High gas purity

Dynamic operation

Non-noble metal
catalyst

Noncorrosive
electrolyte

Compact cell design

Low cost

Absence of leaking

High operating
pressure

Efficiency up 100%

Thermoneutral η
>100% w/hot steam

Non noble catalysts

High pressure
operation

Disadvantages

Low current densities

Crossover of gases
(degree of purity)

Low partial load range

Low dynamics

Low operational
pressures

Corrosive liquid
electrolyte

High cost of
components

Acidic corrosive
environment

Possibly low
durability

Commercialization

Stacks below
MW range

Laboratory stage

Low current densities

Low durability

Membrane
degradation

Excessive catalyst
loading

Laboratory stage

Bulky system design

Low mech. stability
(brittle ceramics)

No dependable Cost
information
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• Purification and flow control of the input water to the stack.

• Conditioning and purification of the produced hydrogen and output pressure regulation.

The general schematic of a PEM electrolyser is shown in Figure 2.4. Depending on the size
and specification of the electrolyser, one or more components may or may not be present in
the configuration. A power supply/voltage controller (electric converter) is used to regulate
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Figure 2.4: General schematic of a PEM electrolyser

the electric power supplied to the stack based on the set operating point (usually voltage is
controlled to increase or decrease the hydrogen production). The water supplied to the stack
is first purified and deionized before supplying it to the electrolyser in order to increase the
longevity of the stack. Circulation circuit is implemented to feed the water to the anode side
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for providing water for consumption in the electro-chemical reaction as well as to facilitate the
removal of oxygen gas produced at the anode. This recirculation circuit is a closed loop and
contains a pump to regulate the flow rate of water and a heat exchanger or a heater to regulate
the temperature of the water flowing to the reaction site on the anode side. The flow rate of
the water is always higher than the rate of consumption of water in order to avoid the damage
to the membrane due to dryness. The recirculation circuit is sometimes also installed to the
cathode side only to facilitate the removal of produced hydrogen gas. There are two outputs
from the stack. First, on the anode side the excess water (which is not consumed during the
electro-chemical reaction) and produced oxygen gas exits in the form of a bi-phasic fluid. The
oxygen needs to be separated from the water before recirculating it to the stack. A liquid gas
separator is used for this purpose. Second, on cathode side the liquid gas separator is used if
the cathode side is fed with water. A controlled valve is used to regulate the level of water
in the separators. Once the gases are separated from the water, depending on the required
output conditions, the gases are purified, dried and compressed using output conditioning unit.
There are other components in the PEM water electrolysis system to ensure the proper and
safe functioning of the system. These include, safety devices, sensors, exhaust fans, enclosure,
etc. [15]. All these auxiliary components also consume energy and directly affect the overall
performance and efficiency of the electrolyser.

2.3 Models of PEM Electrolyser

PEM electrolyser is a complex system, an assembly of number of components (cell/stack, pumps,
separators, etc.), that involves various multi-physics phenomena such as electro-chemical,
thermo-electrochemical and thermo-fluidic phenomena. There exists a coupling between these
phenomena, as they are dependent on each other, which further increases the complexity. Due
to this, non-linear relations are required to describe its dynamics. Figure 2.5 shows various
multi-physics phenomena involved in a PEM electrolysis cell.
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Figure 2.5: Multi-physics phenomena in PEM electrolyser cell/stack

PEM electrolyser coupled with renewable energy sources, such as solar energy and wind
energy, is emerging as a reliable means of storage of surplus energy. Various installations all
over the world have been done to integrate the RES and the electrolyser as a means of storage
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[42]. A number of articles have been published for the study of effect of the coupling between
the RES and the PEM water electrolyser on the performance of the system [7, 11, 43–65].

The intermittent nature of the RES also affects the performance of the electrolyser. To study
these effects there is a need of deep analysis and understanding of the dynamical behaviour of
the PEM electrolyser. This also enables the researchers to predict the performance of the PEM
electrolyser under different operating scenarios such as running the electrolyser for a long time
(say for days or months) on RES under different weather conditions. This study may include,
but not limited to, estimating the overall hydrogen production, and predicting the stability,
efficiency, flexibility and load tracking capability, produced gases quality, reliability and safety
of the process against degradation of the components and possible system or component failure
occurrences. This also enables the possibility of the system design, configuration improvement
and development of supervision algorithms (for control, diagnosis and prognosis). Mathematical
modelling is a powerful tool towards achieving these objectives. Therefore, it is necessary to
have a PEM water electrolysis system model that can be used for the analysis of the dynamic
behavior of the system under stress of intermittent nature of RES. Exhaustive reviews about
PEM electrolyser modelling are available in the literature [6, 14, 66–69]. Bensmann provided
a brief survey about the publications done on the modelling of PEM water electrolysis till
2016. The work on the modelling of these kind of electrolysers started in 1990s. In [67] the
models used in the literature for the modelling of mass transport phenomenon for PEM water
electrolysis were exposed. Olivier provided an excellent review about the modelling efforts done
for the low temperature electrolysis (PEM and alkaline water electrolysis) [6]. Falcão provided
a guide for the new researchers entering the field of modelling of PEM electrolyser, exposing the
equations governing various phenomena in the PEM water electrolyser [14]. Yodwong exposed
the models of PEM water electrolysis used for used for power electronics control [68]. As per
literature review in reference [69], mostly the empirical and semi-empirical models for PEM
electrolyser exist that can predict the behaviour of the electrolyser under varying operating
conditions (for example, different temperatures and pressures). These models are mainly focused
on phenomenon understanding and for developing control algorithms. These reviews, however,
have not addressed all the articles on the modelling of the PEM water electrolysis. Therefore,
a review of existing models for the PEM electrolyser is presented in the subsequent section to
position the present work in comparison to the existing work in the literature. A brief review of
the articles on the diagnosis and prognosis of the PEM water electrolyser is presented in section
2.4. Figure 2.6 shows the number of publications addressed in this state of art since 1992;
127 publications in total related to PEM water electrolysis modelling, 27 articles related to the
modelling and study of coupling of PEM water electrolysis and RES and 25 articles related to
diagnosis and prognosis of the PEM water electrolysers.

When compared to the PEM based fuel cells, there is not much work done on the modelling of
PEM electrolyser as compared to the PEM fuel cell [6, 14]. However, the basic concept related to
fuel cell can be adapted for modelling, control and optimisation of electrolyser due to structural
and process similarity [53]. To explore the existing models for the PEM water electrolysis, the
models have been segregated into the equation based models and graphical models as shown
in the figure 2.7. The models used for the study of coupling between RES and PEM water
electrolysis also belong to the first two categories, but have been classified separately in order
to give special attention to them. The models developed for studying the monophasic or biphasic
flows through the electrolysis cell, pressure and temperature distribution in the flow channels
etc. using approaches such as Computational Fluid Dynamics (CFD), that are not categorized
under equation based and graphical methods, have been discussed under miscellaneous models.
The models under equation based and graphical models are further classified into static and
dynamic models. The further classification is done based on the modelling method used.
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Figure 2.6: Number of relevant publications (year wise) for the modelling of PEM electrolysis,
modelling/ study of coupling of PEM water electrolysis and RES and diagnosis and prognosis
of the PEM water electrolysers

2.3.1 Equation Based Models

2.3.1.1 Equation Based Models: Static Models

2.3.1.1.1 Static Models: Analytical Models

An analytical two dimensional model for PEM electrolysis cell based on mass, charge and
energy balance is proposed for the prediction of the performance of the PEM electrolysis cell
[70]. The model is suitable for simulating the current and temperature distribution across
the cell. The model is then extended to the prediction of the performance of the large stack
by considering equivalent large single cell. Another simple analytical static model for PEM
electrolysis cell was proposed by the authors which take into account the electrode kinetics
and mass transport through MEA to predict the overpotentials of anode and cathode side
[71]. A static theoretical model of PEM electrolyser based on Butler-Volmer (BV) equation
for representing the electrode kinetics was used to analyse the Current-voltage (IV) curves
[72]. The cell voltage was considered as the summation of four overvoltages depending on the
operating current and reversible voltages calculated from Gibbs free energy. An analytical model
was proposed for estimating the diffusion of gases through the membrane based on the Fick’s
law [73]. Henry’s constants were considered as dependent on temperature and the diffusion
coefficients were taken as dependent on temperature, pressure and concentration of the species.

A model was proposed in [74] for studying the transport of species through the membrane
in high pressure PEM water electrolyser used for oxygen generation. The dusty-fluid model
(DFM) was used for species transport considering the water flow to the cathode side. Simulation
results were validated with the help of experimental data from the Hamilton Sundstrand’s high
pressure oxygen generating assembly (HPOGA) at different differential oxygen pressures. The
authors found that the electro-osmotic drag has a significant influence over the dehydration of
the membrane.

A multi-scale model for the PEM water electrolysis cell was proposed in [75]. The model was
divided into nano-scale and micro-scale models. Nano-scale model dealt with two types of mod-
elling; first, the zero dimensional modelling of the interaction between the catalyst surface and
different chemical species and second, one dimensional modelling of the transport of chemical
species and protons through the diffusion layer. The elementary kinetics for the electrochemical
reaction was also presented. In micro-scale model two one-dimensional models were considered
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Figure 2.7: Models classification for the state of art.

to study the transport of the species. The model was validated against the experimental data
as well as the experimental results published in the literature.

An analytical model for the electrochemical phenomenon based on Nernst equation and
BV equations was adopted from the literature [76]. Empirical relation for calculating ionic
conductivity as a function of temperature was utilised. Effects of various operating parameters
over cell voltage were discussed in details with the help of simulations. The results were validated
with the experimental data from the literature. There was no new contribution in the article.

An analytical model for the PEM water electrolysis with higher current densities was pro-
posed [77]. A special focus was done on the ohmic and mass transport losses as they play a
significant role at higher current densities. For calculating ohmic losses, an approach similar
to [78] was implemented using resistance network model for the electrodes, flow channels and
membrane. The model was validated against the experimental data for current density less
than 3.5 Acm−2. A uni-dimensional PEM electrolysis cell model coupled with the chemical
degradation model was presented in [79]. The electrochemical model for estimating cell voltage
was presented. For degradation modelling, the crossover of the oxygen from anode to cathode
side was modelled. Similar work was also presented in [80].

Analytical modelling for performance evaluation of the PEM water electrolysis was per-
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formed using Nernst and BV equations [81]. The gas crossover through the membrane was
calculated based on the Fick’s Law. The effect of different operating conditions on cell ef-
ficiency was also analysed. A numerical model for studying the effect of different operating
variables on the Faradaic efficiency of the PEM electrolysis was proposed [82]. The Faradaic
efficiency was expressed in terms of flux densities of hydrogen and oxygen across the membrane
and rate of production of the gases. No experimental validation was performed.

A mathematical model was developed for the simulation of the behaviour of two phase flow
of the PEM electrolyser under the variation of different properties of the gas diffusion layer such
as porosity, angle of contact, humidity and size of the pores [83]. The model was coupled with
the electrochemical model and equivalent resistance model for studying the effect on the cell
efficiency and performance. The model was validated by comparing the IV characteristic curves
obtained at different porosity and contact angles. A two-phase transport model for a PEM
water electrolysis cell was proposed based on the porous media flow theory in [84]. The model
also incorporates the electrochemical performance equations that can be used to predict the cell
performance. The model is capable of simulating the effect of current density, angle of contact,
porosity and the GDL thickness on the water transport, cell voltage and voltage efficiency. The
model was validated against the experimental data for two cases with different pore sizes. A
two dimensional multi-scale numerical model for the PEM water electrolysis was proposed in
[85]. The model takes into account the heat and mass transfer (including the bubble flow), the
transfer of charge through the membrane and electrochemical reaction. The authors considered
the bi-phasic flow on the anode side to be non linear due to two bubbles regime (Coalesced and
non coalesced bubbles regime) and the model was solved for both cases separately. The model
was validated against the experimental characteristic polarization curve.

A mathematical model to study the effect of the loading of Pt and IrO2 in catalyst layers
of PEM water electrolysis cell was proposed [86]. The results from the model were compared
with the experimental data from the experiments conducted by the authors. The model can be
used for optimizing the performance of the cell by choosing the appropriate catalyst loading in
order to achieve minimum cell voltage.

In [87], a two dimensional model for PEM water electrolyser was developed in the
COMSOL® multi-physics software to simulate the effect of anode side catalyst on the char-
acteristic curves. The model was validated against the experimental data from the literature.
Effect of temperature, molar fraction distribution, thickness of membrane and length of current
collector was compared for two different anode side catalysts.

The analytical electrochemical model was used by the authors to study the effect of cell
temperature on the Charge Transfer Coefficient (CTC) and the effect of CTC on the cell voltage
[88]. The model was validated against the experimental data from the literature. A similar work
was also presented in [89]. The model was used for the study of various parameters on the CTC
and the effect of CTC on the performance of the system and characterization of the performance
of the PEM electrolysis cell. The model was validated against data from the literature.

An analytical electrochemical model was proposed for the PEM water electrolyser in [90] to
study the effect of different parameters on the performance of the electrolyser by comparing the
polarization curves, energy efficiency and exergy efficiency. These parameters include current
density, membrane thickness, operating temperature, height and width of flow channels and
pressure on cathode side. The effect of the concentration overvoltage was also considered with
more accurate equation. The model was validated against the results from [91].

An analytical electrochemical model of PEM water electrolyser was used to study the in-
fluence of the parameters (porous transport layer material, structure and wettability) affecting
the mass transport through the porous transport layers [92]. The model was validated against
the experimental data for three different anode porous transport structures.
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A mathematical model was proposed in [93] to calculate the overall system efficiency of
the PEM water electrolyser while considering the effect of various operating conditions such as
requirement of external heating, permeation through the membrane, operating pressure of the
cell, membrane thickness and current density. The overall efficiency is defined as the product
of three efficiencies; efficiency of hydrogen production, Faradaic efficiency and efficiency of
compression of the produced gas.

A mathematical electrochemical model coupled with the transport model of bi-phasic flow
was proposed in [94]. The model was implemented in OpenFOAM, which is open source CFD
software. The model was validated only against the IV curve of the electrolyser. The model
was used to compare the performance of the serpentine and parallel flow channels designs. The
serpentine design performs better as compared to the parallel design at higher current densities.

In [95], an analytical electrochemical model of the PEM electrolyser coupled with mass
transport (bi-phasic flow through porous media) and heat transfer (thermal equilibrium inside
the cell) model was proposed. Two configurations were considered for modelling, one with and
another without bipolar plates. The model was validated using polarization curve of a single
cell PEM electrolyser.

A two dimensional mathematical model was presented in [96] to study the fluid transport
phenomena in PEM electrolyser of 2-cell stack. The electrochemical phenomena were coupled
with fluid transport phenomena in order to simulate the performance of the PEM electrolyser
using porous liquid/gas diffusion layers.

In [97], an analytical dimensionless model for a PEM electrolyser (single cell) was proposed.
A mathematical model in closed form for overpotential variation, current density distribution
and water content distribution in membrane are obtained in non-dimensional form. The devel-
oped method offers a tool for the study of water management through the PEM electrolyser.

A three dimensional numerical model was proposed in [98] for the estimation of the effect
of bi-phasic flow and heat transfer on the performance of a PEM water electrolysis cell. The
model takes into account the coupling between liquid water saturation and temperature in the
BV equation. In [99], a mathematical model was proposed for the bi-phasic water transport
through the porous transport layer and PEM. The effect of different variables was then studied
on the current density of the cell.

2.3.1.1.2 Static Models: Empirical Models

A first order regression model based on the experimental data for estimating the electrolyser
voltage at different conditions of electrical load was presented based on key operating param-
eters, i.e. pressure, temperature and the flow of water. Two operating conditions (at current
densities 0.1 and 1 Acm−2) were considered for the presented study [100]. The study showed
that the pressure and temperature affect the cell voltage predominantly in both cases, while the
effect of flow of water is negligible.

A regression model based on the experimental data was proposed for the PEM electrolyser
to estimate the electro-osmotic drag coefficient as a function of current density, pressure and
temperature [101]. The objective of the study was to obtain the suitable operating condition
with lower water transport through the membrane in order to achieve driest possible hydrogen
at the cathode. According to their observations, the temperature had the least effect and the
pressure had the most effect on the electro-osmotic drag.

2.3.1.1.3 Static Models: Semi-empirical Models

In [102], a hydrodynamic model for the PEM electrolysis cell was presented in order to es-
timate the moisture content of the membrane based on the water transport through porous
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gas diffusion layer and effect of electric current and temperature over the water consumption
and pressure generation on anode and cathode sides. A semi-empirical model of PEM water
electrolysis cell to estimate the pressure drop across current collector and its effect on the IV
curves was proposed [103]. The model is suitable for simulating IV curves only. Another semi-
empirical model of PEM electrolyser stack comprised of 20 cells was developed to simulate the
characteristic curves [104]. The effect of activation voltages and ohmic resistance on the overall
potential was considered. The loss due to mass transport was neglected. A similar approach was
adopted in [105], to develop a semi-empirical model for electrochemical phenomenon in PEM
electrolysis cell. The effect of ion transport through membrane on ohmic resistance of the cell
was also considered. A simple semi-empirical model for study the effect of different parameters,
such as membrane thickness, current exchange density, on the characteristic curve of the PEM
electrolysis cell was proposed [106]. The model is based on the BV equation for calculating the
overpotentials and Nernst equation to calculate the reversible potential. The effect of anode
and cathode overpotentials, ohmic resistance and interfacial overpotential were considered on
the characteristic curve. The conductivity of the membrane was calculated empirically. The
similar model was also presented in [107] by the same author in which the BV equation was
simplified empirically. Another semi-empirical model was developed to study the dependence of
CTC of anode side electrode on the operating temperature for a PEM electrolysis stack [108].
The reversible potential is calculated based on the Nernst equation and the activation overvolt-
ages are calculated using Tafel equation for the electrochemical process. Ohmic overpotential
was considered as a function of membrane thickness and conductivity. Overvoltage due to mass
transport was neglected due to low operating current densities. A semi-empirical model was
also proposed to simulate the performance of a PEM electrolysis stack [109]. The reversible
potential was considered as dependent on the temperature. Membrane conductivity, anode and
cathode side exchange current densities were estimated from the IV curves of the electrolyser
using non linear curve fitting using Levenberg–Marquardt algorithm. The developed model was
used for the development of model predictive control for the fuel-cell and electrolyser based
space heating system for smart building [110].

A theoretical model for the estimation of the relationship between cell voltage and cell
current in high pressure PEM water electrolysis was proposed [91]. The model takes into
account the diffusion overvoltage and effect of different temperatures on anode and cathode
side on the cell voltage. The mass balance within the cell was also considered. In [111], a semi-
empirical static model for the PEM electrolyser was proposed that takes into account multiple
phenomena, such as gas crossover, electro-osmosis drag, kinetics of the evolution of gases, and
various geometric parameters of the PEM electrolysis cell. The model is suitable for studying
the effect of different operating parameters (such as current density, temperature, pressure and
flow rate of water) on overall cell efficiency, hydrogen production and heat generated during the
operation. The results showed that the high pressure PEM water electrolysis is not suitable at
current densities lower than 0.6Acm−2 as the Faradaic efficiency drops significantly below this
threshold.

A semi-empirical model was proposed for the study of gas crossover in PEM electrolyser in
differential pressure and balanced pressure operation and corresponding loss in system efficiency
[112]. The model was validated against the in-situ measurements performed for the hydrogen
content on the anode side. An efficiency comparison between pressurised PEM electrolyser
operation and the depressurized operation with external compression was also performed.

A mathematical model for the PEM water electrolysis was presented based on the mass
balance equations (for water on both anode and cathode sides and), transport of water through
the membrane and detailed calculation of cell voltage [78]. The effects of activation, ohmic
and diffusion overvoltage were considered over the cell voltage. The ohmic resistance of the
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electrodes and the bipolar plates were calculated using Equivalent Electrical Circuit (EEC).
The model parameters were identified from the experimental data through curve fitting using
non linear least squares method.

A semi-empirical, steady state model for the asymmetric high pressure PEM water electrol-
yser was presented in [113]. The model utilized the equations from the published articles [91]
and [78] for defining the electrochemical phenomena and mass balance. The electrical efficiency
of the system was also considered when the losses are caused by the balance of plant compo-
nents. The experimental data from a 9.6kW PEM electrolyser was then utilised to empirically
estimate certain parameters. The model simulations showed satisfactory results.

A semi-empirical model for PEM water electrolyser was proposed by the author that includes
the effect of bubbles on the cell voltage [114]. The model was presented in the form of sub-
models that represent different phenomena such as thermodynamical, electrochemical, thermal
and fluidic and are coupled together to form the complete model. The model is governed
by mass and momentum balance, current conservation and heat transfer equations describing
the behaviour of the system in steady state. The unknown parameters for the model were
calculated through capillary flow porometry and rotating disc electrode. The model was able to
predict the characteristic curves for the PEM electrolysis cell for higher current densities (up-to
5Acm−2). The model was then utilized to study the effect of different system parameters on the
performance curves (these parameters include operating temperature, pressure, water flowrate
at the inlet, porous transport layer thickness, porosity and pore size).

In [115], a semi-empirical model was used to study the effect of clamping pressure and
operating pressure on the performance of an unitized regenerative fuel cell operating as an
electrolyser. The interfacial resistance was modelled as a function of contact pressure using
an empirical relation obtained from the fitted experimental data. The contact pressured was
modelled using a three dimensional model developed in the ANSYS® software.

2.3.1.2 Equation Based Models: Dynamic Models

2.3.1.2.1 Dynamic Models: Analytical Models

An analytical model of PEM electrolyser plant was proposed that includes the modelling of the
coupling between electrochemical and thermodynamic phenomena in the PEM electrolysis cell
[116]. The key objective of the model was to study the thermodynamic performance of the PEM
electrolyser system. The model was able to estimate the heat production due to overpotentials.
The results showed that the PEM electrolysis cell operation is exothermic as the heat produced
during the operation is more than the thermal energy required. Parametric study of the effect
of various operating parameters on the energy efficiency was also performed.

One dimensional mathematical model for studying the mechanism of the formation, growth
and the lifetime of the oxygen bubbles in a PEM water electrolysis cell was proposed in [117].
The model utilizes three different approaches to estimate the growth and lifetime of the oxygen
bubbles; buoyancy driven bubbles, drag driven bubbles and nucleation driven bubbles. The
effect of various operating parameters on the bubble overpotential and lifetime of the bubble
was calculated and compared using these three approaches. The model was validated against
the experimental data published in three different publications.

A PEM water electrolysis model was developed using the approach similar to that used by
[118] and [119] for incorporating the effect of temperature of the stack on the overvoltage [120].
The thermal model used to predict the temperature of stack and water tank take into account
the exchange of heat between the system and the environment by calculating the heat loss
between the stack and the environment and the heat loss between the water tank and environ-
ment through conduction. The model parameters were identified using MATLAB® parameter
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identification toolbox. The model was then validated against the IV curve, temperature profile
for the stack and water tank of the experimental setup.

A two dimensional multi-physics dynamical model of the high temperature proton exchange
membrane was proposed in [121]. The model includes the electrochemical phenomena, heat
transport (heat balance equation for the cell), mass and momentum transport through porous
electrodes. Dynamic response for different voltage inputs (step, multi-step and diagonal) were
simulated and compared.

2.3.1.2.2 Dynamic Models: Semi-empirical Models

A semi-empirical dynamic model for PEM electrolyser was proposed [122]. The overall model
consisted of two sub-models. First, a steady state electrochemical model to establish the re-
lationship between the cell current and cell voltage. Second, a dynamic thermal model to
predict the temperature of the cell. The unknown parameters for the electrochemical model
were identified using non linear least squares method.

Another dynamical semi-empirical model for the PEM electrolyser was proposed in [123].
The model was subdivided into three sub-models; electrochemical, H2 production and ther-
mal sub-model. The first sub-model was utilized to estimate the cell voltage. The effects of
activation overvoltages, diffusion overvotlage and ohimc resistance were considered. Dynamic
hydrogen flowrate was considered temperature dependent and computed from theoretical hydro-
gen flowrate using first order system. The thermal model was used to estimate the temperature
of the stack using lumped parameter approach. The thermal capacitance and the thermal
resistance of the stack were estimated from the experimental data.

In [124], a semi-empirical model of the PEM electrolysis system was used to calculate the
cell voltage of the PEM electrolyser and heat supplied for the electrolysis from external heat
source. The electrolysis system efficiency was then calculated based on the model developed.
The comparison between different configurations of PEM electrolyser (Based on the positioning
of the heat exchanger) was also performed in order to find the optimum solution for overall
performance. The effect of various parameters (membrane thickness, operating temperatures,
water flow rate and effectiveness of heat exchanger) on the system efficiency was also studied.

One dimensional semi-empirical dynamic model was proposed for the high pressure PEM
electrolysis system in [125]. The model takes into account the water transport and gas perme-
ation through membrane, compressiblity and variation of gases in the flow channels of anode
and cathode side and vaporization of the water. The unsteady mass balance and energy balance
equations were written for anode and cathode side channels and membrane in the partial differ-
ential form. For simplifying the model, these partial differential equations were converted into
ordinary differential equations using cubic spline collocation method. The model was further
simplified considering that there is a simultaneous flow of water and gas at same speed. The
model was not validated using any experimental setup/ data.

A mathematical model for the PEM electrolysis cell with approach similar to [126], [127]
and [49] has been developed that incorporates electro-chemical reactions, gas transport mecha-
nism and various physical phenomena [128]. Authors have also defined the thermal efficiencies
to analyse the cell performance. The model was used for polarization curves simulation and
efficiency estimation.

In [129], a simplified mathematical model based on zero-dimensional dynamics and multi-
physics approach was proposed to avoid complex model with too many parameters. The model
incorporates different multi-physics phenomena such as electro-chemical model, thermal model
and fluid-dynamic model. The power consumption by the auxiliaries of the electrolyser has also
been incorporated to study the expenditure of thermal and electrical energy. The model was
validated against the experimental data from the literature.
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A semi-empirical model was used to simulate the performance of the PEM electrolysis sys-
tem [130]. Optimization of the seven operating parameters (temperature, water content of
membrane, anodic and cathodic exchange current densities, anodic and cathodic pressures and
membrane thickness) was performed using Taguchi’s method. The proposed method aims to
reduce the experimental cost to optimise the parameters by conducting experiments.

2.3.1.3 Equation Based Models: Summary

The equation based models found in the literature have been summarized in the table 2.2. The
majority of the models are static and focused on the phenomena understanding, characteristic
curves prediction/ simulation, efficiency calculation and mainly takes into account the electro-
chemical phenomenon. Nernst equation, BV equation sets the base for most of the models to
represent the electrochemical phenomenon. Some models have been proposed for studying the
effect of different operating parameters on the characteristic curves. Other phenomenon like
mass transport, bi-phasic fluid flow inside the electrolysis cell/ stack, gas crossover through
the membrane, oxygen bubbles formation and propagation have been modeled to gain deep
understanding of their mechanism and to study their effects on the characteristics curves and
efficiency of the PEM water electrolysis. A handful of dynamical equation based models exist
that can simulate the dynamic behaviour of the PEM water electrolysis system such as the
prediction of the temperature evolution, simulation of hydrogen production and flowrate. The
scope of modelling of most of these articles is limited to the PEM electrolysis cell. Very few
have considered the whole stack (mainly for performance simulation) and even fewer the ef-
fect of BoP on the system performance. BoP have a significant impact on the performance of
the system and must be considered in order to have a good model of the complete electrolysis
system. Most of these models are not suitable for the system control, monitoring and diagnosis.

2.3.2 Graphical Models

2.3.2.1 Graphical Models: Static Models

2.3.2.1.1 Static Models: Block Diagram

A MATLAB® Simulink model based on the EEC model similar to [131] and [132] was used by
the authors to represent the electrochemical phenomenon of the PEM electrolysis cell [133]. The
reversible cell voltage was calculated from Gibbs free energy and overvoltages were calculated as
dependent on temperature and pressure using Tafel equations. The efficiency of the electrolysis
system was also estimated as the ratio of useful power to input power.

One dimensional mathematical model of PEM water electrolyser and fuel-cell were proposed
in [134]. Approach similar to [126] and [127] was used to model the PEM electrolyser. The
model was divided into four sub-models; voltage (to calculate cell voltage). Anode, cathode and
membrane (to calculate flow balance). The model was implemented in MATLAB® Simulink.
The models were validated against the experimental data from [135].

2.3.2.1.2 Static Models: Electrical Equivalent Circuit

Equivalent circuit was proposed first in [71] for the calculation of the MEA electric resistance.
For this the anode, cathode, membrane and inter-facial resistances were considered in series.
The same model was also utilised in [106] and [107]. Another EEC model for a single cell
PEM electrolyser was proposed in [131]. Experimental data for steady state operation was used
to model the characteristic curves of the electrolyser. The internal resistance of the cell and
the reversible potential were modelled as dependent on the temperature and pressure using
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Table 2.2: Summary of equation based models

Year Ref.
Modelling
Method

Static/
Dynamic

Modelling scope Phenomenon modelled
Purpose of the model

Cell Stack BoP Elec.
Elec.-
chem.

Thrm Fluidic
Gas

Cross.
Bubbles

1992 [102] Semi-empirical Static ✓ ✓ ✓ Performance analysis
2001 [103] Semi-empirical Static ✓ ✓ Simulation of IV curve

2002 [70] Analytical Static ✓ ✓
Simulation of current

& temperature distribution
2004 [71] Analytical Static ✓ ✓ Performance analysis
2005 [104] Semi-empirical Static ✓ ✓ Simulation of IV curve
2006 [105] Semi-empirical Static ✓ ✓ Phenomenon understanding
2007 [106] Semi-empirical Static ✓ ✓ Performance analysis

2008 [108] Semi-empirical Static ✓ ✓
Study of the dependence

of overvoltages on Temperature

2008 [116] Analytical Dynamic ✓ ✓ ✓
Study of thermodynamic
performance & efficiency

2008 [107] Semi-empirical Static ✓ ✓ Performance analysis
2008 [109] Semi-empirical Static ✓ ✓ ✓ Phenomenon understanding
2008 [72] Analytical Static ✓ ✓ Phenomenon understanding
2009 [91] Semi-empirical Static ✓ ✓ ✓ Performance analysis

2009 [122] Semi-empirical Dynamic ✓ ✓ ✓
Temperature prediction,
performance analysis

2009 [100] Empirical Static ✓ ✓ Phenomenon understanding

2010 [111] Semi-empirical Static ✓ ✓ ✓ ✓ ✓
Phenomenon understanding

& efficiency estimation
2010 [101] Empirical Static ✓ ✓ Operating conditions selection
2011 [73] Analytical Static ✓ ✓ Phenomenon understanding
2012 [123] Semi-empirical Dynamic ✓ ✓ ✓ System behaviour simulation

2012 [124] Semi-empirical Static ✓ ✓ ✓
Performance prediction
& efficiency calculation

2012 [74] Analytical Static ✓ ✓ ✓ Phenomena understanding
2013 [125] Semi-empirical Dynamic ✓ ✓ ✓ ✓ System behaviour simulation

2013 [75] Analytical Static ✓ ✓ ✓
Phenomena understanding

& parametric study

2013 [112] Semi-empirical Static ✓ ✓ ✓
Phenomena understanding
& efficiency calculation

2014 [76] Analytical Static ✓ ✓ Parametric study of cell voltage
2014 [78] Semi-empirical Static ✓ ✓ ✓ Polarization curves simulation
2014 [77] Analytical Static ✓ ✓ Phenomena understanding
2014 [110] Semi-empirical Static ✓ ✓ ✓ Model predictive control
2015 [79] Analytical Static ✓ ✓ ✓ Cell degradation estimation

2016 [81] Analytical Static ✓ ✓ ✓
Phenomena understanding
& efficiency calculation

2016 [82] Analytical Static ✓ ✓ ✓ ✓ Efficiency calculation

2016 [83] Analytical Static ✓ ✓ ✓
Performance prediction
& efficiency calculation

2017 [113] Semi-empirical Static ✓ ✓ ✓ ✓
Phenomena understanding
& efficiency calculation

2017 [84] Analytical Static ✓ ✓ ✓ ✓
Performance prediction

& phenomena understanding

2017 [85] Analytical Static ✓ ✓ ✓ ✓ ✓
Performance prediction

& phenomena understanding
2017 [120] Analytical Dynamic ✓ ✓ ✓ ✓ System behaviour simulation

2017 [114] Semi-empirical Static ✓ ✓ ✓ ✓ ✓
Phenomena understanding

& polarization curves simulation
2017 [86] Analytical Static ✓ ✓ System performance optimization

2017 [117] Analytical Dynamic ✓ ✓ ✓
Phenomena understanding

& polarization curves simulation

2017 [115] Semi-empirical Static ✓ ✓ ✓
Performance prediction

& phenomena understanding
2017 [87] Analytical Static ✓ ✓ Polarization curves simulation

2018 [128] Semi-empirical Dynamic ✓ ✓ ✓
Polarization curves simulation

& efficiency estimation

2018 [88] Analytical Static ✓ ✓
Phenomena understanding

& polarization curves simulation

2019 [129] Semi-empirical Dynamic ✓ ✓ ✓ ✓ ✓
System behaviour simulation

& efficiency calculation
2019 [130] Semi-empirical Static ✓ ✓ ✓ ✓ Performance simulation

2019 [90] Analytical Static ✓ ✓ ✓ ✓
Performance comparison
& efficiency calculation

2019 [89] Analytical Static ✓ ✓ Performance characterization
2020 [121] Analytical Dynamic ✓ ✓ ✓ ✓ System response simulation
2020 [92] Analytical Static ✓ ✓ Phenomena understanding
2020 [93] Analytical Static ✓ ✓ Efficiency calculation
2020 [94] Analytical Static ✓ ✓ ✓ Performance comparison
2020 [95] Analytical Static ✓ ✓ ✓ ✓ System performance simulation
2021 [96] Analytical Static ✓ ✓ ✓ ✓ System performance simulation
2021 [97] Analytical Static ✓ ✓ ✓ Phenomena understanding
2021 [98] Analytical Static ✓ ✓ ✓ ✓ Performance simulation
2021 [99] Analytical Static ✓ ✓ ✓ Phenomena understanding
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empirical relations. The model was able to predict the production rate of the hydrogen and
overall electrolyser efficiency.

An EEC model for a single cell PEM electrolyser was also proposed in [132]. The char-
acteristic curves of the electrolyser were modelled using experimental data for steady state
operation. It was found that the hydrogen production rate varies proportionally to the current
and logarithmically to the input power.

A semi-empirical model for the study of electrochemical performance of the PEM water
electrolysis was proposed in [136]. The model incorporated a detailed ohmic loss model based
on EEC for the cell by considering resistances of bipolar plates, electrodes, membrane and inter-
facial resistance of the MEA which was also presented in [137]. The effect of various design
parameters on the performance of the PEM electrolysis cell was studied.

A mathematical model to study the effect of tunable GDL on the performance of the PEM
electrolyser was proposed in [138]. The model considers the effect of porosity and pore diameter
on interfacial contact resistance and surface roughness factor to calculate ohmic and activation
overvoltage. A two dimensional EEC model was proposed to estimate the current distribution
on the catalyst layers. The model was validated against different characteristics curves obtained
at different operating conditions.

In [139], mass transport losses in a PEM electrolyser were modelled using Electrochemical
Impedance Spectroscopy (EIS) for which a modified Randels EEC was utilized. The model
takes into account the effect of pressure and water flow on the losses due to mass transport.
Simulations of polarization curves as a function of water flowrate and pressure for both cathode
and anode side were performed.

2.3.2.2 Graphical Models: Dynamic Models

2.3.2.2.1 Dynamic Models: Block Diagram

A dynamic mathematical model for PEM electrolyser was proposed based on the molar balance
on the anode and cathode side [126]. The model consists of four blocks, representing anode,
cathode, membrane and voltage blocks. The model also take into account the mass transport
through the membrane. The operating voltage is considered to be only affected by reversible
voltage, overvoltage and ohmic resistance of the MEA. The dynamics of the hydrogen stor-
age was also modelled to simulation pressure evolution of storage bottle while filling it with
hydrogen. In [140], a dynamic model for the reversible fuel cell system was proposed by the
authors which includes the modelling of the balance of plant. The sub-model of the electrolyser
is simple and static, which can only be used to calculate the overall cell voltage based on the
Nernst equation.

A dynamic model for PEM electrolyser developed in MATLAB® Simulink was presented
in [127]. The modelling is based on the molar balance on the cathode and anode sides, Nernst
and BV equations. The model was divided into four sub-models; anode, cathode, membrane
and voltage. The model was validated against experimental data from the literature. The effect
of temperature and pressure on the performance of the electrolyser was studied. An approach
similar to that of [127] was presented for the modelling of PEM water electrolysis stack in [135].
The BoP such as water tank and pump, cooling fan, power supply and storage tank for hydrogen
were also modelled to calculate the power loss. These losses are considered for evaluating the
system performance during numerical simulations. It was found that the losses in the stack at
higher current densities exceeds the losses of other components.

A dynamic model for PEM water electrolysis was developed in MATLAB® Simulink in
[141]. The model was divided into 5 ancillaries; voltage (to compute cell voltage using Nernst
equation, activation overpotential and ohmic over potential), anode and cathode (to calculate
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the partial pressures and flows of the species), membrane (to calculate the mass transport) and
storage (to capture the dynamics of the filling of the hydrogen bottle taking into account the
initial hydrogen content in the bottle and hydrogen’s compressibility). The experimental study
was performed for four different bipolar plate flow channel configurations. The developed model
was then used to simulate the IV curves for different configurations and effect of water flow rate
on the flowrates of the hydrogen and oxygen.

In [142], an enhanced model for the PEM water electrolysis cell was proposed. The model
was divided into four parts (similar to what is done in [126] and [127]). Mass balance equations
for the anode, cathode and membrane were utilized. For cell voltage calculation approach
similar to [143] was used. The model was implemented in MATLAB® Simulink.

A MATLAB® Simulink model was proposed in [144] to simulate the performance of the
PEM water electrolysis system by taking into account the effect of the dynamics of the water
pump and temperature variation on the hydrogen generation.

2.3.2.2.2 Dynamic Models: Electrical Equivalent Circuit

An EEC model was proposed for the modelling of electrochemical characteristics of the PEM
electrolyser [143]. The ohimc losses, activation losses and concentration losses were considered.
The equivalent electrical components that were considered for the modelling are membrane
resistance (to represent ohmic losses), charge transfer resistance (to represent losses due to
activation), double layer capacitance (to represent the electric capacitance formed due to the
applied electric field across the current collectors) and Warburg impedance (to represent con-
centration losses). Two different approaches were used to obtain the values of the parameters
for the EEC, namely, normal voltage response and system identification technique. An equiv-
alent circuit model similar to the one proposed in [143] was used to model the electrochemical
characteristics of the PEM electrolysis cell [145]. The parameters for the model were obtained
using current interrupt method.

A model for studying the transient behaviour of the PEM water electrolyser was proposed
[146]. Two dependent Resistor–Capacitor (RC) circuits were considered coupled with the double
layer capacitance of the electrolyser. The model was effective for studying startup transient
dynamics, however, it cannot be used for steady state operation performance evaluation.

An EEC model (considering a single RC circuit in series with ohmic resistance and reversible
cell voltage generator) was used for the study of sliding mode pulse width modulation approach
for the voltage regulation for the PEM electrolyser [147]. The experimental validation of the
model was not performed.

A dynamic EEC model for the PEM electrolyser was proposed [148]. Two RC circuits (rep-
resenting heat losses and dynamics of anode and cathode side) in series with internal resistance.
The model was validated against the three cell PEM water electrolyser. An extension to the
EEC proposed in [148] was presented in [149] by considering the voltage generator in series to
the RC circuit representing the power required for hydrogen production. Two different time con-
stants were considered for modelling the dynamic behaviour of charge layers. A static relation
to estimate the cell temperature was also proposed based on the calculated thermal resistance of
the cell. In [150], a control strategy based on the energy efficiency (using proportional-integral
controller) for the electrical power supply of PEM water electrolyser was proposed based on the
three-level interleaved DC to DC buck converter. The dynamic EEC model of the PEM water
electrolyser developed in [148] was used to test the developed control strategy. EEC model
similar to the one in [149] for a PEM electrolyser was proposed for studying the influence of
different operating conditions and power electronics ripples effect on the cell voltage [151]. The
work is limited only for study of cell voltage modelling under static and dynamic operating con-
ditions. In continuation to the previously published article [151] the EEC model of the PEMF
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electrolyser cell was proposed to study static and dynamic operations [152]. The parameters of
the model were estimated using experimental data in two ways; as constants and as a function
of current.

In [153], a model based adaptive approach to estimate the values of time constants for the
EEC model of PEM electrolyser (presented previously in [148] and [149]) was proposed. The
time constant for the cathode side was calculated as dependent on the cell current, using the
EEC topology. A simple EEC for the PEM electrolyser was proposed in [154] to use it as an
emulator for the load for the stack interleaved buck converter. The constant values of resistances
and capacitance were chosen to simplify the model based on the experimental data.

2.3.2.2.3 Dynamic Models: Energetic Macroscopic Representation

A graphical dynamic model for PEM water electrolysis stack was developed using Energetic
Macroscopic Representation (EMR) modelling technique [118]. The model was able to simulate
the temperature evolution of the stack and the water supplying tank with good accuracy. The
model was then utilized to simulate the polarization curves ad different temperatures and vali-
dated against the experimentally recorded data. The parameters for the model were obtained
from literature and curve fitting of the experimental data and measurements. The model was
highly complex and required deep understanding of the multi-physics phenomena of the PEM
electrolysis.

2.3.2.2.4 Dynamic Models: Bond Graph

A BG based multi-physics model was proposed for the PEM electrolysis stack [155]. The model
is sub divided into sub-models that represents different phenomena of the stack. The model
was able to simulate the temperature evolution of the stack and hydrogen flowrate. This work
was further extended and presented in [15] in the form of a dynamical multi-physics model
that includes the modelling of the auxiliary components. The global model of the stack was
developed by combining different sub-models focused on various phenomena in the stack such
as electrochemical phenomena, thermo fluidic phenomena, mass transport phenomena. The
modelling of the auxiliaries include, gas separators, valves, purification system and enclosure of
the system. The model parameters were identified using a 25kW industrial PEM electrolyser.
The model simulations were compared to the experimental measurements which showed the
effectiveness of the model in reproducing the behaviour of the system. Another BG based
model was reported in [17]. The article concerns the modelling of the hybrid multi-source
system for hydrogen generation using event driven hybrid bond graph approach. This approach
is well suited for such systems as it can handle operation mode management very easily. The
model used for the electrolyser was simple yet dynamic. Only the electrochemical phenomenon
to calculate cell voltage and hydrogen production was modelled.

2.3.2.3 Graphical Models: Summary

A number of graphical models exist for PEM water electrolysis in the literature (both static
and dynamic) that have been summarised in table 2.3. EEC and block diagram representation
are the most used techniques for the modelling. Models developed using EEC mostly focuses on
the electrochemical phenomena. In some articles EEC technique has been used to calculate the
resistance of the PEM electrolysis cell by considering the resistance of individual components.
These models are then coupled with the rest of the model developed using other techniques.
The block diagram representation has been used for developing the dynamical models (mostly)
of the PEM electrolyser for the system performance or system behaviour simulations. Some
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Table 2.3: Summary of graphical models

Year Ref.
Modelling

Method

Static/
Dynamic

Modelling scope Phenomenon modelled
Purpose of the model

Cell Stack BoP Elec.
Elec.-
chem.

Thrm Fluidic

2004 [71] EEC Static ✓ ✓ Performance analysis

2006 [126] Block Diagram Dynamic ✓ ✓ ✓
Performance analysis
& efficiency calculation

2007 [106] EEC Static ✓ ✓ Performance analysis
2008 [107] EEC Static ✓ ✓ Performance analysis
2008 [140] Block Diagram Dynamic ✓ ✓ ✓ Performance simulations
2011 [118] EMR Dynamic ✓ ✓ ✓ ✓ ✓ ✓ Performance simulations
2011 [127] Block Diagram Dynamic ✓ ✓ ✓ Performance analysis

2011 [131] EEC Static ✓ ✓
Hydrogen prod. estimation
& efficiency calculation

2011 [132] EEC Static ✓ ✓
Hydrogen prod. estimation
& efficiency calculation

2013 [141] Block Diagram Dynamic ✓ ✓ ✓ ✓ System behaviour simulation
2013 [143] EEC Dynamic ✓ ✓ System behaviour simulation

2014 [133]
Block Diagram

& EEC
Static ✓ ✓

Polarization curves simulation
& efficiency calculation

2014 [145] EEC Dynamic ✓ ✓ System behaviour simulation

2015 [142]
Block Diagram

& EEC
Dynamic ✓ ✓ ✓ System behaviour simulation

2015 [136, 137] EEC Static ✓ ✓ Electrical losses estimation
2016 [135] Block Diagram Dynamic ✓ ✓ ✓ Performance analysis
2016 [155] Bond Graph Dynamic ✓ ✓ ✓ ✓ System behaviour simulation
2017 [15] Bond Graph Dynamic ✓ ✓ ✓ ✓ ✓ System behaviour simulation
2017 [138] EEC Static ✓ ✓ ✓ Performance analysis
2018 [17] Bond Graph Dynamic ✓ ✓ System behaviour simulation

2018 [148] EEC Dynamic ✓ ✓
System behaviour simulation

& efficiency calculation

2019 [149] EEC Dynamic ✓ ✓ ✓
System behaviour simulation

& efficiency calculation

2019 [147] EEC Dynamic ✓ ✓ ✓
Polarization curves simulation

& control
2019 [139] EEC Static ✓ ✓ Polarization curves simulation
2019 [150] EEC Dynamic ✓ ✓ Model based control
2020 [151] EEC Dynamic ✓ ✓ System behaviour simulation
2020 [153] EEC Dynamic ✓ ✓ System response simulation
2020 [154] EEC Dynamic ✓ ✓ System behaviour emulation
2021 [152] EEC Dynamic ✓ ✓ System response simulation

2021 [134] Block Diagram Static ✓ ✓ ✓
Performance analysis
& efficiency calculation

2021 [144] Block Diagram Dynamic ✓ ✓ ✓ ✓ System behaviour simulation

of these models have considered the BoP for the overall system modelling for the estimation
of stack temperature, hydrogen production, etc. However, they do not consider all the key
phenomena of the cell/ stack. Other notable work on the PEM water electrolysis modelling
has been done using EMR. The model take into account the BoP to estimate the temperature
of the stack and water supply tank temperature. The model is however, highly complex and
required deep understanding of the multi-physics phenomena of the PEM electrolysis. The
model cannot be easily scaled and adapted for other configurations of the electrolyser. This
model is also not suited for system monitoring and diagnosis. Another significant work on
the PEM electrolyser modelling was done using BG approach. The model takes into account
BoP for the system dynamic behaviour simulation, for the power consumption estimation and
temperature prediction. The model is again highly complex and cannot be directly scaled or
configured for other types of electrolysers. Also the model was not exploited for the diagnosis
and prognosis.
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2.3.3 Models Coupled with RES

A number of publications in the literature have addressed the issues arising due to the coupling
between the PEM electrolyser and the RES. In [11] various configurations for using PEM elec-
trolyser with Photo-voltaic (PV) panels for grid assisted and grid independent operations were
explored. The issues that arises due to the intermittent nature of RES were also highlighted.
Various publications have used the models of PEM water electrolysers to study the performance
of the PEM water electrolysers under the influence of RES.

2.3.3.1 Models Coupled with RES: Static Models

In [156], a simple static model of the PEM electrolyser was used to study the performance of
the electrolyser as a component in the solar-hydrogen energy system. A one year simulation
of the system was presented. State of the charge of battery was used for control in order to
connect and disconnect the components.

A dynamic model of a wind powered hybrid generation system was presented to simulate
the performance [7]. The electrolyser is used to store the excess power and during times when
there is less wind energy than demand, fuel-cell supplies the required power. Ultra capacitor is
used to support the load for short duration. A simple static electrical model of electrolyser was
used. The model was implemented in MATLAB® Simulink.

An electrochemical model for the PEM electrolysis cell directly on the solar energy was
proposed [157]. The model is based on the BV equation to represent the kinetics of the electrodes
and transport resistance of the membrane. An equivalent circuit model was then proposed to
calculate the cell voltage by considering the cell resistances in series with the open circuit voltage.
A simple analytical model of PEM electrolyser was used that includes only the calculation of
reversible potential and a single overpotential [45]. The key focus was on the modelling of the
PV cell. The developed model is utilized to predict the operating points for the considered
system. The model was implemented in MATLAB® Simulink.

A method for sizing the Photo-voltaic panels to use them with PEM electrolyser for convert-
ing solar energy into hydrogen energy was proposed [48]. The simple models of the PV panel
and the PEM electrolysers were considered from the literature. The simulations were then
utilized to calculate the point cloud for the maximum power points for the PV panels. The
polarization curve for the electrolyser is then normalized and fitted through this point cloud to
estimate the ideal ratio for the sizing of the components. The model of the electrolyser used is
semi empirical and static.

In [49], a simple model of electrolyser was considered based on the Faraday’s Law. The key
focus of the article was on the development and validation of the overall control strategies for
the electrolyser powered by the wind farm.

A neural network based maximum power point tracking algorithm was proposed for solar
powered PEM electrolyser system [50]. A mathematical model of the PEM electrolyser adapted
from the literature was used for the simulation in MATLAB® Simulink. The model calcu-
lates the overall cell voltage using Nernst Equation and temperature and pressure dependent
equations for hydrogen and oxygen production rates.

A model for the analysis of solar panel assisted hydrogen based energy storage system
was proposed in [58]. The model included the sub-models of PV panels, PEM fuel cell, PEM
electrolyser and hydrogen gas compressor. The model of electrolyser was very simple to calculate
the amount of hydrogen produced. The model was used to simulate the electric load variation
depending on the availability of solar energy and demand, and production and consumption of
hydrogen for four different months. The model was, however, not validated.

Coupling between the RES and the electrolyser was proposed in [51] using synchronous
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DC-DC buck converter. The system was modelled using block diagram representation. The
electrolyser was modelled as a nonlinear resistance. No notable contribution in terms of mod-
elling of the electrolyser was presented. A coupling between PV panels and PEM was presented
in [53]. A simple electrochemical model was proposed based on the previous works on the fuel-
cell for calculating the overall cell voltage. A new relation for calculation of concentration loss
as a function of current density was implemented. In [54], an analytical electrochemical model
was proposed based on the previous works for the simulation of the performance of the PEM
water electrolysis coupled with PV cells. The model was validated against the results from
the published articles.The hydrogen production for various operating conditions was simulated.
The authors proposed two configurations for electrolysers, one in series and the other in parallel,
for winter and summer.

The model of PEM water electrolysis developed in [91] was used with the model of PV panel
to study the effect of the coupling between solar energy and PEM water electrolysis [158]. The
simulations were performed for different weather conditions.

A two dimensional finite element based thermo-fluidic model was proposed for the study of
the performance of the PEM electrolyser running at high temperature and pressure coupled with
photo voltaic multi-junctions solar cell [57]. The model is useful for simulating the temperature
distribution inside the cell and estimating the performance characteristics.

A simple electrochemical model of PEM water electrolysis cell (for stack voltage calculation)
was used for power hardware in loop simulation of a PEM water electrolyser as a part of a smart
grid powered by solar and wind power [59]. The model was validated against the measurements
from a commercial PEM electrolyser. This could be a great tool to simulate load for study of
power supply for PEM electrolyser.

A very simple empirical model to represent the current voltage relationship for a PEM
water electrolysis was proposed [62]. This model was coupled to the semi-empirical model of
PV module to simulate the performance of the PEM electrolyser running directly on solar energy
with the help of PV panel. The model was not able to reproduce the experimental results due
to very simple PEM electrolyser model.

2.3.3.2 Models Coupled with RES: Dynamic Models

A dynamical model of electrolyser, running on wind energy and ultra capacitor as a buffer
energy source, was developed for control using Causal Ordering Graph (COG) [43]. Empirical
relations were used to calculate the operating voltage and hydrogen production. The operating
temperature of the electrolyser was assumed as a constant. Hydrogen pressure was calculated
based on the ideal gas law. other ancillaries of the system such as wind generator, electrical
converters, fuel cell, compressor. hydrogen tank were also modelled. The model is only suitable
for performing control (power flow control for the system, Pressure control for the electrolyser,
and hydrogen flow for the compressor). Similar work was proposed in [46] where a model
based on COG was developed for the electrolyser running on wind energy. The objective of
the model was to simulate the hydrogen production and to develop control algorithm to ensure
the storage of excess energy in the form of hydrogen energy. Three controls operations were
performed: control of current, outlet pressure of the electrolyser and flow rate of the hydrogen.
Model used for the electrolyser was based on empirical relations to estimate the cell potential
and Faradaic efficiency. Partial pressures of the species were calculated using ideal gas law.
The hydrogen storage was also modelled to calculate the evolution of storage pressure. The
developed model was also used as an electrolyser emulator for Hardware-in-loop simulation.

An analytical model of PEM electrolyser to study the effect of current ripples on the perfor-
mance and behaviour of the electrolyser running on RES was proposed [44]. The overvoltages
were modelled using EEC and were linearized around the operating point to simplify the model.
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The response of the electrolyser to current interrupts was studied. In [47], a dynamic model
for the standalone hybrid solar powered system was proposed that uses an electrolyser for the
hydrogen generation and PEM fuel cell to convert the hydrogen into electricity when required.
The simplified equivalent circuit model for the electrolyser was used. The simulations shows
the effectiveness of such systems to power a small family house with effective power tracking.
Mathematical relations used by the authors for the modelling of the electrolyser can be used
for PEM electrolyser also with suitable parameter values.

A mathematical model for the PEM electrolyser sunning on solar energy was proposed in
[119] using the mathematical equations similar to the work presented in [118]. The model was
subdivided into three parts; Electrical part to calculate Nernst potential, electrochemical part
to calculate overvoltage due to activation (using BV equation), ohmic resistance and diffusion,
thermal model to calculate the temperature evolution of cell and water supply tank based on
a lumped parameter approach. The model was validated against the experimental data for the
electrolysis cell and the temperature measurements of the water supply tank.

Four different models of PEM water electrolyser were compared in [52] for the performance
simulation of the PEM water electrolyser coupled with wind energy. The power consumption,
cell voltage, current and hydrogen generation based on four selected models were compared.

In [60], an equivalent circuit model similar to the one used in [131] and [133] was coupled the
model of a horizontal wind turbine and buck converter. The model was simulated in MATLAB®

Simulink and compared with the experimental data. An error of 3.4% was observed.

Analytical dynamic models of alkaline and PEM water electrolysers were developed to simu-
late the performance based on the data input sets for the solar and wind energy from northwest
region of Germany [65]. The electrochemical phenomena, mass balance and thermal model
representing temperature evolution were considered for modelling. Simulations were performed
for three different stack capacities by scaling the model by considering the stack working at 40,
60 and 80% capacity at nominal conditions. The techno-economic analysis was also performed
for both types of electrolysers. The models were not validated against any experimental data.

2.3.3.3 Models Coupled with RES: Summary

The models that have been used to simulate the coupling between PEM water electrolysis and
RES have been considered separately and summarised in table 2.4. Most of the models have
focused on the coupling between PV and PEM water electrolysis. The models used are mostly
equation based and only electrochemical phenomenon have been considered. These models have
been used to estimate the electrical load of the PEM water electrolyser, calculating hydrogen
production rate, for developing control for the whole hybrid system or to simulate system
response for dynamic inputs. None of the models have considered the BoP in the modelling
except one in which the hydrogen storage tank was modelled to estimate the pressure of the
storage tank.

2.3.4 Miscellaneous Models

A number of models exist in the literature that cannot be considered under the preciously
mentioned categories. These models include the CFD models, neural network models, etc.
These models have been briefly discussed below.

Numerical simulations for the study of three dimensional fluid flow of water in the anode
side bipolar plate were performed using CFD [159]. Only monophasic flow was considered
for simplifying the calculations. The flow was considered laminar and three dimensional Navier
Stokes equations and continuity equations were solved for the simulations for every finite volume
cell. The authors observed that there is a pressure drop between inlet and outlet along the
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Table 2.4: Summary of models used with RES

Year Ref. RES
Modelling

Method

Static/
Dynamic

Modelling scope Phenomenon modelled
Purpose of the model

Cell Stack BoP Elec.
Elec.-
chem.

Thrm Fluidic

1994 [156] Solar Empirical Static ✓ ✓ ✓
Performance analysis
& efficiency Calculation

2006 [7] Wind Block diagram Static ✓ ✓
Performance analysis
& control

2007 [43] Wind COG Dynamic ✓ ✓ ✓ ✓ ✓ Model based control

2008 [157] Solar
Analytical
&
EEC

Static ✓ ✓ Performance analysis

2009 [44]
Analytical
&
EEC

Dynamic ✓ ✓
Performance analysis
& efficiency Calculation

2009 [45] Solar Analytical Static ✓ ✓
Operating point selection
& efficiency calculation

2009 [47] Solar EEC Dynamic ✓ ✓ System behaviour sim.

2009 [46] Wind COG Dynamic ✓ ✓ ✓ ✓ ✓
System behaviour sim.
& model based control

2011 [48] Solar Semi-empirical Static ✓ ✓ Sizing of the components

2011 [49] Wind Analytical Static
Power consumption
estimation & control

2011 [50] Solar
Neural Network
&
Block Diagram

Static ✓ ✓ Performance prediction

2014 [119] Solar Analytical Dynamic ✓ ✓ ✓
Polarization curve and
temperature simulation

2014 [51]
Solar
&
wind

Block diagram Static ✓ ✓ System behaviour sim.

2015 [53] Solar Analytical Static ✓ ✓
Performance analysis
& efficiency Calculation

2016 [54] Solar Analytical Static ✓ ✓ System performance sim.
2016 [158] Solar Semi-empirical Static ✓ ✓ ✓ Performance analysis

2017 [57] Solar FEM Static ✓ ✓ ✓ ✓
Performance analysis &
phenomena understanding

2017 [58] Solar Analytical Static ✓ Hydrogen production calc.
2017 [59] Solar Analytical Static ✓ ✓ Electrical load emulation
2017 [60] Wind EEC Dynamic ✓ ✓ ✓ System performance sim.
2018 [62] Solar Emperical Static ✓ ✓ Hydrogen production calc.

2020 [65]
Solar
&
wind

Analytical Dynamic ✓ ✓ ✓ ✓ System response sim.
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diagonal direction. The velocity distribution across the flow channels was also observed to be
highly non-uniform and back flow was present at the exit. No experimental validation was
presented for these claims. A three dimensional CFD model was proposed to study the bi-
phasic flow of water and oxygen through the anode side bipolar plate in a PEM electrolysis cell
[160]. The mixture model for the simulation of bi-phasic was utilized. The validation of the
model was performed using the measured values of the pressure drop in uni-phase fluid flow.
Higher pressure drop at the exit was observed in the simulations with increase in the oxygen
bubbles rate. Similarly, numerical simulations for the study of three dimensional fluid flow of
water in the anode side bipolar plate were performed [161]. The design of the flow channels of
the bipolar plate was different than the one used by the author in [160]. It was observed that
there is a pressure drop between inlet and outlet along the diagonal direction. The velocity
distribution and temperature distribution across the flow channels were observed to be highly
non-uniform. The simulations were validated against the average pressure drop measured with
the help of two pressure gauges placed at the inlet and outlet of the bipolar plate. Another,
CFD based numerical model of bi-phasic flow in the anode side flow plate was proposed in [162].
The objective of the simulation was to study the effect of different oxygen bubbles rate on the
pressure, velocity and volume fraction distribution across the flow plate.

A CFD analysis was performed in [163] for analysing the mass distribution of water in the
in-house assembled PEM water electrolysis stack of 10 cells and 120 channels. The authors claim
uniform water distribution across the channels and homogeneous pressure in all the cells. The
study of system performance and efficiency was also performed to optimize the operations of BoP
by varying different parameters. In [164], a three dimensional bi-phasic model was developed
for analysing the transportation of oxygen bubbles through the porous transport layers of a
PEM electrolyser. The movement at the gas and liquid interface, in the porous media saturated
with water, was simulated using using Volume of Fluid technique. The model also included the
water flow through the channels. The developed model was validated against the experimental
microfluidic investigations performed previously. The effectiveness of oxygen bubbles removal
was estimated using the validated model by calculating the variation in pressure inside the
bubbles during their movement. The maximum value of the threshold capillary pressure was
considered as the indicator for efficient oxygen bubbles removal. The developed model has a
potential use for studying the effect of new materials on the effectiveness of oxygen bubble
removal. A three dimensional steady state, non-isothermal CFD model was proposed in [165]
to study the performance of a new spiral fluid flow fields by investigating the distribution of
temperature, pressure drop and current density. The validation of the model was performed
using experimental data. The model performance is acceptable for the operation of the cell
at low to medium current densities. In [166], a non-isothermal three dimensional CFD model
for high temperature PEM water electrolysis cell bases on finite volume method was proposed
to study the effect of various parameters such as membrane thickness, GDL thickness, cell
temperature and cathode side pressure on the energy and exergy efficiencies and exergy cost.
The results obtained were extrapolated to the stack. A multi-physics model for PEM water
electrolyser was proposed in [167] based on the CFD, taking into account the effect of thermo-
fluidic and mass transport phenomena on the performance of the electrolyser. The model was
validated against the Laboratory scale PEM electrolyser with the flow field of three serpentine
shape.

Models for the prediction of hydrogen flow rate, stack and system efficiency were proposed
using Adaptive Neuro-Fuzzy Inference Systems based on neural networks [168]. Various inputs,
outputs and parameters of the system were recorded to prepare a database to train these
models. The authors claims the simulation error of ± 3% when compared to the experimental
data. The authors sees the scope for utilizing these models as virtual censors. The model is,
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however, highly system dependent as experiments are needed to be performed to develop the
database and train the model for the application to different systems.

A dynamic artificial neural network model was developed for PEM electrolyser using Multi-
layer Perceptron Network technique [169]. The model was trained to predict the stack voltage
based on the current density, temperatures of the stack. The error between the predicted and
actual stack voltage was found to be 1.96%.

In [170], a stochastic model of the porous transport layer constructed from sintered titanium
powder was developed using data from X-ray based micro scale computed tomography. The
stochastic parameters of the model were studied for their effect on the model by comparing
mean pore size and throat diameter of the GDL. This developed stochastic model was used
for pore network modelling in [171] to study the effect of the micro-structure of the Porous
transport layer on the transport properties of the bi-phasic flow in the PEM water electrolyser.
The influence of various model parameters such as pore size, throat size an porosity on the
transport properties was studied.

The work presented in [59] was further extended in [61]. The dynamics of the power hardware
in loop simulator was verified to ensure its ability to simulate the fast power and current variation
of an industrial scale electrolyser as a part of smart grid. The aim of these simulations is the
power supply unit of the electrolyser.

In [172], a model of a large scale PEM electrolyser was proposed by the authors in the
RSCAD® software coupled with an infinite grid for the real-time digital simulation. The
electrolyser stack was modelled as an ohmic resistance and the pump was the only component
considered in the BoP. The BoP was modelled with the help of dynamic load model from the
library of the software. The performance of the model was compared with the performance
of small electrolysers from the literature. A generic model for the large PEM electrolyser was
proposed in RSCAD® for the real-time simulations to study the impact of the electrolyser on
the stability of the power system [173]. A simple EEC was considered for the PEM electrolyser
consisting of three resistances and a single double layer capacitance. The model was validated
against PEM electrolyser of 1MW.

2.3.4.1 Miscellaneous Models: Summary

The models considered in this category have been summarised in table 2.5. A number of models
have been developed using CFD in order to study the flow of liquid gas mixture through the flow
channels in the flow plates and its effect on the characteristic curves. CFD is for better accuracy
but also better understanding of what happens at the micro-scale, that other models are not able
to do. Better understanding of the transport phenomenon, mainly flows, at the microscopic level
is of a great help for designing the flow plates and also for macroscopic modelling for behaviour
simulations. Models using neural network techniques have also been proposed to have simplistic
models to estimate the hydrogen production and stack voltage. Some efforts have also been
made to simulate the GDL characteristics using stochastic modelling. Most of the models
considered are static.

2.3.5 Conclusion

The view into the literature of the modelling shows that there still exists a requirement of the
model for PEM electrolyser that can capture the key dynamics of the PEM electrolyser and act
as a generic tool for representing different types, configuration and sizes of the electrolyser. The
model must take into account the BoP to be utilized as an effective digital twin for research
studies related to the coupling between PEM electrolyser and RES or some other chemical plant
for GH2 consumption. The model must be able to calculate the efficiency as it is a key indicator

46



Table 2.5: Summary of the miscellaneous models

Year Ref.
Modelling

Method

Static/
Dynamic

Modelling scope Phenomenon modelled
Purpose of the model

Cell Stack BoP Elec.
Elec.-
chem.

Thrm Fluidic Bubbles

2007 [159] CFD Static ✓ ✓ Flow analysis
2008 [160] CFD Static ✓ ✓ ✓ Flow analysis
2009 [161] CFD Static ✓ ✓ ✓ Temperature and flow analysis

2010 [168]
Neural
Networks

Static ✓
Hydrogen flow and
efficiency prediciton

2010 [162] CFD Static ✓ ✓ ✓ Flow analysis

2011 [169]
Neural
Networks

Dynamic ✓ ✓ Stack voltage estimation

2013 [163] CFD Static ✓ ✓
System performance study
& efficiency calculation

2016 [174] COMSOL Polarization curve simulation

2016 [164] CFD Static ✓ ✓ ✓
Phenomena understanding

& flow analysis

2017 [170]
Stochastic
Modelling

Static ✓ Simulation of GDL

2018 [172] CFD Dynamic ✓ ✓ ✓ Realtime simulation

2019 [165] CFD Static ✓ ✓ ✓
Flow analysis

& polarization curve simulation

2019 [166] CFD Static ✓ ✓
Efficiency calculation
& exergy cost analysis

2019 [171]
Pore
Network
Modelling

Static ✓ ✓
Phenomena understanding

& flow analysis

2020 [173] RSCAD Dynamic ✓ ✓ System response simulation
2021 [167] CFD Static ✓ ✓ ✓ ✓ System performance analysis

of the system performance. To answer this, a modular generic dynamical multi-physics model
based on BG approach has been proposed in the present work that can be used for representing
different configurations of PEM electrolyser.

BG is a well-developed graphical modelling technique in which the systems or subsystems
can be modelled with few elements (Se : source of effort, Sf : source of flow, R: resistance
(dissipation of energy), C : capacitance (potential energy storage), I : inductance (kinetic energy
storage), Tf : transformer and Gy : gyrator (for energy conversion between different physical
domains), etc.) that represent physical phenomena. Irrespective of the physical domain the
nature of these elements remains unchanged. Half arrows known as power bonds are used to
connect these elements. These bonds represent the power exchange between the elements where
the power is a product of generalized effort and flow. Therefore, BG is a unified approach
that can be used in a similar way for the systems that belongs to different physical domains.
The basics of the BG technique and its application for the modelling and Fault Detection and
Isolation (FDI) into process engineering are well defined throughout the literature [18, 175–177].
Powerful software like 20sim is available that can generate dynamic equations directly from the
BG model. Moreover, the parameters used have a physical meaning and the BG model can be
refined very easily by adding new elements without having to start again the modelling process.
Also, due to its structural and causal properties, the BG is suitable for control analysis, sizing,
and diagnosis analysis and health management of PEM electrolyser. The BG technique for
modelling is presented briefly in the appendix B.

2.4 Diagnosis and Prognosis of PEM Electrolyser

A look into the literature showed that there is not much work done for the model based diagnosis
and health management of the PEM electrolyser.
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2.4.1 Diagnosis

A number of techniques have been implemented for the diagnosis of the PEM water electrolysis
cell and degradation study but are limited to either offline implementation or requires specialized
equipment. Different electrical and non-electrical techniques to inspect the proper functioning
of the PEM water electrolysis were exposed in [178]. Electrical techniques includes polarization
measurements, EIS and current distribution mapping. Non electrical techniques includes visual
inspection, thermal imaging, nuclear magnetic resonance and beam interrogation. A brief review
of the studies related to diagnosis and degradation study of PEM water electrolyser has been
presented below.

The diagnosis of the PEM water electrolyser rely mostly on the offline testing of the elec-
trolysis cell/stack. Various safety issues related to high pressure PEM water electrolysis were
discussed in [73]. The cell geometry plays a vital role in water flow distribution across the
cell. A homogeneous flow of water is desired in order to avoid the accumulation of gases inside
the cell and to prevent the occurrence of hot spots on the membrane that can result in mem-
brane damage. Another important safety factor is gas crossover through the membrane which is
prominent in case of high pressure electrolysis. a maximum allowable oxygen crossover towards
cathode is 4% by volume in order to avoid the flaming of hydrogen. A new technique based on
non-disturbing tool for the mapping of current and temperature of the PEM water electrolysis
was presented in [179]. This technique was adapted from the fuel cell. Pressure sensitive film
is used for the mechanical characterization of the cell. Electrical characterization is done using
EIS and linear scan voltammetry. Cyclic voltammetry helps in the electrochemical characteri-
zation of the MEA to determine the active surface area of the anode. Measurements were done
using this technique to analyse the effect of mechanical stress on the performance of the water
electrolysis cell. Use of EIS as a diagnostic tool for the PEM water electrolysis was proposed in
[180]. The AC-impedance spectra were observed during the nominal operation of the electrol-
ysis cell, which can be used to identify the component that is more affected from degradation.
In the presented study the anode side polarization resistance saw a significant increase during
1000 hours of continuous operation at 3Acm−2 as compared to cathode side. The decrease in
the series resistance was also observed which is associated with membrane polymer restruc-
turing or membrane thinning. In [181], a study of hydrogen permeation through the MEA of
PEM water electrolysis under the influence of different current densities and operating pressures
(differential) was performed. Online mass spectrometry was used to make the measurements.
It was found that the hydrogen permeation is more prominent at higher current densities and
lower partial pressures. A method for internal voltage sensing for the PEM electrolysis cell with
the help of gold ribbon wires was proposed in [182]. The proposed method helps in separating
the total cell resistance into anodic, cathodic and catalyst coated membrane resistance, which
could be useful to study the degradation and to diagnose the fault in the system. Experimental
study of the failure of the PEM water electrolysis cell was performed [183]. The failure was
studied in two steps. The first one is the perforation of the membrane and the second one is
the mechanical failure due to the combustion of the hydrogen and oxygen in the electrolyser
compartments. Various existing hypothesis for explaining the causes of these failures in the
literature were exposed. A non destructive approach using analysis of acoustic emission was
proposed to detect the size and relative number of oxygen bubbles formed locally in a PEM
water electrolysis cell [184]. The methodology was validated using a transparent PEM water
electrolysis cell with single channel and high speed imaging.

Only one article was found for the model based fault detection and monitoring of the PEM
water electrolyser. A semi-empirical dynamical model was used to develop a basic monitoring
system in order to detect system actuator and sensor faults by calculating the two residuals [122].
Data driven approach was proposed for the diagnosis of the faults for PEM water electrolyser
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in [64]. This approach, however, requires a lots of measurement data in both normal and faulty
operating conditions.

2.4.2 Prognosis

The prognosis of the PEM water electrolyser constitutes mainly of the study of the degradation
in the MEA and its mechanisms. Accelerated degradation test was performed by the authors
by using galvanostatic pulses [185]. The system ran for approximately 5500 hours till the short
circuit in the cell was detected. It was found through the post-mortem analysis of the failed
cell that the primary cause for the failure was the corrosion of the catalyst layer along with
the migration of the dissolved platinum towards the membrane. The thinning of the mem-
brane was also observed. A proton exchange membrane electrolysis stack of 9 cell and effective
area of 160cm2 was tested for 7800hour continuous operation [186]. The average increase of
35.5µVh−1 was observed in the individual cell voltage. The electron probe X-ray microanalyze
test of the MEA revealed the deposition of cations in the ion exchange sites of the catalyst layer.
The degradation was reversed by cleaning the catalyst layer with the help of 0.5M sulphuric
acid. The cation impurities that caused this reversible degradation originated from the feed
water and the components used in the electrolyser. Study of the effect of flow inside the PEM
electrolysis cell on its electrochemical performance was done using thermal imaging, EIS and
flow visualization (by implementing a transparent cell). A simple thermodynamic analysis of
heat balance in the PEM electrolysis cell was discussed. Degradation of PEM water electrol-
ysis cell was studied for the operation of 1000 hours [55]. The degradation rate was found to
be 194µVh−1. The study showed a significant contribution of increase in ohmic resistance of
anode side catalyst layer towards detected degradation. Two aging protocols for studying the
membrane degradation for PEM water electrolysis were evaluated at two different temperatures
[56]. It was observed that the membrane degradation is more prone to elevated temperatures
as compared to the higher current densities. In [187] the degradation of different components
(catalyst layer, membrane, bipolar plates and current collectors) of the PEM water electrol-
ysis cell was reviewed and various mechanisms for these degradation were summarized. The
strategies to avoid these degradations were also presented in the article. The importance of
accelerated stress testing in comparison to the real-time degradation tests was also presented.
Five PEM water electrolysis cells were operated with different current density profiles to observe
the degradation of the cell [188]. Two cells were operated at constant current densities (one
at higher and another at lower) and three with dynamic profile. It was observed that all the
cells except the one running at lower current density showed degradation. The cell operating at
the higher current density degraded faster at the rate of 194µVh−1. It was also observed that
running the system by periodically decreasing the current density helps in improving durability
by reducing ohmic losses buildup. In [189], a study of degradation of MEA in PEM water
electrolysis was performed using electrochemical and physio-chemical techniques. The key rea-
sons for the degradation were observed to be the presence of Fe (from testing equipment) in
the water, dissolution of Ru from the catalyst, degradation of Ti plate on the cathode side,
restructuring of the membrane due to decrease in ionomer content and membrane thinning.
Various mitigation strategies were also discussed for these degradations. The stability of PEM
water electrolysis cell running at high current density was studied using two identical cells for
constant and intermittent operation [190]. Till 2Acm−2 both the cells showed stable operation.
The similar degradation was observed in both cells due to increase in ohmic and mass transport
resistance due to the detachment of the non-corrosive coating from porous transport layer. A
characterization method was proposed in [191] to distinguish between different overvoltages in
order to determine the cause of degradation in the PEM electrolysis cell. It has been found
that the major part of the increase in cell voltage due to degradation is recoverable by reduc-
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ing the applied cell voltage. The non-recoverable degradation arises due to the application of
higher current densities or the operation for long time which increases the ohmic and mass
transport overvoltage. The study of the degradation in PEM water electrolysis cell was per-
formed using seven identical cells operated at seven different operating modes that include one
constant current mode, three constant voltage modes (at different temperatures), two cyclic
modes 10 and 100 seconds current cycling and one solar profile operation. Improvement in the
cell performance was observed with faster cycling time. The dynamic operation (solar profile)
leads to the performance improvement due to the membrane thinning due to the increased
fuloride emission. The membrane thinning can result in the increase of gas crossover which
is dangerous. A review of the degradation mechanisms for the components of the PEM water
electrolysis cell was provided and their mitigation options were discussed [192]. To study the
degradation of the PEM water electrolyser under dynamic operation conditions (such as during
operation with intermittent sources) a commercial MEA was operated using cell potential vary-
ing from 1.4V to 1.8V with long and short hold times [193]. MEA was subjected to different
electrochemical (EIS) and physio-chemical measurements (X-ray Diffraction (XRD), Scanning
Electron Microscopy (SEM), X-ray Photoelectron Spectroscopy (XPS), Transmission Electron
Microscopy (TEM)and Energy Dispersive X-ray Spectroscopy (EDX)) to identify the causes of
degradation. Irreversible resistive losses were observed to be more prominent to kinetic losses
due to degradation.

In [64], a model to calculate the PEM electrolysis cell voltage was coupled with the degrada-
tion model to calculate the remaining useful life. The health of the system is estimated through
the monitoring of performance factor. The model for estimating the degradation was proposed
in [79]. For estimating the degradation of the membrane, the crossover of the oxygen from an-
ode to cathode side was modelled. This crossover leads to the formation of hydrogen peroxide
and radical through the Fenton reaction which leads to the degradation of the membrane. The
time evolution of the membrane thickness was also modelled to simulate the membrane thinning
based on the Fluor release rate. Similar work was also reported in [80].

2.4.3 Conclusion

Existing diagnosis and degradation testing methods warrants for the use of specialised instru-
mentation which is not always available or possible to implement without modifying the struc-
ture of the electrolysis cell. Some methods of degradation testing (such as SEM, glsTEM,XRD,
EDX) requires the disassembly of the electrolysis cell which is not an ideal approach for degrada-
tion monitoring for remaining useful life estimation. In present work, a model based diagnosis,
using BG approach, for PEM water electrolyser has been proposed for the real-time monitoring
and fault detection. BG technique is well suited and can be implemented to perform structural
analysis in order to check the diagnosibility of the system even if the value of the parameters
is not known. Moreover, LFT (i.e. to perform which fault which may affect the system can be
detected and isolated with any need of numerical value of parameters) BG can be implemented
for obtaining a robust diagnosis (for avoiding false alarm) by generating thresholds that are
adaptable with respect to parameter uncertainties [194, 195]. The current work focuses on the
implementation of BG model-based diagnosis and prognosis approaches as per the availability
of the system information. For the development of diagnosis algorithms, BG model in derivative
causality is preferred over integral causality (used for simulations and study of the system be-
haviour [196]). Causality represents the relationship between cause and effect in BG. Derivative
causality does not require the knowledge of system initial conditions (initial conditions are not
clearly known for diagnosis and hence avoided). In DBG model, the sensors are considered as
a source of effort and source of flow elements. The BG technique for diagnosis and prognosis is
presented briefly in the appendix B.
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Chapter 3

Dynamic Modelling of PEM
Electrolyser
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The modelling of complex multi-physics systems like PEM water electrolyser is one of the
most crucial tasks for studying the real behaviour of components, subsystems and overall system
behaviour under dynamic operations. Moreover, system performance degrades at different levels
(components and subsystems levels) due to ageing and dynamic operational behaviour. Such
studies require a modular design approach, breaking the complete model into different sub-model
levels, so that variation of different component parameters on the monitoring variables of the
system can be analysed and tested easily and effectively. From the industrial perspective, the
model should be adaptable with real monitoring of the system behaviour on suitable supervision
platform. Current study considers such aspect of modelling for the PEM electrolyser BG as a
unified modelling approach [18, 197]. A generic dynamical model of the PEM electrolysis system
has been presented in this chapter. Model is termed as generic in the way that the modelling
has been done in a modular fashion for the components of the PEM water electrolyser in the
form of subsystems/capsules. These capsules can be used to represent various configurations
of the electrolyser by assembling the capsules to obtain the desired model. Each capsule have
a number of input and output ports (some of them may be optional) that are required to be
connected with like power ports (i.e. the connecting ports must belong to the same domain).
This allows the user to have a structurally sound global model. The BG modelling of each
component of the PEM water electrolyser for generating capsules is presented in the succeeding
sections.

Before analytical representation of the real system behaviour, some modelling hypothesis
are taken into account in order to reduce the complexity of the system and to neglect the fast
dynamics when compared to slow dynamics of the system:

• The cells constituting the stack are identical in nature and connected in series. Thus, the
stack with N cells can be modelled as an equivalent single cell that has the same dynamics
of the stack.

• Uniform fluid flows and current distribution are considered between cells.

• The effects of gravity are ignored.
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• Overpotential due to mass transport or diffusion is negligible with the assumption that
PEM system usually operates at low current density.

• Electrolysis reaction kinetics is assumed firmly as a Faradic process and considers that
there is no mass limitation problem in the system.

• Gases produced are assumed to have similar properties as that of an ideal gas and the
partial pressures of these gases are governed by Dalton’s law.

• Temperature is homogeneous throughout the stack. This hypothesis holds good for elec-
trolysis cells and stacks with properly designed flow channels where the temperature is
regulated through inlet water temperature. Also, this allows to simplify the model by
considering the thermal capacitance of the stack as a constant value for the temperature
estimation.

• Cell is operated below the boiling temperature of the water.

• The system parameters are considered as lumped parameters. Pumps and fans are as-
sumed as perfect mass flow sources.

The structural, functional and causal properties of the BG models makes it easier to deduce a
dynamic model of the the system in the form of block diagram representation from BGmodels for
use in simulation and development of supervision algorithms and GUI for online diagnosis and
control. For this reason, once the BG capsules of the components of PEM electrolysis system are
developed, they are converted into block diagrams for implementation in MATLAB® Simulink.
The various steps involved in developing BG capsules of the components of PEM electrolysis
system are presented in subsequent sections.

3.1 Technological Representation

The first step in the modeling using BG approach is to develop a word BG of the system. This is
done by making a BG of the system with words consisting of various components or subsystems
and characterizing the nature of energy exchanges between them. The schematic architecture
of the PEM electrolyser and the physical variables exchanged between its subsystems are shown
by the word BG presented in figure 3.1 (inspired from [15]).

In figure 3.1, line with half arrow represents the exchanged power, where yellow bonds show
the electrical energy (current and voltage are power variables), red bonds show the thermal
energy (heat flow and temperature variables), blue bonds show the fluidic energy (mass flow
and pressure variables), green bonds with a circle in the middle show the thermal-fluidic en-
ergy coupling (heat flow-temperature and mass flow-pressure as thermal and hydraulic power
variables) towards hydrogen side. Likewise, orange bonds with a circle in the middle show the
thermal-fluidic energy coupling towards the oxygen side.

3.2 Modular Representation (Development of Capsules)

BG capsules are used, from one part, to describe the inner components of the electrolyser, and
from another part, to explicit the coupling between the different energies highlighted by the
word BG. Various phenomena occurring inside the cell/stack of PEM electrolyser are modelled
separately and then assembled to have a global model of the cell/stack. This provides the
flexibility to the model to be modified easily in case any particular phenomena is needed to be
neglected or a detailed model is required. The BG models for the cell/stack and the components
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of BoP of a PEM electrolysis are presented subsequently and are discussed discussed one by
one.
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Figure 3.1: A word BG model of the electrolysis system.

3.2.1 Model of the Stack

The electrolysis cell/stack is often termed as a heart of the electrolyser. This is the most complex
part in the electrolyser and greatly determines the dynamics of the system. Various coupled
phenomena have been modelled as different sub-models (capsules) to provide more insight and
are then assembled to have a complete model of the electrolysis cell/stack.

3.2.1.1 Electrochemical Sub-model of the Stack

The electrochemical sub-model is one of the crucial sub-models of the electrolysis system. It
forms the basis to provide a relation between the cell current and cell voltage at different op-
erating conditions, i.e. at different operating pressures and temperatures. The sum of all the
electrochemical phenomena leads to a sub-model linking cell voltage and the current density,
which is usually represented by a polarization curve. This sub-model explains the real kinetics of
the reaction that occurs and gives the information about the amount of product flows according
to the water consumed in the electrolysis system and also the production of heat in the stack
system. This sub-model considers that electrochemical phenomenon occurs at steady state and
thus the sub-model is responded with no time delay which means that there is instantaneous
response with respect to change in any input to this sub-model. It is assumed that transient
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response is very fast and dies out quickly, so it is neglected in model which is also well experi-
mentally demonstrated by the work presented in [126, 142]. The electrochemical BG sub-model
in the form of a capsule is shown in figure 3.2.
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Figure 3.2: Electrochemical BG sub-model in capsule form.

This sub-model can also be used to find the required cell voltage, Ecell, at any operating
condition with respect to reversible potential, Erev, and different overpotentials which occur
due to current flows in the cell results in irreversible heat dissipation. The reason of irreversible
heat dissipation in the cell is due to the following: (i) the activation (Faradaic losses) voltages
Eact,a and Eact,c, respectively, occur at anode-electrolyte and cathode-electrolyte interfaces due
to disturbance from the equilibrium chemical reaction and involved activation energies barriers
in the preferred reaction. (ii) the electrical ohmic overpotential (non-Faradaic losses) due to
internal cell resistance, i.e. it is proportional to the current which flows through electrodes,
current collectors, bipolar plates and corresponding interconnections between them. Also, this
overpotential occurs due to resistance offered by both electrolyte and membrane to the ions
flow that separates both the electrodes. Generally, the electrode material in PEM electrolysers
has high conductivity, so the flow of electrons is much faster as compared to ionic flow, and
thus, usually the ohmic resistance due to ionic transport is considered. (iii) Overpotential due
to mass transport or diffusion (non-Faradaic losses). It should be included in the model for a
system having higher current density. Nernst equation is used to define the overpotential due
to diffusion and it reveals that the diffusion limitation increases with increase in concentration
of the product species at the reaction interface [28].

In this sub-model, Ecell is modelled as a modulated source of effort BG element, i.e. Mse :
Ecell and all the overpotentials are modelled by generalized RS (active multiport resistance able
to generate and/or converts energy) coupled resistive elements as RS : Ract,a, RS : Ract,c and
RS : Rohm corresponding to anodic activation resistance, cathodic activation resistance and
ohmic resistance, respectively. Here, the generalized RS coupled resistance element shows the
coupled energy dynamics and links the electrical domain with the thermal domain. It acts as a
source and transmits the generated heat or entropy to the thermal domain due to the current
flow in electrical domain [17, 197]. Also, the transformation of electrical energy into chemical
energy and vice a versa is modelled by transformer Tf generalized BG element, which describes
the Faraday’s law by linking the rate of reaction molar flow (ξ̇) with the current flow through
cell (Icell), number of moles of electron transferred n (here n = 2) and Faraday’s constant F;
and, also by linking reversible cell voltage(Erev) with free energy of water dissociation (∆GR),
n and F , which are represented in equations 3.1 and 3.2. Based on causal bond graph model
(figure 3.2) following equations (between flows and between efforts) can be deduced from the
BG Tf element:
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ξ̇ =
Icell
n.F

(3.1)

Erev =
∆GR

n.F
(3.2)

Here Erev is the reversible potential (minimum potential required for the electrolysis reaction).
As per literature [6, 14], the reversible potential Erev can be expressed by complex nonlinear
equation as given in equation 3.3 at any operating temperature and pressure condition .

Erev = E0
rev +

R.T

2.F
ln

(
pH2 .pO2

1/2

aH2O

)
(3.3)

where E0
rev is the standard reversible cell potential at standard operating conditions (at standard

temperature and pressure), R is the ideal gas constant, pi is the partial pressure of the i
th species

and aH2O is the chemical activity of water. The E0
rev is usually temperature dependent and is

empirically defined as [6, 91, 118, 123].

E0
rev = 1.5184− 1.5421× 10−3T + 9.523× 10−5T.ln (T ) + 9.84× 10−8T 2 (3.4)

Activation overpotential : There is a relation between the kinetic part of the reaction, i.e.
the current density, with the thermodynamic part, i.e. the overpotential. At equilibrium current
exchange density (J0) is defined and it is related with the exponential function of negative free
Gibbs energy at equilibrium (∆G0). The value of the parameter J0 or ∆G0 should be obtained
from the experiment. For the electrolysis process, i.e. possibility of occurring the dissociation
of water, the cell voltage is usually more than the reversible standard voltage which results in
overpotential because of current flow, and thus, it contributes to polarization. This current
flow is usually the difference between anodic and cathodic currents at the non-equilibrium
condition. The relation between the actual current and the overpotential is usually obtained by
using Buttler-Volmer equation as given in equation 3.5 and used in many literature [59, 90, 91,
125, 198].

Jcell = J0,k

[
exp

(
αk.n.F

R.T
.Eact, k

)
− exp

(
−(1− αk).n.F

R.T
.Eact, k

)]
(3.5)

where Jcell = Icell/AM is current density of cell, AM is cross-sectional area of membrane. Also,
J0,k and αk represent the current exchange density and charge transfer or symmetry factor
coefficient, respectively, at anode or cathode. Usually, symmetry factor is taken as 0.5; however
it lies between 0 and 1. Thus, at αk = 0.5, the overpotential Eact,k at anode or cathode (e2 and
e4 in figure 3.2) can be expressed by equation 3.6 associated with BG multiport RS : Ract,a and
RS : Ract,c.

Eact,k =
R.T

F
sinh−1

(
Jcell
2.J0,k

)
(3.6)

In thermochemical model (figure 3.2), equation 3.6 is the constitutive relation for nonlinear
resistive element RS : Ract,k modulated by the variable parameter J0,k for each electrode and
expressed as

J0,k = Jref
0,k . exp

(
−∆G0,k

R.T

)
(3.7)

where, Jref
0,k and ∆G0,k are estimated from the characteristic curves of the electrolyser through

curve fitting and the temperature T is obtained from the thermal model of the stack.
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Ohmic overpotential : This overpotential is modelled by the dissipative element, i.e. gen-
eralized BG resistive element R : Rohm. According to the resistive causality in the BG sub-model
(figure 3.2), the constitutive relation for R : Rohm is given as

Icell =
Eohm

Rohm
(3.8)

where Eohm is the ohmic overpotential. The ohmic resistance Rohm mainly includes the resis-
tance offered by the membrane to ions flow and also includes the other ohmic resistance Rother

offered by the internal cell components except the membrane. Thus, Rohm is obtained from
equation 3.9 that depends upon the properties (σM ) and parameters of the membrane (LM ,
AM ). σM represents the membrane conductivity, LM and AM , respectively, represent the length
and cross-sectional area of the membrane. Moreover, the resistance Rother can be obtained from
the experiments using model fitting technique.

Rohm =
dM
σM

+Rother (3.9)

where dM is the ratio of LM to AM and σM can be empirically defined as in equation 3.10. Mem-
brane conductivity depends on cell temperature T and the membrane water content parameter
γ.

σM = (0.005139.γ − 0.00326).exp

[
1268

(
1

303
− 1

T

)]
(3.10)

The parameter γ value varies from 14 to 25, whose value depends on the nature of membrane
hydration. For a poorly hydrated membrane, it is taken as 14 while for fully hydrated it is
taken as 25 [28].

Based on BG causal properties and constitutive relations for different elements, different
relations can be systematically obtained from the sub-model of electrochemical phenomenon.
At junction 11 (refer figure 3.2), the conservative phenomenon can be written as in equation
3.11:

(e1.f1)− (.f2)− (e3.f3)− (e4.f4)− (e5.f5) = 0 (3.11)

Since, at junction 11 all the flows are equal, i.e., f1 = f2 = f3 = f4 = f5. Thus, as per causality
in sub-model (figure 3.2), e3 = Eohm can be obtained from equation 3.11 as

Eohm = e1 − e2 − e4 − e5 (3.12)

where value of e1 = Ecell, e2 = Eact,a, e4 = Eact,c, e5 = Erev. So, equation 3.12 becomes

Eohm = Ecell − Eact,a − Eact,c − Erev (3.13)

where Ecell is derived from BG source element Mse : Ecell as input causality. Eact,a, Eact,c are
derived from constitutive relations for BG elements RS : Ract,a, RS : Ract,c as in equation 3.6
and Erev is obtained from Tf : 1/2F as in equation 3.2 or 3.3 . Thus, using BG sub-model,
Eohm can be systematically derived as

Eohm = Ecell −
R.T

F
sinh−1

(
Jcell
2.J0,a

)
− R.T

F
sinh−1

(
Jcell
2.J0,c

)
− E0

rev −
R.T

2.F
ln

(
pH2 .pO2

1/2

aH2O

)
(3.14)
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Thus, using equation3.8, the cell current Icell can be derived from the electrochemical BG sub-
model by using constitutive relation for R : Rohm, which is used for controlling the hydrogen
production by the cell. The required input cell voltage can also be derived by rearranging the
equation3.14

Ecell = Eohm +
R.T

F
sinh−1

(
Jcell
2.J0,a

)
+

R.T

F
sinh−1

(
Jcell
2.J0,c

)
+ E0

rev +
R.T

2.F
ln

(
pH2 .pO2

1/2

aH2O

)
(3.15)

Likewise, using the property of junction 01 (refer figure 3.2), the conservative phenomenon can
be written as:

(e6.f6) + (e7.f7) + (e8.f8)− (e9.f9) = 0 (3.16)

Since, at junction 01 all the efforts are equal, i.e., e6 = e7 = e8 = e9. Thus, as per causality in
sub-model (figure 3.2), f9 = Q̇irr can be obtained from equation 3.16 as

Q̇irr = f6 + f7 + f8 (3.17)

where value of f6 = Q̇act,a, f7 = Q̇ohm, f8 = Q̇act,c. So, equation 3.17 becomes

Q̇irr = Q̇act,a + Q̇ohm + Q̇act,c (3.18)

where Q̇irr denotes the irreversible heat flow which is systematically derived from BG sub-model
and obtained as the summation of activation losses at anode, cathode and ohmic loss.

3.2.1.2 Chemical-fluidic Sub-model of the Stack

In chemical-fluidic sub-model, the amount of hydrogen and oxygen production rates can be
predicted with respect to consumed water. The BG chemical-fluidic sub-model in the form of a
capsule is shown in figure 3.3. In the sub-model, transformers Tf : νi and Tf : Mi generalized
BG elements are used to find the rate of production of the products with respect to consumed
reactant. Also, C : Ci represent the storage of the matter for the ith species. The rate of
produced mass for the ith species, i.e. ṁi, is obtained from the rate of reaction flow ξ̇ from
equation 3.19 as

ṁi = νi.Mi.ξ̇ = νi.Mi.
Icell
n.F

(3.19)

where νi and Mi, respectively, denote the coefficient of stoichiometry and molar mass of ith

species.

3.2.1.3 Thermal Sub-model of the Stack

Thermal sub-model predicts the dynamic behaviour of the temperature evolution inside the
stack which ultimately affects the relation between cell current and voltage. Thus, durability
and efficiency of the electrolysis system is also affected. The complete thermal BG sub-model
in the form of a capsule is represented in figure 3.4. The sub-model considers the major con-
tribution of the heat from the different sources and phenomena such as heat input to stack by
the water inflow towards anode and cathode side, heat taken away by the water outflow from
stack towards hydrogen and oxygen separators, thermodynamics of chemical components during
reaction (dissociation of water and production of gases) or endothermic nature of chemical reac-
tion, Joule effect phenomenon due to circulation of charge/current, heat due to entropy change
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Figure 3.3: The BG chemical-fluidic sub-model in capsule form.

in reaction, thermal activated phenomenon due to mass transfer and diffusion and thermal ef-
fects due to system enclosure temperature. In the given figure, based on assigned causality,
dashed arrows direction shows the input and output signal in the corresponding simulation
block diagram deduced from BG model.
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Figure 3.4: The BG thermal sub-model in capsule form.

This thermal sub-model is considered as a first order nonlinear model having one dynamic
generalized BG capacitance C element. Here generalized C : Cstack element, considered as
a constant lumped parameter, models the thermal capacitance of the stack, and thus, it is
assumed that temperature is homogenous throughout the stack. This lumped parameter can be
estimated from the experiment using model fitting technique. From the BG thermal sub-model,
the temperature of stack using constitutive relation of C : Cstack and junction 02 is obtained as

Tstack =
1

Cstack
∫
(
Ḣrec,a + Ḣrec,c + Q̇irr + Q̇H + Q̇S − Ḣa,Osep − Ḣc,Hsep − Q̇st,enc

)
dt (3.20)

In equation 3.20, Ḣrec,a, Ḣrec,c and Ḣa,Osep, Ḣc,Hsep respectively, represent the enthalpy rate due
to water inflow from recirculation circuit towards anode side, cathode side and water outflow
from the stack towards oxygen and hydrogen separator side. These enthalpy flows are related
with the molar enthalpy (Hi) and molar flow rate (ṅi) of the involved species in the reaction. Q̇irr
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is irreversible heat flow due to activations and ohmic losses, Q̇H

(
i.e., Q̇H = Icell.∆HR/2.F

)
denotes heat flow rate due to chemical components during reaction or endothermic nature

of reaction (dissociation of water and production of gases), Q̇S

(
i.e., Q̇S = −Icell.∆SR/2.F

)
denotes the heat flow rate due to entropy change and Q̇st,enc denotes heat transfer from stack
to system enclosure due to temperature difference.

3.2.1.4 Fluidic and Mass Transfer Sub-model of the Stack

The global behaviour and the efficiency of cell can be affected due to the phenomena of fluidic
motion and mass transfer and these cannot be ignored while developing the model of the elec-
trolysis system. Thus, the phenomenon of fluidic motion and mass transfer must be integrated
within thermal and electrochemical sub-models. It is assumed that there is no accumulation
of fluid inside the stack and the product produced is continuously evacuated from the stack.
This sub-model includes the transfer of water from anode to cathode by considering the electro-
osmosis phenomenon and also considers the transfer in reverse direction, i.e. from cathode to
anode, by the process of diffusion. This sub-model also includes the crossover of produced gases,
i.e. oxygen and hydrogen gas flows towards the opposite electrode with respect to the electrode
where they produce. The BG sub-model of fluidic and mass transfer phenomenon in the form
of a capsule is shown in figure 3.5.
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Figure 3.5: BG sub-model of fluidic and mass transfer phenomenon in capsule form.

In this sub-model, resistive generalized BG field element R : Rdiff,i, i.e. R : Rdiff,H2O,
R : Rdiff,O2 , R : Rdiff,H2 , and generalized transformer element Tf : neo.MH2O are used, re-
spectively, to model the crossover or diffusion flows due to water diffusion, oxygen diffusion,
hydrogen diffusion and electro-osmosis diffusion. RHyst,a and RHyst,c are the hydraulic resis-
tances at anode and cathode side, respectively. Thus, the model provides the rate of mass
outflow of the mixture from the stack at the anode and cathode sides using constitutive relation
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of junction 03 and 04 as given by equations 3.21 and 3.22, respectively.

ṁa,Osep = ṁrec,a + ṁprod,O2 − ṁcons,H2O − ṁeo,H2O + ṁdiff,H2 + ṁdiff,H2O − ṁdiff,O2 (3.21)

ṁc,Hsep = ṁrec,c + ṁprod,H2 + ṁeo,H2O + ṁdiff,O2 − ṁdiff,H2O − ṁdiff,H2 (3.22)

where, ṁrec,a, ṁrec,c, respectively, denote rate of inflow masses from recirculation circuit to
anode and cathode side. ṁprod,O2 , ṁprod,H2 and ṁcons,H2O, respectively, denote production of
oxygen, hydrogen and water consumed which are obtained from electrochemical model. Also,
ṁeo,H2O denotes the rate of water mass flow due to electro-osmosis, however, this phenomenon
does not depend on thickness of the membrane. The electro-osmosis flow, ṁeo,H2O, mainly
depends on the magnitude of electric current flow during electrolysis process and the number of
dragged water molecules by a proton ion as given in equation 3.23. This number is denoted by
neo and called as electro-osmosis coefficient [91, 127]. This flow, ṁeo,H2O, is obtained by using
the generalized transformer element Tf: neo.MH2O in the fluidic model which is coupled with
the rate of reaction ξ̇ of the thermochemical model.

ṁeo,H2O = neo.MH2O.ξ̇ = neo.MH2O.
Icell
n.F

(3.23)

Also, ṁdiff,i denotes the flow of diffusion for the ith species through membrane and this flow
for ith species is obtained from the constitutive relation of the generalized resistive element
R : Rdiff,i. This sub-model shows that the diffusion flow for the ith species is proportional to the
change in partial pressure at the both side of the membrane ∆pi and also the resistance Rdiff,i

depends on the length of membrane LM , diffusion parameter Di and the Henry’s parameter Hi

[73, 79] as represented in equations 3.24 and 3.25, respectively.

ṁdiff,i =
|∆pi| .sign (pi − pj)

Rdiff,i
(3.24)

Rdiff,i =
Hi.LM

Di.Mi.AM
(3.25)

Thus, the global model of the stack, as represented in figure 3.6, is obtained by integrating all
the sub-models (capsules) such as electrochemical, chemical-fluidic, thermal, fluidic and mass
transfer sub-models.

3.2.2 Models of the Components of BoP

BoP plays an important role in operating the electrolyser at desired operating points. The
components of the BoP also contributes to the overall dynamics of the system and greatly
effects the overall performance. The components of BoP varies depending on the configuration
of the electrolyser. The common components as prescribed in word BG (see figure 3.1) such
as: electrical converter, hydrogen and oxygen separator vessels, heat exchanger, cooling and
recirculation systems, purification system, the pneumatically controlled hydraulic valves and
the stack enclosure have been modelled in the form of the capsules and are presented below.

3.2.2.1 Converter Sub-model

Converter provides the control power input to the stack according to the operational point of
the electrolyser. Usually, converter has a very fast response time (less than 0.1s); thus, the
dynamic model of the converter has instantaneous power output. This sub-model is shown in
figure 3.7.
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Figure 3.6: The global model of the stack of the PEM electrolysis system.
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Figure 3.7: BG sub-model of converter subsystem.

Here, physical phenomena of the converter is modelled by using a modulated transformer
(MTf : β) and resistive (R : Rconv) generalized BG elements. In the model, Mse : Vin is the
input voltage to the converter from the electrical source (solar and/or wind source) and Vstack

is the output of the converter which is fed in to the electrolyser for water dissociation. Thus,
using dynamic BG sub-model (figure 3.7), constitutive relations can be derived as

Vstack = β.Vin (3.26)

Pin = Pstack + Pconv (3.27)

Pconv = Pin (1− εconv) (3.28)

where β is the coefficient of transformer, Pin = Vin.Iin denotes input power, Pstack = Vstack.Istack
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denotes output power from the converter which is input to the stack, Pconv denotes the dissipa-
tion power of the converter due to its internal resistance and εconv denotes converter efficiency.

3.2.2.2 Separator Sub-models

Usually gas is collected over water in a vessel and due to the light weight of the gas it goes up
and can be separated from the water. When the gas pressure reaches a certain fixed preset value
in the separator it comes out from the separator vessel to the storage tank. In the electrolysis
system, two separators are used for gas liquid separation: (i) hydrogen separation and (ii)
oxygen separation. The separator subsystem includes the interaction of fluidic, thermal and
chemical phenomena. In the modelling of each separator, it is assumed that the vessel is in
cylindrical shape having a cross-sectional area Asep,i. The BG sub-models of the hydrogen and
oxygen separators are shown in Figs. 3.8(a) and 3.8(b), respectively.

Separator fluidic Phenomena: The hydraulic pressures or the water levels in the Hydrogen
Separator Vessel (HSV) and Oxygen Separator Vessel (OSV) are determined from the continuity
equations and these phenomenons are modelled in the sub-models as in Figs. 3.8(a) and 3.8(b),
respectively.

The hydraulic capacity as a lumped parameter for ith separator (i = H2, O2) is denoted by

Cfl
sep,i = Asep,i/g, where g is gravity. First the entire phenomena are discussed for HSV, and

then likewise these are presented for OSV. Thus, for HSV from figure 3.8(a), using constitutive

relation of C : Cfl
sep,H2

and junction 06, HSV pressure can be obtained as

Psep,H2 =
1

Cfl
sep,H2

∫
(ṁcw,Hsep − ṁsepv − ṁsep,H2) .dt (3.29)

where, Psep,H2 = ρw.g.Lsep,H2 is water pressure in HSV, Lsep,H2 is water level in HSV, ρw is
water density, ṁcw,Hsep is the water mass flow which is the product of known mass fraction
of water xc,w and the mass flow of mixture, ṁc,Hsep (obtained in equation 3.22), ṁsepv is the
water mass flow from the HSV to OSV through the separator valve (modelled using modulated
resistive element MR : Rsepv). The sub-model of the separator valve [199] is highlighted in the
figure 3.8(a). ṁsep,H2 is the water mass flow out from the HSV to cathode side recirculation
circuit.

Separator thermal Phenomena: The thermal capacity of the vessel is modelled by using
lumped parameter, C : Cth

sep,i, whose value depends on cross-sectional area Asep,i and water
level Lsep,i in the vessel. Also, it is assumed that the coefficient of heat transfer of the vessel
is constant. Thus, for HSV from figure 3.8(a), using constitutive relation of C : Cth

sep,H2
and

junction 07, HSV temperature can be obtained as

Tsep,H2 =
1

Cth
sep,H2

∫ (
Ḣc,Hsep − Ḣsepv − Ḣsep,H2 − Ḣhpcv − Ḣsafe − Q̇Henc

)
.dt (3.30)

where, Tsep,H2 temperature inside HSV, Ḣc,Osep is the enthalpy flow of the water and gas mixture
from the cathode side of the stack to HSV and Ḣsep,H2 is the enthalpy flow out from the HSV
to cathode side recirculation circuit and Q̇Henc is the rate of heat loss due to temperature
gradient between HSV and system enclosure. Note that all the enthalpy flow is correlated with
their respective mass flow of water and mixture. The value of the enthalpy flows Ḣgas,i and
Ḣj coupled with mass flows ṁgas,i and ṁj (i = O2, H2; j = tank) can be obtained from the
expression as presented in equations 3.31 and 3.32, respectively. This coupling between thermal
and fluidic phenomena is represented by generalized Rc element.
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Figure 3.8: BG sub-models (a) hydrogen separator and (b) oxygen separator
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Ḣgas,i = ṁgas,i.

(∑
i

Cpi

)
.Tgas,i (3.31)

Ḣj = ṁj .Cpj .Tj (3.32)

where Cpj and
∑
i
Cpi, respectively, denote specific heat constant of water and gas. The thermal

loss, Q̇Henc, is modelled by generalized BG resistive element R : RHsep,enc. Also, the system
enclosure temperature is modelled as BG modulated source of effort element as Mse : Tenc,
which is obtained from the thermal sub-model of the enclosure. Moreover, generalized detector
element De : Lsep,H2 is used which shows the measurement of separator water level that is
further utilized by the controller for controlling the percentage opening of separator valve as
per level set value.

Separator chemical Phenomena: For calculation of partial pressure, P ch
Hsep,i, of the i

th species,

the chemical capacitance is modelled by using lumped parameter, C : Cch
Hsep,i at cathode side

separator, whose value depends on molar massMi, volume VHsep,i of the i
th species, temperature

THsep,i and the gas constant R which is obtained from equation 3.33.

Cch
Hsep,i =

Mi.VHsep,i

R.THsep,i
(3.33)

Thus, for HSV from figure 3.8(a), using constitutive relation of C : Cch
Hsep,i and junction 08/09/

010, gases partial pressures can be obtained as

P ch
Hsep,i =

1

Cch
Hsep,i

∫
ṅci.dt =

1

Cch
Hsep,i

∫ (
ṁc,Hsep.xc,mix.

xc,i
Mi

− ṁgas,H2 .
xc,i
Mi

)
.dt (3.34)

where ṅci denotes gas mass flow rate at cathode side, xc,i and xc,mix, respectively, denote
mass fraction of ith species and gas mixture (hydrogen, oxygen and water vapor) leaving from
cathode side of stack to HSV,ṁgas,H2 is the output gas flow towards purification system. The
total pressure Psep,H2 of the oxygen separator can be obtained from the summation of all the
partial pressures of the gases according to Dalton’s law. The valve and the pipe resistances are
modelled using R elements.

Likewise, the fluidic, thermal and chemical phenomena for the OSV can be represented by
equations 3.35-3.37, respectively. For OSV from figure 3.8(b), using constitutive relation of

C : Cfl
sep,O2

and junction 012, OSV pressure can be obtained as can be written as

Psep,O2 =
1

Cfl
sep,O2

∫
(ṁtank + ṁsepv + ṁaw,Osep − ṁsep,O2) .dt (3.35)

where, Psep,O2 = ρw.g.Lsep,O2 is water pressure in OSV, Lsep,O2 is water level in OSV, ṁtank is
the water mass flow from water tank to OSV. ṁaw,Osep is the water mass flow from the anode
side of the stack to OSV and ṁsep,O2 is the water mass flow out from the OSV to anode side
recirculation circuit. The water mass flow ṁaw,Osep can be obtained using the product of known
mass fraction of water xa,w and the mass flow of mixture, ṁa,Osep, obtained in equation 3.21.

For OSV from figure 3.8(b), using constitutive relation of C : Cth
sep,O2

and junction 013, OSV
temperature can be obtained as

Tsep,O2 =
1

Cth
sep,O2

∫ (
Ḣtank + Ḣsepv + Ḣa,Osep − Ḣsep,O2 − Ḣgas,O2 − Q̇Oenc

)
.dt (3.36)
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where, Tsep,O2 temperature inside OSV, Ḣtank is the enthalpy flow from water tank to OSV,
Ḣsepv is the enthalpy flow from the HSV to OSV through the separator valve, Ḣa,Osep is the
enthalpy flow of the water and gas mixture from the anode side of the stack to OSV and Ḣsep,O2

is the enthalpy flow out from the OSV to anode side recirculation circuit, Ḣgas,O2 is the heat flow
output from OSV towards oxygen circuit and Q̇Oenc is the rate of heat loss due to temperature
gradient between OSV and system enclosure.

For OSV from figure 3.8(b), using constitutive relation of C : Cch
Hsep,i and junction 014/015/

016, gases partial pressures can be obtained as

P ch
Osep,i =

1

Cch
Osep,i

∫
ṅai.dt =

1

Cch
Osep,i

∫ (
ṁa,Osep.xa,mix.

xa,i
Mi

− ṁgas,O2 .
xa,i
Mi

)
.dt (3.37)

3.2.2.3 Cooling and Recirculation Circuits

The desired temperature of the stack is automatically maintained by the cooling and the re-
circulation system by getting the information of hydrogen and oxygen production along with
the information of heat flow in this system. The recirculation system has its own process and
instrumentation diagram which is used to feed the water at desired rate to the stack. In the
current model the recirculation of water is done in each side of the cell, i.e. anode and cathode
side using a recirculating controlled pump. However at anode side, a heat exchanger along with
its own cooling system is also incorporated which mainly maintains the stack temperature by
controlling the input water temperature for the stack. The BG sub-model of this system for
anode and cathode sides in capsule forms are shown in Figs. 3.9(a) and 3.9(b), respectively.

The modelling of the cooling unit of the heat exchanger is also shown in figure 3.9(a). In
the sub-model presented in figure 3.9(a), different pumps are model as the modulated source of
flows Msf : ṁrec,a and Msf : ṁcool, respectively, represent the anode side recirculating pump
and the pump used for cooling of heat exchanger itself. The thermal capacity is modelled by the
lump parameter C : Cth

rec,a. Thus, from the figure 3.9(a), using constitutive relation of C : Cth
rec,a

and junction 019, anode side recirculation temperature can be obtained as

Trec,a =
1

Cth
rec,a

∫ (
Ḣsep,O2 − Ḣrec,a − Q̇Orec,enc − Q̇cool

)
.dt (3.38)

where the enthalpy flows in the anode side recirculation system Ḣsep,O2 and Ḣrec,a are calculated
from the equation 3.32. The heat dissipation, Q̇Orec,enc, due to temperature gradient between
recirculation system and enclosure is modelled by BG generalized resistive element R : ROrec,enc

and Q̇cool is the extracted rate of heat flow by the heat exchanger which is modelled by using
resistive element R : Rhtex. In order to calculate the Q̇cool, the Number of Transfer Unit (NTU)
technique is used for heat exchanger [200].

Likewise, for the sub-model of cooling unit of the heat exchanger in figure 3.9(a), using
constitutive relations of C : Cth

cool, C : Cth
cold and junctions 020, 021 temperatures Tcool, Tcold can

be obtained as

Tcool =
1

Cth
cool

∫ (
Ḣcold − Ḣcool + Q̇cool

)
.dt (3.39)

Tcold =
1

Cth
cold

∫ (
Ḣcool − Ḣcold − Q̇cold

)
.dt (3.40)

where Tcool, Tcold and Cth
cool, C

th
cold are the temperatures and thermal heat capacities of cooling

system of heat exchanger and cooling tank for the coolant, respectively. In sub-model of cool-
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Figure 3.9: BG recirculation sub-models (a) anode side including cooling circuit and (b) cathode
side.

66



ing unit in figure 3.9(a), Msf : ṁcool represents the coolant mass flow which is used for the
calculation of Ḣcool and Ḣcold using equation 3.32 with temperatures Tcool and Tcold, respectively.

Likewise, using the sub-model of recirculation system in cathode side as shown in figure
3.9(b), using constitutive relation of C : Cth

rec,c and junction 023, cathode side recirculation
temperature can be obtained as

Trec,c =
1

Cth
rec,c

∫ (
Ḣsep,H2 − Ḣrec,c − Q̇Hrec,enc

)
.dt (3.41)

where the enthalpy flows in the cathode side recirculation system Ḣsep,H2 and Ḣrec,c are cal-
culated from the equation 3.32. The lump parameter C : Cth

rec,c is used to model its thermal
capacity towards the cathode side.

3.2.2.4 Hydrogen Purification Subsystem

This unit purifies the gas according to the preset hydrogen purity level required for the particular
application. A dryer is used which removes the unwanted moisture from the gas by adsorbing
the fraction of water content in it. The modelling of this unit requires the coupling of thermal,
chemical and fluidic phenomena. The BG sub-model of the purification subsystem is shown
in figure 3.10. The lump parameters C : Cth

dry, R : Rdry,enc, R : Rdry, R : Rexhaust, C : Cch
dry,

C : Cch
ads and RS : Rads are, respectively, used to model the thermal capacity, thermal resistance,

internal pneumatic resistance, exhaust resistance, dryer chemical capacity, water adsorption
capacity and the adsorption resistance of the unit. Here, element RS : Rads is used to couple
the chemical and thermal phenomena of the unit. According to figure 3.10, using constitutive
relation of C : Cth

dry and junction 028, dryer temperature Tdry can be obtained as

Tdry =
1

Cth
dry

∫ (
Ḣhpcv + Ḣads − Ḣpuri − Q̇dry,enc − aeQ̇exha

)
.dt (3.42)

where Ḣhpcv is the enthalpy flow coming through hydrogen pressure control valve, Ḣads =
ṅH2O
ads .∆Hads is the enthalpy flow due to fraction of water adsorption with molar flow ṅH2O

ads

in the reaction, Ḣpuri enthalpy flow out from the purification system toward hydrogen
production, Q̇dry,enc is the rate of heat loss due to temperature gradient between dryer unit
and system enclosure and Ḣexha is the enthalpy flow when the exhaust valve is on (ae = 1).

Likewise, according to figure 3.10, using constitutive relations of C : Ct
dry,i and junction

024/026 for partial pressures pdry,i of oxygen and hydrogen gases, respectively, and C : Cch
dry,j

and junction 025 for partial pressure pdry,j of water vapour can be obtained as

pdry,i =
1

Cch
dry,i

∫ (
ṁhpcv.

xi
Mi

− ṁpuri.
xi
Mi

)
.dt (3.43)

pdry,j =
1

Cch
dry,j

∫ (
ṁhpcv.

xj
Mj

− ṁpuri.
xj
Mj

− ṅj
ads

)
.dt (3.44)

where ṁhpcv is the mass inflow coming through hydrogen pressure control valve, ṁpuri mass
outflow from the purification system towards hydrogen production, xi and xj are the respective
mass fractions. The capacities Cch

dry,i and Cch
dry,j can be similarly obtained from equation 3.33 for

the different species. The total pressure Pdry of the dryer is the summation of partial pressure
of the gases.
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Figure 3.10: BG sub-model purification subsystem

3.2.2.5 System Enclosure

The major subsystems of the electrolysis system are kept inside an enclosure which is designed
according to the environmental requirements and the different functions of the subsystems. The
enclosure temperature is maintained at desired temperature by designing the proper venting
system and providing the fan/blower for its cooling. The BG sub-model of the system enclosure
is shown in figure3.11. In this sub-model, the fan is modelled by the source of flow generalized
BG element (MSf : ṁfan) to represent the mass flow of air and the atmospheric temperature
is modelled as the source of effort generalized BG element (MSe : Tatm). The thermal capacity
and the thermal resistance are modelled by the lumped parameters using C : Cth

enc and R : Renc.
Thus, from figure 3.11, using constitutive relation of C : Cth

enc and junction 029, enclosure
temperature Tenc can be obtained as

Tenc =
1

Cth
enc

∫ (
Q̇sbs + Ḣin,fan − Ḣout,fan − Q̇enc,atm

)
.dt (3.45)

where Q̇sbs is the summation of all the rate of heat losses from the different subsystems to the
enclosure, Ḣin,fan and Ḣout,fan are the rate of heat enthalpy in to the enclosure and out from
it which depend on the specific heat (CP,air) and the mass flow of air (ṁfan). Also, Q̇enc,atm is
the rate of heat loss to the atmosphere.

3.3 Efficiency of the PEM Electrolysis System

For analyzing the performance of the electrolysis system, efficiency is also the one of the most
important parameters whose definition mainly depends on the different operating conditions
and the system designs. Here, the efficiency is defined in the two levels: (i) cell/stack level (ii)
system level including the auxiliaries. Here, it is also assumed that the cell operating voltage
is always greater than the thermal-neutral voltage. Also, operating temperature is below the
boiling point of water and water supplied in the liquid form. The real output of the system is
only the useful hydrogen produced. Oxygen is not considered as a real output of the system,
however it is also produced along with hydrogen.
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3.3.1 Efficiency of Cell/stack

For the dissociation of water in electrolysis process, a fixed amount of energy is required, which
is equal to the summation of Gibbs free energy, ∆GR, and energy due to entropy change, T∆SR,
and this summed energies is called the enthalpy, ∆HR, of the electrolysis reaction. Here ∆GR

is the minimum amount of energy that must be supplied by the electrical input by assuming
the rest of energy is thermally contributed by T∆SR term. The change in enthalpy (∆HR)
and Gibbs free energy (∆GR) can be obtained from the chemical kinetics of the reaction as
286 kJ/mol and 237 kJ/mol, respectively, at standard temperature and pressure conditions,
that equivalently represented in the form of standard electrode potential as 1.23 V and thermo-
neutral potential as 1.48 V, respectively [93]. In the calculation of standard electrode potential
in reversible condition, it is assumed that all the thermal energy along with electrical energy
are contributed in the electrolysis reaction based on Lower Heating Value (LHV) that does
not include enthalpy of evaporation of water. However, in the calculation of thermo-neutral
potential it is assumed that only electrical energy is contributed in the electrolysis reaction
based on Higher Heating Value (HHV) that includes enthalpy of evaporation of water. Thus,
the efficiency calculation of an electrolysis system is based on either the HHV or the LHV and
it should be quoted while mentioning the efficiency of the system. Thus, the efficiency can be
defined as the ratio of energy or power content of the hydrogen produced based on HHV or LHV
and the input electrical energy or power to the system. Usually, HHV is preferred over LHV to
calculate the efficiency of an electrolysis system supplied with liquid water, as the enthalpy of
evaporation has to be provided by the process and it is represented as in equation 3.46 [28].

εHHV
cell =

HHV.η̇H2

Pelec
=

HHV.η̇H2

Ecell.Icell
(3.46)

where η̇H2 is molar flow of hydrogen and Pelec is electrical DC input power to the electrolysis
cell.

Efficiency (εdiss) for water dissociation can also be defined as the ratio of energy requirement
in reversible condition (Enrev) to the energy requirement in irreversible condition (Enirrev).

εdiss =
Enrev

Enirrev
(3.47)

Thus, based on equation 3.47, other important efficiencies such as: voltage efficiency and current
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or Faradaic efficiency are also defined. Voltage efficiency can be obtained as the ratio of thermal-
neutral voltage to the actual cell voltage at any operating condition, assuming the cell is always
operating at a voltage above the thermal-neutral voltage. Thus, voltage efficiency is given as

εvolt = εdiss =
Enrev

Enirrev
=

nFEtn

nFEcell
=

Etn

Ecell
(3.48)

Voltage efficiency as defined in equation 3.48 can be analytically represented in the form of any
operating temperature T < 393.15K as [201, 202]

εvolt =
1.485− 1.49× 10−4 (T − T0)− 9.84× 10−8(T − T0)

2

Ecell
(3.49)

The voltage efficiency as presented in equation 3.48 is valid with the assumption that the
current supplied to the cell is fully converted into electro-chemical reaction of water dissociation.
However, this is not the real situation in the cell operation due to the presence of some stray
current in the cell and the unintended side reactions. Furthermore, gases permeation through
PEM and successive recombination to water and leakage of gas leads to a loss of actual produc-
tion of hydrogen. To consider this, the current or Faradaic efficiency εcurr is defined, which is
the ratio of actual hydrogen produced (η̇H2,act) to the theoretically hydrogen produced (η̇H2,th)
based on Faraday’s law.

εcurr =
η̇H2,act

η̇H2,th
=

η̇H2,act

(I/nF )
(3.50)

Thus, the overall cell efficiency can be obtained by multiplying voltage and current efficiency as

εcell = εvolt.εcurr (3.51)

3.3.2 Efficiency of System Including the Auxiliaries

Electrolysis system includes the various other supporting subsystems and auxiliaries for the
production of green hydrogen. Every auxiliaries and subsystems have their own efficiency which
can be estimated or supplied by the manufacturer. It is assumed that an imaginary boundary
is considered that includes the electrolysis cell and the supporting auxiliaries for defining the
system efficiency. Here, solar and/or wind subsystems are excluded for defining the system
efficiency. Thus, the efficiency of the complete system is ratio of the energy content of hydrogen
produced and the total amount of energy consumed and it is given as

εHHV
syst =

HHV.η̇H2

Psyst
=

HHV.η̇H2

Pelec/εconv
+ Ppump + Phtex + Pother

(3.52)

where Psyst is the total amount of energy or power consumed in the considered system, Pelec

denotes electrical DC input power and εconv denotes converter efficiency, Ppump denotes pump
input power, Phtex denotes input power to heat exchanger and Pother denotes input power to
other auxiliaries. However, there is always confusion and misunderstanding which heating value,
i.e. LHV or HHV, should be used in efficiency calculation. To eliminate this confusion, efficiency
can be represented in terms of power consumed by the electrolysis system, which represents the
amount of electrical energy consumed by the system to produce one kilogram (kWh/kg of H2)
or one normal cubic meter (kWh/Nm−3 of H2) of hydrogen.

It is noted that the efficiency calculation is constant when the electrical power input is
constant. But, due to use of intermittent and time varying input sources (solar and/or wind
power), the value of efficiency changes with time. Thus, this needs the instantaneous calculation
of efficiency [26].

70



3.4 Global Model and Block Diagram Representation

Once the sub-models of all the components are developed using BG in the capsule form, they
provides a model library to develop the global model for the PEM electrolysis. Depending on
the configuration of the system, these sub-models can be assembled in order to represent the
global model of the system. Figure 3.12 shows the global model of the PEM electrolysis system
developed under BG approach. However, it is not possible to show a detailed global BG model
for whole electrolyser here due to readability issue.

V_stack I_stack

ENCLOSURE
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Figure 3.12: Global BG model of a PEM electrolysis system.

From implementation point of view, these BG models are also converted into block diagram
representation in MATLAB® Simulink. As an example, figure 3.13 shows the block diagram
representation of the PEM electrolysis stack in MATLAB® Simulink. The sub-models in the
block diagram representation also then serves as a library to assemble the global model of the
PEM electrolyser directly in the MATLAB® Simulink.

3.5 Conclusion

A generic dynamical multi-physics model of PEM electrolyser was presented in this chapter. The
modular approach using BG technique was implemented to develop the capsules representing the
sub-components of the PEM water electrolyser. The global model of the PEM water electrolyser
is obtained by connecting the capsules as per the system configuration. The developed model is
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Figure 3.13: Block diagram representation of the PEM stack.

also converted into block diagram in MATLAB® Simulink environment from implementation
point of view. The parameter estimation, validation and application of the developed model is
discussed in chapter 5. The model was also extended to the AEM electrolysis cell (see appendix
A). The developed model is further utilized for the development of diagnosis algorithms for PEM
water electrolysis system. The BG model based robust diagnosis for PEM water electrolysis
system is discussed in the next chapter.
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Model based robust diagnosis for
PEM Electrolyser
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PEM based water electrolysis is a widely used technique due to its high reliability and
performance. PEM electrolyser clubbed with renewable energy sources is emerging as a great
way of storing surplus green electricity in the form of hydrogen that can be used later to either
regenerate electrical energy or for various industrial applications. Monitoring of these systems
for faults is of uttermost importance in order to ensure the correct operation and safety of the
system as well as of its surroundings. PEM electrolysers are susceptible to numerous faults
that need to be detected on time. Some of these faults are very critical and if they are not
detected on time, can cause damage to the electrolyser itself as well as its surroundings. Figure
4.1 shows the basic schematics of a PEM water electrolyser. When the DC is applied across
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Figure 4.1: Schematics of a PEM water electrolyser

the cell, the water gets split into positive hydrogen atoms, oxygen gas, and free electrons at the
anode. These positive hydrogen atoms move through the PEM towards the cathode where they
receive electrons from the DC source and forms hydrogen gas. The working principle of PEM
electrolysis is well illustrated in section 2.1 and can also be read in detail from [12, 203]. The
PEM electrolysis cell/stack receives water on the anode side, through a pump, as a consumable
as well as a carrier for the generated oxygen. The water feeding to the cathode side is optional.
The electric converter provides the required electric power to the cell for electrolysis.
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4.1 Diagnosis Background for PEM Water Electrolysers

The fault can occur at different components level although the cell/ stack has been the area of
interest for previous studies as it is more susceptible to faults due to its complexity [64, 73, 122,
204, 205]. The cell/stack has non-linear behavior and includes multi-physics phenomena (such
as electrical, chemical, thermal, fluidic) coupled together which adds to its complexity.

The MEA in the PEM electrolysis cell is the most common point of failure due to a number
of reasons such as drying of the membrane, perforation of the membrane, mechanical failure of
the cell due to improper handling, corrosion, overheating [202]. Most of the faults in the cell
tend to change the cell voltage and thus reducing efficiency. The degradation of the cell also
shows the same effect but the change is gradual. The fault in the cell could also be a result of
the fault in some other components. For example, the drying of the membrane could be the
result of the leakage in the cell, or recirculation circuit, or it can occur due to the failure of the
pump feeding water to the cell [178]. Therefore, it becomes absolutely necessary to take into
account the faults in the auxiliaries in addition to the stack. Table 4.1 summarises the possible
faults in a PEM electrolyser and their indicators.

A look into the literature on the diagnosis of PEM electrolyser shows that most of the
work is based on the monitoring of the system using different techniques that include electrical
measurements, electrochemical impedance spectroscopy measurements, thermal imaging, visual
inspection etc. [178, 205, 206]. These methods are usually offline, invasive, and costly as specific
equipment are required for diagnosis. Also, sometimes the modification of the system is required
in order to be able to perform the detection of a fault. Thus, there is a need for software-based
diagnosis that can be implemented for the PEM electrolyser with the existing sensors. The aim
of a suitable diagnostic approach is to detect and isolate system faults in real-time. This is
done by continuously comparing the measured data from the system with the expected values
according to the operating conditions [64].

Different diagnostic approaches can be crudely classified into model-based and non-model
based/ data-driven approaches, Model-based approaches take advantage of the knowledge of the
physical laws that govern the system. The residuals are evaluated from the measured data and
the output of the model [122]. The change in the residual is the fault indicator. In non-model
based approaches the information of the fault is obtained through the signal processing based
on the database available for both normal and faulty operating conditions [64]. Non-model
based techniques are faster and require less computational power for real-time monitoring as
compared to the model-based techniques, but, it is very difficult and expensive to generate a
database for all faulty operating conditions. Model based diagnosis approaches, on the other
hand, helps in robust fault detection [175]. There is not much work done on the model based
diagnosis for PEM electrolysers. Lebbal and Lecœuche have proposed a parity space based
diagnosis algorithm which considers a simple static electrical model and thermal dynamics only
[122]. Thus, it can be used for detecting a limited range of faults. A lot of work has been
done for the modelling of PEM electrolysers but most of the work is limited to phenomena
understanding and performance evaluation [6, 128, 152]. Graphical dynamical models have also
been proposed for modelling the complex dynamics of the PEM electrolysers, but have not been
exploited for model-based diagnosis [6, 15]. BG is a powerful tool that is used for developing the
FDI algorithms for complex multi-physics systems [175]. BG delivers a robust FDI by exploiting
the structural and causal properties of the model.

A model-based multi level diagnosis, using the model developed in 3, under BG paradigm
for real-time monitoring of PEM electrolyser is proposed in this chapter. The schematics of the
multi-level diagnosis approach is presented in figure 4.2. The DBG model (derivative causality)
for each subsystem can be obtained from its corresponding BG model (integral causality).

74



Table 4.1: List of possible faults that can occur in PEM electrolyser

Faults in Electrolyser Subsystems

Subsystem Fault Fault Indicator

Membrane (Stack)

Resistance Change due to contamination
of foreign chemical pollutants in the flow of

water
Voltage and Current

Resistance Change due to chemical
corrosion

Voltage and Current

Decomposition of the polymer chain i.e.
chemical attack on membrane material.

Voltage and Current

Membrane shrinking/swelling that depends on
the cyclic changes in the hydration level

Voltage and Current

Pinhole formation due to cyclic shrinkage and
swelling (crossover increase)

Voltage and Current

Cell short-circuit Voltage and Current
Physical damage due to freezing Voltage and Current

Degradation due to intermittent and
flexible operation

Voltage and Current

Overheating causes membrane
materia ldegradation

Voltage and Current

Catalysts Layers
(Stack)

Loss of catalytic sites due to surface
contamination and corrosion

Voltage and Current

Washed out catalyst particles during
operation

Voltage and Current

Degradation due to H2–O2 recombination
with platinum catalyst at cathode

Voltage and Current

Micro-porous and Gas
Diffusion Layers (Stack)

Surface/interface degradation due
to corrosion

Voltage and Current

Increase in contact resistance due
to degradation

Voltage and Current

Bipolar Plates with
Flow channels (Stack)

Surface degradation due to corrosion
vs oxidation in contact with deionized water

Voltage and Current

Increase in contact resistance due to
degradation and uneven current distributions

Voltage and Current

Mechanical failure due to ageing effects Voltage and Current

Gasket and seals
(Stack)

Mechanical failures due to ageing
and compression

Voltage and Current

Compression or End
Plates (Stack)

Mechanical failures due to inappropriate
handling

Voltage and Current

Hydrogen Separator

Separator valve not working
(stuck-on or stuck-off)

Increase in the level of
water than set value.

Leakage of Water Not enough pressure
Leakage of gas Not enough pressure

Oxygen Separator Same faults as of Hydrogen Separator

Cathode side
recirculation

circuit

Pump Is faulty Not enough flow rate
Leakage of water Not enough Pressure

Blockage Not enough flow rate

Anode side
recirculation circuit
with cooling circuit

Pump Is faulty Not enough flow rate
Leakage of water Not enough Pressure

Heat exchanger (cooling Unit) not working Temp. not maintained
Blockage due to foreign object Not enough flow rate

Purification Unit
Leakage of hydrogen Not enough Pressure
Dryer not working Moisture in the output gas

Enclosure Fan not working Increase in system temp.
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These DBG models capsules can be assembled to obtain a global diagnostic model of the PEM
electrolyser. The global model can be used for the overall detection of the fault in the electrolyser
when the electrolyser is a subsystem of another system such as in the case of PEM electrolyser
running on the RES. Also, each DBG model of the subsystems can be used for the diagnosis at
the subsystem level, if the subsystem can be decoupled from rest of the system by knowing the
inputs and outputs (by measurement) to the subsystem concerned.Diagnosis in Double layer

Global Diagnosis

Subsystem - S2
Subsystem - SnSubsystem - S1

….
Comp-S11 Comp-S12 Comp-S1C

... Comp-Sn1 Comp-Sn2 Comp-SnC...

Comp-S21 Comp-S22 Comp-S2C
...

Figure 4.2: Multi level diagnosis for PEM electrolyser

For FDI the residuals are generated from ARRs systematically deduced from the BG model
of PEM electrolyser. For strengthening the FDI algorithm against uncertainties, LFT BG is
utilised [194, 195]. ARRs are the relations that are obtained from the junction equations in DBG
and are expressed in the terms of known variables and parameters of the system. Numerical
computation of these ARRs gives the residuals that are used to detect the occurrence of the
fault (during normal operation, and without any disturbances and uncertainties, the numerical
value of the ARR is equal to zero).

4.2 Model based diagnosis using BG

BG is a well-developed graphical modelling technique in which the systems or subsystems can be
modelled with few elements (Se: source of effort, Sf : source of flow, R: resistance (dissipation
of energy), C: capacitance (potential energy storage), I: inductance (kinetic energy storage),
Tf : transformer and Gy: gyrator (for energy conversion between different physical domains),
etc.) that represent physical phenomena. Irrespective of the physical domain the nature of
these elements remains unchanged. Half arrows known as power bonds are used to connect
these elements. These bonds represent the power exchange between the elements where the
power is a product of generalized effort and flow. Therefore, BG is a unified approach that can
be used in a similar way for the systems that belongs to different physical domains. The basics
of the BG technique and its application for the modelling and FDI into process engineering
si presented in appendix B. Moreover, LFT BG can be implemented for obtaining a robust
diagnosis (for avoiding false alarm) by generating thresholds that are adaptable with respect to
the degree of uncertainties in the parameters [194, 195].

4.2.1 Diagnostic BG model of PEM electrolysis cell/stack

For the development of diagnosis algorithms, BG model in derivative causality is preferred over
integral causality (used for simulations and study of the system behaviour [196]). Causality

76



represents the relationship between cause and effect in BG. Derivative causality does not require
the knowledge of system initial conditions (initial conditions are not clearly known for diagnosis
and hence avoided). In DBG model, the sensors are considered as a source of effort and source
of flow elements. The DBG model of the cell/stack of PEM water electrolysis is shown in
Figure 4.3, where different sub-models related to electro-chemical, chemical, thermal and fluidic
phenomena have been highlighted.
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Figure 4.3: DBG model of the cell/stack of PEM water electrolyser

4.2.1.1 Electro-chemical Sub-model

Electrical sub-model represents the relationship between the voltage applied to the cell (Ecell)
and the voltage required for actual electrolysis known as reversible voltage (Erev).A significant
amount of the applied voltage is lost due to the losses (such as activation losses, ohmic losses
and mass transport losses) which occur in the cell/stack. These losses are termed as overvolt-
ages. The relation of different overvoltages with Ecell is modelled using 1-junction. Different
overpotential losses are modelled by two-port RS resistive elements, i.e. Rohm, Ract,a, Ract,c and
Rmt , respectively, denote Ohmic loss (Eohm from membrane, electrolyte, etc.), anode activation
loss (Eact,a), cathode activation loss (Eact,c) and mass transport loss (Emt) whose relations are
given as [194]

Eohm = Icell.Rohm (4.1)

Eact, k =
R.Tst

αk.n.F
.arcsinh

(
Icell

2.I0, k

)
; k = a, c (4.2)

Emt =
R.Tst

2.β.F
ln

(
1 +

Icell
IL

)
(4.3)
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where αk and I0,k are, respectively, the symmetry factor and standard current exchange density
at kth electrode, R is the ideal gas constant, Tst is the cell/stack temperature, β is the diffusion
constant and IL is limiting current due to mass transport. Here, RS elements couple the elec-
trical energy domain with the thermal energy domain, where Q̇irr is the cumulative irreversible
rate of heat due different losses in resistors Rohm, Ract,a, Ract,c and Rmt. Also, the phenom-
ena related to electrical and chemical are coupled by using Tf : 1/2F element that connects
reaction rate ζ̇ with cell current Icell and thermo-dynamical potential (Erev) with Gibb’s free
energy (∆GR) using Faraday’s law as

ζ̇ =
Icell
n.F

,Erev =
∆GR

n.F
(4.4)

where n is number of electrons and F is Faraday’s constant.

4.2.1.2 Chemical Sub-model

Chemical sub-model helps in establishing the relations for the generation of hydrogen and oxygen
and consumption of water. In the chemical sub-model, ∆GR relation with the different affinity
(Ai) is modelled by using 1-junction and rate (mol/s) of consumed reactant and produced gases
by Tf : vi as

∆GR = AH2 +AO2 −AH2O (4.5)

ṅi = νi.ζ̇ = νi.
Icell
n.F

(4.6)

where ṅi is the molar flow and vi is the stoichiometry co-efficient. Also, Tf : f(pi) is the
transformation from fluidic to chemical potential, µi (Tst, pi) = µ0

i +RTln(ai), chemical activity
ai is equal to partial pressure (pi) of the ith species.

4.2.1.3 Fluidic Sub-model

Fluidic model is based on the conservation of mass flows on both anode and cathode sides. In
fluidic sub-model, C : Cano and C : Ccat are, respectively, the capacity of storage of matters
at anode and cathode side, field resistive element R : Rdiff,i, i.e. R : Rdiff,H2, R : Rdiff,O2,
R : Rdiff,H2O, transformer Tf : neo.MH2O model the resistances for hydrogen crossover, oxygen
crossover, water crossover from cathode to anode, electro-osmosis drag from anode to cathode,
respectively. The mass flow conservations at anode and cathode are modelled by respective 0-
junctions, where ṁa,Osep, ṁc,Hsep and ṁrec,a, ṁrec,c, are the fluid outflows from the stack and the
pumped water at the anode and cathode side, respectively; and ṁcons,H2O, ṁprod,H2, ṁprod,O2

and ṁeo,H2O, respectively, are the consumed water, hydrogen produced, oxygen produced and
electro-osmosis drag water. The constitutive relations for element R : Rdiff,i and electro-osmosis
drag are given as [194]

ṁdiff,i =
∆Pi

Rdiff,i
(4.7)

ṁeo,H2O = neo.MH2O.ζ̇ = neo.MH2O.
Icell
n.F

(4.8)

where ∆Pi = (pc,i−p(a, i) is the difference in partial pressure at cathode and anode, xci and xai
are the respective mass fractions (for calculating partial pressures), neo is the electro-osmosis
drag coefficient and Mi is the molar mass of the ith species. Also, in the DBG model, Rhyst,a

and Rhyst,c denote the internal hydraulic resistances at anode and cathode sides of fluidic flows,
respectively.
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4.2.1.4 Thermal Sub-model

In thermal sub-model, C : Cst and R : Rst model the stack’s thermal capacity and dissipative
resistance, respectively. Thermal capacity C : Cst is associated with the stack temperature
using different enthalpy rates such as Ḣrec,a), Ḣrec,c and Ḣa,Osep, Ḣc,Hsep due to pumped water
from OS, from HS (optional) and fluid exit to OS and exit to HS from stack, respectively, and
Q̇irr due to irreversible losses, Q̇S due to entropy change in endothermic reaction and Q̇st,enc

due to temperature gradient between stack and enclosure. The RC element shows coupling of
fluidic to thermal flows.

4.2.1.5 Pump Sub-model

The pump that is used to feed the water to the cell from the separator tank is modelled as a
source of flow with the following characteristic equations

ṁP = Φ(Icell) =


k.Icell for 0 < Icell ≤ Imax

k.Imax for Icell > Imax

0 otherwise
(4.9)

where ṁP is the flow imposed by the pump, Imax is the saturation current.

4.2.2 ARR generation using LFT BG

ARRs are the relations that are obtained from the junction equations in DBG and are expressed
in the terms of known variables and parameters of the system. Numerical computation of these
ARRs gives the residuals that are used to detect the occurrence of the fault. During normal
operation, and without any disturbances and uncertainties, the numerical value of the ARR is
equal to zero. However, practically the value is non-zero due to sensor noise and parameter
uncertainties. Hence it is required to use adaptive thresholds to account for robust diagnosis.
Also, in the presence of high noise in the measurement data, the signals need to be filtered. The
systematic extraction of ARRs from DBG has been discussed in B.2 and can be found elsewhere
in details [175]. The real measurements obtained from the different sensors, such as cell current
(Icell), stack temperature (Tst), pressures at anode (Pano) and cathode (Pcat), mass flows from
stack to oxygen separator (ṁa,Osep) and to hydrogen separator (ṁc,Hsep) are the inputs to the
DBG model. As developed in [128], the candidate ARRs are represented by conservative law
equation deduced from ”1” (sum of efforts = 0) and ”0” junction (sum of flows = 0) associated
with at least one sensor in considered junction.The unknown variables are then eliminated using
causal covering paths. Based on this, the following candidate ARRs can be generated:

ARR1 = Erev + Eohm + Eact,a + Eact,c + Emt − Ecell (4.10)

ARR2 =
ṁa,Osep − ṁrec,a − ṁprod,O2 + ṁcons,H2O + Cano.

dPano
dt + ṁeo,H2O

−ṁdiff,H2 − ṁdiff,H2O + ṁdiff,O2
(4.11)

ARR3 =
ṁc,Hsep − ṁrec,c − ṁprod,H2 − ṁeo,H2O + Ccat.

dPcat
dt − ṁdiff,O2

+ṁdiff,H2O + ṁdiff,H2
(4.12)

ARR4 = Pa,Osep − Pano − ṁa,Osep.Rhyst,a (4.13)
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ARR5 = Pc,Hsep − Pcat − ṁc,Hsep.Rhyst,c (4.14)

ARR6 = Cst.
dTst

dt
− Ḣrec,a − Ḣrec,c − Q̇irr + Q̇S + Ḣa,Osep + Ḣc,Hsep + Q̇st,enc (4.15)

ARR7 is obtained from the characteristic equation of the pump (ϕ(Icell)) used for feeding
water to the anode side and the measurement through the flow sensor QP and is written as

ARR7 = Φ(Icell)−QP (4.16)

The pump on the cathode side is optional and depends on whether the water is fed to the
cathode side or not. ARR can be generated in a similar way if the pump for the cathode side
also exists (not considered here).

However, ARRi (i = 1, 2..., 7) presented in equations 4.10 to 4.16 show the nominal part
of ARRs. To account for different uncertainties in parameters, system is usually modeled in
LFT, called DBG-LFT model [195]. For example, uncertainties in the parameter RS : Rohm

and current sensor Icell can be detached from their nominal part and can be presented as

R∗
ohm = Rohm ±∆Rohm (4.17)

I∗cell = Icell ±∆Icell (4.18)

where R∗
ohm, I

∗
cell are the real and Rohm, Icell are the ideal resistance and current, respectively;

∆Rohm = δRohm
.Rohm and ∆Icell are the respective uncertainties. Thus, constitutive relation

for R∗
ohm is given by the Ohm’s law as

E∗
ohm = I∗cell .R

∗
ohm = (Icell ±∆Icell). (Rohm ±∆Rohm)

≈ (Icell.Rohm ±∆Icell.Rohm)± (Icell.δRohm
.Rohm)

≈ (Eohm ±∆Icell.Rohm)± wRohm

≈ E
′
ohm ± wRohm

(4.19)

Hence, the real Ohmic loss Eohm
∗ in real cases is represented by LFT model as shown in

figure 4.4. Likewise, uncertainties in other parameters can be modelled (the methodology has
been discussed in B.2).

Thus, the residual evaluated with real measurements and parameters is presented as

ri = rni ±∆ri (4.20)

where rni is the nominal part and ∆ri is the uncertain part. The uncertain part provides
the residual bounds, called as adaptive thresholds. During normal operation residual is within
the adaptive thresholds and in case of any degradation in any part residual crosses the adaptive
thresholds.

After replacing all the unknown variables in terms of known parameters and measurements
variables of the system, the residuals, equations 4.10 to 4.15, are rewritten as

r1 =
E0

rev +
R.Tst
n.F ln

(
(PH2)

νH2 . (PO2)
νO2

(aH2O)νH2O

)
+ Icell.Rohm + R.Tst

αa.n.F
arcsinh

(
Icell

2.I0, a

)
+ R.Tst

αc.n.F
arcsinh

(
Icell

2.I0, c

)
+ R.Tst

2.β.F ln
(
1 + Icell

IL

)
− Ecell ±∆r1

(4.21)
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Figure 4.4: A LFT model for uncertainties in resistor and current sensor

r2 =
ṁa,Osep − ṁrec,a − νO2.MO2.

Icell
n.F + νH2O.MH2O.

Icell
n.F + Cano.

dPano
dt

+neo.MH2O.
Icell
n.F − ∆PH2

Rdiff,H2
− ∆PH20

Rdiff,H20
+ ∆PO2

Rdiff,O2
±∆r2

(4.22)

r3 =
ṁc,Hsep − ṁrec,c − νH2.MH2.

Icell
n.F − neo.MH2O.

Icell
n.F + Ccat.

dPcat
dt

− ∆PO2
Rdiff,O2

+ ∆PH20
Rdiff,H20

+ ∆PH2
Rdiff,H2

±∆r3
(4.23)

r4 = Pa,Osep − Pano − ṁa,Osep.Rhyst,a ±∆r4 (4.24)

r5 = Pc,Hsep − Pcat − ṁc,Hsep.Rhyst,c ±∆r5 (4.25)

r6 =

Cst.
dTst
dt − ṁrec,a.CP,H2O.Trec,a − ṁrec,c.CP,H2O.Trec,c − I2cell.Rohm

− R.Tst
αa.n.F

arcsinh
(

Icell
2.I0, a

)
.Icell − R.Tst

αc.n.F
arcsinh

(
Icell

2.I0, c

)
.Icell

−R.Tst
2.β.F ln

(
1 + Icell

IL

)
.Icell +

Icell
n.F .Tst.∆SR + ṁa,Osep.CP,fluid.Ta,Osep

+ṁc,Hsep.CP,fluid.Tc,Hsep +
Tst−Tenc

Rst
±∆r6

(4.26)

r7 = Φ(Icell)−QP (4.27)

4.2.3 FSM and Coherence Vector

FSM is the matrix that shows the relationship between the faults and ARRs [207]. The elements
of the FSM can take a value of either 0 or 1 depending on the following condition

FSMji =

{
1 when ARRi is sensitive to parameter Pj

0 otherwise
(4.28)

Each row of the FSM represents the signature for the considered fault. According to different
sensitivity of residuals, equations 4.21 to 4.27, FSM for the system can be obtained [128, 206].
FSM for the PEM water electrolysis cell/stack is shown in Table 4.2. The column ID represents
the detectability or monitorability of the fault. If the value of ID = 1, the fault is detectable
in the corresponding row component; and if the value of ID = 0, it is non-detectable. The
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Table 4.2: FSM for PEM electrolyser cell/stack

Phenomenon↓ ARR→
Fault↓ r1 r2 r3 r4 r5 r6 r7 ID IC

Rohm 1 0 0 0 0 1 0 1 0

Ract,a 1 0 0 0 0 1 0 1 0

Ract,c 1 0 0 0 0 1 0 1 0
Electro-chemical

Rmt 1 0 0 0 0 1 0 1 0

Rdiff,H2 0 1 1 0 0 0 0 1 0

Rdiff,O2 0 1 1 0 0 0 0 1 0

Rdiff,H2O 0 1 1 0 0 0 0 1 0

neo 0 1 1 0 0 0 0 1 0

Cano 0 1 0 0 0 0 0 1 1

Ccat 0 0 1 0 0 0 0 1 1

Rhyst,a 0 0 0 1 0 0 0 1 1

Rhyst,c 0 0 0 0 1 0 0 1 1

Fluidic

Fpump,a 0 0 0 0 0 0 1 1 1

Thermal Rst 0 0 0 0 0 1 0 1 1

column IC denotes the faulty component’s isolability index. If the value of the IC = 1, the
faulty component is isolable and if the value of IC = 0 it is non-isolable.

Table 4.2 shows the FSM for the PEM electrolyser.
The column ID of table 4.2 represents the monitorability of the faults. Value of 1 means

that the fault is monitorable and 0 means non-monitorable. As it can be seen from the table
all the faults considered are monitorable. The column Ib of table 4.2 represents the isolability
of the faults. Value of 1 means that the fault is isolable and 0 means non-isolable. The faults
cannot be isolated if the signatures of more than one fault are the same.

For the real-time monitoring of the system, the ARRs values/residuals are continuously
monitored using a coherence vector (in binary format), represented as in (4.29), and whose
elements ci are evaluated using (4.30)[207].

C = [c1, c2, c3....cm] (4.29)

ci =

{
0 if − εi ≤ Eval[ARR] ≤ εi
1 otherwise

(4.30)

where εi and −εi are the upper and lower threshold bounds for ith residual obtained from its
uncertain part. The value of every element of the coherence vector is 0 for a healthy system.
Each element of the coherence vector is continuously monitored and if the value of any element
becomes one, a fault is said to have occurred. For isolation of the fault,the coherence vector is
compared with FSM.

Different parameters presented in FSM (table 4.2) related to different type of faults. Increase
of Rohm ↑ reflects membrane degradation by corrosion, contamination, etc. Increase of Ract,k ↑
reflects possible degradation in catalyst layer (sluggish reaction), which depends on change in
charger transfer coefficient (αk) or current exchange density (I0,k). Usually, anode catalyst layer
is more susceptible to such degradation due to high working overpotential. Increase of Rmt ↑
reflects the partial blockage of reactant flow due to bubbles formation at high operational current
density , which depends on change in limiting current (IL). Likewise, decrease in Rdiff,i ↓
reflects the increase of crossover diffusion flow due to phenomenon of gas-cross permeation
through membrane. The catalytic recombination of hydrogen-oxygen due to crossover diffusion
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is one of the dangerous phenomenon which causes membrane burning, especially at cathode
side, Rdiff,O2 ↓, due to presence of platinum catalyst [122]. The change in neo is responsible
for identifying the hydration level in the membrane. The decrease neo ↓ or increase neo ↑ value
shows the drying or flooding degradation of the membrane. Parameters Cano and Ccat reflect
change in capacity of storage of matters. Increase of Rhyst,k ↑ reflects the scaling formation
in pipe due to fluid contamination. Decrease of Rst ↓ reflects the change in heat dissipation
limitation of the stack during ageing. The Fpump,a denotes pump fault at anode side. However
pump in cathode side is optional and depends on whether the water is fed to the cathode side
or not. Thus fault in pump at cathode side is not considered. However, it can be included in
a similar way if the pump for the cathode side also exists. It is clear that for the PEM water
electrolyser cell/stack, all the degradations in the components are detectable and the related
phenomenon is isolable using FSM. But, according to current instrumentation of the system,
only parameters Rhyst,a, Rhyst,c, Cano, Ccat and Rst are directly isolated from FSM after fault
detection. However, a second level of isolation technique, i.e. parameter estimation, can be
triggered for others as given in [206].

4.2.4 DBG Model for the BoP

Using the same approach as demonstrated above, the DBG model for the auxiliaries can be
obtained in order to generate the residuals and FSM for each subsystem.

4.2.4.1 DBG Model for Anode Side Recirculation Circuit (Including Cooling Cir-
cuit)

In the DBG model (figure 4.5) of the anode side recirculation circuit which includes the cooling
circuit, four sensors are considered to be installed in order to measure water flow rate to the
stack (ṁrec,a), temperature of the recirculating water (Trec,a), temperature of cooling system for
heat exchanger(Tcool) and temperature of the coolant tank (Tcold). Four residuals are obtained
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Table 4.3: FSM for anode side recirculation circuit (including cooling circuit)

Phenomenon↓ ARR→
Fault↓ r1 r2 r3 r4 ID IC

Fluidic RLrec,a 1 0 0 0 1 1

Cth
rec,a 0 1 0 0 1 0

Rhtex 0 1 1 0 1 1

Rorec,enc 0 1 0 0 1 0

Cth
cold 0 0 0 1 1 1

Thermal

Cth
cool 0 0 1 0 1 1

(equations 4.31 to 4.34) from the junction equations where the sensors are placed.

r1 = Prec,a −RLrec,a.ṁsep,O2 ±∆r1 (4.31)

r2 =
ṁsep,O2 .CP,fluid.TSep,O2 − Cth

rec,a.
dTrec,a

dt − ṁrec,a.CP,fluid.Trec,a − Trec,a−Tcool

Rhetx

−Trec,a−Tenc

ROrec,enc
±∆r2

(4.32)

r3 =
Trec,a − Tcool

Rhetx
+ ṁcool.cP,coolant.Tcold − Cth

cool.
dTcool

dt
− ṁcool.cP,coolant.Tcool ±∆r3 (4.33)

r4 = ṁcool.cP,coolant.Tcool − Q̇cold − Cth
cold.

dTcold

dt
− ṁcool.cP,coolant.Tcold ±∆r4 (4.34)

The FSM for the considered parametric faults is shown in table 4.3. Decrease in RLrec,a ↓
represents the leakage in the recirculation circuit. Increase in Rhetx ↑ represents the inefficient
heat exchange due to fault in heat exchanger. Change in the parameters Cth

cold and Cth
cool rep-

resents the fault in cooling circuit. It can be seen from the table 4.3 that all the values in
column ID are 1. Therefore, all the faults are monitorable. The values in the column IC shows
that all the faults Cth

rec,a and Rorec,enc can be isolated as they have same signature. The pump
faults were not considered in the presented DBG model, but can be easily detected using their
characteristic equation as done in the case of stack DBG model.

4.2.4.2 DBG Model for Cathode Side Recirculation Circuit

Similar to DBG model of anode side recirculation circuit, DBG model for the cathode side
recirculation circuit is shown in figure 4.6. Two sensors are considered in recirculation circuit.
One flow sensor to measure the flow in the recirculation circuit ṁrec,c and another for measuring
the temperature of the fluid in the recirculation circuit.

The residuals are calculated as

r1 = Prec,c −RLrec,c.ṁsep,H2 ±∆r1 (4.35)

r2 = ṁsep,H2 .cP,fluid.TSep,H2 −Cth
rec,c.

dTrec,c

dt
− ṁrec,c.cP,fluid.Trec,c−

Trec,a − Tenc

RHrec,enc
±∆r2 (4.36)

The FSM for the cathode side recirculation circuit is shown in table 4.4.

4.2.4.3 DBG Model for Hydrogen Separator

The key faults in the hydrogen separator is the leakage faults (leakage of gas and leakage of
water). The leakage fault directly affects the thermal capacity also as the two phenomenon
are coupled. DBG model of the hydrogen separator is shown in figure 4.7. Three sensors have
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Figure 4.6: DBG model of the cathode side recirculation circuit

Table 4.4: FSM for cathode side recirculation circuit

Phenomenon↓ ARR→
Fault↓ r1 r2 ID Ic

Fluidic RLrec,c 1 0 1 1

Cth
rec,c 0 1 1 0

Thermal
RHrec,enc 0 1 1 0

been considered in the hydrogen separator. One flow sensor to measure the gas flow at the
output of the hydrogen separator (ṁhpcv), one pressure and one temperature sensor at the
outlet towards the recirculation circuit. If the BG model cannot be represented completely in
derivative causality, it means that it is not possible to eliminate at least one unknown variable
and that the system is not monitorable. For the chemical part of the hydrogen separator model,
it is not possible to write C : Cch

Hsep in derivative causality without causing causality conflict at
junction 116. Therefore the first residual of this subsystem is a hardware based. This residual
is written as

r1 = ṁ∗
hpcv −mhpcv = ṁ∗

hpcv −
(
Pgas,H2 − Phpcv

Rsep,hc

)
±∆r1 (4.37)

where m∗
hpcv is the sensor measurement. Pgas,H2 is calculated from the chemical compliance

element C : Cch
Hsep. As this element represent the physical volumetric capacity of the separator

vessel, it is considered to be a robust parameter. The other two residuals are written as

r2 = xcw.ṁc,Hsep − ṁsep,H2 − Cfl
sep,H2

dPsep,H2

dt
−
(
Psep,H2 − Psepv

Rsepv

)
±∆r2 (4.38)

r3 =

Cth
sep,H2

dTsep,H2
dt + Ḣsep,H2 − Ḣc,Hsep + ṁhpcv.cP,fluid.Tsep,H2

+
(
Pgas,H2

−Patm

Rsafe

)
.cP,fluid.Tsep,H2 +

(
Tsep,H2

−Tenc

RHsep,enc

)
+
(
Psep,H2

−Psepv

Rsepv

)
.cp,water.Tsep,H2 +∆r3

(4.39)
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Figure 4.7: DBG model of the hydrogen separator

The FSM for the hydrogen separator is shown in the table 4.5. out of four, only two faults are
isolable.

Table 4.5: FSM for hydrogen separator

Phenomenon↓ ARR→
Fault↓ r1 r2 r3 ID IC

Rsep,hc 1 0 0 1 1

Rsepv 0 1 1 1 1Fluidic
Rsafe 0 0 1 1 0

Thermal RHsep.enc 0 0 1 1 0

4.2.4.4 DBG model for Oxygen Separator

The DBG model for the oxygen separator (shown in figure 4.8) is similar to that of hydrogen
separator. Three sensors were considered in the similar configuration as that of hydrogen
separator.

The residuals for the oxygen separator are

r1 = ṁ∗
gas,oc −mgas,oc = ṁ∗

gas,oc −
(
Pgas,O2 − Pgas,oc

Rsep,oc

)
±∆r1 (4.40)

r2 = xaw.ṁa,Osep + ṁsep,v + ṁtank − Cfl
sep,O2

dPsep,O2

dt
− ṁsep,O2 ±∆r2 (4.41)

r3 =
Cth
sep,O2

dTsep,O2
dt + Ḣsep,O2 − Ḣsepv − Ḣtank +

(
Tsep,O2

−Tenc

ROsep,enc

)
+ṁgas,oc.cP,fluid.Tsep,O2 − Ḣa,Osep ±∆r3

(4.42)

86



:MSe
2,sep OT

:MSe
2,sep OP

(a)

(b)

118

1

P
ur

if
ic

at
io

n 
Sy

st
em

  S
u

b-
m

od
el

Oxygen Separator Sub-model

S
ta

ck
S

ub
-m

od
el

E
nc

lo
su

re
S

ub
-m

od
el

Cathode Side Recirculation Sub-model

06 07

117

HsepcmMsf ,: 

HsepcHMsf ,: 

2,: HsepLDe

sepvm
sepv:RMR

2,Hsepm2,HsepP 2,HsepH
2,HsepT

enc:Mse T
encT

HencQ

cR

114

mixcm ,

mixcm ,

2,: fl th

sep HC C 

2,Hgasm

hpcvH

hcsepRR ,:

cR

encHsep,:RR

sepvP
sepvH

Hsepcm ,

HsepcP ,

HsepcH ,


HsepcT ,

2,HsepT

Separator Valve 
Submodel

08

115

Tf

ch
HsepCC :

2O
inn

2O
outn

09
OH

inn
2

010
2H

inn
2H

outn
2Hp

2H Op

OH
outn 2

2Op

116

22 HH xM
.. Tf

22 HH Mx
..

Tf

OHOH xM
22

..

Tf

22 OO Mx
..

Tf

OHOH Mx
22

..

Tf

22 OO xM
..

Tf..
mixcx ,

Tf..
,c wx

011

1

A
tm

os
ph

er
e

cR

sa

atmP

atmT

R..
safeR

ha

hpcvm

hpcvP 2,gas HP

,cw Hsepm

2,gas HP

safeH

safem

124119

122

014

120

O
xy

ge
n

C
ir

cu
it

 

Water Tank Sub-modelSeparator Valve Sub-model

S
ta

ck
S

ub
-m

od
el

E
nc

lo
su

re
S

ub
-m

od
el

Anode Side Recirculation Sub-model

012 013

123

OsepamMsf ,: 

OsepaHMsf ,: 

sepvmMsf : sepvHMsf :

2,: OsepLDe

tank:mMsf 

tank:RMR

2,Osepm2,OsepP
2,OsepH

2,OsepT

enc:Mse T
encT

OencQ

cR

mixam ,

mixam ,

Tf

ch
OsepCC :

2,: fl th

sep OC C 

2O
inn

2O
outn

015
OH

inn
2

016
2H

inn
2H

outn
2Hp

2H Op

OH
outn 2

2Op

2,Ogasm

,gas ocP

2,OgasH

ocsepRR ,:

121

tank:HMsf 

cR

encOsep,:RRTf

2,OsepT

Osepam ,

OsepaP ,

OsepaH ,


OsepaT ,

22 HH xM
.. Tf

22 HH Mx
..

Tf

OHOH xM
22

..

Tf

22 OO Mx
..

Tf

OHOH Mx
22

..

Tf

22 OO xM
..

..
mixax ,

Tf..
wax , ,aw Osepm

2,OgasP

2,OgasP

017

:Df
*
hpcvm

:MSe
2,sep HP

:MSe
2,sep HT

:Df
*

,gas ocm

Figure 4.8: DBG model of the oxygen separator

Table 4.6: FSM for oxygen separator

Phenomenon↓ ARR→
Fault↓ r1 r2 r3 ID IC

Rsep,oc 1 0 0 1 1
Fluidic

Cfl
sep,O2

0 1 0 1 1

RHsep.enc 0 0 1 1 0
Thermal

Cth
sep,O2 0 0 1 1 0

The FSM for the oxygen separator is given in table 4.6.

4.2.4.5 DBG model for Purification Subsystem

The DBG model of purification sub system is shown in figure 4.9. Two sensors were considered
to be installed in this subsystem. First sensor is the flow sensor installed at the outlet in order
to detect the leakage or blockage fault. Second sensor is the temperature sensor to measure the
temperature of the drying column.

The residuals for the purification subsystem are written as

r1 = ṁ∗
puri −mpuri = ṁ∗

puri −
(
PHgas − Ppuri

Rdry

)
±∆r1 (4.43)

r2 =
Cth
dry

dTdry

dt +
(
PHgas−Patm

Rexhaust

)
.cP,fluid.Tdry + ṁpuri.cP,fluid.Tdry

−Ḣads − Ḣhpcv +
Tdry−Tenc

Rdry,enc
+±∆r2

(4.44)

The FSM for the purification system is shown in table 4.7.

87



:MSe

dryT

1
35

0
24

1
33

H
y
d
ro
g
en
C
ir
cu
it

E
n
cl
o
su
re

S
u
b
-m
o
d
el

0
28 1

37 enc:Mse T

encT

encdry,Qɺ
cR

: hpcvMsf mɺ

22 HH Mx

OHOH Mx
22

22 OO Mx

22 HH xM

OHOH xM
22

22 OO xM

ch

dryCC :

th

dryCC :

2O

innɺ
2O

outnɺ

0
25

OH

inn
2

ɺ

0
26

2H

innɺ2H

outnɺ

2H
p

2H Op

2H O

outnɺ

2Op

purimɺ

puriP

puriHɺ

dryRR :

1
34

encdry,:RR

HgasP

dryT

H
y
d
ro
g
en
S
ep
a
ra
to
r

S
u
b
-m
o
d
el

hpcvHɺ

: hpcvMsf Hɺ

ads:RRS1
36

: adsC C
dryT

1

exhaustRR :

A
tm
o
sp
h
er
e

cR

ea

:Tf :Tf

:Tf :Tf

:Tf :Tf

0
27

exhamɺ

2H O

adsnɺ

ads
Hɺ

exhaHɺ

Hgasmɺ

:Df
*

purimɺ

Figure 4.9: DBG model of the purification subsystem

Table 4.7: FSM for purification subsystem

Phenomenon↓ ARR→
Fault↓ r1 r2 ID IC

Rdry 1 0 1 1
Fluidic

Rexhaust 0 1 1 0

Cth
dry 0 1 1 0

Thermal
Rdry,enc 0 1 1 0

4.2.4.6 DBG Model of System Enclosure

The DBG of the system enclosure is shown in figure 4.10. A temperature sensor is considered in
the enclosure in order to measure the interior temperature. It is assumed that the temperature
is homogeneous. The fault may occur due to the failure of the fan or clogging of the ventilation
holes. Both faults will result in the increase of the temperature. The residual for the concerned
system is written as

Cth
enc

dTenc

dt
+ ṁfan.cP,air.Tenc +

(
Tenc − Tatm

Renc

)
− Q̇sbs − ṁfan.cP,air.Tatm (4.45)

The FSM for the system enclosure is shown in table 4.8.

Table 4.8: FSM for system enclosure

Phenomenon↓ ARR→
Fault↓ r1 ID IC

Cth
enc 1 1 0

Thermal
Renc 1 1 0
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Figure 4.10: DBG model of the system enclosure

4.3 Conclusion

Model-based robust diagnosis was presented in this chapter. The modular approach that was
used to develop the generic dynamical model of the PEM water electrolyser was also adapted
in the diagnosis of PEM water electrolyser. The DBG models of the components of the PEM
electrolyser were developed and the structural analysis was performed to know which faults
are linked with physical interpretation of model and known patterns of degradation and are
detectable and isolable. The diagnosis results for both offline and online diagnosis are presented
in chapter 5.
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Application
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This chapter focuses on the implementation of the model developed in chapter 3 and diag-
nosis algorithms developed in 4 to a laboratory scale single cell PEM electrolyser powered by
solar and wind energy. The model was first validated and then utilised for the performance sim-
ulations. The diagnosis algorithms were tested offline and then incorporated into a supervision
platform developed for the experimental test bench under consideration.

5.1 Experimental Setup

The experimental setup utilized for the present study was commercially supplied by the
Heliocentris®. It consists of a laboratory scale, commercial, single cell PEM electrolyser of
300W connected to a hybrid multi-source platform as shown in figure 5.1.

Figure 5.1: Experimental platform of the PEM electrolyser running on intermittent sources.

The platform is powered by two photo-voltaic panels (200W power per panel), permanent
magnet type wind turbine (350-400W power) and two batteries (act as buffer with 55Ah capacity
per battery). The PEM electrolysis cell is fed with water at the anode side only with a constant
flow rate of 0.017 kg s−1 and the produced hydrogen (pressure range 1.4-10.7 bar) is stored
in the metal hydride canister (H2 bottle) of 760 standard liter capacity. The block diagram
representation of the single cell PEM electrolyser is shown in the figure 5.2.

By default, one can only measure the hydrogen production rate of the electrolyser and the
measurements from other sensors (such as internal and external pressure sensors) is used by
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Figure 5.2: Block diagram representation of single cell PEM electrolyser.

the black box controller (to which we do not have an access) for the operation and safety of
the system. Therefore, in order to acquire the data from the electrolyser and to increase the
monitorability of the system, four sensors (flow sensor to measure hydrogen output flow rate,
temperature sensor to measure water tank temperature, current and voltage sensors to measure
electrical input to the cell) were placed in the electrolyser as shown in figure 5.3.

Hydrogen Flow Sensor

Voltage and current
Sensors

Temperature Sensor

I

V

Figure 5.3: Positioning of the sensors installed.

The process for data acquisition is illustrated in figure 5.4. For the data acquisition, a PLC
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was used to receive the analogue signals from the sensors and convert it into measurements.
The measurements are then transmitted to the MATLAB® Simulink.

Measurement

data

Sensors

signals
System

PLC

MATLAB Simulink®

Figure 5.4: Data acquisition system.

5.2 Experimental validation and simulations of PEM electrol-
yser model

In order to reduce the complexity, only the model of the single cell PEM electrolyser was
considered for the presented study and the intermittent sources were considered as an electrical
source with signal noise (to represent intermittent nature). The model of the electrolyser was
first tuned with the help of experimental data. The key parameters for the cell were identified

Number of Iterations 

Md

0,

ref

aJ

0,aG

0,cG

0,

ref

cJ

0 

3 

6 
10-3 

4 

8 

12 

0 

5 

10 

4 

8 

12 

0 50 100 150 200 250 300 350 400 
1.6 

2.2 

2.8 

10-8 

104 

10-3 

104 

Figure 5.5: Parameter estimation for the sub-model of the stack.

using non-linear least square error optimization technique with the help of MATLAB’s built-in
function ”Fminsearch”. The objective it to find the values of dM , Jref

0,a , ∆G0,a, J
ref
0,c , ∆G0,c,

93



to minimize the difference between experimentally measured characteristic curve and the one
generated by the model using equation 3.15. The estimation of these parameters is shown in
figure 5.5.

The bounds for the parameters values are taken based on the values form the literature
for better estimation [12, 15, 28, 202]. Other parameter values such as recirculation pump
flow, height and cross-sectional area of hydrogen separator are taken based on the system
specification provided by the manufacturer. The polarisation (characteristic) curve from the
actual measurements and the one estimated using the developed model are shown in figure
5.6. The mean absolute percentage error between simulation and experimental data is found
to be 4.8% which is reasonable and well within the acceptable limit for simulations and for the
development of control and diagnosis algorithms.
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Figure 5.6: Comparison of experimental data and estimated polarization curve at 38℃.
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Figure 5.7: Simulation of polarisation curve for different temperatures.

Figure 5.7 shows the predicted characteristic curve at different temperatures. It can be
seen that with the increase in the cell temperature the required cell voltage for electrolysis
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decreases. The predicted performance is in good agreement with the expected behaviour of the
electrolyser found in the literature [15, 28, 128]. In comparison, the model offers prediction as
good as classical models but more scalable or physical is an asset.
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Figure 5.8: Contribution of different overvoltages in polarization curve.

Figure 5.8 shows the contribution of different overvoltages in the overall cell voltage. It can
be seen that with increase in the current the ohmic losses increases linearly. The contribution
of the activation losses in the overall cell voltage remains almost constant. The losses due to
mass transportation is negligible for small electrolysis cells and hence it is neglected.

Figure 5.9 shows the variation of the cell efficiency with respect to the cell voltage.The
efficiency of the cell is constant till the cell voltage is less than thermo-neutral voltage. Once the
cell voltage exceeds the thermo-neutral voltage, the efficiency decreases continuously. However,
the efficiency at the system level can be calculated as discussed in section 3.3.2, but, due to
the limited number of the sensors placed in the experimental platform, the power consumed by
different auxiliaries cannot be measured. Hence, the system level efficiency is not shown.
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Figure 5.9: Efficiency vs cell voltage for PEM electrolysis cell
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Figure 5.10 shows the prediction of the temperature evolution of the cell from the thermal
sub-model. The temperature starts rising from the ambient temperature and attains a constant
value when the steady state of the operation is reached.
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Figure 5.10: Predicted temperature evolution of PEM electrolysis cell

To predict the performance of the electrolyser powered by intermittent sources, a simulation
of the electrolyser directly powered by the combination of solar and wind energy is performed.
Figure 5.11(a) shows the total power fed to the cell by the converter and this figure also shows
the individual contribution of each intermittent source. Figure 5.11(b) shows the input voltage
to the electrolyser model with the objective of achieving high rate of hydrogen production and
maintaining the hydrogen output pressure at 11 bars.
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Figure 5.11: (a) Powers consumed by the cell for 12 hours run and (b) Input voltage for the
cell running on intermittent sources.

Most of the part of this voltage is lost due to overvoltages. Figure 5.12 shows the contribution
of each overvoltage and reversible voltage in the overall cell voltage for 12 hours operation.

The current drawn by the cell and the corresponding hydrogen production are shown in the
figures 5.13(a) and 5.13(b), respectively. It can be seen from the figure 5.13(c), the efficiency of
the cell is about 40%. This is due to the fact that the current electrolyser is designed to run at
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Figure 5.13: (a) Current drawn by the cell during 12 hours of operation, (b) hydrogen production
and (c) corresponding cell efficiency for the cell.

particular set point with the objective of delivering continuous hydrogen flow at higher rates.
This is achieved by running the electrolyser at higher voltage (around 4 to 5V) which results
in reduced efficiency. The predicted cell temperature profile for considered 12 hours operation
is shown in figure 5.14

The estimated pressure on anode side (P ano) and cathode side (P cat) are shown in figure
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Figure 5.14: Evolution of temperature of the cell during 12 hours of operation.

5.15. The anode side pressure is maintained around atmospheric pressure. The cathode side
pressure is maintained around the set point of 11 bars with the help of the on-off valve.
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Figure 5.15: Pressure at anode and cathode for 12 hours operation.

The evolution of the pressure of hydrogen storage bottle is shown in figure 5.16. The internal
volume of the storage bottle was considered to be 38 liters and it was assumed that the filling
takes place at constant ambient temperature.

In order to improve both efficiency and hydrogen production rate, the number of electrolysis
cells should be increased. In the current study, intermittent power is directly taken as an
input for the model to predict the electrolyser’s performance. However, in real electrolysis
system running on RES, the controller with buffer power source (battery) with operating mode
management is always present [17]. This is important to maintain the constant input power to
the cell in reference to the set point for stable operation and to avoid faster degradation of the
cell membrane.
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Figure 5.16: Evolution of the pressure of hydrogen storage bottle during 12 hours operation.

5.3 Offline diagnosis of the PEM electrolyser

For testing the FDI developed in 4.2, three parametric faults in the electrolysis cell were con-
sidered. Simultaneous occurrence of multiple faults is a very rare event but the sequential fault
is very common in the industry. Therefore, it is assumed that these faults occurred one at a
time. To perform the FDI at the subcomponent level, DBG model of electrolysis cell was con-
sidered. To emulate the actual system, the model developed in 3 was used under MATLAB®

Simulink environment as shown in figure 5.17. This allows the possibility of testing different
fault scenarios without endangering the actual system.

Figure 5.17: Offline diagnosis in MATLAB® Simulink environemnt

Faults were injected in the model itself to test the effectiveness of the developed FDI. As the
fault were injected in the model, it is possible to revoke failures, not only change in a resistance
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but even sometimes disappearance of an eltment. The first fault considered is a membrane fault
which causes a 50% increase in Rohm. It occurred abruptly between 50 to 100 seconds. The
second fault is also assumed to be abrupt with the increase of 20% in the thermal resistance Rst

of the cell that causes overheating of the electrolysis cell. This fault is injected from 200 to 250
seconds. The third fault is considered due to the oxygen crossover from anode to the cathode
side. This fault is assumed to appear gradually between 300 to 350 seconds and causes changes
in Rdiff,O2.

Figure 5.18 shows the plots for the residuals monitored during the simulation. It can be
seen from this figure that all the faults have been successfully detected.

In order to isolate the faults, the coherence vector is checked at the time at which the faults
occur and the value of residual/s crosses the thresholds. The overshoot of the residuals r1 and
r6 is due to the initial conditions taken to run the model. At time 50 seconds, it can be seen
that r1 and r6 crosses thresholds. Thus, the coherence vector becomes [1,0,0,0,0,1,0]. Now
comparing it with the FSM from table 4.2 shows that its signature matches with that of the
first four faults as they all have same signature. Therefore, the fault was successfully detected,
but cannot not be isolated as the similar fault indication could have been the result of any of
first four faults. In order to make the fault isolable, either additional sensors are needed to
be placed or estimation technique could be used to calculate the parameter values from the
residual to compare it with the known good parameter values.

Similarly, at 200 seconds, when second fault occurred, the coherence vector is [0,0,0,0,0,1,0],
which is unique when compared to the FSM. Therefore the second fault can not only be suc-
cessfully detected but also be isolated from other faults.

Although, the third fault starts appearing gradually at 300 seconds, the values of the r2 and
ARR3 cross the thresholds at 304.8 seconds. The coherence vector at this time is [0,1,1,0,0,0,0].
When it is compared with the FSM, it can be seen that its signature matches with more than
one fault. Thus, is it not possible to isolate this fault, but, after estimation of the suspected
faults using residuals values, the true fault can be isolated, which is the fault in Rdiff,O2. Using
the similar approach, the offline diagnosis for all the subcomponents of the PEM electrolyser
can be performed using DBG models proposed in 4.2.4.

5.4 Online diagnosis

To implement the developed algorithms on the experimental platform, a GUI (shown in figure
5.19) was developed with the help of team members of PERSI. The GUI allows the monitoring
of various components of the HMP including the electrolyser.

For performing the online diagnosis, the real-time measurements of the system is fed to
the DBG model in order to compute the residuals and these residuals are monitored for fault
detection. It is not easy to introduce an actual fault in the system as it can cause permanent
damage to the system or could be hazardous to the surroundings, no actual, component level
fault could be introduced into the system. A fault was emulated (as shown in figure 5.20) in the
real system by manually turning off the outlet Valve without stopping the hydrogen production.

This disrupts the hydrogen flow from the electrolyser to the bottle. This fault directly affects
the cell voltage and this can be seen from the monitoring of the residual r1 obtained in 4.2.1
for electrochemical part as shown in figure 5.21.

The valve was closed at 45 seconds. The residual start moving towards lower threshold
limit and crosses the threshold at 50 seconds. At 65 seconds the valve is opened again and the
residual goes back within threshold limits at 70 seconds. The same fault is re-injected at 120
seconds and removed at 135 seconds. The successful detection of the fault can be seen from
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Figure 5.19: GUI for HMP supervision
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Figure 5.20: Emulation of blockage fault in the electrolyser
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Figure 5.21: Online blockage fault detection
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the figure 5.21. Although, the fault occurred in a hydrogen purification part, but the effect
was seen on the electrolysis cell itself. This is due to the coupling of different subsystems. The
further diagnosis can be carried out using modular approach if the affected subsystem can be
decoupled as mentioned earlier by knowing the good inputs and outputs of the subsystem. Once
the affected subsystem is identified. The fault isolation could be performed.

5.5 Conclusion

The generic dynamic model of PEM electrolyser was adapted for a commercial laboratory
scale electrolyser running on intermittent sources. The model parameters were calculated using
non-linear optimization technique. The model was then validated against experimental data.
simulations were then performed for the electrolyser running on intermittent sources for 12
hours. Offline diagnosis test was also performed for the developed DBG model in order to
check the effectiveness of the diagnosis algorithms. The results have also been published in an
international conference European Control Conference (ECC 2021). A GUI was also developed
for the supervision of the experimental setup. To test the online diagnosis, blockage fault
(interruption of hydrogen flow) was emulated in the actual system and was successfully detected
by the developed diagnosis algorithms.
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Chapter 6

General Conclusion and outlook
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6.1 General Conclusion

GH2 has emerged as a strong candidate for the storage of surplus electrical energy available from
RES such as solar and wind. It aligns perfectly with the global need of limiting the green house
effect by reducing the use of carbon based fuels. GH2 is the most promising energy vector for the
future as it is pollution free and allows better transport and long term storage in the pressurized
containers. The intermittent nature of RES, however, degrades the performance and affects the
dynamic operation of the electrolysers. Therefore, it becomes necessary to study the coupling
between the electrolysers and the RES in order to improve the performance and reliability
of the equipment. The work presented in this thesis was funded by the E2C project under
European Interreg 2-Seas program (subsidiary contract nr. 2S03-019). The project focuses on
the development of two Power-to-X technologies to produce fuel and high value chemical from
the green electricity generated through RES.

6.1.1 Overview of the Literature and Main Contributions

The key focus of this work was to develop a dynamical model for the PEM electrolyser that
can not only be used for the performance analysis of the PEM electrolyser running on RES,
but also for the design of online supervision systems for the detection and isolation of faults. It
was observed from the literature survey that most of the models already developed are equation
based, static and primarily focuses on the phenomena understanding and therefore cannot be
used for the performance study in dynamic operations. There also exist dynamical models for
PEM electrolysers, but very few of them have considered the effects of the BoP (auxiliaries) on
the overall performance of the system. Further, very few of them have addressed the coupling
between the electrolyser and RES. A notable work was presented by Pierre Olivier in 2017 in
the form of a dynamical BG based model of an industrial scale PEM electrolyser. The model
included the BoP of the system and was capable of reproducing the dynamical behaviour of
the industrial scale PEM electrolyser. The model was highly complex, non generic and was not
tested for the smaller electrolysers. The model also lacked the calculation of the efficiency of
the system which is a great performance indicator. The model was also not exploited for the
development of supervision algorithms for the fault detection and isolation for the electrolysers
and needed improvements in terms of BG modelling. The look into the literature also showed
that there is not much work done on the diagnosis and health management of PEM electrolysers.
The most of the work has been done for the diagnosis degradation study of the cell/ stack using
offline methods that involves the use of expensive instruments. Most of the time the electrolysis
cell and stack is disassembled for visual inspection and performing microscopic analysis. A
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negligible work was found on the model based diagnosis of PEM electrolysers that could be
used for the detection of the faults in real-time.

A generic dynamical multi-physics model for the PEM electrolyser was proposed in chapter
3 based on the BG approach. The modelling of the key components of the electrolyser was
carried out in the form of capsules (sub-models). These capsules are based on the physical
structure of the component and therefore have certain inputs and outputs and can be connected
to other capsules in the similar way the actual component is connected to other components
physically. These capsules are assembled based on configuration of the electrolyser in order to
obtain the global model. This allows the model to be adapted for different configurations of
PEM electrolysers without starting from the beginning. New capsules can also be added, if
required, in order to represent the components not presented in this work. Modification of the
capsules is also possible in order to capture more accurately the behaviour of the component
without disturbing the global model. The generic nature of the model allows it to be sized and
scaled to fit different sizes of PEM electrolyser ranging from laboratory scale to industrial scale.
The model also incorporates the calculation of system efficiency for the performance analysis.
As the modelling is based on the exchange of power between different components/ subsystems,
therefore the instantaneous efficiency of any component can be estimated. The developed model
was converted into block diagram in MATLAB® Simulink for implementation. The model was
then validated experimentally on a single cell PEM electrolyser powered by a HMP that utilizes
the solar and wind power. The simulations were then carried out to estimate the performance
of the considered PEM electrolyser for 12 hours operation when it is directly powered by solar
and wind energy. This work has been published as a journal paper in MDPI Energies. In
collaboration with University of Exeter under the framework of E2C project, the model was
adapted to represent and study the performance of an AEM electrolysis cell, which has a similar
configuration and architecture as that of small PEM electrolyser (shown in appendix A). The
results were presented in Mediterranean Conference on Control and Automation (MED 2020).

Thanks to the BG approach ,because of its specific causal and structural properties, it is
possible to use the presented model for the development of control, diagnosis and prognosis
algorithms. Therefore, a robust fault diagnosis with respect to parameter uncertainties based
on the developed model was also presented in this work in chapter 4. Based on the developed
model, the DBG models for all the subsystems of the PEM electrolyser were proposed. Modular
approach in diagnosis allows it to be used for different configurations of the PEM electrolyser.
The developed DBG model can also be used for structural analysis of the configuration which
helps in deciding if additional sensors placement is required. To make the diagnosis robust
LFT BG was used to calculate the adaptive thresholds. This helps in avoiding the false alarm
generation due to the presence of parametric and measurement uncertainties. The proposed
diagnosis approach allows a multilevel diagnosis, by performing the diagnosis for the whole
system in order to detect the fault or abnormality at the system level. Due to modular approach
used for the diagnosis also, diagnosis for the subsystem alone can be performed if the subsystem
can be decoupled from the system. The decoupling is possible if the inputs and outputs of
the subsystem are known or measured. The proposed diagnosis algorithm was tested offline for
testing its effectiveness for detecting the faults in the PEM electrolysis cell. The developed model
was used to simulate the behaviour of the system and the faults were injected into the model
itself. This provides a safe testing environment for the diagnosis algorithms without causing
any damage to the actual system which could be sometimes irreversible and expensive. The
faults injected in the virtual system were successfully detected. These results were published in
a conference paper in European Control Conference (ECC 2021).

The developed model and diagnosis algorithms were used to develop a GUI for online mon-
itoring of the single cell PEM electrolyser running on solar and wind energy through a HMP.
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As the platform and the electrolyser were commercially acquired, it was not possible to gain
access to the controller of the system in order to access data from the senors of the platform
and electrolyser for monitoring. Therefore, additional sensors were placed in the electrolyser
to increase the monitorability and a PLC based data acquisition was implemented. As, it is
very difficult to introduce actual faults in the system without causing permanent damage, only
one fault was tested for online fault detection. The blockage fault was introduced by closing
the outlet valve of the electrolyser manually while the system was operational. The fault was
successfully detected online.

6.1.2 Limitations of the proposed work

A number of limitations were identified for the proposed work. The developed PEM electrolyser
model still depends on the parameter fitting in addition to the physical parameters in order
to represent the behaviour of the system. This makes the model experimental data dependent
for representing the system behaviour. The presented model does not take into account the
degradation of the components. This limits the use of the developed model for long term (say
months or years) performance prediction accurately. The capsules are needed to be assembled
manually according to the configuration of the electrolyser which needs some understanding of
the system inputs and outputs and interaction between different components. Therefore, certain
skill set is required in order to adapt the model to different configurations. The developed
model cannot capture fast dynamics of the system as the fast dynamics were neglected during
the modelling when compared to slower dynamics. As mentioned previously, the model can be
used for PEM electrolysers of different scale and configuration, but the model was not validated
against any other electrolyser of different scale or configuration. The validation of the sub-
models was not performed due to lack of sensors in the actual system.

The proposed diagnosis also have its limitations. The system parameter values are required
to perform the diagnosis effectively. While developing the DBG models, different sensors were
assumed to be placed in the actual system in order to detect different faults. This might not be
true for actual system and the actual system may lack those sensors. Also, all the faults that
were considered while developing the diagnosis algorithm are not isolable (this is however the
hardware limitation of the system due to lack of sensors). Online validation for all the faults
was not performed as it is very difficult to introduce the fault into the actual system safely.
These limitations have set the path for the future work.

6.2 Future Perspectives

Based on the limitations of the presented work in previous section, there is a lot of possibilities
for improvements and new applications for the proposed work. These possibilities have been
summarised in the form of a list below

• Proposed PEM electrolyser model

1. An attempt can be made to make the model dependent on the physical perimeters
only, thus, eliminating the need of parameters fitting based on experimental data.

2. The degradation of the components can be modelled into the capsules in order to
simulate the long term operations more accurately. The model will also be then
helpful for the techno economic analysis.

3. A new interface can be developed in which the user enters the piping and instrumen-
tation diagram of the system and the capsules gets automatically connected in the
required configuration.
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4. Detailed modelling of the subsystem could be performed in order to have various
versions of the capsules which can be selected as per the requirement of the simulation
being done. For example, certain phenomena can be neglected for smaller electrolyser
but not in the large electrolysers. Therefore, the capsule of the required complexity
can be selected.

5. The model can be used to develop a digital twin, e.g. Neural Networks. The digital
twin can be then used for the testing and designing of the other components such
as power electronics or renewable energy sources without investing into an actual
electrolyser.

6. The model validation for scale-up can be performed-using large electrolysers.

7. Coupling of the PEM electrolyser with chemical plants could be studied using the
developed model. Once such application can be seen in the E2C project where the
hydrogen produced by the PEM electrolyser is directly fed into another chemical
process known as SEDMES.

• Proposed model-based diagnosis

1. The proposed diagnosis algorithms can be validated online by introducing the faults
either in the system itself or by considering the equivalent electrical circuit or a digital
twin in which the faults can be easily injected.

2. The parameter estimation techniques could be incorporated in order to isolate the
faults which are not isolable otherwise and the sensor placement is not possible.. For
example the faults in the MEA are non isolable as per the configuration considered
and it is not possible to install sensors inside the existing MEA that can help in
isolating the faults.

3. A hybrid diagnosis approach can be developed in which the developed model based
diagnosis can be coupled with the data driven approach. This could be really helpful
for the diagnosis of the systems in which parameters for some components cannot be
calculated or estimated for model based diagnosis.

4. Another important perspective in framework of the research activity in the PERSI
group is the use of developed model for digital twin technology which is a software -
based virtual replica of the process including its process equipment, instrumentation,
control, supervision and online efficiency tracking. This digital twin simulator can
be used for predictive maintenance and prognosis PHM (for earlier fault detection
and isolation and estimation of equipment degradation). The interest is that the
digital twin can be used for deep learning in the case of no model based FDI or for
the testing of model based FDI (using observers, analytical redundancy relations...).

Nevertheless this work set a first step in the model based prognostic of this complex system
as a collaborative work based on the proposed model has been presented in European Control
Conference (ECC 2021) under the title ”A Model-based Prognosis approach to Proton Exchange
Membrane Water Electrolysis System”.
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Appendix A

Modelling of AEM Electrolysis Cell

Contents

A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

A.1.1 AEM Water Electrolysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

A.1.2 BG Modelling Basics for Multi-physics Systems . . . . . . . . . . . . . . 112

A.2 BG Modelling Of AEM . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.2.1 AEM Cell BG Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A.3 Parameters identification and model Validation . . . . . . . . . . . . 116

A.3.1 Parameters Identification . . . . . . . . . . . . . . . . . . . . . . . . . . 116

A.3.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

A.4 Simulation and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 116

A.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

This work is an attempt to develop and validate a graphical dynamical model of an AEM
electrolysis cell based on BG, an energy based tool that allows to represent multi-physics sys-
tems. The model of the cell lays a foundation for developing a complete representation for AEM
electrolysers which can be used for simulation as well as for developing control algorithms and
fault diagnosis. Parameter identification and model validation is achieved using experimental
data provided by University of Exeter in the framework of European e2C project. This work
has been published in 28th Mediterranean Conference on Control and Automation (MED’2020).

A.1 Introduction

Hydrogen has emerged as a carbon neutral way of storing surplus electricity available from
renewable energy resources at off peak hours due to its intermittent nature. Hydrogen is in
abundance (can be produced from water), can be stored with ease and is the clean and lightest
fuel with highest energy density [5]. Hydrogen production through water electrolysis is the most
matured technology and can be easily coupled with any source of electricity [6].

Electrolysis is the technique through which the water molecules are split into hydrogen
and oxygen gases under the influence of the electric current [208]. Two types of electrolysis
techniques, namely alkaline electrolysis and PEM electrolysis are well developed and highly
used on the commercial scale [209]. These two techniques have numerous advantages and
disadvantages which are shown in Table A.1.

In the recent years, in order to benefit from the advantages of both alkaline and PEM
electrolysis polymer based AEM have been developed. PEM electrolyser uses noble earth metals
such as Ir, Ru, and Pt etc; which are expensive and limit its commercial applications. On the
other hand, AEM electrolyser is based on alkaline electrolytes so, a wide range of earth-abundant
transition metals and their oxides can be employed [33]. These membranes have made their
way to the fuel cells but it is still under development for electrolysis [209]. To adapt AEM as a
reliable technology for water electrolysis significant improvements are required [209]. Research
is being carried out in order to achieve desirable properties for the membrane such as better
mechanical stability, ionic conductivity, longer life, lower cost etc. To finally assemble this into
a functional and efficient electrolyser is yet another challenge.
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Table A.1: Advantages and disadvantages of alkaline, PEM and AEM electrolysis [209]

.

Alkaline PEM AEM

Advantages

Mature technology Higher performance Non-noble metal catalyst
Non-PGM catalyst Higher voltage efficiency Noncorrosive electrolyte
Long term stability Good partial load Compact cell design

Low cost Rapid system response Low cost
Megawatt range Compact cell design Absence of leaking
Cost effective Dynamic operation High operating pressure

Disadvantages

Low current densities High cost of components Laboratory stage
Crossover of gas Acidic corrosive components Low current densities
Low dynamic Possible low durability Durability

Low operating pressure Noble metal catalyst Membrane degradation

Modelling and simulation are very powerful tools of modern engineering that can also con-
tribute towards these goals by providing alternate means for design investigation and operating
conditions optimization by spending less time and at relatively lower cost as compared to the
physical experiments [15]. The importance of modelling and simulation increases many folds
in case of dynamic multi-physics systems. AEM electrolysis cell is one such case in which
complicated physio-chemical processes takes place. Modelling plays a significant role in quan-
tifying such processes [210]. Models once developed can also be used for understanding the
phenomenon, developing control for the system as well as for diagnostics. Numerous modelling
techniques have been developed by the researchers that can be broadly classified under two
categories, namely equation based and graphical based modelling.

In equation based modelling techniques, the system is represented in terms of ordinary
differential equations. These techniques are less user friendly and difficult to modify or update as
the dynamic equations of the whole system are needed beforehand [17]. Distributed parameters
dynamic models represented by Partial Differential Equations (PDE are also used for deep
analysis, but this kind of models are not suited for control and diagnosis tasks. The models
(complex and resolved using finite elements) are used mainly for sizing, chemical and thermal
process design and analysis [70].

In graphical based modelling approaches, the model of the system is represented by con-
necting the graphical models of subsystems (known as blocks) through ports based on their
physical interactions. It is easy to understand the physical structure as well as the behaviour
of the system through such models. These approaches are more user friendly and are based on
physical phenomenon.

Many graphical modelling techniques are available out of which BG is of significant interest.
BG is based on power exchange between the components of the system and is domain inde-
pendent which makes it well suited for multi-physics systems. This one single tool can be used
for four different levels of modelling [15]. Another key advantage of using BG is that the same
model can be used for simulation as well as for control,sizing, diagnosis and prognosis.

Due to the maturity of the alkaline and PEM electrolysis techniques a lot of research has
been done on the modelling of these type of electrolysers. A review proposed by Olivier et
al. [6] exposed the existing models for the alkaline and low temperature PEM electrolysers.
It shows that majority of the models are equation based (empirical or analytical) and are
focused on understanding phenomena (including degradation mechanisms), characterization
of performance, development of control for the system,diagnostic and prognostic (long-term
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durability evaluations). A very few graphical models exist for PEM electrolysers. Agbli et
al. [118] proposed a graphical model based on energetic macroscopic representation (EMR)
that can simulate the evolution of the temperature and included electro-chemical, electrical and
thermal phenomena. They neglected the fluidic phenomenon. Zhou et al. [46] proposed a causal
ordering graph (COG) based model to develop control algorithms for real time implementation
in order to control power flow and hydrogen flow in a hybrid system containing electrolyser. A
BG model proposed by Olivier et al. [15] for an industrial scale PEM electrolyser includes the
auxiliaries of the electreolyser (Balance of plant). Different phenomenon like electro-chemical,
thermal, fluidic, mass transfer have been incorporated into single model in order to study the
effect on the overall performance of the model.

As AEM electrolysis in a new technique and is still being developed, there is not much work
done on the modeling of such systems. There is only one mathematical model proposed by L.
An et al. [210] that incorporates mass transport, charge transport and electro-chemical reaction
in order to predict the performance of AEM electrolyser running on pure water. The model was
validated by the experimental data available in the literature [211].

The lack of availability of a good model for AEM electrolyser warrants for the research in
this area. The configuration of AEM electrolysis cell is similar to that of PEM [212]. There
are some distinct differences such as the feed side, core chemical reactions etc. Because of this,
models already developed for PEM can be modified and can be Incorporated for AEM. The
work presented in this paper is an attempt to take a step towards achieving this objective.
A dynamic multi-physic model based on BG theory has been developed for AEM electrolyser
cell. Once the BG model is generated, MATLAB Simulink model is systematically constructed
through it for the simulations. Parameter identification and model validation is performed using
experimental data from actual AEM cell.

A.1.1 AEM Water Electrolysis

Schematic of an AEM water electrolysis cell is shown in Fig.A.1. The electrolyte is fed to the cell

Figure A.1: Schematics of AEM water electrolysis

from the cathode side where the water is reduced into hydrogen and hydroxyl ions are formed.
These negative ions transport through the membrane towards the anode where they recombine
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to release oxygen. The electrolyte acts as a reagent as well as it facilitates the removal of the
hydrogen at cathode. The electrolyte or water can also be fed to the anode side to facilitate
the removal of oxygen depending on the design of the cell. The half reactions on each electrode
and overall reaction is given as [209]:

Anode : 4OH− → O2 + 2H2O + 4e− E0 = 0.41 V (A.1)

Cathode : 4H2O + 4e− → 2H2 + 4OH− E0 = −0.828 V (A.2)

Overall : H2O(l) → H2(g) +
1

2
O2(g) E0 = 1.23 V (A.3)

A.1.2 BG Modelling Basics for Multi-physics Systems

BG is a structure based modelling technique in which a system can be represented by predefined
standard elements and junctions which in turn represent some physical phenomena. These
elements are connected using the connectors known as power bonds that represent the power
flow in the system. The BG is a unified approach as the elements are analogues irrespective
of the physical domain to which the system belongs. The currency of interaction between the
elements is power which is common to all the domains. This power exchange is labelled by two
conjugated power variables named effort (e) and flow (f). However, the domains like chemical
engineering can also be represented using this technique although the product of power variables
is not power. Such models are known as pseudo bond graphs [15]. As shown in Fig. A.2(a), the
power exchanged between two systems A and B is indicated by a bond and half arrow represents
the direction of power flow. One key structural property of the BG is the concept of causality.
In the bond graph, it is represented by a cross-stroke on indicating the direction of the effort.
This means that system A imposes effort on B and B impose flow in return on A as shown by
the block diagram in Fig. A.2 (b). Table A.2 represents the power variables for some energy
domains.

Figure A.2: BG representation (a) and relative block diagram (b) [212]

Table A.2: Power variables for different energy domains [15]

Physical Domain Effort (e) Flow (f)

Electrical Voltage (V) Current intensity (A)
Fluidic Pressure (Pa) Volume flow rate (m3 s−1)

Fluidic (Pseudo bond graph) Pressure (Pa) Mass flow (kg s−1)
Thermal Temperature (K) Entropy flow (J K−1 s−1)

Thermal (Pseudo bond graph) Temperature (K) Thermal flow (J s−1)
Chemical (Transformation) Chemical Potential (J mol−1) Molar flow (mol s−1)

Chemical (Kinetic) Chemical affinity (J mol−1) Reaction speed flow rate (mol s−1)

A.2 BG Modelling Of AEM

In BG almost all systems can be represented using hand full elements. These elements can
be represented as a set:S={R ∪ C ∪ I ∪ TF ∪ GY ∪ SE ∪ SF ∪ De ∪ Df ∪ J} [213]. Here
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R element represents energy dissipation. I and C elements represent the storage of kinetic
and potential energy respectively.TF and GY are transformer and gyrator that represents the
transformation of energy from one form to another. Se represents the source of effort and Sf
represents the source of flow. De and Df are effort and flow sensors. J is junction which is
used to connect the elements based on common effort (represented by 0) and common flow
(represented by 1). It represents the law of conservation of energy. A multi-port RS element is
also used for representing the resistance that also act like source. For example, a heating coil
acts as a resistance for electricity bur also act as a source of thermal energy. Graphical model
building using BG approach has been discussed in appendix B.

A.2.1 AEM Cell BG Modelling

AEM electrolysis cell is a multi-physics open system in which the physical inputs are electric
current and electrolyte and the output is the hydrogen and oxygen gases. The modeling of such
systems is not a trivial task and hence to simplify the modelling problem in hand following
assumptions have been considered:

• The AEM cell operates under steady state conditions.

• The effect of diffusion is negligible on the cell voltage.

• The thermal capacity of the cell can be lumped into single parameter.

Figure A.3 shows the word BG for the AEM cell including the membrane electrode assembly
(MEA), electrolyte supply tank, gas separators and the power source. Word BG represents the
components of the system and the nature of power exchange between them. It can be seen that
this power exchange in the system belongs to multiple physical domains such as electro-chemical,
thermal, thermo-fluidic. The coupling between different domains make the modelling even more
challenging. Fig 4 shows the BG for the considered system. Each phenomenon considered will
be discussed one by one. The electro-chemical phenomenon is considered instantaneous and is
responsible for the overall cell voltage. It is represented through an algebraic equation given by
the 1ec and 1ov junctions.

Ecell = Erev + Eohm + Eact,cat + Eact,ano (A.4)

where Ecell represents the overall cell voltage, Erev reversible potential, Eohm is ohmic overvolt-
age, Eact,cat and Eact,ano are activation overvoltages. The transformer element TFec represents
the conversion of electricity into chemical energy which is expressed by the equations (A.5) and
(A.6) [15].

ζ̇ =
Icell
2F

(A.5)

Erev =
∆G

2F
(A.6)

The reversible potential is the minimum voltage to be applied along the cell in order to start the
electrolysis. The value of it depends on temperature, molar concentration and vapour pressure
of the KOH solution [214] and can be expressed by the equation (A.7)

Erev = Eo
rev,T +

R(T + 273.5)

2F
ln

(
(P − Pv,KOH)

√
(P − Pv,KOH)

aH2O,KOH

)
(A.7)

Here, the R is the ideal gas constant,F is the Faraday’s constant, T is the temperature in oC,
P is the operating pressure (in bar), Pv,KOH is the vapour pressure of KOH and aH2O,KOH is
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Figure A.3: Word BG for AEM cell

the water activity in the KOH solution. Eo
rev,T is the reversible voltage as standard pressure

(1bar). It is the function of temperature and is expressed as [214]

Eo
rev,T = 1.5184−1.5421×10−3(T+273.5)+9.526×10−5(T+273.5)ln(T+273.5)+9.84×10−8(T + 273.15)2

(A.8)
Following equations are used to calculate vapour pressure of KOH solution [214]

Pv,KOH = exp(2.302 a+ b lnPv,H2O) (A.9)

a = −0.0151m− 1.6788× 10−3m2 + 2.2588× 10−5m3 (A.10)

b = 1− 1.2062× 10−3m+ 5.6024× 10−4m2 − 7.8228× 10−6m3 (A.11)

Pv,H2O = exp81.6179− 7699.68

T + 273.15
− 10.9ln(T + 273.5) + 9.5891× 10−3(T + 273.5) (A.12)

where, m is the molar concentration of the KOH.

The water activity of KOH solution is given by the following expression [214]

aH2O,KOH =

(
−0.05192m+ 0.003302m2 +

(3.177m− 2.131m2)

(T + 273.5)

)
(A.13)

The activation overvoltages appear due to the kinetics of charge transfer between the elec-
trode and the electrolyte. It is expressed by the Butler-Volmer equation [15].

Jcell = Jk

[
exp

(
αk.z.F.Eact,k

R.T

)
− exp

(
−
(1− αk).z.F.Eact,k

R.T

)]
(A.14)

where, Jcell is the current density, Jk is the current exchange density of the half reaction oc-
curring at the two electrodes,αk is the charge transfer coefficient and Eact,k are the activation
overvoltages for both electrodes. This equation is further simplified by considering equal charge
transfer coefficient for both cathode and anode equal to 0.5 [15] which is true for low current
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Figure A.4: BG for AEM cell

densities usually less than 2Acm2. This equation can be rewritten for calculating activation
overvoltages as [15]

Eact,k =
R(T + 273.15)

F
sinh−1

(
Jcell
2Jk

)
(A.15)

These overvoltages are modelled as two non linear resistance elements (RS element) Ract,cat and
Ract,ano which contributes towards increasing the temperature of the cell. The third RS element
(Rohm represents the ohmic resistance of the cell, the equation of which is written as [210]

Rohm =

(
Rcontact +

LM

AMσM

)
(A.16)

Eohm = I.Rohm (A.17)

where, Rcontact is the resistance of the cell except membrane, LM is the thickness, AM is the
area and σM is the ionic conductivity of the membrane. The value of σM (in Ω−1m−1) depends
on temperature and is given by the equation (A.18)

σM = 198.3exp

(
− 11190

R(T + 273.15)

)
(A.18)

In order to determine the current exchange densities an the resistance of the cell, these
parameters are needed to be estimated using curve fitting of the polarisation curve. Due to lack
of more experimental that at present such as Electrochemical Impedance Spectroscopy (EIS),
it is not possible to identify the current exchange densities separately. Therefore it is assumed
that the current exchange densities are equal for both half reactions so that we can see their
overall effect on the polarisation curve. Also, these overvoltages act as the source of heat which
tends to increase the temperature of the cell. To model this, lumped thermal capacity Ccell of
the cell is considered. The equation for the cell temperature can be then written as

Tcell =
1

Ccell

∫ (
Q̇act,ano + Q̇act,cat + Q̇ohm − Tcell − Tatm

Rcell

)
.dt (A.19)

115



where, Q̇j are the heat flows due to different overvoltages, Tatm is the ambient temperature and
Rcell is the thermal resistance of the cell. Mass flows of the species produced and consumed
is represented through TF elements as shown in Fig. A.4. The mass flows of the species are
calculated as

ṁi = vi.Mi.ζ̇ = vi.Mi
Icell
2F

(A.20)

where mi represents mass flow of the species i, vi and Mi are the stoichiometry coefficient and
molar mass of the species i.

A.3 Parameters identification and model Validation

For validation and simulation, a MATLAB Simulink model has been deduced systematically
from the graphical BG model. Parameters are identified by curve fitting the polarisation curve
of an actual cell. The polarisation curve has been provided by University of Exeter for their
newly developed AEM cell. The characteristics of this cell are shown in the table A.3

A.3.1 Parameters Identification

To achieve the curve fitting of the polarisation curve for the identification of the parameters,
Levenberg-Marquardt algorithm has been used. The equation of the polarisation curve can be
written as

Ecell = Eo
rev,T +

R(T + 273.5)

2F
ln

(
(P − Pv,KOH)

√
(P − Pv,KOH)

aH2O,KOH

)
+

2R(T + 273.15)

F
sinh−1

(
Jcell
2Jk

)
+ I.

(
Rcontact +

LM

σM

)
(A.21)

Here the fitting parameters are Jk and Rcontact. After fitting the values of Jk and Rcontact are
found to be 4.337×10−7 Acm−2 and 0.0518 Ω respectively.

A.3.2 Validation

Figure A.5 shows the plot of the actual and simulated polarisation curve. The model simulates
the polarisation curve satisfactorily as the Mean Absolute Percentage Error (MAPE) of the
model over considered data is 0.31%.

A.4 Simulation and Discussion

Figure A.6 shows the simulation of the polarisation curve for different temperatures and fixed
concentration of 4M KOH. It can be seen that the voltage increases with increase in temperature.
This phenomenon is probably due to the technology of membrane and need further experimental

Table A.3: Specifications of the AEM cell

Specification Value

Thickness of the membrane 25-50 µm
Area of the membrane 9 cm2

Operating Pressure 1 bar
Operating temperature range 20-80 oC
KOH Concentration 4M
Input and output flow rates 250 ml/min
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Figure A.5: Comparison of polarisation curve at 80 oC and 4M KOH

Figure A.6: Simulated polarisation curves for different temperatures at 4M KOH

investigation for the confirmation. Simulation of the polarisation curve for fixed temperature of
80 oC and different concentrations of KOH is shown in the Fig.A.7. There is a negligible effect
of the molar concentration on cell voltage as molar concentration appears in the equation of the
reversible voltage only. Figure A.8 shows the qualitative simulation of temperature evolution
for the AEM cell. These simulations shows that different operating conditions can be tested
virtually. This can help in decreasing the cost and the time involved due to experimental testing
and could prove as a great tool for design optimization.

A.5 Conclusion

AEM water electrolysis is a developing technology that requires lots of research to be a matured
like PEM water electrolysis so as to see its commercial application. In an attempt to contribute
towards this technology a BG based multi-physics model for AEM cell has been developed.
The developed model is then used to systematically generate MATLAB Simulink model which
is used for the simulations of polarisation curve at different operating conditions. The results
shows that the model can predict the polarisation curve satisfactorily. Further improvement
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Figure A.7: Simulated polarisation curves for various conc. of KOH at 80oC

Figure A.8: Simulation of temperature evolution of the cell at constant current density of
0.5Acm−2

in the model can be done by performing electrochemical impedance spectroscopy in order to
identify current exchange densities for both anode and cathode separately. Also the model
can be further enhanced by modeling the auxiliaries and other phenomenon like thermo-fluidic,
mass transport etc. which can be then added into a single model. It will be really interesting to
also test and validate the sizing of the model in order to see its implementation for AEM stack.
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Appendix B

Bond Graph Approach
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B.1 BG Technique for Model Building

BG is a well-adapted multi-disciplinary and unified graphical modelling approach to describe
complex process having multiple energy exchanges[18, 215, 216]. A brief introduction to BG
methodology for multi-physics systems is presented in this section.

B.1.1 BG Elements and BG Variables

BG can be denoted as G(N, B), where nodes N represent the BG elements that correspond
to energetic physical elements (inertia, resistance and capacitance), source elements (battery,
pump, etc.), power/energy constraint BG connecting elements and technological elements (sub-
systems) and bonds B represent the set of oriented edges that correspond to power/energy
exchange among nodal elements. Bond is labeled by two power variables: called flow (f) and
effort (e) variables whose product provides the value of physical power flow in that bond. Note
that for some energy domains like chemical, the product of these variables on a bond may not be
the representation of physical dimension of a power, however it is used for systematically model
such energy domains, called pseudo BG model [197]. All the BG theory obviously remains valid
in such cases also.

In figure B.1(a), a physical link between subsystem A and subsystem B using the half arrow
power bond is presented that represents the direction of energy/power flow among them. In the
represented configuration, energy flow is considered towards the destination node B, only when
the product of power variables is positive; otherwise, energy flow is in the reverse direction, i.e.
away from node B. In BG, causality (represented by cross-stroke) is an important structural
property that determines the relationship between power/energy variables based on cause and
effect analysis. The node which receives the effort information (or gives the flow information),
cross-stroke is marked near to that node. For example, according to causality in figure B.1(a)
and corresponding block diagram as in figure B.1(b), B receives effort information from A as
cross-stroke is marked near B, while A receives flow information from B. In Table B.1, various
flow and effort variables belonging to different energy domains are shown.

Different systems can be modelled in BG by employing a handful of elements (I, C, R, Sf ,
Df , Se, De, TF , GY and J) [218]. Here, I is the inertia element (stores kinetic energy); C
is compliance element (stores potential energy); R is resistive element (represents dissipation
phenomena); Sf and Se are, respectively, the source of flow and source of effort; Df and De
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Figure B.1: (a) Causal BG and (b) corresponding block diagram representation.

Table B.1: Flow and effort for various energy domains [15, 217].

Energy Domain Flow (f) Effort (e)

Electrical Current intensity (A) Voltage (V)
Fluidic Volume flow rate (m3.s−1) Pressure (Pa)
Fluidic (Pseudo BG) Mass flow (kg.s−1) Pressure (Pa)
Thermal Entropy flow (J.K−1.s−1) Temperature (K)
Thermal (Pseudo BG) Thermal flow (J.s−1) Temperature (K)
Chemical (Transformation) Molar flow (mol.s−1) Chemical potential

(J.mol−1)
Chemical (Kinetic) Reaction flow rate (mol.s−1) Chemical affinity (J.mol−1)

are, respectively, detectors for flow and effort (virtual sensors); TF is the transformer and GY is
the gyrator. These elements represent the energy transformation between different domains. J
represents the junction that accounts for energy conservation laws. These elements are presented
briefly below:

B.1.1.1 I element

I is an inertia element that represents the storage of generalised kinetic energy of the system.
The I element is shown in integral and differential causality with corresponding block diagrams
in figure B.2. In integral causality, the element takes effort as input and returns flow to the
system. The causal equation of the I element in this case is written as

f =
1

I

∫
edt (B.1)

In differential causality, the element takes flow as input and returns effort to the system. The
causal equation of the I element in this case is written as

e = I
df

dt
(B.2)

The value of I can be a constant value or a linear or non-linear function.

B.1.1.2 C element

C is a compliance element that represents the storage of generalised potential energy of the
system. The C element is shown in integral and differential causality with corresponding block
diagrams in figure B.3. In integral causality, the element takes flow as input and returns effort
to the system. The causal equation of the C element in this case is written as

e = C

∫
fdt (B.3)
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Integral causality

Differential causality
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Figure B.2: BG and block diagram representation of inertia element

In differential causality, the element takes effort as input and returns flow to the system. The
causal equation of the C element in this case is written as

f =
1

C

de

dt
(B.4)

The value of C can be a constant value or a linear or non-linear function.

Integral causality

Differential causality
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Figure B.3: BG and block diagram representation of capacitance element

B.1.1.3 R element

R is a resistive element that represents always represent the dissipation of energy in the system.
Depending on the causality the R element can have resistive and conductive causality as shown
in figure B.4. In resistive causality, the causal equation of the R element is given by

e = R.f (B.5)

In conductive causality, the causal equation of the R element is given by

f =
1

R
e (B.6)

The value of R can be a constant value or a linear or non-linear function. R element may also be
used as a multi-port resistive-source element (noted RS) to represent the active resistance that
generates entropy. For example, an electric coil that is used for heating acts as a resistance from
electricity point of view, but also acts as a source of thermal energy from thermal viewpoint.
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Resistive causality
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Figure B.4: BG and block diagram representation of resistive element
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Figure B.5: BG and block diagram representation of source of effort and flow element

B.1.1.4 Se and Sf elements

Se and Sf represents the source of effort and source of flow respectively. Their BG and block
diagram representation is shown in figure B.5. The Se element provides the information of effort
to the system and there is no flow returned to the element from the system. The Sf element
on the contrary provides the information of flow to the system and there is no effort returned
to the element from the system. The value of the effort provided by Se and flow provided by
Sf can be a constant or a linear or non-linear function.

B.1.1.5 Junctions

Junctions are the multi-port elements that can have any number of in and out ports to connect
the elements based on their interaction with other elements or the sub-systems. The power
coming in to the junction and going out of the junction is always equal. There are two types
of junctions, 0-junction and 1-junction, based on the way the effort and flow are carried across
the junction.

B.1.1.5.1 0-junction

The 0-junction is also known as flow sum junction. BG and block diagram representation of
0-junction is shown in figureB.6. All the bonds connecting to the 0-junction have same effort.
As the total power flowing in to the junction is equal to the total power flowing out of the
system. Therefore

e1f1 + e2f2 + e3f3...+ enfn = 0 (B.7)
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Figure B.6: BG and block diagram representation of 0-junction element

As for 0-junction all the efforts are equal,i.e.

e1 = e2 = e3... = en (B.8)

Equation B.7 can be rewritten as

f1 + f2 + f3...+ fn = 0 (B.9)

B.1.1.5.2 1-junction

The 1-junction is also known as effort sum junction. FigureB.7 shows the BG and block diagram
representation of 1-junction. All the bonds connecting to the 1-junction carries same flow. As
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Figure B.7: BG and block diagram representation of 1-junction element

the total power flowing in to the junction is equal to the total power flowing out of the system.
Therefore

e1f1 + e2f2 + e3f3...+ enfn = 0 (B.10)

As for 1-junction all the flows are equal,i.e.

f1 = f2 = f3... = fn (B.11)

Equation B.10 can be rewritten as

e1 + e2 + e3...+ en = 0 (B.12)

B.1.1.6 TF element

TF is a transformer element having two ports, which is used to proportionally transform the
like power variables between the two ports. For example, in mechanical systems, a lever that
is used for changing the force between two ends can be represented using transformer element.
This transformation is governed by a modulus (m). Figure B.8 shows the two possible BG
representations and their corresponding block diagram for a transformer element.
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Figure B.8: BG and block diagram representation of transformer element

The causal equations of the TF element for first configuration (when the causal stroke is on
right side) are written as:

f2 = m.f1 (B.13)

e1 = m.e2 (B.14)

The causal equations of the TF element for second configuration (when the causal stroke is
on left side) are written as:

e2 =
1

m
.e1 (B.15)

f1 =
1

m
.f2 (B.16)

B.1.1.7 GY element

GY is a gyrator element having two ports, which is used to proportionally transform the dis-
similar power variables between the two ports. For example, in case of a DC motor, the voltage
(which is an effort variable in electric domain) is transformed into angular velocity (which is a
flow variable in mechanical domain). This transformation is governed by a modulus (r). Figure
B.9 shows the two possible BG representations and their corresponding block diagram for a GY
element.
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Figure B.9: BG and block diagram representation of gyrator element

The causal equations of the GY element for first configuration (when the causal strokes are
away from the GY ) are written as:

e2 = r.f1 (B.17)

e1 = r.f2 (B.18)

The causal equations of the GY element for second configuration (when the causal strokes
are near to the DY ) are written as:

f2 =
1

r
.e1 (B.19)

f1 =
1

r
.ef2 (B.20)
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B.1.1.8 De and Df elements

De and Df are the detectors of effort and detector of flow respectively (BG and block diagram
representation shown in figure B.10). These are the virtual sensors to measure the effort or flow
in a junction.

Detector of effort

Detector of flow

De:e
𝑒

𝑓
𝑒 𝑒

Df:f
𝑒

𝑓
𝑓 𝑓𝐷𝑓

𝐷𝑒

Figure B.10: BG and block diagram representation of detector of effort and flow element

De element can only be connected to 0-junction and Df element can only be connected to
1-junction. Their causal equations can be written as

De = e (B.21)

Df = f (B.22)

B.1.1.9 Vectorial representation

The vectorial representation is used to represent the coupling variables of a complex system.
The coupled power variables in vectorial form are depicted as:

F =
[
ffl fth fch

]T
, E =

[
efl eth ech

]T
(B.23)

where F and E, respectively, are the flow and effort vectors. The suffices fl, th, ch, respectively,
denote the fluidic/hydraulic, thermal and chemical energy domain. Figure B.11 shows different
ways to illustrate a vector bond.
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Figure B.11: BG and block diagram representation of detector of effort and flow element

B.1.2 Concept of Causality in BG

Causality connects one process (cause) to another process (effect) where the cause is fully or
partially responsible for the effect. The concept of causality can be explained from physical or
philosophical viewpoints. In both, the causes have to lie in the past and the effect lies in the
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future. In a lumped parameter modeling framework, the velocity v of a point mass m at time
t under application of a force F is mathematically written as

v (t) =
1

m
p (t) =

1

m
∫ t−∞ F (τ) dτ =

1

m
∫ t0 F (τ) dτ + p (0) (B.24)

where p denotes momentum, the time integration represents the past history and hence the force
F is the cause and the velocity of the body v is the effect. This equation form representation
where only one effect appears on the left hand side and one or more causes appear on the right
hand side is called a computational or mathematical causality. The equation represents a model
which may be logical, statistical, empirical, or derived from deep knowledge, i.e. the physics of
the problem. In this work, equation models are based on physics. Thus, in the cited example,
physical and computational causalities have the same meaning. The concept of causality in the
Aristotelian philosophy assumes that the causes always lie in the past and it is good enough
for building forward simulation models of physical systems. On the other hand, diagnosis task
is different where the causes that lie in the past have to be inferred from the observed effects
in the present. For the considered example where the force F acts on the point mass m, the
equations in inverse causal form can be written as

F (t) = m
dv (t)

dt
≈ F (t−∆t) = m

v (t)− v (t−∆t)

∆t
(B.25)

where ∆t is a small time window corresponding to the measurement sampling interval. The
velocity may be directly measured or an observable variable that can be computed from the
other known measurements and states. Consequently, the velocity becomes the cause and the
force becomes the effect as per the computational causality whereas the normal connotation of
force as the cause and velocity as the effect remains valid as per the physical or Aristotelian
philosophical causality.

In a BG model, causality decides the computational order of power variables (e, f) based
on cause and effect relation for mathematical equation generation. It defines whether the effort
in a power bond is computed from the flow, or vice versa. The causality is represented by a
vertical stroke at one end of a power bond. In the causalled power bond, the effort (e) variable
is directed towards the causal stroke end, while the flow (f) variable is directed towards another
end, i.e. opposite to causal stroke end. Generally, preferred integral causalities are assigned
to the all energy storage elements (C and I) for dynamical behavior study where initial values
of states have to be specified. On the other hand, preferred derivative causalities are assigned
to C and I elements for diagnosis because values of initial states are unknown. A technique,
called sequential causality assignment procedure (SCAP) is used to assign these causalities to
a BG model[18]. A casual BG reveals the computational structure and is equivalent to a block
diagram. However, unlike block diagram with fixed computation structure, a bond graph can
be given new causality after any modification to it. The differential equations of state are
generated from a bond graph model with storage elements in integral causality and those can
be solved (simulated) using various types of integration methods.

B.1.3 Different Levels of Modelling Abstraction

To grasp complex systems, BG technique integrates the different levels of modelling, that is,
technological, physical, mathematical and algorithmic levels using the common tool. In tech-
nological level, different subsystems of a dynamical system are first identified and then inter-
connected through energy or power variables. This level is represented by using word BG that
shows the architecture of the system in a modularized form. In physical level, the system is
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modelled in the form of lumped parameters (showing different physical phenomena such as en-
ergy storage, dissipation and transformation) using generalized BG elements with power/energy
bonds. In mathematical level, dynamical behaviour of the system is represented in the form
of mathematical equations such as differential and algebraic equations or in state-space form.
The constitutive relations of the constraints and the components of the BG model provide these
equations in mathematical form. In algorithmic level, the causal property of BG technique
decides how these mathematical equations are algorithmically derived from the graphical BG
model. Thus, the structural and causal properties of BG technique enable the dedicated soft-
ware to systematically and algorithmically obtain the system dynamical equation either in the
form of state-space equations or in the form of differential equations for the simulation and
analysis purpose. Based on the BG approach, a number of software have been developed and
are available for use such as Symbols-Shakti® and 20-Sim®. In this work, model builder of
Symbol-Shakti® is used for developing the generic PEM electrolyser model where the structural
integrity of different components and sub-systems for the global system modelling is checked.
Once the models of different sub-systems (capsules) are built, their corresponding MATLAB®

Simulink models are systematically derived from implementation point of view.

B.1.4 Modular Building (Capsules)

In Symbols-Shakti®, the capsules are properly modelled subsystems that have single or multiple
input and output ports. They already have their partially derived equations. When the capsules
are assembled to form the complete model, the equations are linked together to form behavioural
equations for the complete model. For example, the capsule of PEM stack is developed by
coupling the BG sub-models with different energy interactions (electro-chemical, thermal and
fluidic). The internal model of the capsule in Symbols-Shakti® for a PEM stack is shown in
figure B.12.

Figure B.12: (a) Schematic diagram and (b) BG model of PEM electrolyser stack capsule.
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Depending upon the nature of interaction of the capsules with its environment, the ports can
be defined as effort or flow input port and effort or flow output port. Based on the requirements
these ports can be attributed as optional and hence are not needed to be connected in order to
create the global model. Coupled energy interaction between the sub-models can be represented
by a vector bond as shown by bond number 26 in figure B.12. A number of capsules are already
available in the database of the software for the commonly used components such as tanks,
valves, pipes, heaters and sensors. User defined capsules can be stored in the database and
can be used and modified as per the model requirement. Figure B.13 shows the user defined
capsules, developed for the PEM electrolyser system.

Electrolyser 

Figure B.13: Graphical user interface of the model builder.

B.1.5 Grammar and Connectivity Rules

Using the capsules, a global model of a complex system can be assembled in the model builder
of the Symbols-Shakti® software. Figure B.13 shows the graphical user interface of the model
builder. The global model is assembled in the form of piping and instrumentation diagrams
using the capsules. For example, the architectural model of a PEM electrolyser is shown in
figure B.13. The model builder also generates the behavioural equations for the whole system
automatically.

To successfully connect the capsules with each other there are certain rules that have to be
respected. The connectivity of the capsules is automatically checked by the software for validity.
Only the like ports can be connected. The flow (resp. effort) output of a capsule can only be
connected to the flow (resp. effort) input of the other capsule and vice versa. For example,
figure B.14 demonstrates the requirement of the coherence of causality for the connection of the
capsules of two tanks.
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Figure B.14: (a) Invalid and (b) Valid connection of capsules.

From figure B.14(a), it can be seen that it is not possible to directly connect two tank
capsules together as the input for the tank capsule is flow and the output is effort. In order
to connect the two tank capsules the resistance of the pipe needs to be considered which takes
effort as input and flow as output (as shown in figure B.14(b)). Published articles [199, 219,
220] and reference manual of the software can be referred to for further details.

B.2 Model-based Fault/degradation Diagnosis Methodology
using BG

In model-based diagnosis, a residual is an indicator of the deviation of the behavior of a sys-
tem from its expected/normal behavior. Various approaches can be used for the generation of
residual which acts as a fault indicator in model-based diagnosis and those may be classified
as observer-based, parity relation-based, parameter estimation/identification-based and ARRs
based methods. The ARR s are usually manifestations of different conservation relations rep-
resented in the form of constraints or balance equations. For hydraulic system, these can be
energy (Bernoulli equation), mass (continuity equation) and momentum (Navier-Stokes equa-
tion) conservation relations. For electrical circuits, these can be Kirchhoff’s current and voltage
laws, loop laws, element constitutive laws, and energy/power balance equations, etc.

BG being a graphical representation of the physics of dynamical systems offers a systematic
approach to generate ARR s from the BG model. For simpler systems, ARR s can be written
in closed symbolic form by eliminating the unknown power variables of the BG model while
retaining the measurable system variables. BG causality provides the algorithm to eliminate the
unknown variables from the model. The DBG model can be used for ARR generation from the
DBG model in symbolic form. A DBG model of a system is obtained by changing the effort (or
flow) sensors De (or Df) of BG model into modulated effort (or flow) sources MSe (or MSf),
respectively, which are equivalent to changing the causality of different sensors. Such changes
imply that for the diagnosis problem, measurements are known variables. The substitution of
sensors by sources changes the causalities of junctions and elements in the BG model. Also, all
the storage elements are assigned with derivative causalities so that unknown initial conditions
are eliminated. Usually, for each sensor one ARR is generated, thus the number of ARR s is the
same as the numbers of sensors in the plant. For instance, the BG model of an electric circuit
(figure B.15(a)) is shown in figure B.15(b), where Se : Vs , R : R1, R : R2, C : 1/C1 and C : 1/C2

model the voltage source, resistances , R1 and R2, and capacitances C1 and C2, respectively.
The current (flow) sensor is modeled by Df : I and the two voltage (effort) sensors are modeled
by De : V1 and De : V2. The 1-junctions in the model indicate common flow (current) or
series connection and the 0-junctions indicate common effort (potential difference) or parallel
connection. Note that flow detector Df always appears at 1 junction and effort detector De
always appears at 0 junction. The causalities assigned in figure refelectrical circuit(b) have
integral causality in storage (here C) elements and the sensors have usual causality. The model
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in figure refelectrical circuit(b) has no causal conflict and can be used to simulate the behavior
of the system for given inputs, parameter values and initial conditions (initial charges in the
two capacitors).

Figure B.15: (a) Example of an electric circuit, (b) BG model, (c) DBG model, and (d) corre-
sponding FSM.

The DBG model of the system is shown in figure B.15(c), where the flow (current) sensor
Df : I and effort (voltage) sensors De : V1 and De : V2 of BG model (figure B.15(b)) are
replaced by Msf : I and MSe : V1, MSe : V2, respectively. In figure B.15(c), one imaginary
effort detector (De∗1) and two imaginary flow detectors (Df∗

1 and Df∗
2 ) are introduced at new

outputs. For a nominal plant with nominal parameters, these new outputs should be zero and
hence the equations for these outputs give ARR s. Accordingly, one of the ARR s is derived
from De∗1 = e4 = 0 after eliminating the unknown variables by using the causality assignment.
An ARR (U, Y, θ) is a constraint written in terms of input vector U ∈(Se, Sf), known
measurements imposed on DBG Y ∈(MSe, MSf) in place of (De, Df) in original BG, and a
parameter vector θ = [θ1, θ2, ..., θj , ..., θp]

T comprising p number of known nominal parameters.
For the causality assignment shown in figure B.15(c), at junction 11, e4 = −e1 + e2 + e3, where
e1 = Vs, e2 = f2R1 = f4R1 = f5R1 = IR1 and e3 = e8 = e9 = V1. Thus, after putting
all known effort values in De∗1 = 0, it provides the ARR 1 as Vs − IR1 − V1 = 0 which is
an expression containing only the known (measured) variables and parameter. Disregarding
measurement faults, the constraint (or consistency check) expressed by ARR 1 is satisfied as
long as the system operates without any deviation in the value of R1. The evaluation of an
ARR expression is called a residual. Here, the first residual r1 (t) = Eval (ARR1) at time t.
If the value of R1 has changed and the measurements have changed due to that, then, r1 ̸= 0
with new measurements and old/nominal value of R1 and that indicates a degradation of R1.
The influence of parameter deviations on specific residuals is represented in a FSM. The FSM
for the electrical system in figure B.15(a) is shown in Figure B.15(d) where only one residual
r1 (corresponding to ARR 1) would deviate with deviation of R1 value and such a residual
with one to one map is called a structured residual. In fact, to accommodate sensor noise and
uncertainties, the residual consistency check is performed by specifying a threshold allowable
deviation of residual, i.e. residual r1 will be assumed to be consistent if |r1 (t)| ≤ ε1 (t) where
ε1 is a small threshold. In the prognosis problem, attempt is made to find the instantaneous
true value of R1 and the trend of its deviation which would keep |r1| ≤ ε1 at all times, and then
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postulate the time after which the true value of R1 would violate a threshold limit of acceptable
performance.

Likewise, the DBG in figure B.15(c) shows Df1
∗ = f8 = 0 and Df2

∗ = f13 = 0 , which
provide the ARR 2 and ARR 3 after elimination of all unknown variables. Thus the ARR s of
the electric circuit are expressed as

De∗1 : ARR1 = Vs − IR1 − V1 = 0 (B.26)

Df1
∗ : ARR2 = I − C1

d

dt
V1 −

(V1 − V2)

R2
(B.27)

&Df2
∗ : ARR3 =

(V1 − V2)

R2
− C2

d

dt
V2 (B.28)

In normal operation, ideally, residuals should be zero. However, due to modeling and process
uncertainties, evaluated residuals show small non-zero values. In order to account for these
uncertainties in a robust diagnosis/prognosis, the system is modelled in DBG-LFT form. For
uncertain dynamic systems, nominal and uncertain parts of the ARR s are separated from
the outputs of the DBG-LFT model and the uncertain parts are used to specify the residual
thresholds, called adaptive thresholds. The adaptive thresholds should envelope the residuals
evaluated by using the nominal ARR s during normal operation of the system or the system
which has not degraded sufficiently.

Generally, the parameter uncertainty of any parameter value θj ∈ (I, C,R, TF,GY ) can be
represented either in a multiplicative form or an additive form as follow:

θj = θjn(1± δθj )

orθj = θjn ±∆θj
(B.29)

where δθj = (∆θj/θjn) and ∆θj are the relative and the absolute deviations of nominal parameter
value θjn

In DBG-LFT form model, the nominal value of parameter θjn is decoupled from its uncertain
part ±∆θj . The uncertain part is treated as a disturbance either in the form of additional flow
or effort that depends on the type of BG element and its causality in the model. In DBG-LFT
model, parameter θj ∈ (C) and θj ∈ (I), in differential causality, are modelled in the form as
shown in figure B.16(a) and figure B.16(b), respectively, where J indicates a junction (0 or 1).
Likewise, θj ∈ (R) is modelled in either form as shown in figure B.16(a) or figure B.16(b). Thus,
the additional disturbance flow (or effort) due to uncertain part is brought to the junction 0
(or 1) by the uncertainty ∓δθ∗ as shown in figure B.16(a) (or figure B.16(b)). This is achieved
by introducing the virtual flow (or effort) sensor Df ′ : zθ∗ (or De′ : zθ∗) and virtual modulated
source of flow (or effort) input MSf ′ : ±wθ∗ (orMSe′ : ±wθ∗) into the uncertain BG model.
Note that subscript θ∗ depends on the constitutive law of respective element. For instance,
let us consider the linear R-element in the conductive causality (causal form in figure B.16(a))
with associated power variables eR (effort) and fR (flow). If the true parameter value of a
resistor R-element is not known exactly then it can be expressed as Rn ± ∆R = Rn(1 ± δR)
where Rn denotes nominal parameter value and ±∆R = ±δRRn is the uncertain part of R. The
constitutive law of linear R-element modelled in conductive causality is given as

fR =
1

Rn ±∆R
eR =

1

Rn

(
1∓ δ1/R

)
eR =

eR
Rn

∓ w1/R = fRn ∓ w1/R (B.30)

where fRn is nominal flow and ∓δ1/R(eR/Rn) = ∓w1/R is the additional contribution of flow
due to uncertain part of the parameter R and may be treated as a disturbance. Note that δ1/R
is the uncertainty in estimating the value of 1/R.
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Figure B.16: (a)-(b) Modelling parameter uncertainty, and (c)-(d) modelling measurement un-
certainty in DBG-LFT

Likewise, other BG elements (TF and GY ) with uncertainties in the parameter values can
be modelled by using BG-LFT form model. Also, the error in the measurement of effort (or
flow) ∆MSe(or ∆MSf ) may be detached from its nominal effort (or flow) part MSen (or MSfn)
and can be expressed as

MSe = MSen ±∆MSe

MSf = MSfn ±∆MSf
(B.31)

These measurement errors ∆MSe and ∆MSf can be modelled by the virtual sources MSe′

(shown in figure B.16(c))) and MSf ′ (shown in figure B.16(d))), respectively, in DBG-LFT
form model at the respective junctions.

The DBG-LFT form model separates the nominal and uncertain parts of ARR s for robust
fault diagnosis of an uncertain system. Without the loss of generality, the ARR (U,Y,θ) of an
uncertain system may be expressed as

ARRni (U,Y,θ)± (λi + λSi) = 0 (B.32)

where ARRni, λi and λSi represent the i-th nominal ARR that gives residual (ri) (i = 1, 2, ..., n;n
is number of residuals), the uncertain part due to parameter uncertainties and the static uncer-
tain part needed to account for measurement noise, respectively. Also,U ∈ (Se,Sf) is the known
input vector, Y ∈ (MSen,MSfn) is the nominal measurement vector, θ = [θ1, θ2, ..., θj , ..., θp]

T

is the nominal parameter vector comprising p parameters, λi ∈ wθj and λSi ∈ (∆MSe,∆MSf ).
Online evaluation of each nominal part, ARRni, and uncertain part,(λi + λSi) , using U,

Y, and θ along with the different specified uncertainties bounds provides residual (ri) and
adaptive thresholds (ε = ±|(λi + λSi)|), respectively. Note that as the absolute values of
different uncertain parts contribution is added in the adaptive threshold, the small λSi part
may be neglected. A coherence vector (C) whose standard form is C = [c1(t), c2(t), ..., cn(t)],
where ci(t) ∈ 0, 1(i = 1, 2, ..., n) is used to generate the alarms during on-line supervision.
The element ci(t) of coherence vector (C) depends on the decision procedure, Θ (ri(t)), and is
obtained as

ci(t) = Θ (ri(t)) =

{
0, if − εi(t) ≤ ri(t) ≤ εi(t),
1, otherwise.

(B.33)

During normal operation of the system, all elements of coherence vector (C) show zero
values; otherwise non-zero value of any element of C indicates the abnormal behaviour of the
system and it generates the alarm. In the present case, abnormal behaviour implies sufficient
deviation of at least one parameter value from the corresponding nominal value. After an
alarm is raised, the next step in the diagnosis is the isolation of the parameters whose values
have deviated sufficiently (more than the uncertainty values), i.e. the components which have
degraded beyond specified limits.
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For isolation of degraded component, the standard FSM is used which includes the
fault/degradation symptoms of different components of a system and it can be generated sys-
tematically by testing the sensitivity of each ARR with respect to each component’s parameter.
In FSM, columns represent the set of residuals and rows represent the set of components or
parameters. Each row contains signature for the respective parameter in the form of a binary
number (1 or 0) according to sensitivity of each ARR. If i-th ARR is sensitive to j-th parameter
deviation then the entry in i-th column and j-th row of FSM is 1, which is otherwise 0. A degra-
dation/fault of a component is monitorable if at least any one of the residuals is sensitive to it
whereas it is isolatable only when the row vector corresponding to that component/parameter
is different from the row vectors corresponding to all other components/parameters. So, mon-
itorability index (Mb) and isolatability index (Ibs) are also included in the FSM to represent
detectability and isolatability of the degradations/faults. These indices are shown as binary
numbers 1 and 0, respectively, for TRUE and FALSE. The coherence vector (C) is continuously
evaluated at small time intervals during the system monitoring and if it is non-zero at any time
then there is some fault/ degradation of a component and that particular component can be
isolated by uniquely matching the coherence vector with rows of the FSM. For the detection and
isolation of any degradation/fault, the corresponding monitorability index and isolatability in-
dex values must be 1. For instance, FSM of electric circuit example (figure B.15(a)) are obtained
by analysing the ARR s and is shown in figure B.15(d) in the tabular form with isolatability
indices Ibs for of single fault/degradation case and Ibm for multiple faults/degradations case.
For isolation of multiple faults/degradations, FSM should be in diagonal or structured form.
However, most often unstructured form of FSM is obtained due to the limitation of sensors
placement in the plant. For example, from the FSM in figure B.15(d), fault/degrdation in R1

belongs to structured part of the FSM and is always isolatable (both in single and multiple
faults/degradations cases). However, other parameters (C1, R2 and C2) belong to unstructured
part of FSM and are not isolatable in multiple faults/degradations cases. Thus, for isolation of
actual faults/degradations in such case of unstructured FSM, parameter estimation is required.
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